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We wish to dedicate this book to the memory of Walter Kohn and Aneesur Rahman,
founders of the modern approach to the physics and chemistry of real materials,
both theoretical and computational. While their contributions will forever stand
as milestones in the progress of science, we wish to commemorate their courage
and vision in proposing new methods that would be fully implemented only decades
later. We – and everyone who has known them personally – continue to remember
them also for their tireless enthusiasm for science, their generous sharing of ideas,
their unique kindness, and their charisma. As their articles start to disappear from
citation lists in the same way as those of the founders of quantum mechanics, it
is both humbling and comforting to know that any present and future development
rests on the work of two wonderful people who have truly embodied the values of
science.

Wanda Andreoni and Sidney Yip



Preface to HMM2

The Handbook of Materials Modeling, published in 2005, was the first reference
work of its kind, providing a comprehensive description of an emerging field of
research and helping to grow a community at the intersection of Computational
Science and Materials Science and Technology through the development of the
theory, modeling, and simulation of materials across the disciplines of physics,
chemistry, and engineering. In producing the first edition, the editors were guided
by a simple vision – target students, young researchers, and nonspecialists as the
primary audience, introduce the concept and practice of linking materials research
at different resolution levels (from the atomic to the meso- to the macroscale), and
stimulate exploration and applications. The e-book version became available two
years later.

The Handbook of Materials Modeling Second Edition (HMM2) follows its pre-
decessor in serving the broad community of Computational Science and Materials
Science and Technology. Its goal is to update the current state of the art of materials
modeling and simulation in two complementary ways:

• Strengthen the foundations of materials theory, modeling, and simulation
• Broaden the scope to include challenges and opportunities of interdisciplinary

interest

In both objectives, HMM2 strives to promote open discussion of the capabilities
and limitations of current methodologies and applications. The Second Edition is
composed of two companion sets: Handbook of Materials Modeling – Methods:
Theory and Modeling, and Handbook of Materials Modeling – Applications:
Current and Emerging Materials. These will be abbreviated as MTM and ACE,
respectively. Each set is a stand-alone publication with its own Table of Contents
and individual chapters that are grouped under a number of parts. Both MTM and
ACE are three-volume sets. There are 11 parts in MTM containing, beyond the
Introduction, 10 sections with 88 chapters and 16 parts in ACE containing, beyond
the Introduction, 15 sections with 120 chapters. The chapters which constitute the
primary scientific content of the handbook are organized by the section editors in
each set, working in coordination with the editors in chief. The section editors also
provide an introductory overview of their own section, thus facilitating access to the
following chapters.

vii



viii Preface to HMM2

Logistical issues aside, we think it is important to emphasize the holistic aspects
of materials modeling and simulation, as an evolving discipline across science and
technology and the complementarity of the two sets. As the community grows in
scope and relevance, learning “in depth” with the aim of mastering the relevant
theoretical and computational algorithms becomes more and more important.
Equally, it becomes important to be able to discern unresolved materials issues
for which information from simulations could “make a difference” and to properly
apply and critically assess the chosen models and methods. Thus all readers should
recognize the beneficial overlap of the two sets. In the respective introductions we
will elaborate further on this point.

An undertaking of this magnitude can only succeed as a collective effort.
The Handbook of Materials Modeling Second Edition would not be a reality
without the dedicated efforts of former Springer Editor Maria Bellantone, to
whom we are especially indebted. She brought us together and provided us with
essential logistical support. We thank Lydia Mueller for her early guidance. Our
deepest gratitude goes to Juby George and Sunaina Dadhwal for their invaluable
editorial assistance, efficient communication with authors and editors, and efficient
management of the Springer platform Meteor. Their assistance made it possible to
complete the project on an admittedly ambitious schedule. That 200 plus chapters
could be commissioned, manuscripts collected, revisions, etc., be undertaken and
published in less than four years is an accomplishment for which the credit properly
should go to the section editors and their authors. We would like to think all
participants will take pride in what we have achieved together. This is a journey
that will continue. We trust the community will be diligent in upholding standards
and maintaining respect and collegiality among all stakeholders.

February 2020 Wanda Andreoni
Sidney Yip

Editors
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Abstract

The ultimate goals of research on materials are to improve on their properties
and control processes such as chemical degradation or mechanical failure as well
as to design new materials and processing routes. The Handbook of Materials
Modeling, in its former and present editions, aims to clarify how modeling and
virtual experiments contribute to this effort and to monitor their development
over the years. In particular, the set Handbook of Materials Modeling: Appli-
cations – Current and Emerging Materials (ACE) offers an ample description
of recent achievements in several areas of materials science and technology. It
covers research on systems – such as catalysts or magnetic materials or complex
oxides – on which modeling and simulations have traditionally focused, and
especially on a few “discovered” during the last 15 years or so, such as 2D
materials or novel photovoltaics or bio-inspired hierarchical systems. The former
studies can be considered to be an update of those reported in the 2005 edition
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of the Handbook of Materials Modeling (HMM). Therefore, by comparison,
ACE provides the reader with a view of how computational materials science
has developed since then. On the other hand, the articles on emergent materials
show how critical the role of computations has been as an aid to experiment
in tackling the (often unprecedented) related scientific and technological issues.
Here we briefly introduce the 15 parts of ACE and emphasize the importance of
topics treated therein and of the major findings. Several chapters provide a brief
assessment of the applied methodologies by reporting on both achievements and
failures. We shall underline what one can learn from these results and also point
out connections between ACE and the companion handbook (MTM), which is
devoted to the methods.

1 Introduction and Connection with MTM

Recent progress in technology has largely been related to the use of new materials
of unprecedented complexity whose understanding appears to require the use of
advanced modeling and simulation. Indeed, during the past decade or so, the realm
of applications of computational materials science has broadened remarkably, their
protocols have changed from the use of single to multiple methods for a more
comprehensive understanding, and their objectives have gradually moved toward
the requirements of rational design. Many are the challenges, however, that are
still open so as to render the paradigms of virtual experiment essential companions
to real experiment and thus help further progress in technology and fundamental
understanding.

The Handbook of Materials: Applications – Current and Emerging Materials
(ACE) gives an account of the various steps, successes, and failures in this endeavor
to date. While we do not pretend that the scenario presented is complete, we are
confident it gives a broad view of the diverse branches of materials science in which
computations play a significant role.

ACE is the companion publication (set) to the Handbook of Materials Modeling:
Methods – Theory and Modeling (MTM). Together these two stand-alone, multivol-
ume publications constitute the Handbook of Materials Modeling – Second Edition.
There is necessarily considerable overlap both amongst the parts in each set and
amongst the individual chapters in each section. However this overlap is deliberate
and intended to aid the reader. To access all the information available from the
handbook, it would be advisable to examine the Table of Contents (TOC) for each
set, along with consulting the present chapter (and its counterpart for MTM) for an
overall introduction.

To aid readers relatively new to the handbook, we start by providing a brief
description of the contents of the set ACE. As shown in the Table of Contents, the
set consists of 15 parts and a total of 120 chapters. In analogy with the Introduction
chapter to MTM (Table 1), we consider a list of keyword descriptors as a way of
concisely characterizing the contents of ACE. This is shown in Table 1. Comparison
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Table 1 List of keywords
describing the topical themes
of each of the 15 parts in
ACE. For full section titles
and the individual chapters in
each section, see the Table of
Contents

Plenary topics
Photovoltaics
Magnetism and spintronics
Low-dimensional materials
Nanoscale thermal transport
Electrochemical oxides
Surface catalysis
Nanomechanics
Hierarchical materials
Complex soft matter
Predictive modeling of glasses
Nuclear materials
Radiation damage
Human disease modeling
Crystal structure predictions

with the counterpart for MTM clarifies the commonalities and distinctions between
the two sets of the handbook, if one simply notes the different contexts, namely
frontier applications for ACE and fundamental methods for MTM.

Obviously method development is ahead of application: even when appreciation
of new algorithms comes soon after their proposal, efficient implementation in
computational codes is rarely fast, and a relevant application takes even longer.
Therefore most of the results discussed in ACE can be considered a test of methods
that are by now commonly used. ACE shows that computational materials scientists
are setting increasingly more ambitious goals for their research that are often beyond
the reach of available tools. On the other hand, MTM reports not only on methods
that have been establishing themselves during the last decade but also on very recent
highly promising developments. The latter clearly appear to be in line with the
demand arising from the research work described in ACE.

2 A Brief Guide to the Parts of ACE

Here we will briefly introduce the topics addressed in ACE and highlight the
relevance of each of them as well as methodological problems which seem to
be common to diverse applications. For a more extensive and specific discussion,
we refer the reader to the overviews by the section editors. In particular, they provide
a global outlook of the current status of modeling and simulations and clarify both
short- and long-term challenges.

Before focusing on each section separately, we note that, in each of them, partic-
ular attention is paid to the need to go beyond the understanding of a phenomenon
obtained through the application of certain models and calculations and to translate
it into suggestions for improvement or innovation. In fact, this drive toward the
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practical use of the results of computational approaches has been developing over
the last 10–15 years, certainly motivated by the increased and widespread need for
“better” materials in current technologies. Simultaneously, computational scientists
have become increasingly aware of the complexity of real materials. This implies,
on the one hand, the need to acquire a global understanding of their behavior,
e.g., concerning the interplay of chemical and mechanical properties in determining
thermodynamic stability or concerning the performance of a given compound in
real devices at operating conditions, and, on the other hand, the need to learn and
make use of diverse theories and computational tools. Common concerns about the
limitations of the latter can also be identified across the sections, e.g., about the lack
of accuracy of standard approximations in DFT-based calculations, and the need
for algorithms capable of bridging the description of a system at different length
scales so as to unravel, for example, the influence that the interatomic processes
have on the behavior at the mesoscale. Moreover, as we will see in the following,
machine learning techniques have already started to be employed in the search for
new materials in several areas.

In analogy with MTM, ACE opens with a collection of articles on subjects
which we expect will be of special interest to the reader (“Plenary Topics,” Editors:
Andreoni and Yip). As shown in our section overview, some of these chapters
can be easily connected to more than one of the following topical sections, thus
providing further information and new perspectives. Others deal with additional
very interesting topics that did not fit into the specific classification of Table 1.

The first topical part, “Photovoltaics: First Principles Modeling” (Editors:
Bernardi and Grossman), is focused on ab initio approaches to the study of
“modern” photovoltaics, namely, organic-inorganic halide perovskites (prototype
CH3NH3PbI3) and ultrathin group 6 metal chalcogenides such as WS2. Both classes
of materials have emerged in the last decade as highly promising alternatives to
amorphous silicon (see, e.g., Editorial 2019). In an attempt to understand their
characteristics and help design better performing devices, one is faced with a
number of basic questions that cannot all be treated with current first-principle
methods. These issues are pointed out in the overview by the section editors.
However, as thoroughly discussed in the chapter by Filip, Volonakis, and Giustino
for the case of perovskites (�Chap. 14, “Hybrid Halide Perovskites: Fundamental
Theory and Materials Design”) current ab initio methods have been successful in
predicting – not just reproducing – several optoelectronic properties and have been
of invaluable support to experimental research from the early days to date, also in the
quest for more stable and nontoxic alternatives to lead compounds. As an example,
we direct the reader to a related patent for the synthesis and utilization of nontoxic
double perovskites, which were identified by the mentioned calculations (Snaith
et al 2018).

The next part entitled “Modeling Applications to Magnetism, Magnetic Materials
and Spintronics” (Editor: Sanvito) is well connected to the companion section in
MTM (Editor: Sanvito) describing state-of-the-art theoretical and computational
methods for the investigation of different aspects of magnetism and spintronics. The
applications presented here involve the description of macroscopic magnetization
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dynamics and of the interaction between electrical currents and spins at the
atomic level. Moreover, a chapter is included on the search for novel magnetic
materials using combined machine learning strategies and high-throughput data
from electronic structure calculations. (For a general perspective, see the part on
“Materials Informatics” in MTM.)

The part on “Low-dimensional Materials at the Nanoscale” (Editor: Chelikowsky)
records successful applications of computations – mainly DFT-based – of the
structural and electronic properties of 2D materials, nanoclusters, nanowires, and
graphene nanoribbons. For example, these calculations clarify the interplay between
limited dimensionality and quantum confinement and their influence on doping
which is crucial for material functionalization. They also allow one to understand
the evolution of physical properties with increasing system size and thus to predict
how certain characteristics of the bulk such as the energy gap establish themselves.

The part “Thermal Transport” (Editor: Donadio) provides a broad view of
the ongoing efforts to unravel multiple issues related to thermal transport in
realistic systems and obtain reliable modeling tools and simulations. On the
one hand, a few chapters describe in detail recent advances made in theoretical
algorithms and computational schemes and point out the remaining challenges
for method development. On the other hand, application of current approaches to
a variety of systems, from polymers to metal alloys to nanostructured materials,
clarifies the complexity of the problems that simulations should tackle in the near
future.

The part “Challenges and Opportunities in Modeling Oxides for Energy and
Information Devices” (Editors: Franchini and Yildiz) introduces the reader to a vast
research arena, namely that of electrochemical materials, mainly complex metal
oxides. The great interest in (complex) metal oxides stems from their versatile
applications, as part of energy conversion and storage devices as well as of logic
and memory systems. The articles presented in this section tackle fundamental
issues that are critical for the performance of the mentioned devices. In particular,
there are concerns mainly about the nature and role of point defects, surfaces, and
interfaces, their effects on the ion or electron transport, and also about the limitations
of currently available calculations to provide quantitative information.

We note that one of the chapters focuses on perovskite oxides and their use
as electro-catalysts in fuel cells. In particular, it points out the lack of knowledge
of the catalyst surface, for which modeling and simulations could be relevant.
Electro-catalysis is actually one of the subjects more extensively treated in the
next section, which is specifically dedicated to surface catalysis. In conclusion, we
remark that, besides the use of traditional computational methods that are critically
discussed in this section, also machine learning strategies have started to be applied
for the optimization of the characteristics of electromagnetic oxides (see, e.g.,
Min et al. 2018).

The part on “Surface Catalysis” (Editors: Reuter and Metiu) also relates to a
vast area of research. It suffices to realize that catalytic reactions are ubiquitous in
our life and in industrial processes and that tremendous effort has been ongoing
for decades in the search for “optimum” catalysts. The set of articles collected here
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introduce relevant sub-topics and especially illustrate how current computational
methods – from ab initio calculations to microkinetic models to computational fluid
dynamics to multiscale approaches – have been applied during the last 10–15 years.
In particular, the change of paradigm of modeling and simulations that we have
mentioned above towards in silico design is clearly shown. Indeed, besides the
mechanisms of specific chemical reactions and the nature of possible active sites
and point defects, issues of major interest that have recently been tackled regard
numerous factors that affect the performance and lifetime of the catalyst. For
example, current investigation focuses on the interaction of the catalyst with its
environment, e.g., heterointerfaces, other chemical species introduced in the reactor
as either promoters or inhibitors of catalytic activity, and the solvent (in the case
of electro-catalysis) or concentrates on the dynamical restructuring of the catalyst
under operating conditions.

The huge amount of available data on catalytic processes calls for the use of
artificial intelligence procedures in catalyst design. In addition to some references
provided in the overview by the section editors to emerging applications of
machine learning techniques, we direct the reader to an interesting discussion of
recent progress in machine learning in the field of catalysis and on several severe
challenges (Li et al 2018). We also suggest for further reading a recent general
review on inverse design approaches to catalysis (Freeze et al 2019).

The next two sections illustrate how state-of-the-art modeling at various length
scales can be applied to “everyday” materials with complex structures to study their
fundamental properties. Understanding the connection of the mechanical properties
to the structural characteristics is certainly a primary goal of this research. We note
that dynamics simulations at the molecular or nanoscale level – namely, the first
step in the chain of models leading to a more comprehensive representation of
these systems – rely either on well-established coarse-grained schemes or on simple
interatomic potentials. For methodological issues and an extensive perspective,
we refer the reader to MTM and especially to the part “Soft Matter/Polymers
Simulations” (Editor: Kremer).

The part “Multiscale Modeling of Structural Materials: Chemistry and Mechan-
ical Performance” (Editors: Buehler and Martin-Martinez) mainly focuses on
hierarchical natural materials such as silk, wood, and bamboo and on infrastructure
composites such as asphalt and concrete. It also includes a chapter about silica
aerogels, namely, nanostructures with an unusual structural organization. The part
“Modeling the Structural Development and Mechanics of Complex Soft Materials”
(Editors: Del Gado and Pellenq) is devoted to another fascinating class of “soft
materials” and in particular reports on modeling and simulations for soft gels,
cement, and clay. We remark that both the above sections also serve as an
introduction to the rich phenomenology of the broad class of materials treated
therein and to the achievements of experimental investigation.

Mechanical behavior is also the focus of the next part entitled “Nanomechanics
of Materials: Structure and Deformation” (Editor: Zhu). Nanomechanics covers a
large variety of nanoscale materials, such as nanowires, nanotubes, nanomembranes,
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nanomotors, and low-dimensional materials in general. Size reduction has strong
and peculiar effects on the mechanical properties of a material relative to those of
the bulk and often leads to a remarkable enhancement in strength and toughness.
Also unusual mechanisms have emerged as responsible for deformation and
fracture. Some examples are given in the selected chapters. Most computational
studies discussed therein are based on classical molecular dynamics. These
simulations provide insights into, e.g., the nature and role of predominant
defects or the mechanism leading to deformation in nano-twinned materials or
the auxetic behavior of 2D materials. The limitations of this approach are also
underlined, especially in terms of length and timescale of the simulations. For
a more comprehensive understanding of “nanomechanics,” we suggest further
reading, e.g., the chapters included in the section “Recent Advances in Crystal
Plasticity Modeling” (Editors: Cai and Ghosh) in MTM and also a recent review
(Taloni et al. 2018) describing the failure behavior of materials at different
size scales. We also point out a connection with the previous ACE section on
“Low-dimensional Materials at the Nanoscale” (Editor: Chelikowsky) dealing
with different aspects, mainly electronic properties, of nanostructures and
2D materials.

The section “Glass Science and Technology: Predictive Modeling” (Editors:
Mauro and Onbasli) shows how constitutive models are commonly utilized for
practical engineering purposes, with specific reference to the glass industry. This
choice is certainly due to the ubiquitous presence of functional glasses in areas as
diverse as construction, transport, automotive, or photovoltaic applications. Indeed
modeling has proven to be crucial for the optimization and design of a large variety
of functional properties of glasses. For example, the manufacturing of glasses is
required to ensure unique stable attributes, such as high optical transparency, high
mechanical strength, and high sound transmission loss. Moreover, as the extensive
overview provided by the section editors points out, the current development
of predictive schemes in the glass industry is moving toward a multiscale and
physically based approach.

The next two parts, “Nuclear Materials” (Editors: Marian and Devanathan)
and “Radiation Damage” (Editors: Short and Nordlund), are connected to a large
extent, because, although distinct, they treat similar problems requiring the same
computational approaches. The former reports on studies of the fundamental
properties of nuclear fissile fuels, e.g., uranium dioxide, and structural materials,
e.g., zirconium alloys, as well as on the detrimental effects of neutron irradiation on
the performance and lifetime of nuclear reactors. The latter considers both neutron
and ion irradiation effects and also materials other than nuclear. Both parts provide
a comprehensive description of the various modeling strategies and simulations in
use, from the atomic level to the continuum level. However, it is fair to say that,
despite the advances in theory, modeling, and simulation, and experiments made
over 50 years, formidable challenges still remain. For further specific discussions,
readers should consult major reference works dedicated to this topic (Cacuci 2010;
Konings 2012; IAEA 2018).



10 W. Andreoni and S. Yip

We also remark that damage induced by ionizing radiation in biological matter,
say DNA or proteins, is not considered in this handbook.

The part “Multiscale Modeling of Diseases” (Editors: Dao and Karnidakis)
provides an introduction to the emerging field of experimental and computational
modeling of human diseases. It is a field of biophysical and biomedical research
driven principally during the past 10 years by the developments along three
directions, advanced multiscale modeling capabilities, new mechanobiology exper-
imental techniques, and interdisciplinary collaboration among modeling scientists,
experimentalists, and clinicians in the targeted specialties. The chapters discuss
various computational methods developed for modeling at the meso-scale (particle-
based) and continuum levels and specific studies on the human red blood cell
(relevant to malaria) and sickle cell anemia.

The ACE set of the handbook closes with a section entitled “Computational
Crystal Structure: Prediction and Materials Discovery” (Editors: Wang and Wolver-
ton) providing another interesting topic of materials development. Applications of
a variety of methods for the prediction of crystalline structures are presented for
materials of given chemical compositions. The development of the basic algorithms,
based on the exploration of the potential energy surface and energy minimization
procedures, dates back more than 20 years. However, several new and more accurate
procedures have been put in place only in the last decade so as to increase the ability
to predict low-energy structures for complex compounds and discover unforeseen
polymorphs. In particular, we emphasize extensions and adaptations of the genetic
algorithm and particle swarm optimization techniques. Moreover, we point out
the advent of an original methodology that combines results obtained both from
the analysis of X-ray diffraction (Rietveld refinement) and from ab initio (DFT)
calculations.

3 Conclusion

ACE provides an overview of several areas of materials science in which computa-
tions at different levels of sophistication have been extensively applied during the
last 10–15 years. The role of computational materials science is now established.

However, it is clear that further progress is needed for physically based modeling
and simulation to become essential components in the design of either new complex
materials with prescribed properties or new procedures for material process control
and synthesis. To meet these ambitious objectives, an intensive exchange between
academia and industry and society will be necessary.

While we may very possibly have overlooked some topics of interest to the
reader, we trust that he/she will find other very interesting and timely articles
and particularly instructive perspectives on foreseeable future applications of
computational methods. Indeed, after comparing the needs for more robust and far-
reaching algorithms as clarified in ACE and the ongoing as well as expected method
developments discussed in MTM, we can safely conclude by repeating Leibniz’s
famous sentence: “The present is pregnant with the future.”
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Abstract

This section is meant to complement the already extensive collection of articles
classified in the following topical sections. In particular, additional applications
of computational methods are discussed, which we believe will be of general
interest to readers. They focus on different materials – ranging from graphene to
titanium oxide to novel superconductors to cement to titanium alloys to glassy
oxides and polymers – and/or critical material processes such as defect diffusion
and fracture propagation, leading to degradation and failure. We will point out
that some chapters can be related to several others across the sections of this part
of the handbook (ACE) and add new information and perspectives. Connections
with those of the companion set (MTM) will also be pointed out.
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1 Introduction

This is a brief overview of contributions collected in a special ACE section that – as
its counterpart in MTM – is intended to complement the others, each focused on one
specific theme, and also offer additional perspectives.

Most of the plenary topics, it is hoped, will be of general interest to the reader. For
example, some chapters deal with materials, such as titanium alloys, cement, titania,
and graphene, which are of outstanding relevance for a variety of applications. In
particular, the importance of graphene has emerged during the last 15 years (see,
e.g., Geim and Novoselov 2007) and thus was not part of the first issue of this
handbook. Others focus on topics that did not fit into one of the following sections,
for example, superconducting materials. Also in this case, reliable computational
approaches have become available only in the last decade or so.

2 Brief Chapter Overviews

This section opens with Payne’s view of materials modeling in/for industry, in
particular in the UK (Payne, �Chap. 3, “The Industrial Impact of Materials
Modelling”). A report is given of recent initiatives in Europe to connect the
academic community of computational physicists in the field of materials science
to industrial partners. The problems responsible for the fact that materials modeling
has so far played a minor role (if any) in industry are clarified. Nevertheless its
use has increased over the years at all length and time scales. We refer the reader
to a chapter in this same section (Xu et al., �Chap. 7, “Titanium Alloys: From
Properties Prediction to Performance Optimization”) for a thorough description of
how several different approaches can be relevant to the various stages of product
design in industry. Payne also provides a thoughtful discussion of the needs that
industries will nevertheless continue to have for modeling results, (acquisition of)
expertise, and/or tools, depending, in particular, on the size of the company.

One should remark that many academy-industry collaborations exist worldwide –
although not systematically – and also that research centers at IBM and at chemical
industries such as BASF have constantly supported the development of advanced
computational methods as well as their application in various domains of materials
science, thus generating several patents (for the impact of ab initio simulations see,
e.g., Andreoni et al. 2006, 2012, Afyfy et al. 2013, Laino and Weber 2019).

The two following chapters discuss materials of primary importance in contem-
porary technology: titanium dioxide (titania) and graphene. In both cases, several
examples show how computer simulations have been able to complement and aid in
understanding and also predicting the results of experimental investigation.

The chapter on titanium oxide (Selloni, �Chap. 4, “Titania and Its Outstanding
Properties: Insights from First Principles Calculations”) illustrates how a series
of ab initio calculations have been able to elucidate the complex nature of TiO2
surfaces. For example, their physical properties and chemical reactivity depend on



2 Plenary Topics: An Introduction 17

the specific polymorph, on the specific surface and its structure, on the unavoidable
presence of point defects such as oxygen vacancies, and on the exposure to water.
It is also clear that the ab initio approach to different situations is not “standard”
but special attention must be paid to the methodology to be applied. Indeed real-
world applications primarily refer to reduced TiO2. Thus, modeling imposes the
need to go beyond the generalized gradient approximation (GGA) to the DFT
exchange-correlation functional so as to reduce its intrinsic self-interaction error.
Therefore PBE-DFT was augmented either with a (semiempirical) Hubbard (U)
term or with a fraction of exact-exchange term as in the hybrid PBE0 exchange-
correlation functional.

The chapter on graphene (Yazyev, �Chap. 5, “Modeling Disordered and Nanos-
tructured Graphene”) focuses on the modeling of its peculiar characteristics and
the calculation of their effects on a variety of physical properties that are crucial
for any of the diverse applications of this material. In particular, an outstanding
achievement of computations was the prediction of the structure of topological
defects (dislocations and grain boundaries) prior to experiment that has confirmed
those results. Key ingredients were the construction of ingenious structural models
and subsequent ab initio calculations for the investigation of the electronic prop-
erties as well as for the determination of the most energetically favorable defect
configurations. Calculations have also revealed the dependence of the electronic
properties of nanostructured graphene on the nature of the edges, i.e., armchair or
zigzag or chiral. We note that a complementary account of computational studies –
also linked to experiment – of graphene nanoribbons can be found in �Chap. 31,
“Electronic Structure of Atomically Precise Graphene Nanoribbons,” by Talirz and
Pignedoli.

One of the greatest challenges for electronic structure calculations has long been
that of approaching the physics of superconductors and determining in particular the
critical temperature Tc. This “dream” has become reality – within the framework
of density functional theory – only recently, after the seminal paper by Lüders
et al. (2005). Boeri, �Chap. 6, “Understanding Novel Superconductors with Ab
Initio Calculations,” guides the reader through the main steps leading to this
achievement and subsequent successes of theory and computations for conventional
superconductors. State-of-the-art calculations are not only able to contribute to the
understanding of mechanisms leading to superconductivity but also to quantitatively
characterize superconductive phases and predict the transition temperature. On the
other hand, the case of unconventional superconductors like the high-Tc cuprates is
not approachable yet with available methods.

The next chapter (Xu et al., �Chap. 7, “Titanium Alloys: From Properties Pre-
diction to Performance Optimization”) presents an exhaustive and detailed review
of the application of computational tools to the design and optimization of titanium-
based alloys. The specific role of different methods at different length scales in
this complex process is elucidated. They comprise electronic structure calculations
and atomistic simulations for an early screening of fundamental material properties,
mesoscale approaches for an understanding of microstructure evolution under
specific processing and operational conditions, as well as finite element methods
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for the simulation of various manufacturing processes and the final optimization of
the material performance. Not only successful applications of the above protocol
are described, but also difficulties are pointed out as well as important challenges
for future progress. In particular, the aid of artificial intelligence strategies based
on “big data” is called for. Connections of this chapter are evident with the MTM
set of this handbook covering all the above-mentioned methodologies. Moreover,
we remark that the example of titanium alloys is extremely interesting in view of
their relevance in diverse industries and applications. Namely, depending on their
composition, they are used in aerospace, marine, and biomedical applications.

The following articles are concerned with the study of specific and critical
material processes via modeling at multiple scales.

The next chapter (Kamrin, �Chap. 8, “Quantitative Rheological Model for
Granular Materials: The Importance of Particle Size”) deals with a class of complex
systems – dense granular flows – whose understanding is still limited. This
chapter provides an overview of granular material modeling at diverse levels and
especially an insightful analysis of the constitutive behavior of dense granular matter
through the development of a nonlocal continuum model of fluidity (the nonlocal
granular fluidity (NGF) model). Several applications demonstrate, in particular,
the importance of grain size effects on the flow properties. We remark that dense
granular flows are common in countless natural processes (e.g., rock avalanches)
and industrial applications (e.g., in the pharmaceutical and agricultural sectors).
In the effort to describe, predict, and thus control their behavior, modeling and
numerical approaches play a special role.

The section proceeds with a chapter (Masoero, �Chap. 9, “Mesoscale Mech-
anisms of Cement Hydration: BNG Model and Particle Simulations”) focused on
cement – the most widely used man-made material in the world and in particular on
the formation of its fundamental constitutive unit, calcium-silicate-hydrate (C-S-H).
Linking the kinetics of the evolution of this process to the chemical (microscopic)
characteristics of the original compounds, and eventually to the structural properties
and mechanical behavior of the material, is one of the most critical and still
largely open issues. This part of the handbook (ACE) dedicates specific chap-
ters to the physical, chemical, and mechanical properties of cement, describing
the results of computational methods and their performance relative to experi-
ment (Ioannidou, �Chaps. 71, “Mesoscale Structure and Mechanics of C-S-H”;
Qomi et al., and � 72, “Nanoscale Composition-Texture-Property Relation in
Calcium-Silicate-Hydrates”). Masoero’s plenary topic article can be considered a
complement to those chapters. It deals with a relatively simple and very instructive
scheme, the model of boundary nucleation and growth (BNG). It is an attempt to
provide an approximate description of the early controlling step of hydration that
is physically based and amenable to quantitative analysis. In particular, it shows
how kinetic Monte Carlo simulations of nanoparticle aggregation can be exploited
to improve on the parameters governing the BNG model and especially to provide
an insight into their physical meaning.

The next chapter (Ciccotti and George, �Chap. 10, “In Situ AFM Investigations
and Fracture Mechanics Modeling of Slow Fracture Propagation in Oxide and Poly-
mer Glasses”) constitutes an exception because it mainly describes experimental
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techniques and observations. It offers an insightful account of how slow fracture
propagation can be quantitatively studied using the combination of in situ atomic
force microscopy and phenomenological multiscale modeling. While it is focused
on oxide and polymer glasses, the results discussed therein have significant and
general implications for all time-dependent deformation processes in brittle mate-
rials. This detailed and extensive description of the experimental results should be
seen as a source of inspiration for the development of computational methods for the
simulation of fracture propagation and also other multiscale phenomena. We remark
that the use of inserts to explain various key concepts in the subject matter offline
from the main text is effective and it is hoped will be helpful to the reader.

Extended defects such as dislocations are ubiquitous in real crystalline materials
and influence a variety of physical properties. Diverse examples of modeling and
multiscale simulations are currently helping to understand, e.g., the origin of a
dislocation or the way it propagates and affects the mechanical properties of a given
material (see, e.g., the MTM section on “Crystal Plasticity: From the Atomic Scale
to the Macroscale” – Editors: Cai and Ghosh). The next chapter (Fan and Cao,
�Chap. 11, “Long Time-Scale Atomistic Modeling and Simulation of Deformation
and Flow in Solids”) is concerned with the onset and propagation of dislocation-
driven deformation and flow in crystals (specifically bcc metals) and glasses. These
are processes that involve time scales well beyond the reach of classical molecular
dynamics of atomistic models. In the MTM set of this handbook, we have presented
methods allowing to access longer time scales, both those using direct acceleration
techniques (see the section “Long Time-Scale Simulation Methods,” Editors:
Perez and Uberuaga) and those circumventing the time constraints with the aid
of advanced enhanced sampling approaches (see the section “Atomistic Simula-
tions,” Editors: Andreoni and Yip). Application of the latter is not possible yet,
given the complexity and size scale of the systems under investigation. A simpler
but efficient alternative is applied instead, the autonomous basin climbing (ABC)
algorithm, which allows one to explore and characterize the potential energy surface
of a given system by coupling minimum energy pathway methods, kinetic Monte
Carlo and transition state theory. We remark that the ABC method was originally
employed to investigate viscous flows and the origin of the glass transition in
supercooled liquids (Kushima et al. 2009). Note also that related issues are discussed
in one of the chapters of the “Plenary Topics” part in MTM (Rizzo, Chap. 9, “Critical
Phenomena in Glasses”).

Dislocations are known to influence not only the mechanical response of a given
material but also many other characteristics and functionalities. Understanding and
predicting the effects of a dislocation on, e.g., electronic, optical, magnetic, or ther-
moelectric properties requires a quantum-based approach. To this end, a completely
new full quantum theoretical framework has very recently been introduced by Li
et al. (in a series of articles starting in 2017) and constitutes the subject of the last
chapter of this section (Li et al., �Chap. 12, “Quantized Dislocations for Functional
and Quantum Materials”). In this theory a dislocation is quantized (“dislon” is the
name of the basic quantum). Starting from a 1D approach to describe quantized
single dislocations, these authors have shown that an extended (3D) scheme can be
used to describe the electron and phonon interactions with multiple dislocations.

https://doi.org/10.1007/978-3-319-44677-6_52
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Several examples are presented. Benefits of this framework are claimed also for
explicit calculations. Moreover, other implications can be envisaged.

3 Conclusions

A plenary topic is expected to be of general interest to a varied audience of readers.
We think that each chapter of this section deserves to be classified in this way.
In fact, for example, as we have pointed out, most of the chapters can be related
to others across the parts of MTM or ACE and/or refer to themes (materials or
processes) of very particular relevance.

The main messages arising from a careful reading concern, on the one hand,
the value that state-of-the-art modeling and simulations have in tackling complex
problems related to real materials and, on the other hand, the need to extend their
reach through the development of multiscale methods and their integration in the
design and optimization process.

In this respect, we underline Payne’s contribution that is explicitly concerned
with the possible impact of materials modeling in the realm of industry. Beyond
that, we wish to call attention to the existence of a natural, cultural gap between the
scientific community in the role of “producers” of modeling and simulation tools
and society at large in the role of “users” of the science and technology. Bridging this
gap is a long-standing challenge to both sides. The most promising solution is bound
to involve hands-on collaboration among all the stakeholders. Still, we can conclude
that – as illustrated also in this section – in the last decade, many opportunities
have flourished for computational materials science to contribute at least to the
understanding of problems of relevance to technology and societal needs.
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Abstract

It has been estimated that $1Billion per year is spent on academic research on
materials modelling. At the same time, there is increasing pressure on academics
to realize and/or demonstrate the socioeconomic impact of their research.
Naively, in attempting to reconcile these two facts, one might assume that
there was a demonstrable economic impact of materials modelling amounting
to multiple $Billions per year. However, as will be discussed here, the situation
is rather more complex than this naïve picture suggests and there are significant
challenges to realizing the benefits of materials modelling.

1 Introduction

Academics tend to focus on the impact of their research in terms of the quantity of
papers and the quality of the journals they publish in and the number of citations
their work receives. In terms of the first metric, the annual output of papers based

M. Payne (�)
Theory of Condensed Matter Group, Cavendish Laboratory, University of Cambridge,
Cambridge, UK
e-mail: mcp1@cam.ac.uk

© Springer Nature Switzerland AG 2020
W. Andreoni, S. Yip (eds.), Handbook of Materials Modeling,
https://doi.org/10.1007/978-3-319-44680-6_18

21

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-44680-6_18&domain=pdf
mailto:mcp1@cam.ac.uk
https://doi.org/10.1007/978-3-319-44680-6_18


22 M. Payne

on Density Functional Theory (DFT) is so large that it has to be measured in
kilopapers per year. In terms of the last metric, as Professor Nicola Marzari pointed
out in 2013, DFT and electronic structure also reigns supreme with 18 the top 20
highest cited papers published by the American Physical Society. Therefore, there
is little doubt about the academic impact of this field. However, here we focus on
the economic impact of materials modelling, and so, from this point on in this
chapter, “impact” will be used to refer exclusively to economic impact. Professor
Marzari has estimated the global cost of academic research in materials involving
DFT to be of the order of $1 Billion per year. This is based on an estimate of
10,000 for the number of DFT papers published per year which focus on materials
and an estimate of $100,000 for the cost of the staff and computational resources
required to generate each paper. If this is the case, then one would have expected
that there would be a demonstrable economic impact of DFT modelling of many
times this sum.

There are, of course, many simple and routinely used methods that academics
have perfected to distract any detailed scrutiny of the wider impact of their work.
One of the most common ones is to simply assert that the return on investment (RoI)
on money spent on academic research is 19, sometimes this is even presented as the
return on investment each year. It is a commonly quoted figure, and the methodology
and, indeed, the time at which this figure was calculated are somewhat unclear.
Nevertheless, this figure is widely used to justify investment in academic research.
Notwithstanding any concerns about the figure itself, the obvious issue is that this
result cannot extend to all levels of investment in academic research. If a country
decides to spend its entire GDP on research 1 year, I find it doubtful that the research
will generate 19 times that sum in total future economic benefits, let alone every
year. If this were the case, then all the world’s economic problems could be trivially
solved by investing vast sums of money in academic research.

Over the last two decades, the UK has become increasingly focussed on the
socioeconomic benefits of the research it funds. Initially, in the case of research
grant applications to UK Research Councils, this involved little more than asking
academics to consider whether their work might have impact. This question
was usually addressed by including a completely unjustified statement about the
£millions of economic benefit that the research would generate. Over the years,
this requirement to consider impact has become more demanding and now every
grant application to UK Research Councils has to include a (maximum) two page
“Pathways to Impact” document explaining how the impact of the research will
be realized. However, there are a significant number of weaknesses in the current
UK system. For a start, the vast majority of these grant applications are refereed
by other UK academics who may have limited, if any, experience of generating
socioeconomic impact. However, the most significant flaw in the system is that it is
entirely focused on the “input” side – the grant application – and there is currently
no monitoring to see whether the claimed long-term socioeconomic impact has been
achieved, let alone applying any sanctions on people who serially fail to deliver
their promised socioeconomic benefit. Perhaps not surprisingly, there is a very
varied level of engagement in generating impact within the UK research community.
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The solution to the challenge of generating impact is, of course, trivial. It can
be achieved simply by focussing on the “output” side of research and rewarding
researchers who genuinely generate impact. If the easiest way to get the funding for
a postdoctoral researcher is by generating impact, then I can guarantee that virtually
every academic would focus on this challenge. If other countries wish to follow UK
down this direction of expecting socioeconomic benefit from academic research,
they are advised to create an output-based mechanism for ensuring this.

The importance of impact in the UK has now extended considerably beyond
research grant applications. About once every 7 years, there is an assessment of
the quality of all UK university research. Initially, if somewhat unimaginatively,
this process was called the Research Assessment Exercise (RAE). During this era,
it focused almost exclusively on academic measures of the quality of research.
The RAE has now been replaced by the Research Excellence Framework (REF),
and the first operation of REF took place in 2014. Under REF, the socioeconomic
impact of research determines how £200 million of annual government funding is
distributed to English universities by HEFCE (Higher Education Funding Council
for England – similar mechanisms operate in the rest of the UK). The mechanism for
evaluating impact under REF is through so-called Impact Case Studies, examples of
which can be found at http://impact.ref.ac.uk/CaseStudies/. In addition to directly
rewarding successful examples of impact, which is laudable, it should be noted
that the last REF exercise only required one Impact Case Study for every ten
academics entered into REF – thus recognizing that not every academic could be
expected to generate socioeconomic benefit from their work during every REF
reporting period. REF demanded high levels of auditable evidence of socioeconomic
impact. For instance – though it does not relate to the current subject area – if
a historian had made or contributed to a major television program – which one
might have thought would have been an excellent example of social impact –
an Impact Case Study would only have been admissible if there was auditable
data for the size of the audience. Thus, many examples of academic research
that have had significant socioeconomic benefit are not eligible for REF, and it is
easy to envisage such examples in the field of materials modelling. If someone
from industry finds the solution to a problem in the scientific literature, it is very
unlikely that the consequent economic benefit would be associated with the original
academic research as, in most cases, the academic would not be aware of this benefit.

Another example of impact playing a larger role in the funding of UK univer-
sities is provided by the change over the years in the mechanism for providing
government funding for infrastructure. In the past, large amounts of infrastructure
funding, say for buildings or major research facilities, were provided based on
purely academic arguments. Now these schemes have been replaced by the UK
Research Partnership Investment Fund (http://www.hefce.ac.uk/rsrch/ukrpif/). The
UKRPIF provides significant investments into UK universities but only after those
universities have brought in at least twice that amount of money in industrial (or
other non-government) funding.

While these examples are taken exclusively from the UK, it does seem that
discussions about the importance of generating socioeconomic impact from publicly

http://impact.ref.ac.uk/CaseStudies/
http://www.hefce.ac.uk/rsrch/ukrpif


24 M. Payne

funded research are becoming widespread. The materials modelling community
has, at least in part, justified its research funding for decades on the basis that this
was an investment that would give us the ability to design materials which would
obviously provide significant impact. However, while many industries have moved
to “virtual” (i.e., entirely computational) design for all or some of their operations,
the materials community is faced with the reality that virtual materials design is
a long way from becoming the entirety of the product design cycle. This is not
to say that the various materials modelling methods described in this handbook
will not have a role in virtual materials design. It is just a statement of the fact
that, whatever information we can determine about a material, we cannot currently
guarantee, based on modelling alone, that the material will not deteriorate or fail
over the lifetime of a product. As a community, we know that materials are complex
on many levels, in their compositions, microstructures, and properties, and that
materials properties range over enormous ranges of lenthscales and timescales. It
is not clear that funders will continue to be sympathetic to these issues and may
increasingly ask our community the question “If I can design a car or an airplane
on the computer and go away and make it without creating a prototype, why can’t I
design a material on the computer and then go away and make it in exactly the same
way.” The first step of this process, namely, designing a material on the computer,
has been an active research field for many years with numerous examples, such
as the numerous predictions of superhard materials (see for instance, Mattesini
and Matar 2001). These are materials that have elastic moduli that are larger
than those of diamond. However, none of the predicted superhard materials have
been developed into real-world products. There can be many reasons for this. One
common problem is the failure to fabricate a material with the same composition and
structure as the theoretically designed material. In the case of superhard materials,
there may be failure mechanisms operating on larger lengthscales that cause the
material to fail under loads that are smaller than the ones that can be accommodated
by diamond so that the material is harder than diamond on the atomic scale but
weaker on longer lengthscales. While we may struggle to point to examples of
purely computational design of materials, materials modelling methods have been
used by many companies for decades, so, presumably, there must be some benefit
gained from their use. It is, however, quite difficult to determine this benefit as
companies tend not to be very forthcoming about their use of materials modelling
methods. Swenson et al. researched this issue for a report entitled “Modeling
and Simulation: The Return on Investment in Materials Science” published by
International Data Corporation (IDC) in 2004. More recently, Gerhard Goldbeck
of Goldbeck Consulting has published a series of extensive reports on this topic
(Goldbeck 2012, 2014; Goldbeck and Court 2016) and readers who wish to gain a
deep understanding of the impact of materials modelling should read these reports.
The remainder of this chapter will provide a summary of the most important findings
presented in these reports interspersed with the author’s own experiences and other
people’s accounts of their experiences of the impact of materials modelling – a
number of these were covered in an E-CAM Industry Workshop on materials design
“From the Atom to the Material”.
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2 Industrial Requirements for Materials Modelling

The first thing that needs to be appreciated by any academic who wishes to
engage with industry is the enormous variation in expertise, work practices, and
requirements for materials modelling from one company to the next. At the E-CAM
Workshop, this was summed up by the phrase “There is no such thing as industry!”
The talks and comments from industry-based participants reflected this broad range
of requirements from industry for materials modelling, in terms of types of material,
properties of interest, and, interestingly, the level of accuracy required. This ranged
from one extreme of a requirement for quantitatively accurate predictive simulations
to, in the middle, not being worried about the absolute value of a predicted quantity
but only about trends under change of composition to the other extreme of only
using modelling and simulation to provide insight into complex physical problems
without requiring quantitative accuracy. It became apparent that in most cases, even
in large companies, materials modelling is a very small-scale activity at present, and
in many companies, it does not exist at all. It is also not unusual to have no company-
wide view of modelling activities, so that there is no information exchange between
different divisions of the same organization. A further important conclusion from
the E-CAM Workshop was that the value of materials modelling was often only
realized when these tools were integrated into the entire product design process.
Materials operate in systems and any benefit in a material property is only realized
in the real world if it can be incorporated into a product. Hence, the one story
universally heard from industry is that materials modelling plays a role in product
development but only a role – and the failure to address the rest of the ecosystem will
usually prevent successful deployment of a material. This was clearly demonstrated
in Ford’s Virtual Aluminum Casting project (Allison et al. 2006) and it is referred
to as Integrated Computational Materials Engineering (ICME, Pollack et al. 2008).
Goldbeck (2016) provides further examples of ICME generating significant RoI
including:

GE Aviation utilized an ICME approach to achieve a reduction in the amount of
rhenium (a rare and expensive element) in superalloys for aircraft engine turbine
airfoil components which resulted in the introduction of a new alloy in 2 years
rather than the typical 6 years historically required.

QuesTek Innovations led a project that resulted in the development of the corrosion-
resistant Ferrium S53 advanced high-strength steel alloy for landing gear and
other applications. The ICME approach led to significant reductions in alloy
development time and an estimated development cost savings of nearly $50 M.

ICME is something that academics cannot do alone, and, hence, there is a
significant challenge to making a real economic impact from academic research
unless it leaves the academic sphere. The level of investment needed to implement
ICME represents a barrier to adoption which can make it extremely difficult to
persuade a company of the potential benefits of materials modelling. Furthermore,
to be incorporated into ICME, modelling methods need to be easy to use and



26 M. Payne

not dependent on high levels of expertise and experience. It should be noted
that the VAC project outsourced a significant fraction of its materials modelling
requirements to academia and this does provide a mechanism for circumventing
this problem of accessibility. Interestingly, Goldbeck (2014) identifies a similar
phenomenon among the network of Psi-k researchers (http://psi-k.net/), many of
whom were found to have industry connections.

The various impact reports point to the high level of trust and, hence, widespread
adoption of density functional theory methods by industry compared to the lower
level of trust and, hence, more restricted adoption of empirical and coarse-grained
methods. Golbeck (2016) emphasizes industry demands for improved guidance to
help assess the accuracy of any computational method for a particular materials
problem. As discussed earlier, industries may not be too worried about a high level
of accuracy in any particular case but do need guidance about the expected level of
error in any prediction of a materials property.

3 The Role of the Translator and the Level of Materials
Modelling Activity

Many of us will know people or may even be the person who has an uncanny
ability to relate a complex materials process to accessible atomic scale calculations.
The E-CAM Industry Workshop highlighted their importance as every example of
materials modelling significantly driving forward progress in an industrial process
involved such an individual. Indeed, software vendors in the materials space
probably spend as much time carrying out this task as developing their software.
Given the importance of this task, it is encouraging that the European Materials
Modelling Council has recognized this role and given it the title of “translator” –
the individual who can connect (in both directions) a complex product challenge to
a set of feasible materials modelling tasks. There is also direct numerical evidence
in the IDC report that increasing levels of experience and expertise produce a greater
level of impact of materials modelling – essentially, the more materials modelling a
company carries out, the higher the rate of return on investment. Disappointingly, it
seems that neither the IDC report nor, in many cases, a company’s own experience
of the value of materials modelling have led to increases in the amount of materials
modelling a company does.

4 What Materials Modelling Can Do for Industry

Once one moves away from the academic aspiration of designing materials entirely
on the computer to the real-world industrial use of materials modelling, perhaps as
a component of ICME, then there are many ways that modelling can add value to a
project. These include:

http://psi-k.net/
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More efficient experimentation – for instance, using modelling to determine which
direction to move in composition space to create a material with better properties.

Broader exploration and deeper understanding – in the case where modelling is
cheaper than experiment and accurate enough using modelling to perform a
more extensive parameter search than could have been afforded using experiment
alone.

Saving a product development project and/or accelerated product development – for
instance, modelling providing a solution to a problem that had not been solved
using the tools previously available for development.

Risk management through safety testing.

It should be noted that none of these ways involve the entire design of a
material but instead are contributions that modelling can make to the materials
design process. In their IDC report, Swenson et al. developed quantitative models
to illustrate the potential RoI of each scenario. These models were reanalyzed
with updated financial figures in Goldbeck (2012). These analyses suggest a more
credible value for the RoI for materials modelling in the range of 3 to 9 – with the
higher value associated with a higher use of modelling suggesting that the more
resource a company invests in materials modelling, the higher their rate of return on
this investment.

5 Materials Modelling Marketplaces

The traditional model of operation of software companies creates a significant
barrier to adoption of materials modelling methods, particularly for small- and
medium-sized companies – usually referred to as “small and medium enterprises”
(SMEs). The traditional model for software companies is selling licenses for
software products which allow the software to be installed and used on the client’s
hardware. This model works well in the case of large companies who have suitable
computer hardware and IT expertise to support the necessary hardware and software.
However, SMEs often do not possess large computational resources or significant
levels of IT support, In this case, a move into materials modelling may require
substantial investment in computer hardware and increased levels of IT support
in addition to the cost of the software license. Without an absolute guarantee of
a successful outcome from the materials modelling and a consequent economic
benefit to the company, one can understand why many companies are cautious
about setting up a substantial materials modelling effort. This concern could be
allayed if there were more information generally available about the successes of
materials modelling, but there is an understandable reluctance for companies to
reveal such information as their competitive advantage gained from the modelling
could be revealed to their competitors. Sometimes this information is eventually
divulged but usually only after a significant period of time so that the competitive
advantage has elapsed and disclosure no longer risks the competitive advantage.
Furthermore, the cost of software licenses is predicated on the assumption that they
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are used continuously. For many SMEs, this is not a realistic model as it is likely that
only a small fraction of staff time could be expended on materials modelling. The
high start-up cost represents a significant barrier to entry for materials modelling. In
various other market sectors, this issue has been addressed by moving to a “Cloud”
model of computing and a charge per use approach to software – usually referred
to as “Software as a Service.” The US nanoHUB (https://nanohub.org/) provides
an excellent example of a Cloud-based materials modelling service which provides
hundreds of modelling tools and has over a million users who do not have to pay to
use the resources provided by the site – even the computational resources needed to
run the software. This clearly limits the range of software provided as this model
precludes the participation of materials modelling software vendors and hence
the lack of particular tools and techniques. Interestingly, the European Materials
Modelling Council (EMMC https://emmc.info/) is creating a materials modelling
marketplace that, in principle, could address this problem as it would allow any
user to access both free and commercial modelling tools and purchase the necessary
computational resources to for the calculations they wish to carry out – paying on a
per-use basis for the actual work done rather than requiring a large initial investment.
It will be interesting to see how this initiative develops in the longer term. I hope
that it will lead to a much wider adoption of the “Software as a Service” model for
materials modelling which will be crucial for the materials modelling community to
see widespread use of its methods across industry.
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Abstract

Titanium dioxide (TiO2) is one of the most widely used photocatalytic materials
due its abundance, non-toxicity, and high stability in different environments and
conditions. TiO2 is also considered a prototypical metal oxide and a model
system for experimental and theoretical studies of materials properties and
surface reactions. TiO2 has several polymorphs, rutile and anatase being the most
common ones. Rutile is the thermodynamically most stable bulk phase; anatase
is stable in nanoparticles and shows higher activity in many photocatalytic
reactions, making it the most interesting phase for use in high surface area
photocatalytic and photovoltaic devices. While insulating when stoichiometric,
TiO2 is most frequently reduced and electrically conducting due to the presence
of intrinsic defects and their induced excess electrons, which transform it into
an n-type semiconductor with many technologically relevant properties. As
surfaces have a prominent role in most of TiO2’s applications, intense efforts

A. Selloni (�)
Department of Chemistry, Princeton University, Princeton, NJ, USA
e-mail: aselloni@princeton.edu

© Springer Nature Switzerland AG 2020
W. Andreoni, S. Yip (eds.), Handbook of Materials Modeling,
https://doi.org/10.1007/978-3-319-44680-6_20

29

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-44680-6_20&domain=pdf
mailto:aselloni@princeton.edu
https://doi.org/10.1007/978-3-319-44680-6_20


30 A. Selloni

have been devoted to the characterization of TiO2 surfaces and their interactions
with various molecular species and environments. In this chapter, we present an
overview of recent theoretical/computational studies on TiO2, focusing mainly
on reduced anatase surfaces and their interactions with molecular oxygen and
water, which have a central role in various fields, from photocatalysis and
nanomaterial synthesis to geochemistry and environmental chemistry. These
studies highlight the effectiveness of combined experimental and theoretical
approaches as well as the important role of simulations in bridging the gap
between experiments under vacuum conditions and in realistic environments.

1 Introduction

Titania (TiO2) is one of the most chemically stable, environmentally compatible,
and functionally versatile oxide materials. While huge amounts (∼7 million tons)
of TiO2 are produced every year for use as a white pigment in paints and many
other common products, TiO2 is also a prime material for advanced applications
such as solar energy harvesting and hydrogen generation from water (Chen et al.
2010), photocatalytic decomposition and synthesis of organic chemicals (Schneider
et al. 2014), environmental remediation (Hoffmann et al. 1995), reduction of CO2
to chemical fuels (Ma et al. 2014), electron conductor in dye-sensitized solar cells
(Hagfeldt et al. 2010), rechargeable batteries, super-capacitors, sensors (Bai and
Zhou 2014), and biomedical devices (Rajh et al. 2014). In fact, TiO2 is currently
almost the only material that is suitable for photocatalytic applications on the
industrial scale.

A fundamental characteristic of TiO2 of great importance in photocatalysis is the
energy of its valence band maximum (VBM) and conduction band minimum (CBM)
(Graetzel 2001). Figure 1 shows the band edges of various photocatalysts, including
TiO2, compared to the water oxidation and reduction potentials. A photoexcited
electron (e−) can be transferred to an acceptor molecule (A) if the CBM of the
material is higher than the reduction potential of A. Similarly, a photoexcited hole
(h+) can be filled by donor (D) electrons if the VBM of the material is located
lower than the oxidation potential of D. TiO2 has the appropriate band alignments
for water splitting, which is one of the main reasons of the scientific interest in
this material for over 40 years. The low energy of TiO2’s VBM is an additional
favorable feature, which can largely explain why TiO2 is an efficient photocatalyst
for the oxidative degradation of organic pollutants.

TiO2 has several crystalline forms, rutile and anatase being the most common
ones. Rutile is the thermodynamically most stable bulk phase, while anatase is
very common and stable in nanomaterials, due to the relatively low formation
energies of its surfaces (Zhang and Banfield 1998). The anatase phase shows also
the highest photocatalytic activity, which makes it the most interesting phase for use
in high surface area photocatalytic and photovoltaic devices (Kavan et al. 1996).
The structures of these two TiO2 polymorphs are shown in Fig. 2. Both rutile
(tetragonal, P42/mnm, a = b = 4.594 Å, c = 2.959 Å) and anatase (tetragonal,
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Fig. 1 Band edge positions of various semiconductor photocatalysts relative to vacuum level
compared to the water reduction and oxidation potentials. (Reproduced from Batzill 2011 with
permission of the Royal Society of Chemistry)

Fig. 2 Bulk structures of (a)
anatase and (b) rutile. The
tetragonal unit cell of rutile
has dimensions
a = b = 4.587 Å,
c = 2.957 Å, and the one of
anatase a = b = 3.782 Å,
c = 9.502 Å

I41/amd, a = b = 3.782 Å, c = 9.502 Å) are built from chains of distorted
TiO6 octahedra, with Ti atoms coordinated by six oxygens and each oxygen atom
surrounded by three planar Ti atoms. The distortion of the octahedral field is small
in rutile, where the two apical Ti-O bonds are ∼1.98 Å and the four equatorial
Ti-O bonds form a square with bond length ∼1.95 Å. The distortion is more
pronounced in anatase, where the mirror plane symmetry perpendicular to the apical
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bonds (∼1.973 Å) is lost, and the four equatorial Ti-O bonds (∼1.93 Å) are not
in a plane. Interestingly, first principles electronic structure calculations have for
long time been unable to reproduce the experimentally observed higher stability of
rutile relative to anatase. Only very recently highly accurate quantum Monte Carlo
calculations have shown that the energetic contribution arising from thermal nuclear
motion is crucial in determining the phase stability of these two TiO2 polymorphs
(Trail et al. 2017).

Because surfaces play a major role in virtually all TiO2 applications, it is of great
interest to understand the effect of surface structure on various TiO2’s functional
properties. Therefore, intense efforts have been devoted to characterizing the atomic
geometries, electronic structures, and reactivities of different anatase and rutile
surface terminations (Diebold 2003; Pang et al. 2013; De Angelis et al. 2014).
Figure 3 shows the equilibrium crystal shapes of rutile and anatase derived from
first principles calculations of the surface energies for different terminations. For
rutile, the computed Wulff shape is mainly terminated by (110) and (011)/(101)
surfaces (Ramamoorthy et al. 1994), whereas for anatase it consists of a truncated
tetragonal bipyramid exposing majority (101) and minority (001) facets (Lazzeri
et al. 2001). It is quite remarkable that these shapes, obtained assuming perfectly
clean, stoichiometric, and defect-free bulk-terminated surfaces, agree well with the
typical shapes of many synthetic and natural samples, which actually contain a large
variety of imperfections, defects, and adsorbates.

In this Chapter, we present an overview of recent investigations on TiO2,
with particular focus on theoretical studies based on first principles total energy
calculations and molecular dynamics simulations. The aim is to highlight the new
physical/chemical insights provided by these studies as well as the advances that
can be made by a combined theoretical and experimental approach. Most theoretical
studies on TiO2 are based on density functional theory (DFT), which has generally
proven quite successful at predicting TiO2 properties and explaining experimental
observations over the last 20 years (De Angelis et al. 2014). However, the standard
local density approximation (LDA) and generalized gradient approximation (GGA)
of DFT fail in describing excited state properties as well as the behavior of the excess

Fig. 3 Equilibrium shapes of
rutile (left) and anatase (right)
obtained using the Wulff
construction and the surface
energies computed in
Ramamoorthy et al. (1994)
and Lazzeri et al. (2001),
respectively
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electrons of reduced TiO2 (see below) (Di Valentin et al. 2009). This limitation
originates from the self-interaction error (Cohen et al. 2008), causing problems such
as the underestimation of the band gap and the over-delocalization of electrons in
defects or impurity states. Green’s function-based methods (Onida et al. 2002) are
in general of great value to deal with problems such as calculations of excitation
and ionization energies, transition matrix elements, absorption coefficients, and so
on but are extremely expensive for studying systems of large size, such as surfaces
and interfaces. In practice, more pragmatic approaches, notably the DFT+U method
(Anisimov et al. 1991), explicitly penalizing the electron delocalization, and hybrid
DFT functionals (Becke 1993; Perdew et al. 1996), including a fraction of Hartree-
Fock exact exchange, are typically used to mitigate the self-interaction error.
However, both methods are rather arbitrary in the amount of “correction” they
include. As a result, the U value or fraction of exchange that works well for a
particular application often does not produce similarly good results for another.
Hence, much care is needed not only in applying these methods but also in
comparing their results to experiment.

2 Reduced TiO2

In stoichiometric form, rutile and anatase TiO2 are insulators with band gaps of
∼3.05 and 3.20 eV and formal oxidation states O2− and Ti4+ for the oxygen and
titanium ions, respectively. Most frequently, however, TiO2 samples are reduced
(i.e., substoichiometric with a reduced oxygen content) and electrically conducting,
due to the presence of intrinsic defects, notably oxygen vacancies (VO’s) and
titanium interstitials (Tiint’s) (Di Valentin et al. 2009). These defects induce excess
electrons, e.g., the removal of a neutral oxygen atom leaves two excess electrons in
the lattice, thus transforming TiO2 into an n-type semiconductor.

TiO2’s reduction is also associated with the formation of Ti3+ species, for which
there are various experimental evidences, such as a g-tensor typical of a Ti 3d1

state measured in electron paramagnetic resonance (EPR) experiments (Berger et
al. 2005; Livraghi et al. 2011, 2014), and the presence of a gap state at ≈2 eV
above the valence band maximum and≈1 eV below the conduction band minimum,
which is observed by photoelectron spectroscopy (PES) and electron energy loss
spectroscopy (EELS) (Diebold 2003; Thomas et al. 2007). This deep level indicates
that VO’s excess electrons occupy well-localized states characteristic of small
polaron behavior. At the same time, however, the occurrence of n-type conductivity
suggests that these defects behave as shallow donors (Forro et al. 1994). For anatase,
this behavior was confirmed by ARPES measurements (Moser et al. 2013), which
showed a shallow donor level, ∼40 meV below the CB, in samples containing a
large concentration of O-vacancies.

These seemingly conflicting results have motivated numerous investigations of
intrinsic defects and their excess electrons in reduced TiO2 in the last decades,
and several general features of their states have now become clearer. In particular,
there is now convincing evidence that excess electrons in bulk rutile tend to form
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Fig. 4 (a) Schematic configuration coordinate diagram showing the polaronic formation energy
(EPOL), lattice deformation energy (EST), and electronic localization energy (EEL) as a function
of lattice distortion for the polaronic and delocalized states. EPOL and EEL represent the adiabatic
and vertical excitation energies of the electron from the localized polaronic state to the “free”
conduction band state and can be probed experimentally by, e.g., transport measurements and PES,
respectively. (b) EPOL as a function of Hubbard U in bulk rutile (orange) and anatase (blue) shows
that electron localization is “easier” (i.e., requires a smaller U value) in rutile than in anatase.
The vertical line indicates the value UcRPA determined using advanced RPA calculations. Orbitally
decomposed density of states (DOS) in rutile (c) and anatase (d), aligned with respect to the Ti
core levels. (Reproduced with permission from Setvin et al. 2014a)

small polarons largely localized at single Ti lattice sites, whereas electrons prefer to
form large polarons in anatase (Setvin et al. 2014b) (Fig. 4). Electron transport thus
occurs mainly via hopping in rutile (Deskins and Dupuis 2007), while a band-like
mechanism becomes accessible at relatively low temperature in anatase.

Another well-known characteristic of reduced TiO2 is its blue color, whose
intensity increases with the degree of reduction (Fig. 5). It was proposed earlier
on that electronic d→d transitions originating from the Ti3+- induced states in
the band gap are responsible for the blue color (Khomenko et al. 1998), but the
final states of these transitions were not known in detail. More recently, two-photon
photoemission (2PPE) measurements identified an excited resonant state centered at
∼2.5 eV above the Fermi energy (EF) associated with Ti3+ species in reduced TiO2
(Onda et al. 2004; Argondizzo et al. 2015; Wang et al. 2015; Zhang et al. 2015).
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Fig. 5 Photographs of rutile
single crystals with various
degrees of reduction (cube 2
least reduced, followed by
cubes 1, 5, 4, 3). (Adapted
from Li et al. 2000)

DFT calculations showed that this excited state is closely related to the band gap
state, as they both result from the Jahn-Teller-induced splitting of the 3d orbitals of
Ti3+ ions (Wang et al. 2015). The d→d transitions from the Ti3+ related occupied
band gap state at ∼ -(0.8–1.0) eV to the empty excited state at ∼2.5 eV increase
the photoabsorption in the ultraviolet (UV) region. At the same time, the wide
distribution of these two states can extend the absorbance to the visible range. This
extended photoabsorption together with the near infrared absorption produces an
absorption minimum in the blue, which is the reason why reduced TiO2 samples
appear as blue.

3 Structure and Reactivity of Anatase TiO2 Surfaces

While surface science studies of rutile date back to the late 1970s (Henrich et al.
1976), experimental characterization of well-defined anatase surfaces has been for
long time challenging due to difficulties in growing sufficiently large single crystals
for surface science measurements. For this reason, a great deal of information on
anatase surfaces has initially come from theoretical studies (De Angelis et al. 2014).
Anatase crystals most frequently expose (101) and (100)/(010) surfaces, with a
smaller contribution of (001) facets (Fig. 3). The atomic geometries of (101) and
(001) surfaces are shown in Fig. 6. From low energy electron diffraction (LEED)
experiments, it is known that the majority (101) surface has the same (1× 1)
periodicity of the bulk termination. This surface is quite corrugated and exposes
both undercoordinated fivefold Ti (Ti5c) and twofold O (O2c) atoms, as well as fully
coordinated sixfold Ti (Ti6c) and threefold O (O3c) atoms (Fig. 6a). DFT studies
have provided a detailed picture of the atomic relaxations on this surface, and the
computed pattern has been found to agree well with the results of surface X-ray
diffraction (SXRD) measurements in a recent study (Treacy et al. 2017).
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Fig. 6 Ball and stick models (side views) of (a) anatase TiO2 (101); (b) relaxed anatase TiO2
(001) – (1× 1); (c) reconstructed anatase TiO2 (001) – (1× 4) according to the ADM model
(Lazzeri and Selloni 2001)

Unlike anatase (101), the bulk-terminated anatase TiO2(001) surface exposes
only coordinatively unsaturated Ti atoms (Ti5c) together with O2c and O3c atoms
(Fig. 6b). However, this structure is only metastable, and experiments have revealed
that the anatase (001) surface is actually reconstructed with a (1× 4) periodicity
with respect to the bulk (Herman et al. 2000). The model that is widely accepted
to represent the structure of the (1× 4) reconstructed surface is the so-called “ad-
molecule” (ADM) model (Fig. 6c), which was originally proposed on the basis of
DFT calculations (Lazzeri and Selloni 2001). The ADM model is constructed by
periodically replacing [100] rows of bridging O2c atoms of the unreconstructed
1× 1 surface with rows of TiO3 species. This results in “ridges” on which the Ti
atoms are fourfold coordinated. The computed surface energy of the 1× 4 ADM
structure is nearly half that of the unreconstructed surface, indicating that this
reconstruction stabilizes the surface quite effectively. The primary mechanism of
this stabilization is the relief of the surface stress (Lazzeri and Selloni 2001). On the
bulk-terminated surface, the large Ti5c-O2c-Ti5c bond angles (∼156◦) and Ti5c-O2c
bond lengths (1.96 Å) give rise to a significant tensile surface stress. In the 1× 4
ADM structure, the insertion of an extra TiO2 row causes a compression which
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makes the surface bonds shorter, 1.80–1.85 Å, and the bond angles smaller, ∼120◦;
as a result, the tensile stress is also strongly reduced.

3.1 Reduced Anatase TiO2(101) Surface

A well-known result of surface science studies on TiO2 is that the rutile TiO2(110)
surface exhibits a large (5–10%) concentration of surface oxygen vacancies under
the typical preparation conditions used for those experiments (Diebold 2003).
In contrast, STM measurements on a freshly cleaved anatase TiO2(101) sam-
ple revealed an almost perfect surface with very few subsurface impurities and
adsorbates and no oxygen vacancies (He et al. 2009a). DFT calculations showed
that oxygen vacancies have indeed lower formation energy in the subsurface and
deeper layers than at the very surface (Cheng and Selloni 2009a). DFT studies also
predicted that an O-vacancy could easily migrate from the surface to the subsurface
with a barrier of about 0.75 eV (Cheng and Selloni 2009a). Experimentally, surface
oxygen vacancies are not naturally present on anatase (101) but could be induced by
electron bombardment and found to migrate to subsurface sites at temperature larger
than 200 K, in agreement with the theoretical prediction (Scheiber et al. 2012).

The different characteristics of oxygen vacancies and their accompanying
excess electrons on the rutile TiO2 (110) and anatase TiO2 (101) surfaces are
illustrated in Fig. 7. On rutile, VOs prefer to form at surface bridging oxygen sites,

Fig. 7 Spatial distribution of the two excess electrons from an oxygen vacancy at the reduced
rutile (110) and anatase (101) surfaces. (a) Surface VO in reduced rutile TiO2 (110) (Deskins et al.
2011) and (b) subsurface VO in reduced anatase TiO2 (101) (Selçuk and Selloni 2014), both from
DFT+U calculations
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and their excess electrons are mainly located away from the vacant site in the
subsurface, where they form small polarons (Ti3+ species) that can hop rapidly
among different sites (Deskins et al. 2011) (Fig. 7a). While the distribution of the
excess electrons of a subsurface VO on anatase (101) is not known as well as in
the case of a surface VO on rutile (110), several theoretical studies have predicted a
distribution with one of the two electrons localized at a subsurface Ti site close to
the vacancy and the other more or less (depending on the U value) delocalized on
surface Ti sites (Selçuk and Selloni 2014); an example where both electrons form
two well-localized Ti3+ species is shown in Fig. 7b.

3.2 The Interaction of Molecular Oxygen with Reduced Anatase
TiO2(101)

The interaction of molecular oxygen with TiO2 surfaces plays a key role in many
technologically important processes such as catalytic oxidation reactions, chemical
sensing, and photocatalysis. For example, O2 adsorbed on TiO2 surfaces acts as
an electron scavenger and is often used to suppress electron-hole recombination,
which increases the lifetime of the excited state and thus the yield of the pho-
tocatalytic reaction (Berger et al. 2005). Molecular oxygen does not adsorb on
stoichiometric TiO2; excess electrons, i.e., reduced surfaces, are required. In fact,
oxygen adsorption involves the transfer of one or more of these excess electrons
from the TiO2 surface to the O2 molecule. Oxygen adsorption is also the first
step toward oxygen incorporation, a fundamental reaction that strongly affects the
chemical properties and charge-carrier densities, as it can transform the material
from an n-type semiconductor to a poor electronic conductor.

An important aspect of the interaction of O2 with reduced anatase TiO2 concerns
the charge state of adsorbed O2. While DFT calculations generally predict that O2
adsorbs as a peroxide (O2

2−) (Aschauer et al. 2010), EPR measurements on anatase
powders have identified stable superoxide (O2

−) species (Berger et al. 2005). This
difficulty has motivated hybrid functional calculations of the charge transfer reaction
between reduced anatase (101) and molecular O2 (Li and Selloni 2013). It was found
that although the peroxo O2

2− species is energetically more stable than O2
−, there

is a significant barrier, ∼0.3–0.4 eV, that must be overcome to transfer a second
electron to the adsorbed O2

− (whose formation is barrierless) and transform it
to a peroxide. The existence of this barrier can thus explain why experimentally
superoxo species are often observed.

Although O-vacancies are located subsurface on anatase (101), they can actively
take part in the reaction with molecular O2. In FPMD simulations it was indeed
observed that an O2 molecule adsorbed at a surface Ti5c site close to a subsurface
VO can further react with the subsurface VO according to the sequence b-e shown
in Fig. 8 (Setvin et al. 2013). In the resulting structure, denoted (O2)O, the O2 takes
the position of a twofold coordinated O (O2c) atom in a bridging configuration.
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Fig. 8 Potential energy profile and selected structure snapshots along the pathway leading from
an adsorbed O2 atop a subsurface oxygen vacancy to the bridging dimer state at the anatase TiO2
(101) surface. (Adapted from Setvin et al. 2013)
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The (O2)O retains a bond length of 1.46 Å, characteristic of peroxide. This species
(often referred to as “interstitial” or “bridging” O2) had been previously proposed to
be an important intermediate in the photocatalytic splitting of H2O on anatase (101)
(Li et al. 2010).

Experiments were performed to verify whether such an (O2)O species really
exists (Setvin et al. 2013). Since (O2)O should also form when an O2 directly
reacts with a surface VO, surface VO’s were created on anatase (101) via electron
bombardment and subsequently the surface was dosed with O2. STM measurements
showed that some of the VO’s were replaced by double spots located at O2c
sites, whose appearance agrees well with calculated STM images of the (O2)O
configuration. Without such artificially created surface VO’s, the same (O2)O were
observed quite rarely, most likely because O2 does not often adsorb just on top of a
subsurface oxygen vacancy.

4 Structure of TiO2 Aqueous Interfaces

The structure of the TiO2 – water interface – is relevant to a wide range of
applications, from photocatalysis and biocompatible devices to more traditional
applications like pigments and coatings (Sun et al. 2010). It was shown theoretically
(Vittadini et al. 1998), and later confirmed by STM measurements (He et al. 2009a),
that isolated water molecules adsorb in undissociated form on the anatase TiO2
(101) surface, with the water oxygen (Ow) forming a dative bond with the Ti5c, and
the water hydrogen atoms (Hw) forming H-bonds with two O2c atoms on the two
adjacent rows (Fig. 9). The absence of water dissociation indicates that the (101)
surface is little reactive, as one generally expects for very stable (i.e., low energy)
surfaces. Molecular adsorption was theoretically predicted to remain favorable also
at high water coverages, e.g., for one, two, and three adsorbed water monolayers
(Tilocca and Selloni 2004), in accord with temperature-programmed desorption
(TPD) experiments (Herman et al. 2003).

Several first principles molecular dynamics (FPMD) simulations have examined
the structure of the interface between anatase (101) and liquid water (Cheng and
Selloni 2010; Sumita et al. 2010; Hosseinpour et al. 2017). A first layer of water
molecules adsorbed molecularly at Ti5c sites and a second layer forming strong H-
bonds with the O2c surface atoms characterize the structure of this interface. At
variance with the case of submonolayer water adsorption, the water hydrogen atoms
of the molecules adsorbed at Ti5c sites form H-bonds with the molecules of the
second layer rather than with surface O2c atoms. These two layers form a stable
bilayer due to the presence of short H-bonds between first and second layer water
molecules (Fig. 10a).

Only a few studies have examined the interface of water with anatase TiO2(001),
and it is still unclear whether this surface maintains the (1× 4) structure found in
UHV when in contact with water. For both the bulk-terminated and reconstructed
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Fig. 9 Water on anatase TiO2 (101): (a) computed adsorption geometry of an isolated molecule,
showing the H-bonds formed by the water hydrogens with the surface bridging oxygen atoms;
(b) simulated constant density image, determined from the integrated local density of states in an
energy window of 2.75 eV from the conduction band minimum; the image is periodically repeated.
(c) Experimental empty state STM image taken at a sample temperature of 190 K (He et al. 2009b).
The green and black arrows indicate ordered water clusters. Note that the image of a single water
molecule extends over five lattice sites

surfaces, however, theoretical studies have predicted that water adsorbs dissocia-
tively in the dilute limit and in mixed molecular-dissociative mode at high coverage,
the fraction of dissociated molecules being of the order 25–30% (Selçuk and Selloni
2013). A similar amount of dissociated water molecules has been reported in first
principles molecular dynamics simulations of the aqueous (001) interface (Fig. 10b)
(Sumita et al. 2010). When one water molecule dissociates, one of the two Ti-O2c
bonds of the Ti binding site breaks, causing a significant local restructuring.

Another well-studied aqueous interface is that with rutile TiO2(011). This is the
second most frequent surface in the equilibrium shape of rutile crystals (Fig. 3) and
has attracted attention because its photocatalytic activity was reported to be signifi-
cantly different from that of the most stable rutile (110) surface (Ohno et al. 2002).
After surface science experiments discovered that the rutile TiO2(011) surface is
reconstructed with a (2× 1) periodicity (Beck et al. 2004), extensive search based
on DFT calculations identified a structural model with much lower surface energy in
comparison to the bulk-truncated surface (Gong et al. 2009), which could also well
reproduce the results of surface X-ray diffraction (SXRD)(Torrelles et al. 2008) and
voltage-dependent STM measurements (Gong et al. 2009) (Fig. 11a).

To understand what happens when the rutile TiO2 (011) surface structure
observed under vacuum conditions is put in contact with the aqueous environment
typical of TiO2 photocatalysis, it is useful to first investigate the interaction of the
surface with both isolated water molecules and a water monolayer. Using DFT
calculations, it was found that the adsorption energy of an isolated water molecule
on the non-reconstructed (1× 1) surface is about three times larger than on the
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Fig. 10 Snapshots from FPMD simulations of the interface of bulk water with (a) anatase TiO2
(101) and (b) anatase TiO2 (001). Water molecules or hydroxyl groups with green oxygen atoms
adsorb onto five-coordinated Ti (Ti5c). Water molecules with blue oxygen adsorb onto surface
two-coordinated O2c or adsorbed water molecules via strong H-bonds (red dashed lines). Water
molecules with yellow oxygen adsorb to H2O or OH that are already adsorbed onto Ti5c via weak
H-bonds (green dashed lines). Cyan dashed lines show ordinary H-bonds. (From Sumita et al.
2010)

reconstructed one, i.e., Eads = −1.27 vs −0.42 eV (Aschauer and Selloni 2011).
In other words, the bulk-terminated surface is much more reactive than the recon-
structed one, consistent with its higher surface energy. Similarly, the adsorption
of one water monolayer was found to be highly favorable (Eads = −1.04 eV
per molecule) on the non-reconstructed surface, whereas only a half-monolayer
of water could bind directly to the surface Ti sites on the reconstructed surface
(Aschauer and Selloni 2011). The formation of a tightly bound monolayer of
adsorbed water molecules strongly stabilizes the non-reconstructed surface with
respect to the reconstructed one, thus suggesting that the latter may switch back to
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Fig. 11 Computed structures (top and side views) and STM images of (a) the reconstructed rutile
TiO2 (011), (2× 1) surface; (b) the bulk-terminated rutile TiO2 (011), (1x1) surface with two
dissociatively adsorbed water molecules per (2× 1) unit cell. Oxygen atoms belonging to terminal
OH groups are highlighted in orange, and the white rectangle in the STM images shows the unit
cell used for the calculations. Constant-density STM images are computed for a 0.5 eV bias from
the conduction band minimum and are obtained by averaging images of snapshots taken from a
FPMD simulation at 300 K (Balajka et al. 2017)

the bulk-terminated structure (i.e., deconstruct) when put in contact with an aqueous
environment.

Recently experiments were carried out to verify this suggestion (Balajka et al.
2017). After exposure of the (2× 1)-reconstructed surface to liquid water, the
sample was transferred back to UHV where an overlayer with an apparent “c(2× 1)”
symmetry was observed in scanning tunneling microscopy (STM) images. On the
basis of STM analysis and DFT calculations, this overlayer could be attributed to
dissociated water on top of the unreconstructed (1× 1) surface, confirming that the
(2×1) reconstruction of the UHV-prepared surface is lifted when the surface is in
contact with liquid water, as theoretically predicted. The deconstruction is achieved
by rearranging only the surface atoms, and there is no mass transport involved. After
evacuation of the liquid water, dissociated water hydroxyls remain adsorbed on
undercoordinated Ti5c atoms of the (1× 1) surface, forming an ordered overlayer
with (2× 1) symmetry and two hydroxyl groups per unit cell (Fig. 11b).
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5 Excess and Photoexcited Electrons at Anatase TiO2
Surfaces and Aqueous Interfaces

As for excess electrons in reduced TiO2, the picture of photoexcited electrons in
anatase is based on the polaron model, where the electron forms a localized state that
is stabilized by an accompanying lattice distortion (the EPR signal of photoexcited
electrons in anatase is indeed very similar to that of excess electrons from intrinsic
defects or donor impurities). An important question to ask at this point concerns the
degree of localization of the polaronic state.

As mentioned in Sect. 2, some experimental studies have identified large
polaronic states formed by excess electrons in reduced and n-doped anatase. In
particular, evidence of large polaronic states has been provided by angle-resolved
PES (ARPES) measurements, which show a shallow dispersive quasiparticle band
at about 40 meV below the CBM in reduced anatase (001) films (Moser et al. 2013).
However, different results were obtained in other experiments. A prominent gap
state 1 eV below the Fermi level was observed in PES experiments on single crystal
anatase (101), whereas the same feature was drastically less pronounced on the
anatase (001) surface (Thomas et al. 2007). The deep gap level on anatase (101)
is similar to that observed on the rutile (110) surface, for which the formation of
small polarons is well established. Finally, both deep and shallow polaronic states on
anatase (101) were observed by Setvin et al. (2014), who used an STM tip to create
VOs on the surface (normally devoid of VOs) and probed the local density of states
around both these vacancies and subsurface impurities using scanning tunneling
spectroscopy (STS).

In addition to the above studies carried out on well-defined surfaces under
vacuum conditions, experiments on disperse anatase samples have revealed a
remarkable dependence of the photocatalytic activity of anatase on the crystal
surface, with oxidation and reduction reactions occurring preferentially on {001}
and {101} facets, respectively (Tachikawa et al. 2011; Yu et al. 2014). Since these
reactions involve photoexcited carriers, it is relevant to ask whether the facet
dependence of the photocatalytic activity is related to the diverse behaviors of excess
electrons observed in the surface science experiments or is rather due to the different
reactivity of the two surfaces. Answering this question requires understanding
how the behavior of excess electrons that is observed under vacuum conditions is
modified in a humid or aqueous environment, as typically used in photocatalysis.
This understanding is not yet available from experiment, yet interesting insights
could be obtained from theory and simulations.

A recent study examined the behavior of excess electrons in proximity of the
three most important (101), (001), and (100) anatase surfaces (denoted a-101, a-
001, and a-100, respectively) and their aqueous interfaces, using both DFT+U
static calculations and DFT+U-based first principles molecular dynamics (FPMD)
simulations (Selcuk and Selloni 2016). The investigated slab models contained a
single photoexcited electron or an excess electron provided either by an adsorbed
H at a surface undercoordinated oxygen resulting in a surface bridging hydroxyl
(ObrH) or by a bulk dopant, such as an interstitial H atom or a Nb impurity
substituting a Ti atom inside the slab.
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Results for a-101 and a-100 show that electron trapping does not occur on and
near the defect-free surfaces, but can be induced by a surface hydroxyl, and possibly
other types of defects. The stability of the ObrH complex is at the origin of an
interesting and rather unexpected effect that is electron-induced water dissociation.
The typical mechanism of water dissociation involves two water molecules: one of
the two molecules transfers a H to the Obr, and the other transfers a H to the first
water before being adsorbed as a OH on a Ti5c (Fig. 12).

To further explore the effects of the water environment on the localization of
the excess electron, H-doped and Nb-doped (101) slab models were considered,
in which the positively charged impurity, acting as an attractive potential for the
electron, was located in the innermost layers of the slab, thus reducing the tendency
of the electron to migrate to the surface. The simulations show that the excess
electron is very mobile and spreads over several Ti sites when the slab is in vacuo,
whereas it can rapidly reach the surface and becomes trapped in the form of a Ti3+
species close to an ObrH when the system is solvated. Clearly, the stabilization
provided by the formation of the Ti3+-ObrH complex makes the surface much more
favorable for the electron in water/humid environment than in vacuo, despite the
competition of water for the occupation of the surface Ti5c sites.

A very different behavior is observed for excess electrons near the a-001 surface
(Fig. 13). Unlike on a-101, FPMD simulations show that the excess electron avoids
the a-001 surface and remains in the subsurface and inner layers throughout the
simulation. At each instant, the electron forms a two-dimensional state in a (001)
plane, but switches easily from one plane to another, which could be the reason of
the three-dimensional dispersion observed in experiment. Due to the limited size of
the model, the two-dimensional state appears as completely delocalized rather than
a large polaron, whose radius is estimated to be around 10–20 Å (Moser et al. 2013).

A simple explanation of the reason why the electron tends to avoid the surface
layers is given by the layer-resolved density of states (LRDOS) of an a-001 slab
in the absence of excess electrons (Fig. 13d). While all inner layers of the slab
contribute similarly to the DOS, both the conduction and valence band edges of
the outermost layer are shifted upward by about 0.5 eV in comparison to the other
layers. Since the 3d orbitals of the surface Ti5c atoms are located at a higher energy
compared to those in the subsurface and bulk layers, excess electrons prefer to
remain inside the slab rather than at the surface. By contrast, holes will likely prefer
to move to the surface, where they can be readily available for oxidation reactions.

Besides showing clear differences in the behaviors of electrons at the a-101 and a-
001 terminations, the results of this study (Selcuk and Selloni 2016) further illustrate
the crucial role of the environment on the structure and reactivity of TiO2 surfaces.
Whereas no trapping of electrons occurs on the a-101 surface in vacuum, an excess
electron at the aqueous a-101 interface tends to become trapped into a stable Ti3+-
ObrH complex through dissociation of an adsorbed water molecule or reaction with
an aqueous proton. This trapping favors the interaction of electrons with adsorbates,
so that reduction reactions should be facilitated on the (101) surface. On the other
hand, the a-001 surface is strongly repulsive for electrons and attractive for holes
and is thus predicted to have a significant activity for oxidation reactions. This
difference between the two most common terminations of anatase agrees well with
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Fig. 12 Typical mechanism of water dissociation induced by a localized electron at the anatase
(101) – water interface; the sequence of four snapshots has a duration of ∼0.1 ps. Images are
obtained from the simulation of a photoexcited electron using DFT+U with U = 3.9 eV. In
the absence of the excess electron, H+ of ObrH and the solvated OH− in the second snapshot
recombine very rapidly

photoemission spectroscopy experiments, explains the observed facet dependence
of photocatalytic reactions on TiO2, and supports the suggestion that optimization of
the ratio of a-101 and a-001 facets could provide a way to enhance the photocatalytic
activity of anatase.



4 Titania and Its Outstanding Properties: Insights from First Principles Calculations 47

Fig. 13 (a) Side views of a six-layer hydroxylated (001) slab in water, from two different
perspectives. The hydrogen on the bridging hydroxyl is shown in green. (b) Location of the e−ex
in the direction perpendicular to the surface during a simulation with U = 3.9 eV and T = 400 K
and corresponding distribution. The e−ex clearly avoids the (001) surface but switches frequently
between different bulk layers. (c) Probability distribution of the number of Tip sites; note that the
number of Ti atoms in each (001) layer of the slab is 9. (d) Layer-resolved density of states for an
11-layer a-001 slab. The labels S, S-1, S-2, etc. indicate the surface layer and the subsequent layers
below the surface. Both the VB and the CB edges are shifted to significantly higher energies at
the surface layer in comparison to the inner layers. The computed CB edge is located at −4.03 eV
below the vacuum level, and the band gap is 2.09 eV. (From Selcuk and Selloni 2016)
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6 Summary and Outlook

Despite its relatively low efficiency, TiO2 remains one of the most widely used
materials in photocatalysis as well as a benchmark for the development of new
functional materials and a model system for the study of reaction mechanisms. At
the same time, new applications as well as new areas of fundamental research on
TiO2 are emerging, which keep the interest in this material very lively. For example,
TiO2 is considered the most promising material for use as a thin film protective
coating of semiconducting photoelectrodes in solar-fuel generators (Hu et al. 2015),
while the study of 2D electron gas behavior at the anatase surface (Rödel et al.
2015) is an exciting new direction that has also the potential of novel interesting
applications in electronic devices.

Theoretical studies and simulations have contributed substantially to the under-
standing of the fundamental physical and chemical properties of TiO2 and related
metal oxide materials over the last decades. In this chapter, we have presented an
overview of a number of these contributions, ranging from the bulk electronic and
optical properties to the polaronic character of defect states and charge carriers, the
surface reactivity, the structure of the aqueous interface, and the behavior of elec-
trons at this interface. Besides providing insight into existing experimental result,
theory and simulations have proven capable to predict new properties subsequently
verified by experiments and also to bridge the gap between experiments under
carefully controlled conditions and experiments in more realistic environments.
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Abstract

Being isolated for the first time in 2004, graphene has started an entire new field
of two-dimensional (2D) materials driven by novel properties and phenomena
observed in these materials as well as their potential technological applications.
Due to their low-dimensional nature, the effects of lattice disorder and boundaries
in 2D materials are enhanced in comparison to bulk materials. This chapter
covers the most important contributions of computational modeling to predict the
structure and properties of lattice imperfections in graphene, namely, the point
defects, topological defects, and edges, and draws connections to the subsequent
experimental works confirming these predictions.

1 Introduction

The first isolation of graphene, a single layer of carbon atoms obtained by
micromechanical cleavage of graphite (Novoselov et al. 2004, 2005; Zhang et al.
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2005), started an entire new direction of research into two-dimensional (2D)
materials extending from condensed matter physics to numerous other disciplines
and promising novel technological applications. One particularly striking quality
of graphene is its simplicity. The crystal structure of this material represents the
bipartite honeycomb lattice with two equivalent carbon atoms per unit cell in sp2

hybridization (Fig. 1a). The low-energy electronic properties of this material are
dominated by the two π symmetry bands formed by the pz atomic orbitals of carbon
atoms (Fig. 1c). The bands form two conical intersection features in the corners of
the Brillouin zone (points K and K′; Fig. 1d). These peculiar band dispersions called
Dirac cones are responsible for many extraordinary electronic properties discovered
in graphene (Castro Neto et al. 2009). Even the simplest theoretical descriptions,
such as the one-orbital tight-binding model with only nearest-neighbor hopping
integrals, are able to describe this feature accurately. Even though numerous other
2D materials have been discovered by now, graphene remains the most intriguing
member of the family.
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Fig. 1 (a) Two-dimensional honeycomb lattice of graphene showing the unit cell with two carbon
atoms belonging to sublattices A and B. (b) Scanning electron microscopy (SEM) image of
graphene bilayer freely suspended over a 2-micrometer-wide trench (Bao et al. 2009). (c) Band
structure of graphene plotted along a high-symmetry k point path with the π symmetry bands
highlighted. (d) Schematic representation of the band structure showing only the Dirac cone
features in the corners of the Brillouin zone (points K and K′)
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Despite the basic statistical physics arguments forbidding long-range crystalline
order in two dimensions (Mermin 1968), relatively large samples of graphene
can nevertheless be handled using basic laboratory equipment (Fig. 1b). Yet,
reduced dimensionality of this material implies that structural imperfections, as well
boundaries, have particularly strong effects on its physical properties. Furthermore,
modern experimental techniques, in particular transmission electron microscopy
(TEM) and scanning tunneling microscopy (STM), not only enabled the direct
observation of structure and dynamics of defects in graphene at atomic resolution
but also allowed their versatile creation and manipulation. Surprisingly, being
a material with very simple crystal structure, graphene revealed an astonishing
diversity of defects.

The purpose of this chapter is to give a brief overview of the most important
contributions of computational modeling to predict the structure and properties
of defects and boundaries in graphene that were consequently confirmed by the
experiments. Without going into details of computational methods as such, we will
consider the models of point defects, topological defects, and edges in graphene and
draw a connection with the experiments.

2 Point Defects

Point defects in graphite, the bulk parent material of graphene, have been the subject
of considerable research interest well before the first experimental isolation of
this 2D material. Numerous modeling works have been performed in the context
of understanding point defects that are created upon irradiation of graphite that
is used as a moderator material in nuclear reactors. Even though graphite is an
elemental material with a relative simple crystal structure, a very diverse family of
point defects was proposed. These point defects include interstitials and vacancies
as primary defects created upon radiation damage, their aggregates, metastable
interstitial-vacancy pairs (Frenkel pairs) (Telling et al. 2003; Ewels et al. 2003;
Akhmerov and Beenakker 2008), as well as defects produced by the rearrangement
of carbon-carbon bonds within individual graphene layers (for an overview see
Li et al. 2005). Further research interest was stimulated by the experimental
observations of room-temperature ferromagnetism in graphite irradiated by high-
energy protons (Esquinazi et al. 2003). It was suggested that defects play a crucial
role in the induced magnetic ordering. This observation promised the possibility of
creating novel magnetic materials based on light elements belonging to the sp block
of the periodic table.

In atomically thin graphene, many predicted defects were directly observed
using transmission electron microscopy (TEM). Not only this experimental tool
allowed studying the structure of these defects at atomic resolution but it also
allowed creating these defects and studying their transformations and migration in
out-of-equilibrium conditions. Figure 2 reproduces TEM images of representative
point defects in monolayer graphene (Kotakoski et al. 2011). The two primary
defects induced by high-energy electrons in the TEM conditions are the Stone-Wales
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Fig. 2 Experimental observations of point defects in graphene. (a) Transmission electron
microscopy (TEM) image of pristine graphene lattice. (b, c) TEM images of simplest point defects
in graphene – the Stone-Wales defect (c) and the single-atom vacancy (c). (d) Double vacancy in
graphene and (e, f) more complex defects derived from it by means of in-plane bond rotations. The
red dashed lines outline the defect structures (Kotakoski et al. 2011)

defects (Fig. 2b) and the single-atom vacancies (Fig. 2c). The Stone-Wales defect
is produced by means of a 90◦ in-plane rotation of a pair of carbon atoms followed
by the reconnection of covalent bonds (Stone and Wales 1986). This results in a
structure composed of two pentagons and two heptagons, while the coordination
environment of each carbon atom remains unaffected. The calculations show that
the formation energy of the Stone-Wales defect is 5 eV, while the energy barrier of
bond rotation is approximately 10 eV (Li et al. 2005). Sputtering a single carbon
atom creates a vacancy defect which reconstructs by forming a new covalent bond,
while one carbon atom remains undercoordinated in agreement with theoretical
predictions (El-Barbary et al. 2003). The formation energy of single-atom vacancy
defect was predicted to be 7.5 eV. The double vacancy defect produced by removing
two neighboring carbon atoms allows a reconstruction involving two new covalent
bonds (Fig. 2d). Such a defect structure composed of two pentagons and an octagon
has no undercoordinated atoms. The calculated formation energy of this defect is
8 eV, comparable to the one of the single-atom vacancy (Krasheninnikov et al.
2006). However, the formation energy per removed carbon atom is significantly
lower for the double vacancy defect, which reflects the tendency of vacancy
aggregation in graphene. The energy of this defect can be further lowered by a series
of in-plane bond rotations leading to more complex defect structures composed
of pentagons and heptagons. Calculations show that the observed point defects in
Fig. 2e, f both have lower formation energies than the initial double vacancy defect
(Lee et al. 2005; Kotakoski et al. 2011).
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The single-atom vacancy defect in graphene deserves to be discussed in more
detail. It was shown by means of first-principles calculations that the dangling
bond of the undercoordinated carbon atom at the vacancy defect carries a local
magnetic moment due to an unpaired σ electron (Lehtinen et al. 2004). This
could account for the observed ferromagnetic ordering in irradiated graphite if
sufficiently strong magnetic exchange coupling between such localized magnetic
moments exists. Even more interesting are the so-called quasilocalized electronic
states induced by single-atom vacancies. These resonant non-bonding states result
from the local breaking of the bipartite symmetry of graphene lattice (Pereira et al.
2006). The vacancy defect removes a carbon atom from one of the sublattices, and
this gives rise to a localized π -electron state in the complementary sublattice. Such
quasilocalized states have been observed in STM images as very distinct triangular
features around point defect on the surface of graphite (Mizes and Foster 1989),
while the corresponding dI/dV measurements exhibit at sharp peak at the Fermi
level (Ugeda et al. 2010). First-principles calculations show that these states indeed
form a narrow band at the Fermi level that undergoes spin polarization in order
to relieve the electronic instability associated with high density of states at the
Fermi level (Yazyev and Helm 2007). This suggests a novel mechanism of itinerant-
like magnetism induced by disorder in graphene-based materials. Interestingly, the
coupling between quasilocalized in the same sublattice is ferromagnetic, while it
is antiferromagnetic between the opposite sublattices (Yazyev 2008). This points at
a possibility of tailoring the type of magnetic ordering in disordered graphene by
controlling the distribution of defects in the two sublattices.

A closely related imperfection in graphene is the hydrogen chemisorption defect.
A hydrogen atom binds covalently to one carbon atom of graphene lattice causing
its transformation from the sp2 to sp3 hybridization. The latter is no longer
able to provide a pz atomic orbital to the π -electron system of graphene and
hence is equivalent to a single-atom vacancy. For the reasons described above,
hydrogen chemisorption defects also induce quasilocalized states. However, these
simple defects are free of symmetry-breaking reconstructions and can be easily
introduced to or removed from graphene. These properties established the hydrogen
chemisorption defect as the reference disorder in graphene. A number of recent
studies modeled the effect of such defects on the electronic transport properties
of graphene (Wehling et al. 2010; Gargiulo et al. 2014). Similar to the vacancies,
hydrogen chemisorption defects induce magnetic ordering with a clear physical
picture (Yazyev and Helm 2007). Figure 3a shows the characteristic triangle-
shaped distribution of spin density around a hydrogen chemisorption defect with
a nominal magnetic moment of 1 Bohr magneton. Figure 3b reproduces the density
of states for spin-up and spin-down channels that clearly illustrates the fully spin-
split narrow band at the Fermi level. Experimentally, the quasilocalized states due
to hydrogen chemisorption defects in graphene have recently been investigated
using STM revealing the presence of sharp resonances (Fig. 3c) and their splitting
consistent with the predicted spin polarization (Fig. 3d; González-Herrero et al.
2016).
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Fig. 3 Hydrogen chemisorption defect in graphene. (a) Spin density distribution and (b) the
spin-resolved density of states obtained from first-principles calculations for the hydrogen
chemisorption defect (Yazyev and Helm 2007). Red and blue correspond to majority spin and
minority spin channels. (c) Scanning tunneling microscopy (STM) image of the quasilocalized
state at the hydrogen chemisorption defect on graphene and (d) the corresponding experimental
dI/dV curve showing the predicted spin splitting (González-Herrero et al. 2016)

3 Topological Defects

Topological defects are distinct from point defects as these types of disorder are
characterized by certain quantities defined nonlocally and hence do not change
upon a local modification of the atomic structure of such defects. These quantities
are further referred to as the structural topological invariants. An example of a
topological defect is the dislocation, and the corresponding topological invariant
is its Burgers vector. The nonlocality of a dislocation stems from the fact that
the Burgers vector can be defined on an arbitrarily large contour encircling the
dislocation core; therefore any local structural modification to it would not change
the Burgers vector. Another relevant type of topological defects is the grain
boundary, the interface between two single-crystalline domains of same material.
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Orientation of the crystalline lattice changes across the grain boundary giving rise
to the notion of misorientation angle, the corresponding topological invariant. Grain
boundaries are the defects inherent to polycrystalline materials. Both dislocations
and grain boundaries in bulk materials are extensively covered in practically all
materials science textbooks.

As already mentioned above, 2D materials in general and graphene in particular
are very susceptible to wide range of structural disorder. Hence, one can expect
that obtaining large single crystals of 2D materials would be a challenging task,
while polycrystalline morphologies of 2D materials should be abundant. In addition,
the space of topological invariants of the corresponding defects in 2D materials is
“narrower” than in the case of bulk, three-dimensional materials. For instance, the
Burgers vector of a dislocation is constrained to lie in the plane of 2D crystalline
lattice; hence only edge dislocations are possible in 2D materials. Similarly, only
tilt grain boundaries exist in 2D materials. Dislocations and grain boundaries in 2D
materials can be regarded as point-like and one-dimensional objects, respectively.

In order to proceed with the construction of dislocations and grain boundaries in
graphene, we will borrow from soft matter community a third type of topological
defect called the disclination (Seung and Nelson 1988). A disclination is the
result of either removing from or adding to the ideal lattice a semi-infinite wedge
of material. The corresponding topological invariant is the disclination strength
s, which measures the wedge angle. Wedge removal results in positive (s > 0)
disclinations while wedge introduction – in negative (s < 0). The particular cases of
s = 60◦ and s = −60◦ disclinations in graphene appear as pentagons and heptagons
embedded in the array of hexagons forming the honeycomb lattice as shown in
Fig. 4.

The result of combining two complementary disclinations is the dislocation
(Seung and Nelson 1988), and its Burgers vector depends on the distance between
the pentagon and the heptagon. Two examples of dislocations in graphene are shown
in Fig. 4. The pentagon-heptagon pair sharing an edge is the dislocation with the
smallest Burgers vector b= (1, 0) equal to the lattice constant of graphene (2.46 Å).
Above, we defined the Burgers vectors as a pair of integers in terms of lattice
vectors, similar to the chirality indices of carbon nanotubes. The second example
shown in Fig. 4 corresponds to the second smallest Burgers vector b = (1, 1) (or
4.26 Å) (Yazyev and Louie 2010a).

Finally, grain boundaries can be viewed as arrays of dislocations following the
model introduced by Read and Shockley (1950). The misorientation angle θ is
related to the Burgers vector of constituent dislocations and the distance between
them. Two examples of symmetric grain boundaries in graphene are shown in
Fig. 4. These two grain boundaries are formed by particularly dense arrangements
of b = (1, 0) dislocations and correspond to misorientation angles θ = 21.8◦ and
θ = 32.3◦, respectively (Yazyev and Louie 2010a).

Interestingly, dislocations characterized by all allowed Burgers vectors and grain
boundaries spanning the entire range of misorientation angles 0◦ < θ < 60◦ can be
constructed starting from pentagons and heptagons only. All carbon atoms in defect
structures built following the described approach maintain their original threefold
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θ = 32.3°

b = (1,0) (= 2.46 Å) 

b = (1,1) (= 4.26 Å)
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s 

Fig. 4 Three hierarchically related types of topological defects in graphene: disclinations, disloca-
tions, and grain boundaries. The definitions of the corresponding structural topological invariants
(disclination strength s, Burgers vector b, and misorientation angle θ) and their values are given.
The structures of all three types of topological defects are composed of pentagons (red) and
hexagons (blue) (Yazyev and Louie 2010a; Yazyev and Chen 2014)

coordination, no dangling bonds or overcoordinated atoms have been introduced,
and hence the defects are expected to have low formation energies by construction.
This hierarchical construction introduced by us in 2010 (Yazyev and Louie 2010a),
almost simultaneously with the similar work from the group of Boris Yakobson (Liu
and Yakobson 2010), opened a possibility to investigate computationally realistic
models of topological defects in graphene ahead of their experimental observation.

First experimental studies of topological defects in graphene followed less than
a year after our theoretical predictions (Huang et al. 2011; Kim et al. 2011; An
et al. 2011; followed by many other). Figure 5a shows the dark-field TEM image of
epitaxial graphene grown using chemical vapor deposition (CVD) on Cu substrate
(Huang et al. 2011). The image reveals an intricate polycrystalline morphology with
micrometer-size crystallites. High-resolution TEM further exposes the atomic-scale
details of grain boundaries in these epitaxial graphene samples. The segment of
large-angle grain boundary shown in Fig. 5b shares many similarities with the mod-
els in Fig. 4. Specifically, it is composed of an alternating chain of pentagons and
heptagons with no under- or overcoordinated carbon atoms whatsoever. However,
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c d

Fig. 5 Experimental observations of grain boundaries in graphene. (a) Dark-field TEM image
color-coded according to the orientation of the crystalline lattice reveals the polycrystalline
morphology of CVD-grown epitaxial graphene with micrometer-size single-crystalline domains.
(b) High-resolution TEM image shows atomic structure details of the grain boundary as an
alternating chain of pentagons and heptagons (Huang et al. 2011). (c, d) STM images of grain
boundaries in thermally annealed epitaxial graphene showing highly periodic patterns that can be
attributed to the grain boundary models shown in Fig. 4 (Yang et al. 2014)

unlike the models in Fig. 4, the observed structure is not linear and lacks clear
periodicity. This discrepancy can be explained by assuming that the performed CVD
growth process does not allow achieving thermodynamic equilibrium in full. In
fact, thermal annealing of such epitaxial graphene samples leads to highly periodic
structures as exemplified in Fig. 5c, d (Yang et al. 2014). Moreover, the two grain
boundaries shown in Fig. 5c, d correspond exactly to the models in Fig. 4. It
is striking that until this moment all predictions confirmed by experiments were
done by means of modeling, but without doing any explicit computations. Further
considerations, for example, rationalizing the stability of these two grain boundary
structures would necessitate computer simulations.

Figure 6a reproduces the formation energies per unit length γ as a function of
misorientation angle θ calculated using density functional theory for a number of
periodic models of grain boundaries in graphene (Yazyev and Louie 2010a). Filled
symbols correspond to models that were artificially constrained to be flat. One can
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Fig. 6 Formation energies and buckling of grain boundaries in graphene. (a) Calculated grain
boundary formation energy per unit length γ as a function misorientation angle θ . Formation
energies of flat and buckled models are shown as filled and empty symbols. The vertical dashed
lines delimit the buckled and flat regimes (Yazyev and Louie 2010a). (b) Illustration of the buckling
deformation produced by a single b = (1, 0) dislocation. (c) STM image of epitaxial graphene
grown on the C-face of SiC showing three grain boundaries with their corresponding misorientation
angles indicated (Tison et al. 2014). (d) Apparent height of the observed grain boundaries as a
function misorientation angle θ . The flat and buckled regimes with transition angle θc = 19± 2◦
are clearly distinguished (Tison et al. 2014)

recognize a clear trend with a minimum at ca. 30◦ and the two large-angle grain
boundary models introduced in Fig. 4 (θ = 21.8◦ and θ = 32.3◦) having particularly
low formation energies, which agrees with their frequent experimental observation
(see, e.g., Fig. 5c, d). This picture is similar to what is usually observed for bulk
materials. The existence of a formation energy minimum at large values of θ can be
rationalized by the fact that in large-angle grain boundaries the distance between the
constituent dislocations is small; hence the in-plane elastic fields produced by the
dislocations effectively cancel each other reducing the contribution of elastic energy
to the defect formation energy.

By allowing the atoms to displace out of plane, we enable a physical mechanism
which is not present in bulk materials. The fact that the dimensionality of graphene,
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or any other 2D material, is one less compared to the dimensionality of host
space gives an additional degree of freedom. Displacement in this extra dimen-
sion, below referred to as buckling, effectively relieves the in-plane compressive
strain. Figure 6b illustrates the buckling pattern produced by a single b = (1, 0)
dislocation in graphene, and the experimentally observed pictures appear to be
similar (Lehtinen et al. 2013). Such a screening of the in-plane elastic fields gives
rise to a mechanism that competes with the abovementioned mutual cancellation
of elastic fields produced by closely spaces dislocations. Indeed, calculations
show that apart from several large-angle models buckling significantly lowers the
grain boundary formation energies (empty symbols in Fig. 6a) (Yazyev and Louie
2010a). The transition from flat to buckled configurations, called the buckling
transition, takes place at a well-defined critical misorientation angle (Carraro
and Nelson 1993). The theoretically predicted buckling transition in graphene
was experimentally observed in epitaxial graphene samples grown on SiC(0001)
substrate (Tison et al. 2014). Figure 6c reproduces a typical STM image that shows
three single-crystalline domains separated by a junction of three grain boundaries.
While the ordered large-angle grain boundary (θ = 33◦) shows little topographic
contrast, the two small-angle grain boundaries (θ = 15◦ and θ = 48◦) display
pronounced buckling, and the location of individual dislocations can be clearly
tracked. All observed line defects can be distinguished as either flat or buckled grain
boundaries (Fig. 6d). The measured buckling transition angle θc = 19± 2◦ (and
the symmetrically reflected value θc = 41± 2◦) is in quantitative agreement with
the results of DFT calculations (dashed vertical lines in Fig. 6a; Yazyev and Louie
2010a).

The above demonstrates spectacular success of modeling in predicting novel
defect structures and achieving quantitative agreement with the experiments. Many
physical phenomena related to topological defects in graphene have been studied
computationally beyond the ones described above. For instance, electronic transport
is of special importance because graphene is considered as a possible key material in
the future information and communication technologies. Novel transport phenom-
ena resulting from the periodic structure of grain boundaries such as the controllable
transport gaps (Yazyev and Louie 2010b) and valley filtering (Gunlycke and White
2011; Chen et al. 2014) have been discussed. Thermal transport and mechanical
properties of polycrystalline graphene are two more examples of properties relevant
to practical applications (for review see Yazyev and Chen 2014). Other types of
one-dimensional topological defects resulting from stacking order in multilayer
graphene systems are possible. The so-called stacking domain boundaries have
been observed, modeled, and extensively discussed in the context of topologically
nontrivial electronic states (Alden et al. 2013; Butz et al. 2014; San-Jose et al. 2014;
Ju et al. 2015; Gargiulo and Yazyev 2018). Finally, dislocations, grain boundaries,
and polycrystalline morphologies are equally relevant to other 2D materials, such
as monolayer transition metal dichalcogenides (TMDs). Due to the binary nature of
these materials, however, dislocations and grain boundaries show a broader diversity
in terms of atomic structure and local chemical composition (van der Zande et al.
2013; Najmaei et al. 2013; Zhang et al. 2013b).
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4 Edges and Nanoribbons

Since the very first isolation of graphene, the absence of band gap in this material
was recognized as the most important challenge on the way of realizing its potential
in electronics. In particular, sizable band gaps are required for manufacturing field-
effect transistors with on/off current ratios sufficient for applications in digital
electronics. Exploiting quantum confinement in nanostructures based on graphene
is probably the most evident route to controlling band gaps. Early works on top-
down lithographically patterned nanostructures showed that the transport properties
and deduced bands gaps indeed shows strong dependence on the nanostructure
dimensions (Fig. 7a, b; Han et al. 2007). However, it also became clear that the
local atomic structure details and the crystallographic orientation of the edges
play even a more important role in defining the electronic properties of graphene

Br

Br

200 ºC 400 ºC

3 nm20 nm

b

a

d

c

Fig. 7 Experimental approaches to manufacturing graphene nanostructures. (a) SEM image of a
lithographically patterned device set containing multiple graphene nanoribbons of varying width
(Han et al. 2007). (b) Dependence of the measured band gaps on the width and orientation of
graphene nanoribbons (Han et al. 2007). (c) Scheme of the synthetic route leading to the N = 7
armchair nanoribbon (Cai et al. 2010). (d) STM image of the resulting N = 7 armchair graphene
nanoribbons on Au(111) surface (Cai et al. 2010)
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nanostructures. Common lithographic techniques are not able to provide the desired
atomic precision; hence a broad range of alternative methods have been developed.
It is worth highlighting the bottom-up self-assembly technique (Cai et al. 2010)
covered in �Chap. 31, “Electronic Structure of Atomically Precise Graphene
Nanoribbons,” by L. Talirz and C. Pignedoli. This approach relies on the surface-
assisted self-assembly starting from precursor molecules, as, for instance, shown in
Fig. 7c. It is possible to design molecular precursors that lead to uniquely defined
nanostructures. An experimental STM image of highly ordered one-dimensional
strips of graphene of 1 nm width produced by means of the synthetic route of
Fig. 7c is shown in Fig. 7d. It is not our intention to cover in this chapter all
proposed approaches for manufacturing graphene nanostructures. Instead, we will
focus on reviewing the most important contributions from materials modeling
to understanding the effects of reduced dimensions and edges on the electronic
structure of nanostructured graphene.

The vast majority of computational studies on nanostructured graphene have
been performed using one-dimensional periodic models commonly called graphene
nanoribbons. Such models first introduced by Nakada et al. (1996) well before
the first experimental isolation of graphene have become exceptionally popular.
This is largely due to the fact that one-dimensional band structures of graphene
nanoribbons proved to be a very insightful tool for analyzing the effects of reduced
dimensions and edges. In addition, computationally tractable models of modest size
could be constructed due to a small lattice constant of basic graphene nanoribbons.
Such calculations have been performed using a broad range of techniques – from
simple one-orbital nearest-neighbor tight-binding model to first-principles methods
based on density functional theory or many-body perturbation theory. In the case
of first-principles calculations, the outmost edge atoms are typically terminated
by hydrogen atoms that provide a neutral from the point of view of electronic
structure passivation of the dangling bonds. Among the short periodicity models,
one distinguishes armchair and zigzag graphene nanoribbons that received their
names from analogy with carbon nanotubes. The structure of an example of
armchair graphene nanoribbon is shown in Fig. 8a, while in the case of zigzag
graphene nanoribbon (Fig. 8b), the edge direction is rotated by 30◦ to be aligned
with one of the lattice vectors of graphene.

The band structure of the armchair graphene nanoribbon in Fig. 7a calculated
using the one-orbital tight-binding model with a constant nearest-neighbor transfer
integral t (≈3 eV in graphene) shows the presence of a direct band gap. The
density of states shows a number of van Hove singularities that associated with
band extrema of a one-dimensional system. In the case of armchair nanoribbons,
the band gaps �a are due to the lateral confinement of the Dirac fermion of
graphene. Importantly, the band gap magnitude shows an oscillating behavior as
the nanoribbon width increases, changing between metallic and semiconducting
band structures in the case of nearest-neighbor tight-binding model calculations.
When edge effects are taken into account in first-principles calculations, a small
band gap opens in metallic armchair graphene nanoribbons (Fig. 9a; Son et al.
2006a; Barone et al. 2006). Nevertheless, such a non-monotonic dependence of the
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band gap magnitude on the nanoribbon width demonstrates the need of achieving
atomic-precision control of graphene nanostructures if electronic properties are to
be controlled. Recent works reporting bottom-up synthesis of armchair graphene
nanoribbons of different width showed band gaps in very good agreement with the
results of first-principles calculations, provided these calculations are performed at
the level of many-body perturbation theory with screening effects of the metallic
substrate taken into account (Ruffieux et al. 2012).

In contrast, zigzag graphene nanoribbons show a dramatically different electronic
structure with a pronounced flat-band segment at the Fermi level when the effect of
electron-electron interactions is neglected (Fig. 8b). This flat band feature is due
to electronic states localized at the edges, and hence it exhibits no pronounced
dependence on the nanoribbon width. The diverging density of states at the
Fermi level resulting from the edge states is intrinsically unstable. One evident
mechanism for relieving this electronic instability via electron-electron interactions
is by developing magnetic ordering (Fujita et al. 1996). Indeed, both the spin-
polarized density functional theory and the simple mean-field Hubbard model
calculations result in a gapped band structure (Fig. 8c). The ground state is a broken
symmetry spin-polarized configuration with localized magnetic moments at the
edges (Fig. 7c). The edge spins show ferromagnetic coupling along the edge and
antiferromagnetic across the nanoribbon. The band gap�0

z is related to the coupling
across the nanoribbon and therefore decreases with increasing the width. In contrast,
the zone-boundary splitting �1

z is related to exchange coupling along the edge and
hence shows only a weak dependence on the width (Fig. 9b; Son et al. 2006a). The
theoretical prediction of edge magnetism in graphene has stimulated considerable
research efforts resulting in a large number of interesting ideas. For instance, Son,
Cohen, and Louie predicted that by applying electric field across such magnetic
zigzag graphene nanoribbons it would be possible to close the gap selectively in
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one of the spin channels, in other words induce a half-metallic state (Son et al.
2006b). Such electric control of spin properties could find numerous applications in
spintronic devices. On the other hand, one has to clearly understand the limitations
of magnetism at graphene edges resulting from their reduced dimensionality and
the intrinsic weak magnetic anisotropy of carbon (Yazyev and Katsnelson 2008).
Producing well-ordered zigzag graphene nanoribbons experimentally has proven to
be a very challenging task. Only very recently zigzag graphene nanoribbons were
prepared using an STM-based etching method (Magda et al. 2014) and the already
mentioned bottom-up self-assembly technique (Ruffieux et al. 2016). In both cases
the observed electronic structure properties support the existence of spin-polarized
edge states.

Armchair and zigzag graphene nanoribbons represent convenient models due to
the orientation of the edges along the high-symmetry directions of the honeycomb
lattice of graphene. One would immediately start wondering about the properties
of graphene nanoribbons with edges oriented in an arbitrary way. It turns out
that the electronic structure of such arbitrarily oriented nanoribbons, commonly
referred to as the chiral graphene nanoribbons, resembles that of zigzag graphene
nanoribbons. Both in zigzag and chiral nanoribbons, electronic states localized
at the edges are a result of the local breaking of the sublattice symmetry of the
bipartite lattice of graphene. In this respect the armchair edges represent a special
case with no edge states. The electronic properties of chiral edges were addressed
both analytically (Akhmerov and Beenakker 2008) and computationally (Nakada
et al. 1996; Yazyev et al. 2011). In presence of electron-electron interactions,
the localized states at chiral edges were predicted to undergo spin polarization
with edge magnetic moment per unit length continuously spanning the cases of
magnetic zigzag and nonmagnetic armchair edges as the edge orientation changes
(Yazyev et al. 2011). Edge states were experimentally observed in chiral graphene
nanoribbons produced by chemical unzipping of carbon nanotubes (Tao et al. 2011;
Zhang et al. 2013a). The detailed STM images of such chiral edges show a clear
contrast due to the localized edge states (Fig. 10a), while first-principles simulations
(Fig. 10b) reproduce the experimentally observed picture allowing to identify the
atomic structure of the edge in an atom-by-atom fashion (Zhang et al. 2013a).

5 Conclusions and Outlook

To summarize, this chapter has illustrated how first-principles modeling combined
with experimental techniques capable of providing atomically resolved images
(TEM and STM) allows to elucidate the structure of defects and edges in graphene
in an atom-by-atom fashion. The same simulations complemented by theoreti-
cal models reveal the effect of these structural irregularities on the electronic
and transport properties of graphene. Understanding the effects of disorder is
crucial for designing novel functional materials and devices based on graphene.
Further advance in predicting power is expected upon a continuing development
of computational methods capable of treating large-scale realistic models, e.g.,
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Fig. 10 (a) Experimentally observed and (b) simulated from first-principles STM images of
an edge of a chiral graphene nanoribbon obtained by chemical unzipping of carbon nanotubes
followed by hydrogen plasma etching (Zhang et al. 2013a). The contrast due to the localized edge
states is clearly seen in both images

explicitly taking into account the substrate or performing device-scale simulations.
The biggest challenge, however, lies in the ability to control experimentally the
amount, structure, and possibly location, of the discussed structural irregularities.
Overcoming this challenge can potentially result in a number of novel technological
applications. Point defects in graphene are considered as a platform for magnetic
materials and spintronic devices based on light elements. While the presence of
topological defects such as grain boundaries is inevitable in large-area samples
of 2D materials, it should be possible to minimize their undesirable effect on the
electrical characteristics. At the same time, when introduced in a controlled way,
such defects may serve as components of novel electronic devices. Finally, the
abovementioned surface-assisted self-assembly approach to graphene nanoribbons
and junctions can lead to a disruptive technology for manufacturing nanometer-scale
all-graphene integrated circuits.
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Abstract

This chapter gives an overview of the progress in the field of computational
superconductivity. Following the MgB2 discovery (2001), there has been an
impressive acceleration in the development of methods based on density func-
tional theory to compute the critical temperature and other physical properties of
actual superconductors from first principles. State-of-the-art ab initio methods
have reached predictive accuracy for conventional (phonon-mediated) super-
conductors, and substantial progress is being made also for unconventional
superconductors. The aim of this chapter is to give an overview of the existing
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computational methods for superconductivity and present selected examples of
material discoveries that exemplify the main advancements.

1 Introduction

The aim of this chapter is to offer an up-to-date perspective on the field of ab
initio superconductivity and of the related development of numerical methods to
compute critical temperatures and other physical properties of superconductors.
The material-specific aspect is what distinguishes ab initio (= from first principles)
approaches, based on density functional theory (DFT) and its extensions, from other
theoretical approaches to superconductivity, which mainly focus on the general
description of the phenomenon. The typical questions addressed by computational
superconductivity are as follows: (i) What makes a certain compound a good (or
bad) superconductor? (ii) How are its properties modified by external parameters,
such as doping, pressure, and strain? (iii) Is it possible to find new materials with
improved superconducting properties compared to existing ones?

The most relevant parameter that defines the performance of a superconductor for
large-scale applications is its critical temperature (Tc): this means that addressing
the questions above requires the development of methods accurate enough to predict
the Tc of a superconductor and its dependence on external parameters. The progress
in this direction, in the last 20 years, has been impressive.

For a large class of superconductors, i.e., conventional, phonon-mediated ones,
ab initio methods are now so accurate that the focus of the field is gradually
shifting from the description of existing superconductors to the design of new
materials. The first successful example was the prediction of high-Tc conventional
superconductivity in SH3 (2014) (Drozdov et al. 2015a; Duan et al. 2014).

For unconventional superconductors, which comprise two of the most studied
classes of materials, the high-Tc cuprates (Bednorz and Mueller 1986) and Fe-
based superconductors, (Kamihara et al. 2008) ab initio approaches are still far from
being predictive, but it is becoming more and more widely accepted that the single-
particle electronic structure determines crucial properties of these materials, such as
the symmetry of the superconducting gap and the behavior of magnetic excitations.

The topics and the structure of this chapter have been specifically thought out
to illustrate the parallel progress in ab initio methods and material research for
superconductors. I have chosen three discoveries that I consider the fundamental
milestones of this process: (a) the report of superconductivity in MgB2 in 2001,
which has disproved the Cohen-Anderson limit for conventional superconduc-
tors; (b) the discovery of Fe-based superconductors, which has led to a much
deeper understanding of the interplay between electronic structure, magnetism, and
superconductivity in unconventional superconductors; and (c) the discovery of high-
temperature superconductivity at megabar pressures in SH3, which has given a
spectacular demonstration of the predictive power of ab initio calculations.

Although I will give a general introduction to the theory of superconductivity and
briefly describe the most recent advancements in ab initio methods, methodological
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developments are not the main topic of this chapter: I refer the interested reader
to excellent reviews in literature for a detailed discussion (Giustino 2017; Sanna
2017; Sanna et al. 2018). For space reasons, I am also forced to leave out some
currently very active directions of superconductivity research, such as topological
superconductivity (Sato and Ando 2017) superconductivity in 2D transition metal
dichalcogenides (Klemm 2015), and artificial superlattices (Boschker and Mannhart
2017), and other more traditional topics, such as cuprates and other oxides (Chu
et al. 2015), fullerenes (Gunnarsson 1997), layered halonitrides (Kasahara et al.
2015), etc.

On the other hand, I have included at the end a short perspective describing
possible routes to high-Tc superconductivity which exploit novel developments in
experimental and ab initio techniques, since I believe that in the next years, the
combination of the two may lead to the discovery of many new superconductors.

The structure of the chapter is the following: I will start by giving a concise
historical review of the most important discoveries in Sect. 2. In Sect. 3, I will then
introduce the basic concepts of superconductivity theory and describe the most
recent developments in ab initio methods. The main body of the paper is contained
in Sect. 4, where, using selected material examples, I will try to give an impression
of the rapid progress of the field in the understanding of both conventional and
unconventional superconductors. Finally, in Sect. 5, I will propose possible practical
routes to high-Tc superconductivity.

2 A Brief History of Research in Superconductivity

Superconductivity was discovered more than 100 years ago when H.K. Onnes
observed that, when cooled below 4 K, mercury exhibits a vanishing resistivity
(Onnes 1913). Perfect diamagnetism, which is the second fingerprint of a supercon-
ductor, was discovered by Meissner and Ochsenfeld around 20 years later (Meissner
and Ochsenfeld 1933). While it was immediately clear that superconductors could
have an enormous potential for applications, the low critical temperatures repre-
sented an insurmountable obstacle to large-scale applications.

In addition to presenting practical problems, superconductivity proved to be a
major challenge also for theorists: fully microscopic theories of superconductivity –
the Bardeen-Cooper-Schrieffer (BCS) and Migdal-Eliashberg (ME) theories – were
developed only after almost 50 years after the original discovery (Bardeen et al.
1957; Migdal 1958; Eliashberg 1960; Allen and Mitrovic 1982; Scalapino 1969;
Carbotte 1990). They describe superconductivity as due to the condensation of pairs
of electrons of opposite spin and momentum (Cooper pairs), held together by an
attractive glue. In conventional superconductors, the glue is provided by phonons
(lattice vibrations), but other excitations such as plasmons, spin fluctuations, etc.
can also mediate the superconducting pairing. We will treat here only the case of
the so-called boson-exchange superconductors, and not other mechanisms, such as
resonant valence bond, hole superconductivity, etc.
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The understanding of the microscopic mechanism of superconductivity did not
lead to any immediate, appreciable progress in the search for new superconductors;
this translated into a general skepticism toward theory, which is well exemplified
by one of Matthias’ rules for superconductivity (stay away from theorists!). Indeed,
rather than a predictive theory, ME theory was long considered a sophisticated phe-
nomenological framework to describe existing superconductors, while the search for
new materials was (unsuccessfully) guided by semiempirical rules. Even worse, two
leading theorists used ME theory to demonstrate the existence of an intrinsic limit
of around 25 K to the Tc of conventional superconductors. Although conceptually
wrong, the Cohen-Anderson limit is still cited today as an argument against high-Tc
superconductivity (Cohen and Anderson 1972).

The notion of an upper limit to Tc was first challenged by the discovery of the first
unconventional superconductors, the cuprates, in 1986 (Bednorz and Mueller 1986).
In contrast to conventional superconductors, which above Tc behave as ordinary
metals, cuprates exhibit a complex phase diagram, with many coexisting phases and
physical phenomena (charge and spin density waves, metal-insulator transitions,
transport anomalies, etc.). In 1987 a cuprate, YBCO, broke the liquid N2 barrier,
with a Tc of 92 K (Wu et al. 1987), causing a general excitement in the media
about a possible superconducting revolution; the highest Tc ever attained in this
class is 156 K (Schilling et al. 1993). Despite almost 30 years of research and many
different proposals, a quantitative theory of superconductivity in the cuprates is still
lacking; furthermore, their large-scale applicability is also limited due to their high
brittleness and manufacturing costs (Gurevich 2011).

The search for new materials took a different turn at the beginning of this century,
when a Tc of 39 K was reported in a simple s–p binary compound, magnesium
diboride (MgB2) (Nagamatsu et al. 2001). In contrast to the cuprates, MgB2 is a
conventional superconductor. In less than 2 years, ab initio calculations provided a
key quantitative understanding of very specific aspects of superconductivity in this
material, such as two-gap superconductivity, anharmonicity, role of magnetic and
nonmagnetic impurities, doping, etc. (An and Pickett 2001; Kong et al. 2001; Kortus
et al. 2001; Liu et al. 2001; Choi et al. 2002; Mazin et al. 2002). This stimulated
a renewed enthusiasm in the search for new superconductors and, in parallel, the
development of accurate ab initio methods to model them.

Indeed, in the last 17 years, superconductivity has been discovered in
B-doped semiconductors (Ekimov et al. 2004; Bustarret et al. 2006), intercalated
graphites (Weller et al. 2005), unconventional Fe-based superconductors (Kamihara
et al. 2008), and, finally, high-pressure hydrides (Drozdov et al. 2015a,b). The
Tcs as a function of the year of their discovery are shown as colored symbols in
Fig. 1. The most important methodological developments are reported on the top
axis: superconducting density functional theory (Lüders et al. 2005; Marques et al.
2005), electron-phonon interaction with Wannier functions (Giustino et al. 2007a;
Calandra et al. 2010; Giustino 2017), ab initio anisotropic ME theory (Sanna
et al. 2018; Margine and Giustino 2013), (stochastic) self-consistent harmonic
approximation (Errea et al. 2014), and ab initio spin fluctuations (Essenberger et al.
2014, 2016).
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Fig. 1 Main developments in the field of superconductivity in the twenty-first century: the Tcs
of the most important experimental discoveries as a function of year are shown as colored
symbols. The top axis reports the most important methodological developments in ab initio
superconductivity: superconducting density functional theory (SCDFT(1)) (Lüders et al. 2005;
Marques et al. 2005), electron-phonon interaction with Wannier functions (EP+WAN(1) and
EP+WAN(2)) (Giustino 2017; Giustino et al. 2007a; Calandra et al. 2010), ab initio anisotropic
ME theory (Anis. ME) (Margine and Giustino 2013; Sanna et al. 2018), (stochastic) self-consistent
harmonic approximation (SSCHA) (Errea et al. 2014), ab initio spin fluctuations (SCDFT(2))
(Essenberger et al. 2014, 2016)

Thanks to these advancements, ab initio calculations for conventional supercon-
ductors have now reached an accuracy which gives them fully predictive power.
Methods are being developed also to treat other types of interactions, such as
plasmons and spin fluctuations (Essenberger et al. 2014, 2016; Akashi and Arita
2013), and parameter ranges where the standard approximations of strong-coupling
ME theory break down (Grimaldi et al. 1995). Combined with the development
of efficient methods for ab initio crystal structure prediction and the progress in
synthesis and characterization techniques (Woodley and Catlow 2008; Zhang et al.
2017), this opens unprecedented possibilities for material discovery.

3 Methods

In this section, I describe the methodological background of computational super-
conductivity. The first part introduces the main concepts behind the microscopic
theories of superconductivity, i.e., the early Bardeen-Cooper-Schrieffer (BCS)
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theory and the strong-coupling Migdal-Eliashberg (ME) theory. Although extremely
accurate and elegant, ME theory was for a long time employed only as a semi-
phenomenological theory, relying on electronic and vibrational spectra extracted
from experiments. Early attempts of obtaining these quantities from density func-
tional theory date back to the early 1980s, but with limited success, due to
inadequate computational resources and insufficient accuracy of methods to treat
phonons and electron-phonon (ep) interaction (Gaspari and Gyorffy 1972; Chang
et al. 1985). The required accuracy was only achieved with density functional
perturbation theory (DFPT) (Savrasov and Savrasov 1996; Baroni et al. 2001)
and recently substantially increased with Wannier function interpolation methods
(Giustino et al. 2007a; Calandra et al. 2010; Marzari et al. 2012).

In a very influential paper, already in 1996, Savrasov and Savrasov demon-
strated that linear response calculations combined with Migdal-Eliashberg theory
could reproduce the critical temperatures and other properties of elemental metals
(Savrasov and Savrasov 1996). However, since at that time the Tcs of known
conventional superconductors were much smaller than those of the cuprates, this
result was erroneously perceived as of limited importance.

The report of superconductivity in MgB2 in 2001 gave a strong impulse to
the development of ab initio methods for superconductors, which resulted in two
parallel lines of research: ab initio Migdal-Eliashberg theory and superconducting
density functional theory, described in Sect. 3.2. In their fully anisotropic versions,
including screened Coulomb interactions, they have a comparable accuracy of
5–10% on the critical temperature, gap, etc. (Sanna 2017; Sanna et al. 2018;
Margine and Giustino 2013). This gives them fully predictive power, and, combined
with methods for crystal structure prediction, offers the unprecedented possibility
of designing superconductors ab initio, overcoming the practical limitations of
experiments.

3.1 A Short Compendium of Superconductivity Theory

The first fully microscopic theory of superconductivity was formulated by Bardeen,
Cooper, and Schrieffer in 1957 and is known as BCS theory (Bardeen et al. 1957).

BCS theory describes the transition of superconductors from an ordinary metallic
state (normal state) to a new state, characterized by vanishing resistivity and perfect
diamagnetism. In this superconducting state, the electronic spectrum develops a
gap Δ around the Fermi level, which is maximum at zero temperature and vanishes
at the critical temperature Tc. The critical temperature exhibits an isotope effect,
i.e., Tc increases (or decreases) upon partial replacement of an element with a
lighter (heavier) isotope. Isotope effects are also measured for other characteristic
properties of superconductors (gap, specific heat, etc.).

BCS theory reconciles all the above experimental observations in a consistent
framework, based on three key concepts:

(i) A Fermi sea of electrons in the presence of an attractive interaction is unstable
toward the formation of a pair of electrons with opposite spin and momentum
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(Cooper pair), which effectively behaves as a boson. In a superconductor,
below Tc, a small but macroscopic fraction of electrons, of order Δ/EF �
10−3, forms Cooper pairs – this is sometimes referred to as the condensate
fraction of a superconductor.

(ii) A variational many-body wavefunction for the electrons is constructed from
a superposition of ordinary single-particle states and Cooper pairs (BCS
wavefunction). The existence of a condensate fraction leads to the appearance
of a gap in the electronic spectrum εk, which satisfies the self-consistent
equation:

Δk = −1

2

∑

k,k′

Vk,k′Δk′√
ε2

k +Δ2
k

· tanh

⎛

⎝

√
ε2

k +Δ2
k

2T

⎞

⎠ . (1)

iii) Using a simple model for the electron-electron interaction Vk,k′ , the so-called
BCS potential, which is attractive only if the two electrons with wavevector
k,k′ both lie in a small energy shell ωD around the Fermi energy EF , Eq. 1 can
be solved analytically, and the gap and Tc are given by:

Δ(T = 0) � 2ωD exp

(
− 1

N(EF )V

)
, kbTc=1.13ωD exp

(
− 1

N(EF )V

)
,

(2)

The original idea of Bardeen, Cooper, and Schrieffer is that the attractive
interaction V between electrons is mediated by lattice vibrations (phonons). In this
case, ωD is a representative phonon energy scale, such as the Debye frequency;
N(EF ) is the electronic density of states at the Fermi level.

One of the first successes of BCS theory has been the explanation of the isotope
effect on Tc, αTc = − d ln(Tc)

d ln(M) = 0.5, where M is the ionic mass, as well as the
prediction of several magic ratios, satisfied in most elemental superconductors: the
most famous is probably the ratio 2Δ(0)

kBTc
= 3.53.

However, BCS theory is valid only at weak-coupling (λ = N(EF )V < 0.2 −
0.3) and instantaneous interactions; these assumptions are not verified in many
conventional superconductors, where the actual values of Tc, isotope effect, magic
ratios, etc. are spectacularly different from the BCS predictions (Marsiglio and
Carbotte 1986).

A quantitative description of the strong-coupling, retarded regime is given by
the many-body ME theory, based on a set of self-consistent coupled diagrammatic
equations for the electronic and bosonic propagators (Allen and Mitrovic 1982;
Scalapino 1969; Carbotte 1990; Margine and Giustino 2013). The bosons that
mediate the superconducting pairing can be phonons or other excitations of
the crystal, such as plasmons or spin fluctuations (Berk and Schrieffer). Below
the critical temperature, electrons are described by a normal and an anomalous
electronic propagator, the latter accounting for Cooper pairs. ME equations are then
obtained from Dyson’s equations for the normal and anomalous propagators; in their
most commonly used, T -dependent form, they can be written as:



80 L. Boeri

Z(k, iωn) = 1+ πT
ωn

∑

k′n′

δ(εk′)

N(EF )

ωn′√
ω2
n′ +Δ2(k, iωn′)

λ(k,k′, n− n′) (3)

Z(k, iωn)Δ(k, iωn) = πT
∑

k′n′

δ(εk′)

N(EF )

Δ(k′, iωn′)√
ω2
n′ +Δ2(k, iωn′)2

×

× [λ(k,k′, n− n′)− μ(k− k′))
]

(4)

where Z(k, iωn) and Z(k, iωn)Δ(k, iωn) are the self-energy of the normal and
anomalous electronic propagators, respectively; iωn = i(2nπT + 1) are Matsubara
frequencies, and k,k′ are the electronic momenta; and the δ function restricts the
sum over k’ only to electronic states at the Fermi level. The electrons interact
through a retarded attractive interaction λ(k,k′, n − n′) and an instantaneous
Coulomb repulsion μ(k− k′). The interaction λ(k,k′, n− n′) is usually expressed
in terms of an electron-boson spectral function α2F(k,k′, ω) as :

λ(k,k′, n− n′) =
∫ ∞

0
dω

2ω

(ωn − ωn′)2 + ω2
α2F(k,k′, ω) (5)

Equations (3) and (4) can be solved numerically to obtain the gap and other
thermodynamic quantities. It is very common, and in most cases sufficiently
accurate, to approximate the more general form with an isotropic version, replacing
the sums on the electronic momenta (k,k′) with Fermi surface averages. If one
is only interested in the Tc, there are excellent approximation formulas; a very
popular choice for phonon-mediated superconductors is the McMillan-Allen-Dynes
expression (Allen and Dynes 1975):

Tc = ωlog

1.2kB
exp

[
− 1.04(1+ λ)
λ− μ∗(1+ 0.62λ)

]
, (6)

where λ = 2
∫
dω

α2F(ω)
ω

and ωlog = exp
[

2
λ

∫
dω
ω
α2F(ω) ln(ω)

]
are the ep

coupling constant and logarithmic averaged phonon frequency, respectively; μ∗
is the so-called Morel-Anderson pseudopotential, obtained by screening the full
Coulomb potential up to a characteristic cutoff energy (Morel and Anderson 1962).

3.2 Ab Initio Methods

The two methods described in this section, ab initio anisotropic Migdal-Eliashberg
theory (DFT-ME in the following) (Margine and Giustino 2013; Sanna et al. 2018)
and superconducting density functional theory (SCDFT) (Oliveira et al. 1988;
Lüders et al. 2005; Marques et al. 2005), represent a fundamental step forward in the
study of actual superconductors, because they permit to obtain a full characterization
of the normal and superconducting state of a system from the sole knowledge of the
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chemical composition and crystal structure. Although there are fundamental and
practical differences between the two, both methods rely crucially on the ability of
DFT of providing accurate electronic and bosonic spectra for most materials at an
affordable computational cost (Jones and Gunnarsson 1989; Baroni et al. 2001).

The basic assumptions are the following:

1. Electronic quasiparticles appearing in Eqs. (3) and (4) are replaced by the Kohn-
Sham quasiparticles.

2. Bosonic excitation energies and electron-boson spectral functions are obtained
from density functional perturbation theory (DFPT) (Baroni et al. 2001).

For phonons, the spectral function is:

α2Fph(k,k′, ω) = N(EF )
∑

ν

gkk′,νδ(ω − ωk−k′,ν), (7)

where gk,k′ =
〈
k′|δV ν,k′−k

scf |k
〉

is the ep matrix element for the mode ν and δV ν,qscf

is the variation of the Kohn-Sham self-consistent potential due to an infinitesimal
displacement along the eigenvector of the phonon mode ν with wavevector
q = k′ − k.

For spin fluctuations, the spectral function is proportional to the imaginary
part of the longitudinal interacting spin susceptibility χzz(q = k−k′, ω)(Vignale
and Singwi 1985), which, using linear response within the time-dependent
density functional theory (TDDFT) framework (Runge and Gross 1984), can be
written as:

χzz(q, ω) = χKS(q, ω)
1− fxc(q, ω)χks(q, ω) , (8)

where χKS(q, ω) is the Kohn-Sham susceptibility and fxc(q, ω) is the exchange
and correlation kernel (Essenberger et al. 2012).

3. The Coulomb potential μ(k−k′) which, in most empirical approaches, is treated
as an adjustable parameter within the Morel-Anderson approximation (Morel
and Anderson 1962), is treated fully ab initio by screening the bare Coulomb
potential within RPA. Substantial deviations from typical values of μ∗ = 0.1 −
−0.15 are found in strongly anisotropic systems such as MgB2 and layered
superconductors; in some cases, such as alkali metals at high pressure, the effect
of Coulomb interactions is even stronger, giving rise to plasmonic effects (Akashi
and Arita 2013).

Once the spectra of the quasiparticles and the interactions between them are
known from first principles, DFT-ME or SCDFT can be applied to describe the
superconducting state. DFT-ME theory amounts to solving the fully anisotropic ME
equations, for electronic and bosonic spectra computed in DFT; the current imple-
mentations solve the equations in Matsubara frequencies and use Padé approximants
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to continue them to real space. The obvious advantage of this method is that all
quantities have an immediate physical interpretation through many-body theory.

SCDFT is a fundamentally different approach, which generalizes the original
Hohenberg-Kohn idea of one-to-one correspondence between ground-state density
and potential (Hohenberg and Kohn 1964), introducing two additional densities (and
potentials) for the ionic system Γ (Ri )(Vext (Ri )) and the superconducting electrons
χ(r, r′)(Δ(r, r′)) and finding the values that minimize a suitable energy functional.
This permits to derive a gap equation which is analogous to the BCS one but
instead of an empirical potential contains a kernel with all the relevant physical
information on the system. I refer the reader to the original references for a full
derivation (Lüders et al. 2005; Marques et al. 2005; Oliveira et al. 1988) and to
Sanna (2017) for an excellent pedagogical introduction.

SCDFT equations are more easily solvable on a computer than fully anisotropic
ME equations because they do not require expensive sums over Matsubara fre-
quencies; however, the interpretation of many physical quantities, including the
frequency dependence of the gap, is not equally transparent and straightforward.
Another intrinsic limitation is that, like in all DFT-like methods, the quality of the
results depends strongly on the quality of the functional.

The latest-developed functionals yield results with an accuracy comparable to
that of the best DFT-ME calculations, which for most conventional superconductors
is between 5 and 10% of the critical temperature. The most severe source of
inaccuracy in DFT calculations for superconductors is usually an underconverged
integration in reciprocal space in Eqs. (3) and (4), an issue that has considerably
improved thanks to the use of Wannier interpolation techniques.

Achieving quantitative accuracy for conventional pairing also encouraged to
address ab initio effects, which are often disregarded even in model approaches,
such as anharmonicity, vertex corrections, and zero-point effects (Pietronero et al.
1995; Boeri et al. 2005; Lazzeri et al. 2003).

These turned out to be relevant for a wide variety of compounds, particularly for
the newly discovered superconducting hydrides, where the energy scales of phonons
and electrons are comparable (Errea et al. 2014, 2016; Sano et al. 2016). I refer the
reader to the relevant references for an in-depth discussion.

For unconventional superconductors, on the other hand, the most severe source of
inaccuracy is intrinsic and is the possible divergence in the spin-fluctuation propaga-
tor, which completely destroys the predictive power of DFT approaches for currently
available functionals. Moreover, most unconventional superconductors suffer from
the lack of accuracy of DFT in strongly correlated systems (Yin et al. 2013).

3.3 Developments in Related Fields: Ab Initio Material Design

The term ab initio material design indicates the combination of methods for ab
initio crystal structure prediction and thermodynamics to predict the behavior of
materials at arbitrary conditions of pressure and temperature, knowing only the
initial chemical composition of the system. The development of these methods
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represents a substantial step forward in computational condensed matter research,
as it overcomes one of its biggest limitations, exemplified by the Maddox Paradox
(1988): “One of the continuing scandals in the physical sciences is that it remains
in general impossible to predict the structure of even the simplest crystalline solids
from a knowledge of their chemical composition.”

The basic working principle of ab initio crystal structure prediction is quite
simple. Predicting the crystal structure of a material for a given regime of chemical
composition and pressure amounts to finding the global minimum of a complicated
landscape, generated by the ab initio total energies (or enthalpies) of all possible
structures. The number of possible configurations for a typical problem is so large
that a purely enumerative approach is unfeasible; in the last years, several methods
have been devised to make the problem computationally manageable, such as ab
initio random structure search, minima hopping, metadynamics, genetic algorithms,
particle swarm algorithms, etc. (Woodley and Catlow 2008).

Once the most favorable crystal structure for a given composition and pressure
is known, the ab initio CALPHAD (CALculation of PHAse Diagrams) approach
permits to predict accurate phase diagrams (Lukas et al. 2007), as illustrated in
Fig. 2. The binary Li-S phase diagram in panel (a) shows the stability ranges of
different Li-S compositions and has been constructed repeating several convex hull
calculations at different pressures.

The convex hull construction is shown in panel (b). The points represent the
lowest-energy structure predicted by an evolutionary search for a given composition;
for a binary phase with composition AxBy , the formation enthalpy ΔH is defined
as: ΔH = H(AxBy) − [xH(A)+ yH(B)] . If this quantity is negative, the phase
AxBy is stable with respect to elemental decomposition; if it is positive, the phase
is highly (or weakly) metastable, i.e., if formed, it will decompose into its elemental
constituents in finite time. However, the decomposition into the two elements is
often not the relevant one, as a compound could decompose into other phases,
preserving the correct stoichiometry. To estimate all possible decompositions for
the binary system, one constructs the most convex curve connecting the formation
enthalpy of all known phases for a given stoichiometry. Points on this convex
hull represent stable compositions into which phases which lie above the convex
hull will decompose into given a sufficient interval of time. The figure also shows
that, as pressure increases, the diversity of the phase diagram increases, i.e., off-
stoichiometry compositions become possible (forbidden chemistry). The convex
hull construction can be easily extended to multinary systems (Gibbs diagrams) and
finite temperatures including entropic effects.

4 Materials

The aim of this section is to illustrate how, within a little bit more than a decade,
an increased understanding of material-specific aspects of superconductivity gained
from ab initio calculations has permitted to replace empirical rules to search for new
superconductors with quantitative strategies.
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I will start with a general discussion that determine the Tc of conventional
superconductors (Sect. 4.1), introducing the concepts of dormant ep interactions
and lattice instabilities and showing how these can be used to interpret both the
old empirical knowledge (Matthias’ rules and Cohen-Anderson limit) and the latest
experimental discoveries (Savrasov and Savrasov 1996; Boeri et al. 2002, 2007,
2008; Profeta et al. 2012).
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I will then use a toy numerical model (simple graphite), to see how these concepts
are realized in an actual physical system, and a very simple approximation to doping
(rigid-band) to simulate the effect of physical doping and detect the sources of ep
interaction in graphite-like materials. Both models are useful for a first exploration
but inadequate to make accurate predictions for actual superconductors, where
the doping is usually obtained via chemical substitution, which causes a major
rearrangement of phononic and electronic states and hence sizable changes in the
values of the ep interaction and Tc.

For simple graphite, nature provides two simple realizations of two of its sources
of dormant ep interactions: MgB2, a prototype of covalent superconductors, and
graphite intercalated compounds, where superconductivity is correlated with the
filling of interlayer states. In Sects.4.3 and 4.4, I will discuss these two examples
in detail and also indicate the main theoretical predictions and experimental
discoveries which were inspired by them.

In particular, the line of research on covalent superconductors culminated in
the discovery of high-Tc conventional superconductivity at extreme pressures
in SH3, discussed in Sect. 4.5, which also represents a fundamental step for-
ward in the direction of the search of new superconductors using first-principles
methods.

After describing the incredible evolution of the state of research in con-
ventional superconductors, in Sect. 4.6, I will present a representative example
of unconventional superconductors, iron pnictides, and chalcogenides (Fe-based
superconductors), discovered in 2008, which shares many similarities with the high-
Tc cuprates. This example will allow me to give an idea of the many challenges that
theory faces in the description of unconventional superconductors, already in the
normal state, and currently represent a fundamental obstacle to the derivation of
numerical methods to compute Tcs.

4.1 Conventional Superconductors: Search Strategies

Matthias’ rules The so-called Matthias’ rules are a set of empirical rules that
summarize the understanding of superconductors in the 1970s. The rules were
allegedly formulated, and revised several times, by Bernd Matthias, one of the
leading material scientists in superconductivity: they are usually cited in this
form:

1. High symmetry is good; cubic symmetry is the best.
2. High density of electronic states is good.
3. Stay away from oxygen.
4. Stay away from magnetism.
5. Stay away from insulators.
6. Stay away from theorists.
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Matthias’ rules were inspired by A15 superconductors (cubic transition metal alloys,
which can be easily doped, exhibit sharp peaks in the electronic DOS, and are prone
to lattice and magnetic instabilities) and clearly disproved by subsequent experimen-
tal discoveries: cuprates and pnictides (first, third, fourth, and fifth rule) (Bednorz
and Mueller 1986; Kamihara et al. 2008) but also conventional superconductors
such as MgB2 (Nagamatsu et al. 2001) (first and second rule) (Drozdov et al. 2015a).
However, their impact on superconductivity research has been so important that they
are still sometimes cited as arguments against conventional superconductivity or the
possibility of theoretically predicting new superconductors, together with another
old quasi-empirical rule, the Cohen-Anderson limit.

In order to derive more general, nonempirical strategies to search for new
superconductors, I will begin with a simple analytical model. Instead of taking into
account complexity of the electronic and vibrational properties of real superconduc-
tors, for the moment I consider an ideal case, in which a single phonon branch with
frequency ω and a single electronic band with density of states at the Fermi level
N(EF ) is coupled through an average matrix element I . In this case, the Tc is well
described by the McMillan-Allen-Dynes formula (Eq. 6) with all constant factors
set to one, ωln = ω, and the coupling constant is given by the Hopfield expression
λ = (N(EF )I 2)/(Mω2):

Tc = ω

kB
exp

[
− (1+ λ)
λ− μ∗(1+ λ)

]
, (9)

These formulas indicate that there are three main strategies to optimize the
critical temperature of a conventional superconductor: (i) maximize the value of
the electronic DOS at the Fermi level N(EF ) (first two Matthias’ rules); (ii)
select compounds which contain light elements (and stiff bonds), to maximize the
characteristic lattice energy scales (ω); and (iii) increase the ep matrix elements (I ).

While the first two strategies were already understood in the early 1970s, it
became apparent only with the MgB2 discovery that it is possible to find compounds
where the intrinsic ep matrix elements I are much larger than in transition metals
and their alloys, where the maximum Tc does not exceed 25 K. In a seminal paper,
An and Pickett pointed out that the (relatively) high Tc of MgB2 occurs because of
covalent bonds driven metallic (An and Pickett 2001).

The reason why covalent metals have larger intrinsic ep coupling than ordinary
metals can be intuitively understood looking at Fig. 3, which shows isosurfaces of
the electronic localization function (ELF) for three different superconductors: Nb
(Tc = 9 K), MgB2 (Tc = 39 K), and SH3 (Tc = 203 K). The ELF indicates regions
where electrons are concentrated. It is clear that in MgB2 and SH3, the electrons
localize along the bonds, while in Nb they are delocalized over the whole volume.
When atoms undergo phonon vibrations, electrons localized along a bond will feel a
much stronger perturbation than those spread out over the whole crystal. However,
the arguments above are oversimplified, as the existence of strong directional bonds
is a necessary prerequisite for large ep coupling, but it is not sufficient: due to the
small energy scales involved in the superconducting pairing, it is also essential that
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Fig. 3 Electronic localization function in conventional superconductors: bcc Nb (Tc = 9 K); MgB2
(Tc = 39 K); SH3 (Tc = 203 K)

the electronic states which contribute to this bond lie at the Fermi level; otherwise,
they remain dormant and do not contribute to the superconducting pairing.More
precisely, this means that shifting the position of the Fermi level (EF ) selects
different matrix elements g in Eq. (7) when performing averages over the Fermi
surfaces in in Eqs. (3) and (4), and the ep interaction λ, and hence Tc, is appreciable
only for some positions of EF .

A possible strategy to search for new conventional superconductors thus amounts
to identifying, first, possible dormant ep interactions within a given material
class and, second, physical mechanisms to activate them, such as doping, pressure,
and alloying. Ab initio approaches permit to explore both steps of this process, at
different levels of approximation. In the following, I will illustrate the basic working
principle, using an example (simple graphite) and two practical realizations (MgB2
and intercalated graphites); I will also refer to the same principles when discussing
possible perspective of future research in Sect. 5.

Before moving on with the discussion, I need to introduce a second concept
which is crucial in the search for new conventional superconductors: lattice
instabilities. This argument is important because it is at the heart of the Cohen-
Anderson limit (Cohen and Anderson 1972).

According to Eq. (9), Tc can apparently be increased indefinitely, increasing
λ, which contradicts what is observed in practice, since the critical temperatures
of actual superconductors are limited. However, in my discussion, I have so far
disregarded the feedback effect between phonon frequencies and ep interaction,
which is one of the main limiting factors to high Tc in actual materials. Indeed,
the same ep interaction that pairs electrons leading to superconductivity also causes
a decrease (softening) of the phonon frequencies. This means that the frequency ω
appearing in McMillan’s formula for Tc (Eq. 9) should be more correctly rewritten
as: ω2 = (Ω0)

2(1 − 2λ0), where Ω0 is the bare frequency of the lattice, in the
absence of ep interaction, and λ0 is the corresponding coupling constant. It is now
easy to see that the Tc for a fixed Ω0 has a maximum for a given value of λ0 and
then decreases approaching a lattice instability (ω → 0); this means that within a
given material class, Tc can only be increased up to a threshold value determined
by λ0, before incurring in a lattice instability. Using typical parameters for the
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A15 compounds, which were the best known superconductors when the Cohen-
Anderson limit was formulated, gives a maximum value of Tc of ∼ 25 K. However,
covalent superconductors such as MgB2, doped diamond, and SH3 have much larger
characteristic phonon scales (Ω0, λ0) and can sustain much larger Tc.

4.2 Dormant ep Interaction in Graphite

To put general arguments on more physical grounds, we now consider a toy model
based on an actual physical system, simple graphite, which is realized stacking
several layers of graphene on top of each other (the stacking is thus AAA, in
contrast to the ABA and ABC stacking of Bernal and rhombohedral graphite); for
this experiment, we keep the interlayer distance equal to that of Bernal graphite.

The unit cell contains two inequivalent carbon atoms, which form a hexagonal
lattice. This means that the four orbitals of carbon will split into three sp2 hybrids
and a pz orbital, forming six σ and two π bands, of bonding and antibonding char-
acter. The blue arrow points to a fifth band, which has no carbon character: this is
the so-called interlayer (IL) band, which is essentially a free-electron state confined
between the carbon layers. The relative Wannier function, shown in the inset of
the figure, is indeed centered in the middle of the interstitial region between the
graphitic layers and has spherical symmetry (Boeri et al. 2007; Csaniy et al. 2005).

The phonon spectrum of pure graphite (not shown) is even simpler than its
electronic structure: in-plane bond-stretching optical phonons form a rather narrow
band between 150 and 200 meV, while optical out-of-plane and acoustical modes
are more dispersive and extend up to 100 meV.

For the doping of pure graphite, corresponding to four electrons/carbon, the
Fermi level cuts the band structure near the crossing point between π and π∗ bands;
the ep coupling is extremely low and gives rise to a negligible Tc. However, different
dormant ep interactions can be activated if, with a gedankenexperiment, the Fermi
level is shifted to higher or lower energies. This rigid-band shift is the simplest
approximation to physical doping within an ab initio calculation.

The right panel of Fig. 4 shows a rigid-band calculation of the Tc of simple
graphite, in an energy range of ±8 eV around the Fermi level, corresponding to
a doping of ±1.5 electrons/carbon; in this calculation, the phonons and ep matrix
elements are computed only once, for the physical doping of four electrons/carbon,
but the averages and sums on the Fermi surface in Eqs. (3) and (4) are recomputed
for different positions of the Fermi level (EF ).

The figure clearly shows that Tc is still negligible for small variations of energy
around the original Fermi level but has a marked increase as soon as holes or
electrons are doped into the σ (bonding or antibonding) or IL bands, reaching a
maximum of ∼100 K, when the Fermi level reaches a large van Hove singularity at
∼8 eV, corresponding to the bottom of the σ ∗ band. Apart from causing substantial
deviations in Tcs, the coupling of phonons to σ , IL, and π electrons is also quali-
tatively different. σ and π electrons couple mostly to high-energy optical phonons,
which modulate the interatomic distances in the hexagonal layers, and hence the
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hopping between neighboring carbon sites; IL electrons, instead, respond to out-
of-plane phonons, which modulate their overlap with the π wavefunctions that stick
out-of-plane. This effect causes a substantial variation in the shape of the Eliashberg
functions (not shown) and ωlog . The right scale on Fig. 4 indicates the position of the
Fermi level for semi-integer values of hole(−) or electron(+) doping; in both cases, a
finite Tc is obtained for a minimum doping of half an electron/carbon if needed, but
obtaining a high Tc requires a much higher doping (∼1 e−/C atom). Note that the
highest doping levels that can be obtained with field effect using liquid electrolytes
are much lower, i.e., of the order of a few tenths of e−/carbon, so that the only viable
alternative to realize superconductivity in doped graphite is via chemical doping.

The rigid-band approximation is instructive to identify dormant ep interactions,
but the calculated Tcs are often severely overestimated compared to other exper-
iments or more sophisticated approximations for doping. In fact, the rigid-band
approach neglects important effects due to the self-consistent rearrangement of
electrons produced by doping, such as band shifts, renormalization of the phonon
frequencies, and screening of the ep matrix elements (Subedi and Boeri 2011;
Casula et al. 2012).

For simple graphite, nature provided two extremely ingenious realizations of our
predictions, discussed in the next two sections.

4.3 Magnesium Diboride and Other Covalent Superconductors

With a Tc of 39K, magnesium diboride (MgB2) currently holds the record for con-
ventional superconductivity at ambient pressure (Nagamatsu et al. 2001; Bhaumik
et al. 2017). Its crystal structure is layered: boron forms graphite-like hexagonal
planes; magnesium is placed in between, at the center of the hexagons. Mg is
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completely ionized (Mg2+) and thus MgB2 is not only isostructural but also
isoelectronic to graphite. However, due to the attractive potential of the Mg ions,
the center of mass of the π bands is shifted up with respect to that of the σ bands
compared to simple graphite, so that MgB2 behaves effectively as a compensated
(semi)-metal. The σ holes and π electrons form two cylinders around the center
and a 3D tubular network around the corners of the Brillouin zone, respectively, as
shown in Fig. 5a.

The two groups of electronic states experience a rather different coupling to
phonons: over 70% of the total ep coupling, in fact, comes from σ holes and bond-
stretching phonons; the rest is distributed over the remaining phonon modes and
electronic states (Kong et al. 2001). The simplest approximation to account for the
strong anisotropy of the ep coupling over the Fermi surface is to replace the ep
coupling constant λ in Eq. (3) and (4), with 2× 2 matrices of the form (Mazin et al.
2002):

λ =
(
λσσ λσπ

λπσ λππ

)
=
(

1.02 0.30
0.15 0.45

)
(10)

When the interband coupling is finite but appreciably smaller than the intraband
one, |λσπ + λπσ | < |λσσ + λππ |, the theory predicts that experiments should
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observe two distinct gaps, closing at the same Tc (Suhl et al. 1959). Two-
gap superconductivity was indeed observed by different experimental techniques:
specific heat, tunneling, and angle-resolved photoemission spectroscopy (ARPES)
for the first time in MgB2 (Mazin et al. 2002).

Indeed, in most superconductors, multiband and anisotropic effects are extremely
difficult to detect because they are suppressed by the interband scattering induced by
sample impurities; in MgB2 the real-space orthogonality of the σ and π electronic
wavefunctions prevents interband scattering, and two-gap superconductivity can be
detected also by techniques with a limited resolution (Mazin et al. 2002).

Figure 5b shows in- and out-of-plane tunneling spectra of MgB2, which permit
to unambiguously identify a σ (large) and π (small) gap (Gonnelli et al. 2002). The
experimental spectra compare extremely well with the theoretical prediction of two
different gaps on the σ and π sheets of the Fermi surface; the image in the left panel
of the figure shows an anisotropic DFT-ME calculation of the gap; in the figure, the
color of the Fermi surface is proportional to the size of the gap on that sheet (Choi
et al. 2002).

Besides providing the first clear case of two-gap superconductivity, MgB2 is
the first example of superconductivity from doping covalent bonds. The most
spectacular realization of this possibility came in 2004, with the report of a Tc of 4 K
in heavily boron-doped diamond, raised to 11 K in thin films (Ekimov et al. 2004;
Takano et al. 2004).

Diamond is a wideband insulator (Δ ∼ 5.5 eV); when boron is doped at small
concentrations, an acceptor band forms within the gap. At the much higher doping
levels (∼1−10%) realized in superconducting samples, the impurity band overlaps
so strongly with the valence band of diamond, that the net effect of B doping is to
create holes at the top of the valence band (Yokoya et al. 2005). This band is formed
by the bonding combination of the four carbon sp3 hybrids. Boron-doped diamond
can thus be seen as a 3D analogue of MgB2, where, similarly to MgB2, a small
fraction of σ holes created by B doping exhibits an extremely strong coupling to
bond-stretching phonons.

Since the ep coupling is concentrated in a single type of phonon modes and
electronic states, the simplified formulas introduced in Sect. 4.1 give a reasonable
approximation to Tc for both MgB2 and diamond (Boeri et al. 2004; Lee and Pickett
2004; Blase et al. 2004; Giustino et al. 2007b; Hoesch et al. 2007). Furthermore,
they permit to understand why, even though the C-C bonds in diamond are actually
stiffer than the B-B bonds in MgB2, the measured Tcs are much lower. In fact, near
the bottom (or top) of a band, i.e., at low dopings, the DOS increases as

√
E in 3D,

while it is virtually constant in 2D. This implies that, as holes or electrons are doped
into the system, N(EF ), and hence λ, increases much more slowly in 3D systems
than in 2D ones. Thus, for physical ranges of dopings, the maximum Tc in doped
semiconductors is typically very low (Boeri et al. 2004; Bustarret et al. 2006).

A very ingenious strategy that attains high-Tc conventional superconductivity
in a doped sp3 system avoiding negative dimensionality effects was proposed a
few years later by Savini et al. (2010), i.e., realizing superconductivity in p-doped
graphane (fully hydrogenated graphene). Graphane can be considered a 2D version
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of diamond, in which the bonding is still sp3; hence, the matrix elements are as
large as those of diamond, but the DOS is 2D; hence, λ is sizable already at low
dopings. For this compound, the authors of Savini et al. (2010) estimate a Tc of
∼90 K already for 1% doping. Figure 6, from the original reference, compares the
behavior of Tc with doping in the difference class of carbon-based superconductors
discussed so far.

Although not as spectacular as graphane, in general, many carbon-based com-
pounds doped with boron are good candidates for superconductivity with relatively
high temperatures. For example, recent experiments indicate that Q-carbon, an
amorphous form of carbon, in between diamond and graphite, can achieve Tcs as
high as 56 K upon boron doping (Bhaumik et al. 2017).

A complementary idea is that of doping boron-rich phases with carbon; boron,
being an electron-deficient material, forms a variety of structures with two- and
three-center bonds. One of the most common motifs is the icosahedron (B12), found,
for example, in the α and β phases of elemental boron, as well as in superconducting
dodecaborides (Matthias et al. 1968). Boron icosahedra doped with carbon are
predicted to superconduct with Tcs as high as 37 K (Calandra et al. 2004).
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4.4 Intercalated Graphites

While MgB2 can be considered a natural realization of hole-doped graphite σ
bonds, superconducting graphite intercalation compounds (GICs) are the practical
realization of superconductivity by doping into the interlayer states. Although the
Tcs are substantially lower than in covalent metals, this type of superconductivity
is quite interesting, because it can be more easily manipulated by external means
(doping, pressure) and also realized in “artificial” systems, such as mono- and
bilayers of graphene decorated with alkali or noble metals.

Intercalated graphites had been extensively studied in the 1970s, because of
their high mobilities, but the only known superconducting member of the family,
KC8, had an extremely small Tc (<1K). Only in 2005, superconductivity with
relatively high Tcs was reported in several AC6 compounds: CaC6 (Tc = 11.5 K),
YbC6 (Tc = 6.5 K), and later SrC6 (Tc = 1.6 K) (Weller et al. 2005; Kim et al. 2007).
At the same time, it was observed that for all newly discovered members of the
family, the occurrence of superconductivity clearly correlates with the filling of the
interlayer band, which is empty in non-superconductors (Csaniy et al. 2005).

A strong correlation is also found between the Tc and the distance between two
subsequent graphitic layers in differentAC6 compounds – Fig. 7a. This can be easily

Fig. 7 Physical properties of superconducting graphite intercalation compounds: (a) dependence
of Tc on the interlayer separation in different GICs (Figure reprinted with permission from Kim et
al., Phys. Rev. Lett. 99, 027001 (2007), Copyright by the American Physical Society (2007)); (b)
anisotropic superconducting gap predicted from SCDFT calculations in CaC6 (Figure reprinted
with permission from A. Sanna et al., Phys. Rev. B 75, 020511(R) (2007), copyright by the
American Physical Society (2007)); (c) superconducting gap measured by ARPES in Li-decorated
graphene (Figure reprinted with permission from B.M. Ludbrook et al., PNAS 112, 11795 (2015))
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explained within the conventional ep scenario (Calandra and Mauri 2005; Kim et al.
2006, 2007; Boeri et al. 2007), since, as demonstrated in Sect. 4.1, when localized
due to doping and confinement effects, interlayer electrons can couple to π electrons
through out-of-plane phonons of the carbon layers (in GICs, additional coupling is
also provided by intercalant modes).

Like in MgB2, the distribution of the ep interaction, and hence of the supercon-
ducting gap, is very anisotropic on the Fermi surface, being much larger for the
interlayer electrons – central sphere in Fig. 7b – than for π ones, which form the
outer tubular manifold.

The idea of superconductivity due to the localization of interlayer states was
exploited in Profeta et al. (2012), proposing to achieve superconductivity in Li-
decorated graphene. A Tc of 5.9 K, close to the theoretical prediction of 8.6 K, was
reported in 2015 by Ludbrook et al. (2015). Figure 7c shows the superconducting
gap, measured by ARPES. Note that also in this case there is a visible variation of
the gap between π and IL sheets of the Fermi surface.

4.5 High-Tc Conventional Superconductivity in High-Pressure
Hydrides

The most spectacular realization of high-Tc conventional superconductivity from
doped covalent bonds can be found in SH3, which, so far, holds the Tc the record
among all (conventional and unconventional) superconductors.

Indeed, superconductivity at high pressures is a rather ubiquitous phenomenon,
because high pressures tend to increase the hopping between neighboring sites
and hence metallicity. Almost all the elements of the periodic table can be made
superconducting; the typical Tcs are rather low, reaching a maximum of ∼ 20 K
in Li, Ca, Sc, Y, V, B, P, and S (Hamlin 2015), well reproduced by ab initio
calculations (Profeta et al. 2006; Yao et al. 2009; Monni et al. 2017; Flores-Livas
et al. 2017).

Hydrogen and its compounds represent a notable exception, having provided, in
2014, the first example of high-Tc conventional superconductivity. This discovery
was the coronation of a 50-year-long search, inspired by two insightful papers by
Neil Ashcroft, predicting high-Tc superconductivity in metallic hydrogen (1968)
and covalent hydrides (2004) (Ashcroft 1968, 2004). Both predictions rely on
the general arguments for high-Tc conventional superconductivity introduced in
Sect. 4.1, i.e., large phonon frequencies due to the light hydrogen mass (ii) combined
with large ep matrix elements due to the lack of screening from core electrons (iii)
can yield remarkable superconducting transition temperatures, even if the density of
states at the Fermi level is moderate (i).

In 1968, the first of Ashcroft’s predictions, superconductivity in metallic hydro-
gen, seemed merely an academic speculation. The pressure required to metallize
hydrogen, which is a large-gap insulator at ambient pressure (Δ ∼ 10 eV), was
clearly beyond reach for the experimental techniques of the time. However, 50 years
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later, high-pressure research has advanced to such a point that at least three groups
have reported evidences of hydrogen metallization, at pressures ranging from 360 to
500 GPa (3.6 to 5 Mbar) (Dalladay-Simpson and Howie 2016; Eremets et al. 2017;
Dias and Silvera 2017).

These reports are still controversial, since the pressure ranges are close to the
limit of current high-pressure techniques (Eremets and Drozdov 2017; Goncharov
and Struzhkin 2017). The insulator-to-metal transition has two possible origins:
band overlap, in the molecular CmCa phase, or a structural transition to an atomic
β − Sn phase. The two phases are almost impossible to discern experimentally
because hydrogen is a poor X-ray scatterer, and theoretical studies also predict
an unusual spread of values (300–500) GPa for the transition boundary between
the two phases, due to the different approximations used to account for quantum
lattice effects (McMahon et al. 2012). However, according to DFT calculations, both
the CmCa and the β − Sn structures should become superconducting at or above
ambient temperature, suggesting that the first of Ashcroft’s predictions may soon be
realized (Cudazzo et al. 2008; McMahon and Ceperley 2011; Borinaga et al. 2016).

The second prediction, superconductivity in covalent hydrides, was experimen-
tally verified at the end of 2014. The underlying idea is that in covalent hydrides,
metallization of the hydrogen sublattice should occur at lower pressure than in pure
hydrogen, because the other atoms exert an additional chemical pressure.

Indeed, in 2008, superconductivity was measured in compressed silane (SiH4) at
120 GPa, but the measured Tc (17 K) was disappointingly low compared to theoret-
ical prediction of 100 K (Eremets et al. 2008; Li et al. 2010). However, this finding
proved that the experimental knowledge to make covalent hydrides was available,
and it was only a matter of time before high-Tc conventional superconductivity
would actually be observed. Ab initio calculations revealed two essential missing
pieces of the puzzle: (a) megabar pressures can stabilize superhydrides, i.e., phases
with much larger hydrogen content than the hydrides stable at ambient pressure, and
(b) some of these superhydrides are metals with unusually strong bonds, which can
lead to high-Tc superconductivity (Zurek et al. 2009).

The first high-Tc superconductor discovered experimentally is a sulfur super-
hydride (SH3), which is stabilized under pressure, by compressing gaseous sulfur
dihydride (SH2) in a hydrogen-rich atmosphere. The compound metallizes at
∼100 GPa, where it exhibits a Tc of 40 K. The Tc increases reaching a maximum of
over 203 K at 200 GPa; isotope effect measurements confirmed that superconductiv-
ity is of conventional origin. I refer the reader to the original experimental (Drozdov
et al. 2015a; Goncharov et al. 2016; Einaga et al. 2016; Capitani et al. 2017) and
theoretical (Duan et al. 2014; Heil and Boeri 2015; José et al. 2016; Errea et al.
2015, 2016; Bernstein et al. 2015; Quan and Pickett 2016; Akashi et al. 2016; Sano
et al. 2016) references for a more detailed discussion of specific aspects of the SH3
discovery, such as the nature and thermodynamics of the SH2 to SH3 transition and
anharmonic and nonadiabatic effects (Gor’kov and Kresin 2018).

In the history of superconducting materials, SH3 stands out for one main reason:
it is the first example of a high-Tc superconductor whose chemical composition,
crystal structure, and superconducting transition temperature were predicted from
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first principles before the actual experimental discovery. In fact, a few months before
the experimental report, Duan et al. (2014) predicted that SH2 and H2 would react
under pressure and give rise to a highly symmetric bcc structure, later confirmed by
X-ray experiments (Einaga et al. 2016), which could reach a Tc as high as 200 K at
200 GPa.

From the point of view of electronic structure, SH3 is a paradigmatic example of
high-Tc conventional superconductivity. Indeed, in this case, all three conditions
reported in Sect. 4.1 are verified: SH3 is a hydride, and hence its characteristic
vibrational frequencies are high (i); the Fermi level falls in the vicinity of a van
Hove singularity of the DOS of the bcc lattice (ii); and the ep matrix elements are
high due to the unusual H-S covalent bonds stabilized by pressure (iii).

Replicating a similar combination is not simple, even in other high-pressure
hydrides, where one can hope that high pressure may help stabilize unusual
bonding environments and hydrogen-rich stoichiometries. Despite an intense the-
oretical exploration of the high-pressure superconducting phase diagrams of binary
hydrides (Zurek et al. 2009), only a few candidates match or surpass the Tc of SH3:
Ca, Y, and La (Wang et al. 2012; Liu et al. 2017).

In fact, the formation of covalent directional bonds between hydrogen and other
atoms appears to be very sensitive to their electronegativity difference (Bernstein
et al. 2015; Fu et al. 2016), and in binary hydrides, the possibilities to optimize this
parameter are obviously limited. A possible strategy to overcome this limitation is to
explore ternary hydrides, where the electronegativity, atomic size, etc. can be tuned
continuously combining different elements. However, since ternary Gibb’s diagrams
are computationally much more expensive than binary convex hulls, fully ab initio
studies of ternaries are rare. Two recent studies explore two different strategies
toward high Tc in ternary hydrides: doping low-pressure molecular phases of
covalent binary hydrides, like water (Flores-Livas et al. 2017), and off-stoichiometry
phases of alkali-metal alanates and borates, which permit to independently tune the
degree of metallicity and covalency (Kokail et al. 2017).

Due to the intrinsic difficulty of reaching megabar pressures and the limited infor-
mation that can be extracted from X-ray spectra, the experimental information on
high-pressure hydrides is much scarcer than theoretical predictions. Nevertheless,
there has been a substantial progress in the last 5 years: metallic superhydrides
predicted by theory have been reported in hydrides of alkali metals (Li,Na), (Pépin
et al. 2015; Struzhkin et al. 2016) transition metals (Fe), (Pépin et al. 2017) group
IV elements, etc. For some of these systems, first-principles calculations predict
substantial superconducting temperatures (Zurek et al. 2009), while other cases are
controversial (Majumdar et al. 2017; Kvashnin et al. 2018; Heil et al. 2018).

Resistivity and susceptibility measurements required to detect superconductivity
under pressure are even more challenging, and therefore the available information
on superconductivity in high-pressure hydrides is still very scarce: besides SH3, only
one other hydride, PH3, has been shown to superconduct at high pressures, albeit
with a lower Tc (∼100 K) (Drozdov et al. 2015b). At variance with SH3, PH3 is
highly metastable, and samples rapidly degrade over time, consistently with ab initio
predictions of metastability (Fu et al. 2016; Flores-Livas et al. 2016; Shamp et al.
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2016). SeH3, which should exhibit Tcs comparable to SH3, has been successfully
synthesized at the end of last year (Pace et al. 2017), but superconductivity has not
been measured yet.

The same arguments that motivated the search for high-Tc conventional super-
conductivity in high-pressure hydrides can be applied to other compounds that
contain light elements, such as Li, B, C, etc. Some of these elements form covalent
structures with strong directional bonds already at ambient pressure, and high
pressures could be used to optimize doping, stoichiometry, etc. However, element-
specific factors can unpredictably affect properties relevant in high-pressure super-
conductivity. For example, elemental phases of alkali metals at high pressure exhibit
a characteristic interstitial charge localization, due to avoided core overlap. The
same effect, which is extremely detrimental for conventional superconductivity
(charge localized in the interstitial regions has an intrinsically low coupling to
phonons), also occurs in many of their compounds. This was shown, for example,
for the Li-S system, whose behavior at high pressure is remarkably different from
H-S (Kokail et al. 2016).

4.6 Unconventional Superconductivity in Fe Pnictides and
Chalcogenides

After illustrating the remarkable progress in the research on conventional super-
conductors, I have chosen to discuss the single largest class of unconventional
superconductors, formed by Fe pnictides and chalcogenides (Fe-based superconduc-
tors, FeSC). The Tcs of these compounds, discovered in 2008, go up to 56 K in the
bulk, and allegedly up to 100 K in monolayers of FeSe grown on SrTiO3 (Kamihara
et al. 2008; Ge et al. 2014; Paglione and Greene 2010; Johnston 2010; Huang and
Hoffman 2017). Their rich phase diagram, the quasi-2D crystal structure and the
unconventional behavior of the superconducting gaps, is strongly reminiscent of the
high-Tc cuprates. Thus, I will use FeSC as a representative example to illustrate the
challenges faced by ab initio methods in unconventional superconductors, both in
the normal and in the superconducting state (Basov and Chubukov 2011).

Figure 8 shows the main features, common to most compounds:

• (a)–(b) A common structural motif, consisting of square planes of iron atoms,
and X4 tetrahedra; X is either a pnictogen (As,P) or a chalchogen (Se,Te).

• (c) A quasi-two-dimensional Fermi surface, comprising two hole and two
electron sheets, strongly nested with one other.

• (d) A phase diagram, in which superconductivity sets in after suppressing a spin
density wave (SDW) ordered state, by means of doping or pressure. The most
common SDW pattern is a stripe one, in which the Fe spins are aligned ferro-
magnetically along one of the edges of the Fe squares and antiferromagnetically
along the other. The SDW transition is usually preceded by a structural-nematic
transition (Fernandes et al. 2014).
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Fig. 8 Common features of Fe-based superconductors (FeSC): FeX layers, seen from the top (a)
and side (b); Fe and X atoms are red and green, respectively. (c) Two-dimensional Fermi surface
of LaOFeAs, from Andersen and Boeri (2011), with the hole and electron pockets centered at X̄,
Ȳ , and M̄ , respectively. Here a third hole pocket at Γ̄ is also present. (d) Phase diagram, showing
the transition from SDW to superconducting (SC) state; x is an external tuning parameter (doping,
pressure)

FeSC can be grouped in different families, depending on the nature of the FeX layers
and of the intercalating blocks; the most common are 11 Fe chalcogenides (FeS,
FeSe, FeTe), 111 alkali-metal pnictides (LiFeAs, LiFeP, NaFeAs, NaFeP, etc.),
122 pnictides (Ba/KFe2As2, BaFe2P2, CaFeAs2, EuFe2As2, etc.), 1111 pnictides
(LaOFeAs, LaOFeP, etc.), and 122 chalcogenides (KFe2Se2, etc.). In most of these
cases, superconductivity appears around a Fe d6 configuration, but it survives up to
high hole or electron dopings in 122 K pnictides and chalcogenides.

In most FeSC, the superconducting gap exhibits a feature which is distinctive
of unconventional superconductors, i.e., changes sign over the Fermi surface.
According to Eq. 1, this is only possible if, unlike ep interaction, the pairing
interaction Vk,k′ is repulsive over some regions of reciprocal space.

In contrast to the cuprates, where the Fermi surface topology favors d-wave
superconductivity, the gap of most FeSC exhibits a characteristic s± symmetry,
with opposite signs on the hole and electron sheets of the Fermi surface. However,
substantial variations in the symmetry and magnitude of the superconducting gap are
observed among and within different FeSC families, which can be related to changes
in the general shape and orbital distribution of Fermi surface sheets (Hirschfeld et al.
2011).
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The general topology of the Fermi surface is well described by DFT calculations;
however, quasiparticle bands measured by ARPES exhibit renormalizations and
shifts, which hint to strong local correlation effects beyond DFT, which require the
use of specialized methods, such as DFT+DMFT (Kotliar et al. 2006).

Figure 9a, from Yin et al. (2011), shows the Fermi surfaces calculated within
DFT (upper panel) and DFT+DMFT (lower panel) for representative FeSC:
LaFePO, BaFe2As2, LiFeAs, and KFe2As2. The first three are d6 pnictides, with
the typical hole-electron topology shown in Fig. 8, eventually deformed due to
interlayer hopping (Andersen and Boeri 2011). In KFe2As2, where the electron
count is d5.5, the hole pocket is expanded, and the electron pocket has lost its
typical circular shape.

The figure shows that, in most cases, the inclusion of electronic correlation
modifies the Fermi surface quantitatively, but not qualitatively, with respect to the
DFT prediction. The renormalization of the quasiparticle band dispersion depends
on their orbital character, being stronger for Fe t2 (xz, yz, xy) than for e (x2 − y2,
3z2 − 1) orbitals, and on the nature of the X atom; correlation effects are in fact
weakest for X=P and increase moving to As,S,Se and T e (de’ Medici et al. 2014;
Yin et al. 2011). Orbital-selective mass renormalizations and poor Fermi liquid
behavior are characteristic of a special correlation regime, known as Hund’s metal
regime, which has been extensively studied by several authors (Werner et al. 2008;
Haule and Kotliar 2009; de’ Medici et al. 2011; Yin et al. 2011); excellent reviews
can be found in Georges et al. (2013) and de’ Medici (2017).

A very important consequence of the interplay between metallicity, strong
correlations, and multiband character in FeSC is their anomalous magnetic behavior.
Early DFT studies pointed out that magnetism cannot be consistently described
within neither the itinerant (Slater) nor the localized (Heisenberg) scenario (Mazin
et al. 2008b; Mazin and Johannes 2008). A regime which is intermediate between
the two cannot be treated in DFT, which is a mean-field theory, but requires methods
able to capture the dynamics of the magnetic moments at different frequency
scales (Yin et al. 2011; Aichhorn et al. 2011; Hansmann et al. 2010; Toschi et al.
2012; Skornyakov et al. 2011; Schickling et al. 2012).

Panel (c) shows a DFT+DMFT calculation of the magnetically ordered state for a
variety of FeSC (Yin et al. 2011). Circles (and stars) indicate the theoretical (exper-
imental) value of the ordered SDW magnetic moment, which shows large variations
among different compounds. Chalcogenides exhibit large ordered moments, while
111 and 1111 pnictides and phosphides exhibit smaller values. (Gray) Squares
indicate the value of the local magnetic moment, which oscillates over a much
smaller range of values around 2.5 μB . In the SDW phase, the two moments coexist;
when the itinerant moment is suppressed with doping or pressure, only the local
moment survives, meaning that in the nonmagnetic regions of the phase diagram,
FeSC is in a paramagnetic state.

The superconducting state that emerges from this complicated normal state
is clearly unconventional. According to linear response calculations, ep coupling
plays a marginal role in the superconducting pairing, since the values of the
calculated coupling constant λ in all FeSC are extremely small, even including
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magnetoelastic effects1 (Boeri et al. 2008, 2010; Subedi et al. 2008). The strongest
candidate as superconducting mediator are spin fluctuations, as suggested by the
unconventional symmetry of the superconducting gap and the proximity of SDW
and superconductivity in the phase diagram (Chubukov et al. 2008; Kuroki et al.
2008; Mazin et al. 2008a). As discussed in Sect. 3.2, there is currently no first-
principles theory of spin fluctuations with an accuracy comparable to that for ep
interaction. Most studies of superconductivity in FeSC have therefore adopted a
hybrid approach, in which the electronic structure in the vicinity of the Fermi level
is downfolded or projected to an effective analytical tight-binding model (Graser
et al. 2009; Kuroki et al. 2009; Miyake et al. 2010; Andersen and Boeri 2011), and
electron-electron interactions leading to spin and charge fluctuations are included at
a second stage with many-body techniques. The most common are the random phase
approximation (RPA), fluctuation exchange (FLEX), and functional renormalization
group (FRG) (Chubukov et al. 2008; Thomale et al. 2009; Hirschfeld et al. 2011;
Platt et al. 2012). Although not quantitatively predictive, these weak-coupling
approaches have provided a detailed understanding of the superconducting gap sym-
metry, competition of superconductivity with other ordered phases, and occurrence
of nematic order and traced their common origin to multi-orbital physics (Yi et al.
2017). Figure 9c, from Kuroki et al. (2009), shows that the variations in Tc across
different 1111 pnictides can be reproduced within RPA and derive from changes in
orbital composition of the Fermi surface.

A first, very elegant, fully first-principles study of superconductivity in FeSC
was carried out by the Gross group, who applied their recently derived ab initio
theory for spin fluctuations to FeSe – see Sect. 3.2 for details. Figure 9d shows
the superconducting gap calculated in SCDFT, which exhibits an s± symmetry,
consistently with previous hybrid studies. It is important to remark, however, that
the gap in Fig. 9d was calculated treating the contributions of all pairing channels
(phonons, spin fluctuations, charge fluctuations) on equal footing and without
any intermediate mapping on an effective many-body model. However, even this
calculation cannot be considered fully ab initio as, in order to obtain a physically
meaningful value for the superconducting gap and Tc, the authors had to introduce
an artificial scaling factor in the spin-fluctuation propagator, which would otherwise
diverge (Essenberger et al. 2014; Ortenzi et al. 2012).

The divergence is associated to the specific choice of TDDFT exchange func-
tional ( adiabatic local density approximation, ALDA) made by the authors which,
being the time-dependent equivalent to the standard local density approximation
(LDA), overestimates the tendency to magnetism in FeSC (Mazin et al. 2008b).
Proposals to cure this critical divergence in a nonempirical fashion are under-
way (Sharma et al. 2018) and could lead to a very important step forward in the

1(This result is generally accepted, although DFT+DMFT studies evidenced a strong renormaliza-
tion of some phonon modes, due to strong electronic correlations (Mandal et al. 2014) ep coupling
has also been suggested to play a primary role in the enhancement of the superconducting Tc in
FeSe monolayers grown on SrTiO3 (Huang and Hoffman 2017), although in this case, the modes
involved in the pairing belong to the substrate.)
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understanding of unconventional superconductors. However, it is also important to
stress that, even if divergence issues are solved, Tc computed within DFT may still
be inaccurate, because it neglects renormalization effects of quasiparticle energies
and interaction vertices due to strong local electronic correlations, which, in some
FeSC, may be sizable (Yin et al. 2013; de’ Medici et al. 2017).

5 Outlook and Perspectives

The results described in this chapter show that in the last 20 years, there has
been a substantial advancement in the understanding of superconductors, driven
by the progress of ab initio electronic structure methods. The SH3 discovery has
demonstrated that room-temperature superconductivity can be attained, at least
at extreme pressures (Drozdov et al. 2015a), and that ab initio methods can be
very effectively employed to predict new superconductors. The next challenge in
the field is clearly to devise practical strategies to replicate the same result at
ambient conditions, exploiting novel synthesis and doping techniques. Obviously,
the development of ab initio methods that can treat these regimes is a crucial step in
this direction.

The aim of this final section is to give a short overview of promising strategies to
high-Tc superconductivity, exemplified in Fig. 10a–e.

(a) Design by Analogy: This is one of the most common routes to search for
new superconductors, i.e., achieve high-Tc designing materials with a similar
geometry, chemistry, electronic structure, etc. as the best existing superconduc-
tors. This route has lead to several predictions of high-Tc superconductivity
in layered borides and carbides after the discovery of MgB2, as well as hole-
doped LiBC, and, more recently, doped graphane (Satta et al. 2001; Rosner
et al. 2002; Savini et al. 2010). The main drawback of many of these early
works is that many of these hypothetical compounds are thermodynamically
unstable. Nowadays, studies of the thermodynamic stability of compounds are
well established but were very rare at the time of the MgB2 discovery. One of the
first studies to take this aspect into account is the prediction of superconductivity
in LiB, (Kolmogorov and Curtarolo 2006) shown in Fig. 10a.

(b) Chemical Doping of Molecular Crystals: Similar to covalent solids, molecular
ones exhibit stiff bonds, and hence their electronic states can couple strongly to
lattice vibrations, which is a prerequisite for high-Tc conventional superconduc-
tivity. However, similar to covalent solids, molecular ones are usually insulating
at ambient pressures. Making them superconducting requires either very high
pressures or chemical doping, which is often hard to control experimentally and
to model ab initio.

One of the most complete studies of the effect of doping on supercon-
ductivity in molecular crystals is the study of superconductivity in doped ice,
by Flores-Livas et al. (2017) Here, analyzing the effect of different dopants
using supercells, the authors found that nitrogen acts as an effective dopant
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at the oxygen site, leading to a Tc of 60 K. The study nicely evidences the
crucial difference between actual doping, modeled with supercells, and more
approximate approaches, as rigid-band or jellium doping.

(c) Atomic-Scale Design and Dimensionality: Another recent trend in condensed
matter research opened by the development of novel techniques, such as
molecular beam epitaxy (MBE), or exfoliation (Novoselov et al. 2004), is the
design of materials at the atomic scale, through heterostructuring, controlled
deposition, strain engineering, etc. This permits to tune superconductivity
in existing materials; induce it in semiconductors and semimetals through
doping, like Li-decorated graphene and phosphorene; or create completely
artificial superconductors, depositing superconducting elements on semicon-
ductor surfaces, as in Fig. 10c, which shows a SCDFT calculation for Pb on
the 111 surface (Zhang et al. 2010; Linschied et al. 2015a). For this type of
problems, real-space approaches may be more appropriate than reciprocal-space
ones (Linscheid et al. 2015b).

(d) Quenching of High-Pressure Metastable Phases down to ambient pressure is
another very attractive route to stabilize unusual bonding environments, enabled
by recent developments in high-pressure techniques. In fact, controlled heating
and cooling cycles permit to selectively stabilize different metastable phases,
realizing pressure hysteresis cycles. Figure 10d, from Flores-Livas et al. (2017),
shows the crystal structures of the different phases that form the complicated
superconducting phase diagram of elemental phosphorus. In this element, a
high-Tc branch, clearly distinct from the low-Tc ground-state one, can be
accessed by laser heating and is associated with metastable black phosphorus;
similar branchings between high-Tc and low-Tc phases have been predicted at
higher pressures.

(e) Doping via Field Effect is an attractive route to tune the properties of materials
continuously, without impurities and distortions associated to chemical doping.
Modern techniques based on liquid electrolytes permit to achieve doping levels
as high as 1015carriers/cm3, corresponding to tenths of electrons, around
three orders of magnitude larger than standard solid-state techniques. The first
successful applications have been to cuprates, ZrNiCl, and 2D materials –
Fig. 10e. Rigorous modeling of field-effect devices has been derived in Sohier
et al. (2015), Sohier et al. (2017).

Although not an experimental technique, methods for machine learning, which
can be used to prescreen ab initio proposals, will most likely play a bigger and
bigger role in the design and discovery of new materials (Curtarolo et al. 2013).

Note that all of the specific examples discussed above are based on the
assumption of conventional (phonon-mediated) pairing. The same techniques have
been, and can be, applied also to unconventional superconductors, which remain the
likeliest candidates for high-Tc superconductivity. However, without a quantitative
theory of the superconducting pairing, it is at the moment impossible to formulate
reliable predictions of Tc and other superconducting properties. A progress in this
direction is therefore an essential prerequisite to any meaningful computational
search.
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Abstract

Like many structural materials, titanium alloys have complex multiscale hier-
archical structures that enabled a variety of mechanical properties. The elastic
modulus, strength, ductility, fatigue, and creep behavior may depend strongly on
the multiscale structures, from the bonding between atoms, to microstructures
up to grain level, and their texture. However, their interdependences are usually
not straightforward and sometimes not easy to reveal solely by experiments.
Multiscale modeling and simulation in the last two decades have promoted
the understanding of various aspects of titanium alloys. The progresses range
from electronic structural calculation of alloying effects on modulus, strength,
ductility, creep and oxidation, etc., to the ordering behavior in intermetallic
phases and interaction between alloying elements and dislocation or twin-
ning; atomic simulations of dislocation interaction and point defect formation,
deformation and fracture mechanisms of polycrystalline titanium with grain
boundaries of different nature under various stress; phase transformation and
microstructure evolution under different conditions, and the effects of internal
and external factors on the microstructure evolution and mechanical behavior of
titanium alloys; finally FEM type simulations to optimize the thermo-mechanical
processing, such as rolling and canned extrusion, etc. In spite of the increasing
capabilities of multiscale materials modeling and simulation, many challenges
still exist, and further seamless interdisciplinary collaborations among materials
scientists, system designers, and industry production sections are needed to solve
the grand challenge of the overall optimization of the titanium alloys for specific
applications.

1 Introduction

Titanium alloys are widely used in aero-space and chemical industry mainly
owing to their high strength, low density and good corrosion resistance, and
applied recently as human implant, due to their good biological and mechanical
compatibility with human bones. Pure titanium melts at 1670 ◦C, and has a solid-
state phase transformation at 882 ◦C, above which it stabilizes as β phase with bcc
structure, while below as α phase with hcp structure. Adding alloying elements can
alter this transformation temperature, and cause other phases with different crystal
structures to form. Very different microstructures can be obtained by changing alloy
composition, heat treatment, and thermomechanical treatment schemes (Leyens and
Peters 2003; Lütjering and Williams 2007).

Traditionally, titanium alloys are classified into three groups, namely, α, β and
α + β alloys, depending on the main phases present in the alloys (Lütjering and
Williams 2007); later, intermetallic alloys were introduced. Each type of alloys has
their field of application according to their specific properties. For example, pure
titanium and α alloys with minor alloying are usually used as corrosion resistant
alloy, for chemical reaction chamber, pipe, valve and pump, etc., while β alloys,
containing β stabilizing elements, are used in situation such as critical structural
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components in aircraft where high strength and toughness are required or as bio-
implant materials requiring low elastic modulus to improve the stress transfer to
bone (Zhao et al. 2006), while some near α alloys can work continuously up to
600 ◦C and can be used in jet engines (Banerjee and Williams 2013).

Above 600 ◦C, conventional disordered alloys cannot work for long anymore,
and alloys based on ordered intermetallic compound such as TiAl, Ti3Al, or
Ti2AlNb may be used (Leyens and Peters 2003). By adding large amount of
Al, the compound formed becomes even lighter than conventional titanium alloy,
in addition to increasing their working temperature, and is very attractive for
improving the efficiency of jet engine, especially the γ-TiAl-based alloy (density:
∼4 g/cm3), allowing for making components rotating at higher speed in jet engine,
and even working up to 700 ◦C or higher (Appel et al. 2011). However, these ordered
phases are usually brittle and difficult to fabricate. Various studies have been carried
out to improve their different properties in the last 20 years (Kim 1998; Appel et al.
2011; Clemens and Mayer 2013; Yang 2015a).

Similar to steels and many other structural materials, the properties of titanium
alloys depend strongly on their multiscale microstructures. These hierarchical
structures mainly result from the rich phase transformations in this system with
various stable and metastable phases (Fig. 1a) during different thermo-mechanical
processing. Multielement additions may cause more phases or even amorphous
phase to form, making available very large room for microstructure and properties
adjustment, especially for components obtained through thermo-mechanical pro-
cessing route (Banerjee and Williams 2013). At the same time, the fine details of the
hierarchical microstructures formed by the multistep deformation/transformation

Fig. 1 (a) Schematic pseudo-binary phase diagram showing some metastable phases for alloys
containing β stabilizers (Lütjering and Williams 2007). (b) and (c) Typical microstructure of
titanium alloys: bimodal (TIMETAL 834) and lamellar (TIMETAL 1100), respectively, formed
from different processing routes (Leyens and Peters 2003)
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depend sensitively on the composition and hot working condition (Fig. 1b, c)
(Leyens and Peters 2003) and are not easily characterized and related to the
processing parameters in each step of high temperature deformation and heat
treatment. Due to the lack of scientific understanding of each subprocess, a very
good control over all the properties cannot be done rationally and can only be
realized largely according to experience of engineers.

For ordered intermetallic compounds, it was shown in very early days that some
high temperature properties are superior compared to conventional alloys, and the
strength of certain compounds increases with temperature, hence suggesting higher
service temperature. Some aluminides like Ni3Al and TiAl have high strength and
stiffness retention at high temperature and are lighter compared to their disordered
counterpart, therefore ideal for high temperature rotating components in jet engines.
For this reason, intensive investigations had been carried out; however, lack of room
temperature ductility and low toughness, a general feature of intermetallics, made
it difficult for system designers to accept them. After many years of work, the
intermetallics community reached the conclusion in 1960 that this type of materials
is not suitable for structural applications (Westbrook 1960). In 1980s, it was found
that the poor room temperature ductility of Ni3Al is not its intrinsic property, and
grain boundary detachment due to hydrogen from water in moisture is the root cause
of fracture. This discovery led to a period of concentrated research in intermetallic
compounds. After several decades of effort, the TiAl intermetallic alloy has been
used successfully in jet engine, e.g., on GEnx as low pressure turbine (LPT) blades
(Kim and Kim 2018), each engine reducing ∼200 pounds. The successful insertion
signified only the first step in overcoming many challenges facing the application
of intermetallic alloys, and integrated study combining multiscale simulations and
advanced characterization is needed for the rational design and optimization of new
alloys. In the following, examples of the progress of computational studies will be
given, and the prospective and challenges discussed.

2 Recent Approaches for Computational Design
of Titanium-Based Alloys

Despite the great achievements in R&D of titanium alloys in the last 60 years,
there is no straight forward way to design new alloys, and it takes 20 years or
more to develop a new alloy for jet engine application. With the rapid progress of
the computing technology in the last 30 years, multiscale modeling and simulation
have been carried out extensively for many alloy systems. For alloy for specific
application, identifying the bottleneck in each case and finding ways to overcome it
utilizing multiscale simulation is an effective strategy to lower cost and accelerate
development process.

In searching new alloys, first principles calculation can be a critical step
in screening elements for property improvements, while for alloy optimization,
analyzing limiting properties and process bottlenecks, identifying influencing fac-
tors, and utilizing multiscale simulations to reveal hidden mechanisms is crucial.
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For conventional titanium alloys, how the multiscale microstructures arise during
the long history of component fabrication and what their contribution is to each
of the properties are not clear, while for intermetallic alloys such as TiAl, their
poor deformability and long-term stability during high temperature service need
further understanding. These problems need computational studies from electronic
to macroscale, from fundamental defect properties, e.g., point defect, dislocation
and twinning, to their contribution to comprehensive mechanical properties, e.g.,
strength, fatigue and creep. Phase stability, atomic ordering, point defect interaction,
and various alloying effects are calculated on the electronic scale (Xu et al.
1997a; Song et al. 1999; Hu et al. 2001, 2003; Li et al. 2011), using simulation
method mostly based on density functional theory, such as CASTEP (Clark
et al. 2005), VASP (Hafner 2008) with plane wave basis, SIESTA (Soler et al.
2002), or DVM (Yang et al. 1993) using localized atomic basis. The recent high
throughput computation following the emergence of ICME and MGI may greatly
accelerate the materials simulation and analysis and promote alloying element
selection (Curtarolo et al. 2012; Christodoulou 2013; Kubel 2013). The deformation
mechanisms including dislocation and twinning properties have been studied with
atomistic simulations (Wooding et al. 1995; Xu et al. 2008a; Girshick et al. 1998;
Hu et al. 2001, 2004, 2014; Li et al. 2011; Ghazisaeidi and Trinkle 2012, 2014;
Wang et al. 2014b; Clouet et al. 2015; He et al. 2018), e.g., molecular dynamics
(MD). Phase transformation and microstructure evolution have been studied with
mesoscale simulations, such as phase field (PF) and cellular automata (CA), often
with help from atomistic simulation for input (Chen 2002, 2014; Trinkle et al.
2003; Hennig et al. 2005, 2008; Teng et al. 2012; Shi et al. 2014, 2015). Thermo-
mechanical processing involving hot deformation and transformation has been
studied with macroscale simulations (Manonukul and Dunne 2004; Dunne et al.
2007a, b, c, 2012; Dunne and Rugg 2008; Anahid and Ghosh 2013; Ghosh and
Anahid 2013b; Ghosh and Chakraborty 2013a), e.g., finite element method (FEM)
and crystal-plasticity finite element method (CPFEM). Thermo-dynamic phase
diagram and kinetic calculation also play important roles in different stages of
development, using ThermoCalc, Pandat, etc. It is worth noting that owing to the
complex microstructure of titanium-based alloys, their behaviors usually depend
on subprocesses on several different scales; hence, these results should always be
incorporated with results on other scales for correct understanding. Nevertheless,
it has been observed that multiscale modeling plays increasingly important roles
in the development of titanium-based alloys, and these will be exemplified in the
following (Hennig et al. 2005; Raabe et al. 2007; Ghosh and Anahid 2013b; Clouet
et al. 2015; Yu et al. 2015; Appel et al. 2016).

3 First Principles Prediction of Alloying Effects for
Composition Design

Most properties of materials have their electronic origin, some with direct relevance,
e.g., stability and elastic modulus of phases are related to energy and its second
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derivative, respectively, so that they are predictable by electronic structure calcu-
lation, while others may depend on structures at multiple scales, such as strength,
toughness, ductility, and fatigue resistance, with indirect link via some elementary
process, such as dislocation, twinning, or grain boundary sliding. In such case,
multiscale simulations are needed for thorough understanding.

3.1 Electronic Structure Calculation for Alloying Selection

Before large-scale calculation of electronic structure was available, predicting the
formation of phases was difficult for multielement alloys. Certain experience-
based model was developed, e.g., Mo- or Al-equivalent was calculated according
to the concentration of alloying additions and the resulting change rate of the
phase transformation temperature, and criteria were established for phase stability
estimation. However, sometimes the summation rule does not work well for
multicomponent alloys. One early example considering electronic factor was to
control strictly the precipitation of Ti3X phase in titanium alloys (to achieve balance
between long-term microstructure stability and high temperature strength) using
the electron concentration criterion but with experimentally determined valance
electron number (Li et al. 1984).

For titanium alloys working at high temperature as rotating components in jet
engines, once the balance of microstructure stability and hot strength has been
achieved, high temperature creep during long-term service may arise as a major
problem. It was recognized that high temperature diffusion may be the main cause
of creep under relatively low stress, and the interaction between vacancies and
alloying atoms is related to diffusion. However, this interaction is not measurable
experimentally. First-principles calculations have been carried out to investigate the
interactions between vacancies and alloying elements (Hu et al. 2001) (Fig. 2).
Analysis shows alloying elements attractive to vacancy may reduce the diffusion
rate, while those repulsive or noninteractive with vacancies, such as Fe, Co, or Ni,
diffuse much faster and need to be restricted. The calculated interaction energy
variation corresponds well with diffusion rate and creep measurements. This can
be used as a guideline for alloying element selection for creep resistance design.
These efforts led to the successful design of Ti55, a titanium alloy for applications
upto 550 ◦C (Guan et al. 1998), and Ti60 at 600 ◦C and beyond (Wang et al.
2014d).

Oxidation may become a major concern as temperature increases further. Since
Ti is very reactive, once a TiO2 layer is formed, it is very stable at low temperature
either in air or in water, even seawater. At high temperature however, the TiO2 layer
becomes no longer protective, a layer of Al2O3 may provide better protection to
the titanium alloy underneath. The oxidation resistance of these oxides depends on
both defect structure in the oxidation layer and the bonding of the layer with matrix,
and a detailed understanding needs electronic calculation of the bonding and defect
properties (Wang et al. 2015; �Chap. 4, “Titania and Its Outstanding Properties:
Insights from First Principles Calculations”).
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Early exploration of electronic scale calculation has been utilized in other
titanium alloys, such as for anticorrosion design with calculated bond order and
energy level of d electrons for alloying elements selection (Morishita et al. 1991).
First-principles calculation has also been carried out to predict the alloying effects
on elastic modulus, which has promoted the design of low modulus titanium alloys
for bio-implants and other applications (Song et al. 1999; Hao et al. 2007). Twin-
associated boundaries were systematically investigated in a series of hexagonal
metals including Ti, with energy and solubility calculated for different types of
interfaces under different stress (Fig. 3) (Kumar et al. 2015). Recent high-throughput
computation carried out to investigate the alloying effects on the energy trend of
stacking fault of various types in Ti system with a view of understanding the
strengthening effect in some engineering alloys (Wang et al. 2018). Apart from
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the major elements, Al, V, Nb, Zr, Mo, Sn, etc., which are mostly substitutional
in lattice, some interstitial elements, e.g., O, C, N or B, are either alloyed or exist
as impurities. It was found that despite their limited concentration, some impurities
may have stronger effect than the major elements, such as higher hardening rate
or weakening effect, but the reason remains unclear. The strong hardening effects
have been clarified recently by combination of advanced characterization and first-
principles calculation of the interaction between interstitial atoms O and dislocations
(Yu et al. 2015). It can be expected that deeper understanding will be achieved via
close collaboration between first-principles calculation and experiments, for other
elements as well.

3.2 The Ordering Behavior in Intermetallic Alloys

Above 600 ◦C, conventional disordered titanium alloys are not capable of long time
service, and ordered intermetallic phase such as α2 and γ phases can be introduced
either as strengthening phase or as matrix to increase the working temperature
further to 650 ◦C or even 900 ◦C. The ordering status in intermetallics has important
effects on many properties like electric, magnetic, and mechanical properties via dif-
ferent mechanisms, such as affecting dislocation dissociation or twinning tendency.
For the temperature dependence of ordering, a self-consistent scheme based on
first-principles calculation and statistical mechanics was proposed to evaluate the
point defect concentration and order-disorder transformation temperature in binary
intermetallics (Hu et al. 2004). The dependence of defect concentration and ordering
status of multielement compounds needs both new model and accurate defect
energy.

Although intermetallic compounds have many advantages at high temperature,
most of them are very brittle, partly due to the partially covalent bonding between
atoms. Various alloying elements were added in order to improve the room
temperature ductility and other properties, but a detailed understanding relies on
electronic structure calculations that require information of atomic position. The site
occupation of alloying elements in ordered intermetallic compounds TiNi, TiAl, and
Ti3Al, etc., was studied on the basis of the bond order or binding energy of alloying
elements with matrix (Xu et al. 1997a, b). A new method was proposed to predict the
site occupation behavior of alloying elements in ordered phases, where two straight
lines were used in the diagram to separate the alloying behavior into three regions
(Fig. 4). For elements lying between the two lines, the site occupation is composition
dependent and therefore may be adjusted. This dependence has been observed
experimentally by ALCHEMI measurement (Tadaki et al. 1995; Hao et al. 1999).

Due to different ordering tendencies, the elements may have “site competition”
between them, and the lattice may have a “stepped ordering” behavior, as more
alloying elements were introduced (Xu et al. 1997a, b). These new findings can be
utilized in fine-tuning the mechanical or other properties of intermetallic alloys.
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4 Atomistic Simulation of Deformation Mechanisms

Atomic-scale simulation has become a powerful tool to study atomic processes
between electronic and mesoscale simulations. In metals and alloys, point defect,
dislocation, twinning, grain and phase boundary behavior are investigated with
atomic-scale simulations in order to understand corresponding mechanical prop-
erties. In titanium alloys, despite their strong anisotropy and complex microstruc-
ture, atomic-scale simulations have been extensively used in modeling various
defects, to reveal the detailed deformation and fracture mechanisms under different
conditions. For titanium alloys in jet engines, fatigue resistance is critical and
is the most difficult to understand, especially for dwell fatigue, which often
results in large scattering of fatigue life, while for TiAl alloys, its brittleness and
long-term microstructure stability are both important. How defects accumulate
and fatigue damage proceeds in materials finally causing crack and fracture
is a challenging problem, which could not be solved solely by experimental
observation, partly because crack nucleation is often subsurface, and the crack
embryo is very small. Various deformation mechanisms, formation and interaction
among defects, and transformation mechanisms had been revealed with atomic
resolution.
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4.1 Dislocation Structure and Dipole Transformation in Titanium
and TiAl

Dislocations are the most important plastic deformation carrier in metals and alloys.
To model single dislocations, the key is the reproduction of correct core structures.
This requires a good description of the interactions between atoms, i.e., interatomic
potential, and a proper simulation box either large enough or with carefully designed
size and shape to minimize the influence of image dislocations (Cai et al. 2000). For
instance, with modified embedded-atom method (EAM) (Ghazisaeidi and Trinkle
2012) and mean-field EAM (Liu et al. 2014) interatomic potentials, respectively,
the core structures of screw dislocations in α-titanium and of edge dislocations in
β-titanium are studied. Qualitative agreement is achieved with ab initio calculations
on the core configurations (Fig. 5a), whereas detailed atomic structures depend
on potential, e.g., the dislocation dissociates on the basal plane according to
the stacking fault energy predicted by the potential. With ab initio calculations,
dislocation cores in Ti and Zr were modeled and different glide behaviors were
observed (Clouet et al. 2015), which explains the locking and easy glide in Ti and
Zr, respectively (Fig. 5b).

There has been extensive work on modeling dislocations in titanium aluminides
(Simmons et al. 1997; Panova and Farkas 1998; Porizek et al. 2003; Woodward
and Rao 2004; Katzarov et al. 2007; Xu et al. 2014). The bond-order potential
was employed to study the glide behavior of 1/2[<110] ordinary dislocations. The
MD simulation using an EAM potential found the asymmetric core configurations
and motion of <011] superdislocations, and the core structure depends sensitively
on dislocation characteristics (Xu et al. 2014). Relevant work on multicomponent
titanium alloys has been rare. In particular, a 4-element potential was constructed
using mean field concept (Liu et al. 2014) and was able to obtain dislocation cores
in a β-type titanium alloy, Ti2448 (Hao et al. 2007).

Dislocation interaction of various types such as dipolar or forest interaction is
crucial for the understanding of strength and hardening of metals, while dislocation
dipole annihilation is the most important processes during fatigue. It was found
40 years ago that dislocation density saturates as fatigue proceeds, leading people to
consider that the dipolar dislocation within a certain height disappeared completely
after annihilation (Essmann and Mughrabi 1979). Simulations show that dipoles can
form through the meeting of parallel dislocations with opposite Burgers vectors or
the motion of jogged screw dislocations under single or multiple slip, or even form
homogeneously if the lattice was sheared strongly (Veyssiere et al. 2009; Xu et al.
2009). It was also shown that dipoles may weaken the lattice, and the lattice strength
decreases as the density of dipoles increases, therefore causing the lattice to crack
easily (Gu et al. 2010). The behavior of nonscrew dislocation dipoles in a series
of metallic systems has been systematically investigated (Wang et al. 2008a, 2009c,
2013a, 2014b). In titanium (Wang et al. 2014b) and TiAl (Wang et al. 2013a), narrow
dipoles were found to transform into individual defects, producing debris depending
on dipole height, orientation, and temperature. Reconstructed configurations are
formed at low temperature, while vacancy clusters, stacking fault tetrahedra, and



7 Titanium Alloys: From Properties Prediction to Performance Optimization 123

15
Pyramidal glide

Pyramidal glide

Prismatic glide

Prismatic glide

Locking

Unlocking

DFTa

b DFT

MEAM

MEAM

Locking

Unlocking

10

5

ΔE
 (

m
eV

 A
–1

)
ΔE

 (
m

eV
 A

–1
)

0

15

10

5

0

–2 –1

–5 –4 –3 –2 –1 0 1 2

c c c

b

d d d d d

b

b b

c

d
d dd e e

e e e e

0 1 2

Reaction coordinate ζ

Reaction coordinate ζ

3 4 5 6

Fig. 5 (a) Typical core structures of 1/3[1210] screw dislocation in titanium (Ghazisaeidi and
Trinkle 2012). (b) Different glide energy barriers in Ti (left) and Zr (right) that relate to locking
and easy glide, respectively (Clouet et al. 2015)



124 D. S. Xu et al.

Fig. 6 [111] projection of vacancy dipoles after 1700 K-aging for 1 ns in TiAl, with orientation
from 30◦ to 90◦ and heights of 1d to 4d. Initial orientations are indicated with arrows in the first
line. (Wang et al. 2013a)

vacancy or interstitial type loops may form at high temperature (Fig. 6). An SFT
formation mechanism from deformation was proposed on the basis of atomistic
simulation and later observed experimentally (Wang et al. 2011c, b, d, 2013c).
Employing saddle-point search methods, activation energies of the atomic processes
therein are obtained and the lifetime of the above by-products is estimated, showing
the extreme stability of certain clusters and loops on the experimental timescale
(He et al. 2018). Such point defects may interact with dislocations hindering their
motion and form a basis for work-hardening and crack nucleation during monotonic
deformation and fatigue. For defects on the surface, they may have a stronger
impact on the deformation and fracture compared with internal ones of similar size.
Depending on the defect shape, location, and orientation, they may serve as the
nucleation site for dislocation, twinning, or crack (Wu et al. 2016).

4.2 Deformation Twinning in Pure Ti and TiAl

Due to the limited slip systems in α-Ti and TiAl, twinning becomes important to
accommodate plastic deformation. Despite the extensive investigations on twinning
in Mg and Zr, there have been relatively few modeling investigations on Ti on the
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Fig. 7 A new twin growth model in TiAl through a five-step process involving the synchro-shear
of two atomic layers by a pesudotwinning shear (Xu et al. 2008a)

atomic scale (Serra and Bacon 1986; Oberson et al. 2011; Wang et al. 2011f, 2013b,
2014c; Li et al. 2012; Ren et al. 2014; Zong et al. 2014). High throughput MD
simulations have been carried out for different type of interfaces under various loads,
in search for possible new mechanism to increase the deformability of these systems.
For TiAl, shear deformation under different pressure was simulated. It was found
the pseudo-twinning shear deformation mechanisms are sensitive to the hydrostatic
pressure under which shear is imposed. Under hydrostatic tension, true twin can
still proceeds in TiAl with L10 structure even when sheared along pseudo-twining
directions, by a new mechanism involving the movement of 5 partials on two nearby
slip plane (Fig. 7), while under compression, the same shear produces a pseudo-twin
with an L11 structure (Xu et al. 2008a). First principles calculations show that some
elements such as Nb, Ta may promote the L11 pseudo-twinning during deformation
and therefore may shed some light on increasing the ductility of TiAl alloys (Xu
et al. 2008b).

It should be noted that the pressure effect is very difficult to examine experimen-
tally, especially during dynamic loading, while MD simulation is especially good
for that. In fact, historically it is believed that twin is mainly formed under pressure,
because it is often observed in the explosive impacted samples. Our MD simulation
in Mo shows that tension prefers twin formation, and the impacted sample may form
twin during the tension period, as evidenced by the fact that twins are often observed
around the hole formed in laser impacted sample, and more twins were observed
often in tension samples at the position that breaks the last (Xu et al. 2004).

4.3 Grain Boundary-Mediated Deformation in Ti

Critical components in aircraft or jet engine are mostly wrought processed with
complex microstructure, where dislocation-grain boundary (GB) interaction is
crucial in determining their mechanical properties, especially in the case of fatigue
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Fig. 8 Yielding behavior for different GB-dislocation interactions under loading in various
directions (Wang et al. 2016a)

(Leyens and Peters 2003). Atomic scale information of dislocation-GB interaction
not only provides penetrating understanding of plastic behaviors but also helps to
establish constitutive models, thus contributing to the elucidation of relevant prop-
erty dependence. Especially in a series of α-titanium alloys, previous experiments
and phenomenological simulations indicated that dislocation-GB interaction has
potential, however, unclarified, importance during fatigue (Dunne et al. 2012).

Employing a bicrystal model with soft-hard orientation, the behavior of different
grain boundary (GB) interaction with dislocations is systematically investigated
(Wang et al. 2012, 2016a). Depending on the GB orientation and the loading
direction, yielding initiates through grain boundary cracking, dislocation emission,
or grain protrusion (Fig. 8). The residual dislocation weakens the GB and the critical
stress is found sensitive to the loading direction. The largest orientation sensitivity
occurs when GB plane is parallel to the c-axes of both grains. A new plastic
deformation mode is identified, which produces grain protrusion from the soft to the
hard grain through lattice reorientation, and provides relatively large tensile strain
of 8.3% with activation energy of 0.04 eV/atom. Lattice analysis shows that the
protruded part has a special twin relation with the matrix grain. High throughput
computations are carried out to search for the alloying element, which may benefit
this new twinning mechanism (Zhou et al. 2018).

The atomic mechanism revealed through the atomic simulation may shed some
light on improving the properties of the titanium-based alloys.
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5 Mesoscale Simulation of Microstructure Evolution Under
Various Conditions

The mechanical properties of titanium alloys such as strength, stiffness, fatigue and
damage tolerance depend largely on their microstructures. Various microstructures
can be obtained from heat treatment or thermo-mechanical processing. Accurate
prediction and control of microstructure are of great importance for achieving
outstanding mechanical properties (Banerjee and Williams 2013). However, the
relations among the microstructure, processing, and performance are not clear,
even the description of the multiscale hierarchical structure is not simple. On the
simulation, alongside the rapid development of computational power in the last
20 years, many mesoscale methods have been developed, such as CA (Ding and
Guo 2002; Pourian et al. 2015), Monte Carlo (MC) (Zhang et al. 2012; Tan et al.
2017), phase field (PF) (Chen 2002; Steinbach 2013), CPFEM (Raabe and Roters
2004; Roters et al. 2010) and level set (LS), smoothing modeling (Park et al.
2014) (Vermaak et al. 2014; Xu et al. 2015), and have been successfully utilized
to simulate microstructural evolution under different conditions. These models
and simulations have been able to characterize microstructure, reveal mechanism
of complex microstructural evolution during thermo-mechanical processing, and
have promoted microstructure design for certain application and accelerated the
optimization of titanium alloys, some of which are exemplified below.

5.1 Microstructure Evolution During Heat-Treatment

Rich microstructure can be obtained in titanium alloys by solid-state transformation
during heat-treatment. In order to understand how various microstructures form, the
influence of several factors such as interfacial energy, elastic strain energy, chemical
driving forces, and the interplay among these factors are analyzed based on phase
field and other simulations.

The β to α transformation is the main transformation in titanium alloys most
microstructures rely on; however, because the lattice change and diffusion occur
jointly, it is not clear how the transformations happen under different conditions.
Systematic simulations were carried out in the last decade for understanding and
design such transformations. The nucleation of precipitates was found to depend
on interfacial energy, elastic strain energy, and chemical driving force. Elastic
interaction determined by the lattice parameters of the two phases was identified
as the major controlling factor of forming the lath shape during β to α transfor-
mation. Figure 9 shows the microstructure formed and phase evolution during the
martensitic transformation in Ti alloys, calculated with the newly developed generic
phase-field model for displacive-type transformations in polycrystals under different
condition (Heo and Chen 2014a).

The microstructure of titanium alloys depends not only on the fraction of the
two main phases, α and β, but also on the transformation path. α may form directly
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Fig. 9 (a) Microstructures of Ti alloy for two misfit strain relaxation with different elastic
anisotropy. (b–e) Evolution of β fraction with different q and Az (Heo and Chen 2014a)
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from β phase, or from defect mediated nucleation, or by some intermediate phases,
such as α′′ martensite and metastable ω phase, or from concentration modulation
by prior-ω phase, or even spinodal decomposition. The detailed path chosen
and microstructure formation process can only be observed through simulation
considering these factors (Ni and Khachaturyan 2009; Nag et al. 2012; Shi et al.
2016) (Heo et al. 2014b).

Thermodynamic data are crucial for microstructure simulation and phase equi-
librium estimation. If we could consider kinetics further, unconventional kinetic
pathways can be predicted, based on systematic analysis of phase transformation
in multicomponent alloy, such as pseudospinodal decomposition involving both
displacive transformation and long-range diffusion. Such pathways may lead to
different microstructure under different treatment (Ji et al. 2016). Transformation
strain not only affects the microstructure and mechanical properties but also has a
strong impact on many functional properties such as electric conductivity, magnetic
moment, and even multiferrous behavior coupling electro-magnetic and mechanical
strain, with special strain stabilized domain structure and certain properties, which
may results in components with different functions (Hu et al. 2013).

Another important alloy type of interest is the γ-TiAl-based ordered inter-
metallics (recently named gammalloy). Extensive studies were carried out to
control their microstructure and improve their ductility for aero-space applications
(Kim and Kim 2018). Different commercial alloys were developed for various
components including turbine blade for jet engine and exhaust valve for car engine.
The lamellar structure has good strength and toughness at ambient temperature,
but the long-term stability of the lamellar structure during service is a concern
for components such as turbine blades. The high density of interface in lamellar
structure increased the energy of the structure. During high-temperature service, it
may transform to bulk structure with lower energy, and then the properties from the
lamellar structure will be degraded and the blade may become extremely brittle and
weak. Recently, it is recognized that lamellae with high density of interfaces with
lower energy may be a good choice. Twin boundary is such an interface with much
lower energy compared with others; therefore, lamellar structure containing high
fraction of twin boundary will benefit long-term stability. In this context, the effects
of several factors on twin boundary fraction in lamellar TiAl were studied by phase-
field simulations (Teng et al. 2012). The influences of coherency stress, interfacial
energy, and undercooling on the nucleation and colony growth were analyzed. Twin
boundary fraction was found to increase with increasing coherency strain energy
and increasing energy difference among different types of interfaces but decrease
with the increase of driving force for phase transformation (undercooling) (Fig. 10).
Depending on the relative contributions of elastic strain energy, simulation found
that gamma phase nucleation events could be collective, correlated, or independent.
Further simulations show that external stress can also affect the twin boundary
fraction strongly and could be utilized for microstructure control (Teng et al. 2015).
It is expected that by detailed adjusting the above parameters, and controlling the
nucleation and growth carefully, relatively stable microstructure can be achieved.
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The idea above for heat-treatment route design may also be applied to other
titanium alloys. In order to understand how α plate is formed, phase field model
considering inhomogeneous and anisotropic elasticity was developed to study
the growth of acicular precipitates observed in Widmanstätten structures under
isothermal conditions (Cottura et al. 2014). When the plate-like precipitate grow
large, the elastic energy anisotropy plays a key role even during diffusion-controlled
process. When only one soft direction exists, stationary growth is obtained after a
transient stage, while if several soft directions are in competition, sharp concomitant
morphological and kinetic transitions are observed. To understand what controls
texture formation, the morphology and variant selection (VS) of grain boundary
allotriomorphs and Widmanstätten sideplates are investigated using 3D phase field
model (Qiu et al. 2016). Quantitative analysis indicates that precipitate morphol-
ogy and VS are determined by the interplay among elastic interaction between
nucleating precipitates and GB dislocation networks, while growth anisotropy
is determined by the relative inclination of the habit plane with respect to GB
dislocations, density of nucleation sites and coalescence during growth, and spatial
confinement from simultaneously nucleated neighboring variants of dissimilar
types.

The recently designed ultralow modulus Ti2448 alloy has very unique mechan-
ical properties (Hao et al. 2012): when quenched to 193 K, martensitic transfor-
mation (MT) may become a major deformation mechanisms (Zhu et al. 2017). Both
crystallographic analysis and phase field simulations have revealed the diverse strain
accommodating modes, especially the excellent geometrical compatibilities of twins
and herringbone structures, providing the MT with great flexibility for arbitrary
shape changes and defect structures generated during plastic deformation, which
may have contributed to the exceptional mechanical properties of the alloy. Phase
field simulations have also been used to study the effects of many other factors on
the microstructure, such as sideplate formation from grain boundary in Ti-6Al-4 V
alloy (Wang et al. 2009b), effect of interfacial energy anisotropy (Yang et al. 2012),
and the effect of initial particle size distribution (Wang et al. 2009a). Apart from
growth of precipitates, the dissolution and coarsening process were also simulated
in order to gain understanding of the kinetics of these processes. These may help
with the heat treatment route design (Wang et al. 2009a, 2011a).

5.2 Microstructure Evolution During Thermo-Mechanical
Processing

Titanium ingots are usually broken down and deformed into various shapes through
different thermo-mechanical processes, such as forging, rolling, or extrusion, into
required rod, sheet, or plate. Further forming can be accomplished by isothermal
forging or friction welding. These processing operations play a significant role to
produce microstructure with outstanding properties. However, the whole process
is long and complicated, with each step having influence on later ones, the link
between microstructure and processing being not clear. With the fast progress of
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Fig. 11 Microstructure with VS caused by prestrain of uniaxial tension or compression (50 MPa)
along [101]β (Shi and Wang 2013)

microstructure simulation method recently, the difficulties could be partly overcome
by computer simulation.

Simulations considering the influence of certain factors separately is feasible and
may be superior compared to experiment. Phase field model was developed to pre-
dict VS and microstructural evolution of α precipitates during β to α transformation
(Fig. 11). It is found that the microtexture with VS is determined by the interplay
between external stress and internal stress from precipitation (Shi and Wang 2013).
Further simulation in polycrystalline Ti-6Al-4 V (Shi et al. 2015) found that local
stresses lead to obvious VS and, under certain prestrains, polycrystalline β sample
could end up with a relatively weak α texture even if it has a strong starting β phase
texture. Simulation also shows that due to the strong anisotropy of α precipitates,
the 2D sampling may introduce “pseudo VS,” thus when analyzing texture data,
one must bear this in mind. The findings may shed some light on the control of
transformation texture by thermomechanical processing.

Besides PF, CA is also used for modeling microstructure evolution, e.g., to
simulate the micromechanical behavior in a Ti alloy under dwell-fatigue loading
(Pourian et al. 2016). Simulations show clearly the load transfer from a deformed
cell to its neighbors, during cyclic loading, with hard cells experiencing higher stress
until they start to deform plastically and eventually generate a crack. Although CA
model is simple, it could describe high level of complexity and allow the statistical
description of polycrystals by considering stress-strain transfers between neighbors.
Another simplified CA model is developed to simulate the 3D local behavior of
nontextured microstructures in elasticity with reasonable results compared to more
sophisticated FEM (Pourian et al. 2014).

The CPFEM is an integrated theoretical framework containing micromechanical
models and concepts under a unified theory of crystal plasticity. It is a powerful
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tool for solving mechanical events during hot working. A microstructure-sensitive
fatigue study in Ti-6Al-4V and Ti-18 alloy by CPFEM (Smith et al. 2016) suggests
that reduced lamellar colony sizes, α phase, and transverse texture can enhance the
resistance to formation and early growth of fatigue cracks. The CPFE investigation
of the micromechanical behavior of Ti-6Al-4V shows that the nanoindentation
results depend sensitively on grain orientations (Han et al. 2015). The CPFE
simulation of the deformation of titanium sheet under different strain shows
that twinning affected significantly the anisotropies in Lankford value and work
hardening under compression, and cause tension-compression asymmetries (Hama
et al. 2017).

A simulation can be coupled with another to restore the thermo-mechanical
progress, e.g., 3D CA-CPFE coupling (Li et al. 2016), with dynamical recrystal-
lization (DRX) evolution built into CPFE framework that allows the investigation
of isothermal compression in the β phase field. The DRX-induced reduction of slip
resistance and GB migration cause a relatively large subsequent plastic deformation
around GB, while small strain is found within recrystallized grains. Finally,
simulation combining Monte Carlo with stochastic CPFE in a self-consistent
viscoplasticity framework shows that microstructural features such as grain size
distribution and crystallite orientations govern the uncertainty in the mechanical
response of the polycrystalline materials (Askari et al. 2015).

Some special models are introduced to simulate the microstructure evolution
during processing and service conditions. A deterministic model was established
to account for the effect of initial crack size, microtextured region size, and aspect
ratio on the fatigue life of titanium alloys (Pilchak 2014b). The results indicate
that dwell and cyclic fatigue life depend mostly on microtextured region size
and initial crack size, respectively. The creation of a process-structure-property
database for dual-phase titanium alloys by a synthetic microstructure generation
method and a mesh-free fast Fourier transform-based micromechanical model has
been worked out (Ozturk and Rollett 2017). It is found that the response is most
sensitive to α fraction and prior β texture. Increase in α fraction enhanced the tensile
strength, as the α phase is harder. Increased prior β (001) texture decreases tensile
strength. Microstructural evolution was modeled by LS method to explore the lath
spheroidization phenomenon in α/β titanium alloy, with consideration of interface
diffusion and the motion driven by curvature (Polychronopoulou et al. 2016), but
since deformation was not accounted for in detail, further study is still needed.
Thorough understanding may rely on further integration of new technology and
simulation (Pilchak et al. 2014a).

5.3 Microstructure Evolution During Advanced Forming
Processes

Many new processes emerged in the last decade, some of which may in some
way be superior to conventional forming, and can replace them in certain circum-
stances. Powder metallurgy may produce very uniform composition since it has no
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solidification process causing macrosegregation, while additive manufacturing may
produce original shape from draft, without mold. For some advanced forming
techniques that combine high energy beam melting and solidification process in
small volume, the details are difficult to reveal solely by experiments, and their
microstructure evolution and defect formation are not easy to control. More compli-
cated model considering various factors needs to be developed and implemented.

Additive manufacturing or 3D printing is an emerging technology based on
computer-aided design and manufacture. It can shape complex structure quickly
and overcome the limitations of traditional processes. The microstructure generated
by this novel technology has been investigated by experiments, and simulated by
MC, FE, and CA, or coupling of these methods. Recently, a Potts MC-based model
implemented in the SPPARKS framework has been utilized to simulate melting,
solidification, and microstructural evolution in the fusion and heat-affected zones
of welds (Theron et al. 2017) (Fig. 12). It was shown that weld speed is a key
process parameter. Together with shape parameters describing various possible pool
shapes and heat-affected zones representing different heating method, it facilitated
the design of many possible welding processes.

The evolution of grain structure is simulated using 3D MC model of grain growth
in the heat-affected zone of CP-Ti welds (Yang et al. 2000). The calculated grain
sizes for various heat inputs were comparable with the results of corresponding
experiments. The mean grain size in regions equidistant from the fusion plane
increased along the circumferential direction from the top surface to the weld root.

Besides these models, 3D model is proposed to analyze heat transfer and fluid
flow in weld pool during electron beam freeform fabrication of Ti-6Al-4 V (Tang
et al. 2014). Vigorous fluid flows were found in the front part of weld pool with
thermal-capillary force as the main driving force, and frequent droplet impacting
influences heat and mass transfer in the weld pool. Scanning electron beam could
decrease temperature gradient and magnitude of fluid flow in the weld pool. The
grain structure of Ti-6Al-4V after laser melting is explained using a new model
combining 3D FE and CA validated by experiments (Dezfoli et al. 2017). The
growth direction of elongated grains is controlled by heat flow direction, which is a
function of laser scanning speed, and the grain size decreases with increasing laser
speed.

Recently a new AM process, hybrid deposition and microrolling (HDMR), is
introduced that integrates arc deposition and microrolling. A 2D CA coupling
finite volume method is developed for simulating microstructure evolution including
solidification and dynamic recrystallization during HDMR forming (Zhou et al.
2016). Rolling reduction was found to control the dynamic recrystallization region
and size of recrystallized grains. Computational analysis was also made on linear
friction welding of titanium alloys, and the effect of processing parameters evaluated
(Li et al. 2010; Yang et al. 2015b). Apparently the simulation on these complicated
new processes needs more efforts.
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Fig. 12 (a) Comparison between simulated and experimental microstructures along the top and
(b) the bottom surface of a weld (Theron et al. 2017)
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6 Finite Element Simulation for Understanding
and Optimization of Forming Process

Titanium alloy components are fabricated traditionally through melt-casting, forg-
ing, rolling, extrusion, powder metallurgy, and recently additive manufacturing,
and many factors should be controlled to achieve the best performance. In addi-
tion, optimizations are made to shorten processing routes, alongside performance
enhancement and defect control. In order to obtain a consistent quality product at a
minimal cost, various simulations are carried out for each manufacturing process in
order to reduce the long and costly trial-and-error design iteration and lower the cost
at production stage (Avitzur 1968; Semiatin 1984; Gegel et al. 1988; Schey 1997).
FEM is the most popular technique to improve the designer’s capability to evaluate
and optimize various aspects of forming process (Luo et al. 2007; Lacki et al. 2010;
Wu and Zhang 2014; Wang et al. 2016b).

6.1 Development of FEM for Various Processes Simulation

Early process simulations relied on simple analytical techniques to estimate forming
load, workability limits, and mold design features, then with complex analytical
equations converted to charts for easy use. FEM for metal forming was introduced
in early-1970, and has impacted industry since mid-1980. Due to its capability and
industry demand, FEM has evolved into true 3D models, with robust functionalities
since late-1980 (Kobayashi et al. 1989; Malas and Seetharaman 1992; Rowe et al.
2005), and succeeded in reducing R&D cost for various processes for titanium
alloys, from vacuum arc remelting (VAR), to forming analysis for processing
window control, mold design evaluation, and defect prevention.

The melting of titanium alloy is the most complicated process for simulation, an
example being the most popular VAR technology. This process involves melting,
liquid flow, diffusion, solidification, and electro-magnetic stirring and cooling, and
cannot be solved by a single simulation; models should be established focusing on
each aspect. Robust and efficient model for transient analysis of electromagnetic
field, flow, heat transfer, macro-segregation, and inclusion behavior was established
for the VAR process, and simulations in the last two decades have promoted
effectively the development of this technology (Mitchell et al. 1991; Hernandez-
Morales and Mitchell 1999; Kelkar et al. 2004; Mitchell 2005; Mitchell and Reed
2009) (Kelkar et al. 2007), see Fig. 13. Recent development of continuous casting
of titanium rod and plate ingot for direct rolling may reduce significantly the cost
of titanium products (Yu 2013) but is still challenging for various alloys, and
simulations are strongly needed.

After melting, ingots are broken down into large rod in the high temperature β

phase field and then forged at progressingly lower temperature, mostly down to the
two-phase field. A typical process for making components for aviation application
needs a dozen passes of forging and rolling, and may undergo isothermal forging to
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Fig. 13 Simulated variation of Al concentration in Ti-6Al-4V VAR ingot with and without
magnetic stirring (Kelkar et al. 2007)

final shape, and then heat-treated to desired microstructure. Shortening processing
route is challenging work for production cost reduction without sacrificing perfor-
mance.

For hot forming technology like extrusion, lubrication is crucial for protection
of the alloys and mold, since titanium is extremely reactive at high temperature and
reacts with most molds if in direct contact. A continuous film of viscous glass can
be good lubricant and separator between titanium and mold; however, the viscosity
control is not an easy task, due to the very high temperature gradient across the
contact. The glass viscosity is too low and will leak out if temperature is too
high, while it becomes hard and brittle otherwise; in such circumstances not only
is the lubricant effect lost, but the product may be scratched and destroyed. FEM
simulation was carried out to investigate the temperature and viscosity distribution
within glass lubricant film under different extrusion condition and, based on that,
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lubricant was designed and successful extrusion was achieved. For the canned
extrusion of TiAl, the situation becomes more complicated: apart from lubricant,
a right dwell time in air is needed for the container to achieve a similar strength
to that of the TiAl billet inside. FEM simulations provide key information to glass
lubricant design and extrusion process, and lead to successful extrusion after only
very limited number of trial (Bai et al. 2010).

6.2 Integrated Simulation for Complete Manufacturing Process
Optimization

Most titanium alloy components go through a long manufacturing cycle, which typi-
cally includes melting, ingot breakdown, forging, heat-treating, welding, machining,
and assembling and installation. The cast microstructure in titanium alloy ingot
is usually very coarse, can be broken down through cogging, upsetting and
drawing, and forged into semi-finished microstructure, and then die-forged into
final products. For each step, the results of last procedure will have strong influence
on the next, such as in temperature and microstructure distribution, strain or even
defect state; therefore, integrated simulation of the whole process is the dream
of the process design engineer. However, since the numerous details need to be
considered in each step of the long and complicated process, and tremendous
amount of computation is involved in each step, there is no truly integrated
simulation throughout. Numerous efforts on these integrations were made in the last
decades to produce software enabling the integration of two or more procedures,
such as sequential forging or rolling simulation with output of the last simulation
into the next as input, or integrate two or more scales, such as FEM simulation
with consideration of microstructure changes. FEM simulation was carried out for
forging, rolling, extrusion, casting, and powder metallurgy process, with partial
consideration of integration of scales e. g., CPFEM, Yada model are used to predict
microstructure during deformation, and phase field simulation of microstructure
evolution considers various factors under different condition. Since a complete
material flow and thermal mechanical history is important to model the behavior
properly during production or during service, it is ideal to have integration of
different subprocess in a group, if not in one simulation, to gain understanding
of microstructure and performance evolution throughout the entire manufacturing
process.

The forging of TA15 titanium alloy cylindrical ingot was investigated using 3D
FEM simulation. It was found that the deformation strain at each pass influences
strain distribution strongly: very small strain of each strike results in near surface
deformation, while very large strain forms localized strain in the center. The
deformation beneath hammer and between two hammers have opposite distribution,
sometimes with the latter having much larger accumulated strain. The forging
process was optimized on the basis of FEM strain analysis (Yu et al. 2010). After the
ingot was forged into bars, they go through rolling passes or through extrusion into
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tube or rod with profiled cross-section. The rolling stress is high in the two-phase
field, and the microstructures are sensitive to temperature and strain, which make the
processing window narrow, and the pass design and process control difficult. Special
Y-shaped roller and unique caliber are designed based on quantitative FEM analysis
of the effects of each parameter on temperature and deformation characteristics
within rolled bars. Continuous rolling succeeded in making the wire for fasteners
with required uniform microstructure and texture.

The constitutive relations are crucial for FEM simulation, and are usually deter-
mined experimentally, using physical simulation like Gleeble thermo-mechanical
simulator, which gives the stress-strain relations at different temperature and strain
rate by controlled tension or compression. The flow stress-strain data should cover
the whole process window of actual forming process, including temperature, strain,
and strain rate at each position of the components simulated. Large extrapolation
of data range usually results in unexpected error. During Gleeble test, factors
introducing error should be considered carefully, including the temperature change
due to heat loss into anvils and air, the friction between specimen and anvils, and the
temperature rise caused by plastic deformation (Meng et al. 2018). FEM simulations
on Ti60 and TiAl alloys showed that the temperature distribution in specimen is not
uniform during hot compression, resulting in significant deformation inhomogeneity
and unignorable error in the flow stress-strain relation, invalidating the uniform
strain assumption commonly employed to extract the constitutive relation from
Gleeble tests (Yu et al. 2012). Based on FEM simulations with iterative corrections,
a scheme to refine the constitutive relations from Gleeble tests was proposed,
through which more accurate constitutive relations can be obtained (Yu et al. 2019).

6.3 Integrated Simulation of Microstructure Evolution During
Hot Processing

Currently, most FEM modeling considers only isotropic and unchanged behavior
of materials. In fact, many factors can alter the material, such as recrystallization,
texture formation, phase transformation, grain size evolution, precipitate size and
distribution, and even damage, could all potentially affect deformation behavior
(Banerjee and Williams 2013; Collins et al. 2013). Understanding the microstruc-
ture/properties evolution during thermal mechanical processing and its associated
effect on mechanical properties, such as flow stress, modulus, and creep behavior,
is very crucial to the model accuracy since these properties are generally the most
important input to FEM analysis.

Artificial intelligence method play an increasingly important role as big data
(both experimental and simulation) of titanium alloy composition/processing/micro-
structure/properties are accumulated. The microstructural evolution of titanium
alloy under isothermal and other hot forging was predicted using artificial neural
networks (ANN) and finite element (FE) simulation (Kim et al. 2009). The
change in phase fraction, grain size, and dynamic globularization fraction were
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modeled considering various hot working conditions, based on input parameters
such as initial specimen/die/environment temperature, steady-state phase fraction,
and elapsed time during forging. Resulted ANN models were coupled into FE
simulation, with grain size variation and a globularization model developed for hot
forging, and validated on Ti-6Al-4V hot-worked under various conditions.

Apart from phase fraction, texture is also very important for mechanical prop-
erties. For example, the existence of microtexture is believed to be the root cause
of the large fatigue life scattering during dwell fatigue for some titanium alloys
such as Ti6242 as rotating components in jet engine (Kassner et al. 1999; Sinha
et al. 2006; Rugg et al. 2007; Dunne and Rugg 2008; Germain et al. 2008; Pilchak
et al. 2009; Qiu et al. 2014). The mechanism of texture evolution in TA15 sheets
during hot tension along the rolling direction was investigated by both experiment
and CP simulation (Zhao et al. 2017). Four main orientations in undeformed TA15
sheets were found to evolve in different ways. CPFEM simulation shows that basal
slip would rotate <0001> axis off the tensile direction, while prismatic slip rotates
[1010] axis oppositely. This lattice rotation results in the transition of orientation
C and D, while keeping the orientation of A and B steady. Such understanding on
texture change may shed some light on the process design for texture optimization
in titanium alloys for critical application such as rotating components in jet engine.
Various models and methods to describe the deformation character of various
microstructures were developed, while more effort is still needed to couple these
seamlessly with fabrication process simulation (Li et al. 2019).

Beyond traditional titanium research community, there are much broader ranges
of new idea we may learn from, to advance titanium alloy development. For better
mechanical properties, we need to overcome the conflicts between the strength and
toughness of material or find a balance between strength and ductility (Ritchie
2011). New strategies for this can be employed, including analyzing the mechanism
of each property with the help of simulation, and learning from nature to achieve
good strength and damage tolerance (Gao 2006; Lu 2010). With the help of
multiscale simulation and new characterization technique, more possibilities of
microstructure modification can be found, e.g., ultra-fine microstructure can be
obtained by carefully designing thermal-mechanical processing or heat treatment
route through nonconventional transformation pathways utilizing some metastable
phases such as ω or O′′ phase (Wang et al. 2008b, 2010; Ping 2014; Zheng et al.
2016a, b, c). Through specially engineered coherency of internal boundaries and
stability control, both high strength and conductivity can be achieved (Lu et al.
2009). Ultra-strong steel was designed by introducing high-density of nanoscale
precipitates with minimum lattice misfit (Jiang et al. 2017), or even forming
amorphous phase with the help of martensitic transformation (Zhang et al. 2018).
New approach to achieve smaller grains with strong GB may be realized with
the help of deeper understanding of the segregation and embrittlement of GB by
integrated simulation (Chookajorn et al. 2012; Kalidindi et al. 2015; Polyakov et al.
2016; Lejcek et al. 2017).
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7 Perspective and Challenges

7.1 Perspectives

1. The performance requirement for titanium alloys is becoming more applica-
tion specific, so materials are now not an independent choice as before. In
order to enhance performance further to fit new design, application-specific
developments are needed for critical components. It is the whole processing
technology that ensures the successful and economic application of material.
Therefore, the development of new materials needs to take a different route, to
achieve better performance balance for each usage, using simulation as much
as possible, and make early contact between materials researcher, manufacturer
and system designer, and communicate what they really need and what they can
offer.

2. Developing a new material needs to go through composition selection,
microstructure and properties optimization, and processing optimization, etc.,
then a series of component design is tried, to obtain the best component design.
In order to accelerate this process, in the future, the different stages of materials
development and the system design can proceed in parallel, with the help from
multiscale computation. The performance of components is simulated well
in advance before materials are made, and materials designer needs to work
together with component designer to adjust the composition, microstructure,
and processing route according to the requirement of the specific application.
More challenging problem can only be solved efficiently by strong collaboration
between computational specialist and experimentalist, and between materials
and system designer (Rugg 2014).

3. Future computations should focus on bottleneck problems in each application
and serve either to identify the controlling factor in processing or to reveal
working mechanism which is not easy to uncover solely by experiments.
Materials for the compressor of jet engine require high strength, toughness,
fatigue, creep and oxidation resistance under high temperature, etc., but from
the first to the end stage, the temperature and pressure increase gradually, and the
bottleneck may shift from fatigue to creep, or even oxidation, so the materials
design should adjust accordingly.

4. Traditionally our processing route is designed to achieve uniform microstructure
throughout components; as the demanding for materials increases, position-
specific inhomogeneous microstructure and composition (functional gradient
microstructure, or architectured microstructure) may be designed. With
special arrangements, microstructure such as gradient/intermixed grain
size/composition/phase may enhance the strength-ductility compatibility, and
be beneficial to the performance of components (Lu 2014; Zeng et al. 2016;
Jiang et al. 2017). Computation at different scales may help on designing better
materials and processes of fabrication.
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5. With the advancement of computation, various integrations are possible, either
of different scales, e.g., FEM with microstructure changes, or MD with exper-
imental timescale, or linking different processes, such as passing details of
component along different stages of manufacturing. New advances in computing
such as artificial intelligence should also be employed in both simulation and
analysis.

7.2 Challenges

1. The rapid development of high-techs need more advanced titanium alloys,
often urgently, but cannot tolerate its long insertion time of 10–20 years
like before. The MGI and ICME approach should be adopted throughout
materials composition design until fabrication, to accelerate new materials
development (Kubel 2013; Glavicic and Venkatesh 2014). How to communi-
cate between different parties and what information to share need some new
regulations, involving not only science and technology, but also economy or
even politics, especially for the strategically important materials like titanium
alloys.

2. Computations focused on more specific processes need better input, such as
proper boundary conditions and constitutive relation. However, realistic deter-
mination of processing parameters, such as constitutive relation under different
stresses, elastic properties of phases with different composition/temperature,
and friction/thermal conductivity coefficient at interfaces between different parts
during hot working, may not be an easy task. New technologies for achieving
such parameters are needed for titanium alloys studies, including high throughput
computation/characterization method, or from some data sharing mechanism
(Curtarolo et al. 2012; Christodoulou 2013; Jain et al. 2013; Agren 2014; Wang
et al. 2014a, e; Zhao 2014).

3. Multiscale modeling and simulation have been utilized in the last few decades
to solve basic properties, such as energy and modulus of phases, and gradually
to more complicated problems, such as strength, toughness, fatigue, and stress
corrosion cracking, which are much more challenging. Modeling and simulation
should be fully utilized and designed carefully to help identify the controlling
factors, and to promote our understanding, and help reduce the number of
experiment and cost of the development, and finally to help materials to get out
of the “death valley.”

4. Simulations have been successful in promoting manufacturing of different types,
such as casting, ingot melting, forging, rolling, extrusion, and welding. New
processing technologies may need more help from the simulation community,
e.g., powder metallurgy, additive manufacturing, and friction stir welding. In
each of these processes, the microstructure changes and properties variation
during processing are difficult to control and largely unknown, and simulation
may do more to solve these challenging problems.
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Abstract

One of the great puzzles in describing the constitutive behavior of flowing
granular media is the role of grain size. Even for relatively simple, stiff, round
grains, the length scale of grains themselves is large enough to influence
the continuum rheology, causing departures from local model predictions in
the presence of flow heterogeneity and thin geometries. Here we present the
development of a particular nonlocal model, the nonlocal granular fluidity (NGF)
model, which has shown to be quantitatively predictive and able to capture
this effect in the various forms it emerges. We show that the model correctly
gives steady flow fields of grains over multiple orders of magnitude in many
different 2D and 3D geometries without refitting. The same model captures the
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size-dependent strengthening of thin granular bodies, a phenomenon that may at
first glance appear separate from that of predicting steady flow profiles. NGF also
correctly captures the so-called secondary rheology of grains, wherein faraway
flow alters the apparent yield stress everywhere. The underlying physics of the
nonlocal rheology is gradually becoming clearer, as it has recently been shown
that the nonlocal fluidity field, which is a key field variable in the model, is a
true kinematic state variable. We also discuss the remaining open questions and
future directions.

1 Introduction

The problem of determining accurate constitutive relations for granular media
is a challenging and long-lasting problem going back to the days of Coulomb.
Numerous models have been proposed – far too many to attempt to summarize
here. See Andreotti et al. (2013), Mitchell et al. (2005), and Goddard (2014) for a
rather current review of models. The civil engineering community has traditionally
modeled granular media using principles of continuum solid mechanics, which
emphasizes the role of density, evolving internal variables, and pressure on the
plastic yield condition. This modeling approach tends to focus on the behavior of
natural grains, typically soils, undergoing moderate levels of total strain. On the
other hand, one can consider problems of developed granular flow, where strains
are enormous and one may consider something closer to a fluid-like treatment of
the material. This viewpoint has been studied in recent decades by physicists and
fluid mechanicians from both discrete-particle and continuum perspectives. Here,
even with idealized simple grains, the issue of determining a precise “Navier–Stokes
Equations” of granular flow has been elusive.

This chapter describes recent developments geared more toward the latter
perspective, with the aim of coming up with a geometrically general, quantitatively
accurate model that predicts the rheological behavior of systems of simple particles.
The emphasis will be on developed flow problems and conditions related to exis-
tence of developed flows. The chapter proceeds for the most part chronologically
in the order the developments were made. We begin by describing the state of the
art as of the early 2000s, in particular the inertial rheology of granular flow. This
model is fully local, and we discuss a number of key granular phenomena that
cannot be represented under this approach, which leads to well-known accuracy
losses. We then describe the reasoning behind adding a particular nonlocal term
into the constitutive relation to rectify these shortcomings of the local model. The
resulting model, which is denoted nonlocal granular fluidity (NGF), is then tested in
a variety of flow geometries and shown to produce accurate predictions over several
order of magnitude of flow speed, in both 2D and 3D. The same model is then
tested against other unusual manifestations of grain-size cooperativity known in the
granular materials literature, including the effect known as secondary rheology and
the so-called Hstop effect. The latter demonstration is accompanied by a theoretical
description of how the steady form of NGF is derived from an appropriate dynamic
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form. We close with ongoing efforts to explain the microscopic underpinnings of
NGF, including studies to relate its parameters back to grain-level descriptors, and
results that show the model’s key order parameter field, the granular fluidity, is in
fact well-defined from microscopically observable grain behaviors.

2 Local Model

Over the last 15 or so years, significant progress has been made in determining
the rheology of isotropically shaped, stiff grains in simple shearing (da Cruz et al.
2005; Jop et al. 2006). The model that has arisen, known as the “inertial rheology,”
could be seen as a generalization of Bagnold’s scaling law (Bagnold 1954) for
constant volume shearing. The model has been applied to a variety of problems,
including silo drainage (Staron et al. 2012a, b; Kamrin 2010; Dunatunga and Kamrin
2015), heap flows (Jop et al. 2006, 2007; Kamrin 2010), granular column collapse
(Lagrée et al. 2011; Dunatunga and Kamrin 2015; Valette et al. 2017), and projectile
impact into dense granular media (Dunatunga and Kamrin 2017). A major feature
of the inertial rheology is that its form can be deduced primarily from dimensional
considerations, as we review now.

Consider a (planar) simple shear cell, containing quasi-monodisperse grains
having characteristic size d, density ρs , surface friction μsurf, restitution coefficient
e, and “shape” s. The grains are presumed stiff enough that the stiffness k is not
relevant to the rheology. Suppose a wall pressure P is imposed on walls of the cell
and a tangential wall velocity is prescribed such that, at steady state, the granular
strain rate is γ̇ . From these input conditions, a shear stress τ arises as the stress
needed to sustain the steady motion. The system can be described by the following
dimensionless groups:

μ = τ/P, I = γ̇
√
ρsd2

P
, μsurf, e, s (1)

where μ is the stress ratio and I is the inertial number. Thus, by Buckingham’s
theorem, the rheology of the grains must be expressible as

μ = μ̂(I, μsurf, e, s). (2)

For a fixed material, we can absorb the grain properties and tersely re-express the
relation above as

μ = μ̂(I ). (3)

This functional relationship is known as the inertial rheology. For μsurf > 0, it
commonly fits well to a form

μ = μs + Δμ

Δμ/bI + 1
(4)
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where μs , b, and Δμ are material constants. It is approximately linear in I when
I � 1 but asymptotes to a value μ → μs + Δμ as I → ∞. It is also common,
when interested in slow to moderate flows, to expand the above to linear order near
I ∼ 0 and use

μ = μs + bI. (5)

If μ < μs there is no flow. Hence, μs acts as a critical internal (bulk) friction
coefficient. On the other hand, the more the applied stress ratio μ exceeds μs , the
higher the relative flow rate I .

3 Departures from Locality

Although the inertial rheology is quite successful at describing homogeneous,
steady-state simple shear flows in systems large compared to d, it was noticed fairly
soon after its introduction that the relationship is violated in a number of important
situations. In general, the μ̂(I ) relation is not satisfied in inhomogeneous steady
flow geometries, particularly in regions of slowly flowing material (MiDi 2004).
Moreover, a variety of other, seemingly independent phenomena stand in contrast
to the outcomes that would be given by μ̂(I ). For example, it is observed that as
geometries shrink in size, granular materials act as if they are stronger, i.e., a larger
than expected stress ratio μ is needed to maintain a steady flow. This occurs in thin
flows down inclined chutes (Pouliquen 1999), hourglass nozzles (Beverloo et al.
1961), and other geometries (Liu and Henann 2018) whose size scale impinges on
the size scale of < O(100) grains. As another unusual phenomenon, a “secondary
rheology” is observed in granular flows (Reddy et al. 2011), wherein the motion of a
boundary causes even the static looking parts of a domain far from the said boundary
to lose their yield stress and flow under arbitrarily small forcing of a probe.

All of these behaviors are intrinsically nonlocal; the particle size is producing
cooperativity in the dynamics over a grain-based length scale, and this causes the
rheology at a point to divert from a relationship between local stress and local strain
rate, as would be implied by Eq. 3. Whatever the remedy is, it involves explicitly
accounting for the mean grain size as a length scale within the rheology. Previous
size-dependent modeling approaches exist, such as Cosserat (micropolar) continua
(Mohan et al. 2002), kinetic theory (Jenkins and Berzi 2010), self-activation
(Pouliquen and Forterre 2009), partial fluidization (Aranson and Tsimring 2001),
nonlocal inertial-number modeling (Bouzid et al. 2013) and the void/spot models
(Kamrin and Bazant 2007). The key advantages of the theory we present below are
its relative simplicity, as it depends on few parameters, and its ability to accurately
capture the different departures from local mechanics exhibited by grains.



8 Quantitative Rheological Model for Granular Materials: The Importance . . . 157

4 Nonlocal Granular Fluidity Model

The sieve that leads to the nonlocal model presented here lies in a set of data
gathered by Koval and co-workers in 2009, which gives very clear indications as
to how the local inertial relation is violated in inhomogeneous flow geometries
(Koval et al. 2009). The authors use the discrete element method (DEM) to compute
steady flows of quasi-monodisperse (∼20% polydispersity) frictional disks in an
annular Couette geometry. The Couette’s exterior wall pressure is controlled but
cannot displace in the θ direction, and its inner wall is rigid with rotational velocity
prescribed (see Fig. 1a). All walls are fully rough. The output flow is characterized
by a large speed near the inner wall that decays rapidly as r increases. By varying
the grain size, as measured through R/d, and inner wall speed vwall, many different
flows are obtained. By coarse-graining stress and velocity in space and sampling
many different locations, a scatter plot of μ and I is obtained for each test, and
how well μ vs. I remains well-collapsed onto one curve can be tested. Since locally
the flow in this geometry looks everywhere like steady simple shear, any departure
from the one-to-one μ vs. I relation observed in homogeneous shear can only be
explained through nonlocal effects that call upon higher flow gradients.

As shown in Fig. 1, for low values of I , which correspond to positions far from
the inner wall, the plots from different tests do not converge onto one curve. In fact,
as long as R/d < ∞, we see many data points where flow is occurring, I > 0, but
the stress level is below what the local model would predict is the yield condition,
i.e., μ < μs . In the tests where wall speed is varied, those tests where the wall
speed is very slow all have the same range of μ present in the flow field, however
the different slow wall speeds each have entirely different ranges of I . Here, the
stress fields are nearly unchanged between the different tests, however the flow
fields are all scaled by the speed of the wall. This rate-independent phenomenon
in slow creeping zones, which runs directly counter to the rate-dependent nature of
the inertial rheology, must be reconciled with nonlocal modeling.

The approach we take herein is a granular extension of a mathematical model
proposed in 2007 for emulsions called the kinetic elastoplastic (KEP) model (Goyon
et al. 2008; Bocquet et al. 2009). Though the KEP model was originally justified
with micro-statistical arguments, our motivation for modifying the KEP model for
granular media is primarily one of practicality, as its mathematical form possesses
features that at the outset appear uniquely capable of rectifying the basic departures
from locality apparent in the Koval data, yet the model remains fairly simple. We
present the model now, which we refer to as the nonlocal granular fluidity (NGF)
model.

Define the granular fluidity field g as an order parameter that exists throughout
the granular domain. The fluidity plays a key role in the constitutive relation as it is
the field that specifies how local loading causes local flow, via

γ̇ = gμ. (6)
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Larger g means more susceptibility to flow, whereas g = 0 represents solid material.
If the inertial rheology were correct, g would have a formula, denoted gloc, given by
Eq. 5 in the slow flow regime:

gloc(μ, P ) = μ̂−1(μ, P )/μ = 〈μ− μs〉
bμ

√
P

ρsd2 (7)

where 〈·〉 denotes the Macaulay bracket. The proposed nonlocal rheology in its
steady-state form states the true fluidity g is the solution to the following PDE:

g = gloc(μ, P )+ ξ2∇2g. (8)

Equations 6 and 8 constitute the NGF constitutive model in steady, scalar form.
Here, ξ is a length scale explicitly scaled by the mean grain size d. It can be seen
in the above that the true fluidity is obtained as the solution of a PDE, for which
gloc serves as a source term. The true fluidity field, g, is a diffused version the field
of gloc. This allows regions to flow (g > 0) even if those regions have μ < μs .
Secondly, in regions where μ < μs , gloc vanishes and the PDE reduces to g =
ξ2∇2g, which is linear in g and allows a solution to be scaled by a constant and
still be a solution. This fact implies the system transitions to a rate-independent
form in creeping zones whose stress is under the local yield criterion. If the flow is
homogeneous or the length scale ξ vanishes, the ∇2g term vanishes, and one is left
with the inertial rheology. All these checks pass the sieve of Koval’s data.

The length scale above is given by ξ = d A√|μ−μs | as inspired by the form in
Bocquet et al. (2009). It turns out this formula can be derived by considering the
dynamic version of the fluidity PDE, which will be considered in an upcoming
section. The divergence of the length scale as μ → μs was directly observed
in DEM simulations in Kamrin and Koval (2012). The parameter A is the only
new material parameter in the model. It is called the nonlocal amplitude; it
is dimensionless and order one in size and depends only on grain information
excluding grain size. Lastly, the system is closed by applying a set of boundary
conditions to the new field. Since the fluidity PDE is of source-diffusion type,
the choice of boundary conditions is less important than in boundary-only-sourced
PDEs. In the 2D demonstrations provided next, g = gloc is applied at all boundaries.

The solid lines in Fig. 1 display the solutions of the NGF model in the annular
Couette geometry, using A = 0.8. The parameters μs and b are taken from simple
shear tests of the same DEM disks in Koval et al. (2009). It is observed that the NGF
model correctly captures all data points from the DEM simulations. Contrary to the
local model, NGF captures all the low-I data, which does not converge on a single
μ vs. I curve.
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5 Steady Flows

In light of the rheological check above, we conducted robustness tests to see how
well this same model predicts motion of the same material in different geometries.
Using the DEM disk material from before, we conducted tests of flow down a
vertical chute and shear flow in the presence of gravity (Kamrin and Koval 2012). In
both geometries, the gravityG is varied through several values. Results are shown in
Fig. 2. It can be seen that the NGF model predicts the steady flow field correctly over
several orders of magnitude without any model recalibration. Of note it captures the
exponential-type decay of the fields and correctly finds that there are no regions
where the flow rate is zero; however small it may get, it is nonvanishing everywhere
as long as flow exists somewhere. This is in contrast to the inertial rheology which
predicts sharp flow cutoffs.
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With verification that the model correctly predicts 2D flows in discrete simula-
tions, we move on to show the same model predicts 3D flows in real experiments.
We extend the scalar form of the model to a general form by presuming codirec-
tionality of the stress deviator and the strain-rate tensor, which is a relatively good
approximation in developed flows of simple grains (Koval et al. 2009; Rycroft et al.
2009; Weinhart et al. 2012; Henann and Kamrin 2013). If we also presume the
rate of change of free volume has vanished at steady state, we obtain the following
system:

σ = −P1+ 2
P

g
D stress constitutive relation (9)

tr(D) = 0 constant-volume constraint (10)

g = gloc(μ, P )+ ξ2∇2g nonlocal rheology (11)

where D is the deformation-rate tensor, σ is the Cauchy stress, and μ and P are now
defined from stress invariants: P = −trσ/3, τ = √

σ ′ : σ ′/2, and μ = τ/P . Here, ′
denotes the deviator. The function for the length scale ξ carries the same definition
as before, though now its arguments are defined from these stress invariants.
Coupling the above to the standard equations of momentum balance closes the
system.

To test the 3D model, we simulate flows in a “split-bottom Couette” cell
(Fenistein and van Hecke 2003). This geometry, pictured in Fig. 3, was chosen
primarily because no existing continuum model had correctly predicted its flow
fields; it is a notorious benchmark case (Dijksman and van Hecke 2010). The
geometry is essentially an annular trough whose floor is split along a circle. Grains
fill the trough and are set into motion by rotating the outer part of the trough with
respect to the inner. The tantalizing observation in this geometry is that the flow field
on the free surface is amazingly close to an error function as long as the fill height
is relatively shallow. That is, the surface flow field ω = vθ/r fits almost exactly to

ω(λ) = 1

2
+ 1

2
erf(λ), λ = r − Rc

W
(12)

where Rc is the shear-zone center andW is the shear-zone width. It is observed that
as filling height H increases, Rc shrinks andW grows, but the error-function shape
is robust.

To simulate the NGF model in 3D, a user element routine in Abaqus was written
(Henann and Kamrin 2016), with Neumann boundary conditions on the g field. As
for material parameters, we consider only experiments that used glass beads and
surmise a value of A = 0.48 this material. The other material constants (μs and
b) are taken directly from the literature on simple shear of glass beads (Jop et al.
2005). As can be seen in Fig. 3, the NGF model captures the experimental flow data
very well. It concurs in the way that smaller fill heights H produce thinner shear
zones on the free surface and the shear-band center moves inward as H increases.
Figure 3 also shows data from 20 simulated flows, varying H and d in the NGF
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Fig. 3 (Top left) The split-bottom Couette geometry and free-surface flow field ω(r). (Top right)
Comparison of the flow fields of 0.35 mm glass beads to solutions of a single calibration of NGF.
(Bottom left) Twenty combinations of H and d reveal a universal error-function shape predicted
by NGF (dust of black dots). Inset shows model captures shear-zone center as well. (Bottom right)
Model captures correct interrelationship betweenW ,H , and d compared to over 150 experimental
measurements. (Images modified from Kamrin and Koval 2012; Henann and Kamrin 2013, 2014a,
and Zhang and Kamrin 2017)

model, within the shallow range. When the output data is rescaled in terms of Rc
andW , we see that in fact every flow curve is an almost exact error function.

We note that the split-bottom geometry brings about a complex interrelationship
between three important lengths: the grain size d, the fill height H , and the shear-
zone width at the free surface W . A stringent test of the NGF model is to check if
it correctly captures this interrelationship. Figure 3, bottom right, shows data from
over 150 experiments of glass beads in a split-bottom cell, varying d and H and
outputting the resulting W (Fenistein et al. 2004). The NGF model reproduces the
behavior very well, showing that it captures the subtle way in which the various
lengths in the problem affect the length scales of the flow field. While this process
of flow going from a Heaviside solution on the floor to an error function at the free
surface may resemble “diffusion,” experiments reveal the power law betweenH and
W is closer to 2/3 than a diffusive 1/2. The NGF model concurs that the power law
is about 2/3 (see inset).
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prediction for ωP for two different modified split cells. (Images modified from Henann and Kamrin
2013, 2014a)

After the initial experimental results in the split-bottom Couette cell, modified
split-bottom experiments were conducted where the inner wall was completely
removed (see Fig. 4a) so that deeper layers could be studied without the flow field
being interrupted by the inner wall (Fenistein et al. 2006). A wide transition in the
flow behavior occurs as H increases – when H is still rather small, the flow looks
like that of a standard split-bottom cell (Fig. 4b, top) but transitions to a flow in
which a dome of grains is essentially “stuck” on the stationary platform, and the
other material moves around it (Fig. 4b, right). The transition can be characterized
by the normalized rotation rate, ωP , of the grain located at the center of the free
surface. Figure 4c shows experimental data of ωP versus H for glass beads in
two modified split cells, differing in the split radius Rc. The NGF model was
then simulated in both these geometries, and the results are shown as well. The
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predictions of the model match the experiments quite well. The fact that the model
is able to sense correctly the small difference in the solution as the split radius varies
is encouraging.

The same NGF model was solved in other geometries for which data on glass
bead flows exist, including 3D annular shear cells, plate dragging with lateral
gravity, and heap flows. The NGF model makes similarly quantitative predictions in
these cases with no model recalibration (Henann and Kamrin 2013; Liu and Henann
2017).

6 Secondary Rheology

As noted in the introduction, not only is the particle length scale needed to correctly
predict flow fields, but a number of unusual granular phenomena appear tied to
the importance of grain size. Multiple experiments have established that when
an intruder is placed in apparently quiescent material far away from zones of
pronounced flow, it will move as long as any finite force is applied to it (Nichol
et al. 2010; Reddy et al. 2011; Wandersman and Van Hecke 2014) . That is, flow
somewhere effectively removes the yield stress everywhere, even in zones that
appear virtually stationary. Conversely, if there is no existing “primary flow,” a
critical force must be exceeded to move an intruder through the grains. The term
secondary rheology was coined to describe this effect, i.e., how the rheology of a
probe changes due to the presence of a primary flow far away.

As a clear example, consider the setup shown in Fig. 5a, which was used in the
experiments of Reddy et al. (2011). Here, an annular shear cell has a rod intruder
dipped into the grains at some distance L from the inner wall, and a force F can
be applied to it. When the inner wall is spinning, Ω > 0, it creates a primary flow
that is concentrated near the inner wall, and for much of the domain the grains are
nearly static. When the wall is stationary,Ω = 0, a critical force Fc must be applied

Fig. 5 (a) Schematic of the secondary rheology experiment of Reddy et al. (2011), (b) 2D version
we consider. (Image from Henann and Kamrin 2014a)
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to the rod to cause it to move. However, when the wall is moving, any force on the
rod allows it to move; it translates with intermittent jerks about a robust mean speed.
The mean motion of the intruder is observed to have several robust features: (i) it is
rate-independent in that the speed of the rod is directly proportional to the speed of
the moving wall for fixed L and F ; (ii) at a fixed wall speed and L, the rod speed
is exponentially dependent on the rod force (in the regime F/Fc < 1); (iii) the rod
creeps faster when it is placed closer to the region of primary flow, i.e., smaller L. It
is the fact that “close” in the third point is measured relative to grain size that we see
this process as yet another manifestation of the grain-size effect, i.e., nonlocality.

In fact, through the equations of NGF, we can gain some insight into what is
happening here. When the wall is stationary, the rod forcing alone must be large
enough to create non-zero gloc in the surrounding grains in order for non-zero
fluidity to emerge in the granular material and permit rod motion. Because gloc
vanishes when stresses are too small, a finite critical force Fc emerges in order for
rod motion to occur. However, when the inner wall is moving, the region adjacent
to the inner wall has a non-zero gloc, which now plays the role of a fluidity source in
the NGF equation. The fluidity generated at the inner wall diffuses throughout the
system, causing g > 0 everywhere including the region surrounding the rod. This
permits rod motion under any force. The NGF PDE induces a decaying fluidity as
one moves away from fluidity sources, which explains why larger L means slower
rod speed, point (iii) above. The rate independence of the intruder, point (i), arises
because, as previously discussed, the fluidity system reduces to a linear PDE in
regions where gloc vanishes. As long as the wall is slowly moving, the primary
flow has gloc > 0 only within a tiny ring about the inner wall, and the gloc value is
proportional to the wall speed. Hence, the fluidity field everywhere is scaled directly
by the wall speed.

To check these ideas more directly, we simulated the NGF model in an analogous
geometry in 2D for ease (Henann and Kamrin 2014a); see Fig. 5b. Here, instead of a
rod, a rigid disk is pushed within a 2D annular cell of NGF material. As is evident in
Fig. 6, all the signatures of secondary rheology emerge in solutions of the equations
in this geometry. We observe the presence of a yield force Fc when the primary
flow is off (Ω = 0), but this critical force vanishes when the primary flow is on.
We also see the rate independence of the rod motion when the primary flow is on,
the exponential-type relationship relating intruder motion and intruder force, and
diminishing of intruder speed as distance from the primary flow increases.

7 Fluidity Dynamics and Thin-Domain Strengthening

As we have noted throughout, the NGF PDE represented in Eq. 8 is for quasi-steady-
state flow. As was shown in Henann and Kamrin (2014b), the steady-state system
can be obtained as an approximate steady solution to a more primitive, dynamic
form that describes the evolution of g through time. This dynamic form is justified
thermomechanically with the aid of a virtual power argument. Like the steady-state
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Fig. 6 NGF model results relating to secondary rheology. (a) When the inner wall is stationary,
the force F on the rod must exceed a finite value Fc for any non-zero rod speed V to occur.
(b) The rod’s creep speed is proportional to the inner wall speedΩRi at fixed L and fixed F < Fc.
(c) At fixed wall speed, an exponential-type behavior relating creep speed of the rod and rod force
is observed when F < Fc. Rod motion decreases as L increases. Dashed line is the drag force data
from part (a). (Images from Henann and Kamrin 2014a; Kamrin and Koval 2014)

form, the dynamic version of NGF is customized to the desired form of the local
rheology; this is what the model will give in a uniform, steady, planar shear test.
For example, if one desires Eq. 5 for the local response, the corresponding dynamic
NGF equation is

t0ġ = A2d2∇2g − (μs − μ)g − b
√
ρsd2

P
μg2. (13)

for some positive t0, whose actual value is irrelevant to the upcoming studies. It
is important to see how the above form relates to Eqs. 5 and 8 as it does not arise
merely by setting the left-hand side to zero. The dynamic form above can have
multiple steady solutions – note that g = 0 is always a solution. However, in flowing
systems this is an unstable solution, and instead a solution with g > 0 emerges
as time increases. So the steady-state form we have been discussing is in fact an
approximate system satisfied only by the stable steady solutions of Eq. 13. It is
arrived at as follows (more details in Henann and Kamrin (2014b)).

Let ghom(x, t) be defined to satisfy Eq. 13 in the case of homogeneous flow.
That is,
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t0ġhom = −(μs − μ)ghom − b
√
ρsd2

P
μg2

hom. (14)

Performing a fixed point analysis of this ODE reveals that when μ < μs , the only
stable solution is ghom = 0. In contrast, when μ > μs , a bifurcation occurs, and the

only stable solution is ghom = μ−μs
bμ

√
P
ρsd2 . We can join these two solutions over the

range of μ with the aid of the Macaulay bracket, 〈·〉, giving the following general
formula for the stable fixed points, gsshom, of ghom:

gsshom =
〈μ− μs〉
bμ

√
P

ρsd2 . (15)

We recognize this formula is precisely that of Eq. 5 for gloc, which confirms that the
intended local response emerges as the steady stable solution under homogeneous
flow constraints.

Next, we approximate that in inhomogeneous cases at steady state, the fluidity is
a small deviation away from gloc = gsshom. That is, g = gloc + δ for some small δ.
Wherever μ < μs , gloc vanishes, so g ≈ δ and up to first order in δ Eq. 13 becomes

0 = A2d2∇2δ − (μs − μ)δ → 0 = A2d2∇2g − (μs − μ)g. (16)

Wherever μ > μs , to first order we have g2 = (gloc + δ)2 ≈ g2
loc + 2glocδ =

g2
loc + 2gloc(g − gloc) = −g2

loc + 2glocg, and thus Eq. 13 becomes

0 = A2d2∇2g − (μs − μ)g − b
√
ρsd2

P
μ(−g2

loc + 2glocg)

= A2d2∇2g − (μs − μ)g − (μs − μ)(gloc − 2g)

= A2d2∇2g − (μ− μs)(g − gloc). (17)

Equations 16 and 17 can be put into a single relation over the range of μ:

0 = A2d2∇2g − |μ− μs |(g − gloc) (18)

which we recognize to be identical to the steady NGF PDE (8) with ξ = d A√|μ−μs |
as claimed previously.

The approximations made in deriving the steady form, Eq. 8, from Eq. 13 are
important to recognize. One interesting problem area for which the approximations
do not hold is that of thin-body strengthening. In this case, bodies that are thin can
experience μ significantly greater than μs and not flow, corresponding to a situation
where gloc is rather large but g = 0. This violates the small δ assumption of the
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g ≈ gloc+ δ approximation. This fact is of no concern, since we can instead use the
more primitive, dynamic form to address these cases. We will do so now.

The specific problem we will consider is the well-known “Hstop effect”
(Pouliquen 1999). A layer of grains of thickness H on a rough planar surface
will flow if tilted high enough and stop if the tilt angle is reduced. Due to static
determinacy, the stress distribution in a tilted layer is fairly straightforward to
compute. For Φ the packing fraction, θ the tilt angle from horizontal, and G the
acceleration of gravity, one finds μ = tan θ and P = ρsΦGz cos θ , where z
measures depth orthogonally from the free surface. Because μ is dependent solely
on tilt angle, local mechanics would suggest that H has no effect on the critical
angle that stops a flowing layer. However, many experiments confirm this is not
the case (MiDi 2004) even while confirming the stress distribution above and a
near uniform Φ. In fact, thinner layers act stronger. That is, a flowing layer at a
given tilt can be made to stop by decreasing its thickness, H . The critical arrest
curve that determines the thickness at which flow stops is denoted Hstop(θ). It is
directly proportional to the grain size, which indicates that this phenomenon is a
consequence of nonlocal rheological effects. It could be said that what is happening
here is that for thin layers, the entire system is experiencing cooperativity with the
fixed bottom boundary, which promotes diminished motion in the granular system.

Because the H dependence of the flow threshold often permits stopped flow for
large μ, approaching the maximum value of μ2 = μs+Δμ, for added precision we
use the dynamic form whose local response is Eq. 4. It is

t0ġ = A2d2∇2g −Δμμs − μ
μ2 − μg − b

√
ρsd2

P
μg2. (19)

Because NGF does not (yet) account for hysteresis effects, it is sufficient to consider
what H and θ combinations render the no-flow, g = 0 solution, stable in this
geometry. In these cases, a layer perturbed to flow would return to a stopped
solution. The Hstop(θ) curve represents the phase separator between the stable and
unstable states. We linearize the above PDE about g = 0, which amounts simply to
neglecting the g2 term, leaving us with

t0ġ = A2d2∇2g −Δμμs − μ
μ2 − μg. (20)

Since we are interested in thin layers, where most material is near a boundary, it
is more important now than before to ensure we have a precise boundary condition
for g. DEM evidence from Silbert et al. (2003) suggests that at the rough floor,
z = H , the shear rate vanishes, and near the free surface, z = 0, the shear-rate
gradient vanishes. Because μ is spatially constant, these observations, in light of

Eq. 6, suggest the correct conditions are g(z = H) = 0 and ∂g
∂z

∣∣∣
z=0

= 0. The

lowest mode solution to Eq. 20 under these boundary conditions is
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g(z, t) = C exp

[(
−π

2A2d2

4H 2
+Δμ tan θ − μs

μ2 − tan θ

)
t

t0

]
cos

( πz
2H

)
. (21)

for arbitrary C. Based on the sign of the term in the exponential, we see that a
perturbed layer solidifies, i.e., returns to g = 0, if

H <
πAd

2

√
μ2 − tan θ

Δμ(tan θ − μs) = Hstop(θ). (22)

We can compare this analytical solution using the same model parameters as before,
plus a value of μ2 for beads from the literature Jop et al. (2005). The result is
shown in Fig. 7b. The model does an excellent job predicting the experimental
flow stoppage curve (Kamrin and Henann 2015). The extent to which this curve
is not a vertical straight line reflects the nontrivial size-dependent strengthening.
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Fig. 7 (a) The inclined flow setup. (b) Theoretical vs. experimental Hstop curves for glass beads
(Kamrin and Henann 2015; Pouliquen 1999). (c) The variation in flow profile shape for layers just
above Hstop to thick layers at a common θ compared to DEM (Silbert et al. 2003). Dotted line is
the solution from the local, inertial rheology, i.e., “Bagnold’s profile”
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Recent work in Liu and Henann (2018) has shown that the same dynamic NGF
model correctly predicts grain-size-dependent flow thresholds in other geometries,
including vertical chutes, shear flows with gravity, and annular shear flows.

We can also numerically run Eq. 19 to see what the shape of the flow profiles
is for values of H above Hstop. Figure 7c shows a comparison of solutions to a
sequence of DEM data sets from Silbert et al. (2003). It is notable that the model
captures the concavity switch of shallow layers to deep ones that local modeling
does not capture – the dotted line indicates the solution of the local law, Eq. 4, for
any H .

8 Microscopic Physics of NGF Model

There exist a number of open questions on the physics underpinning the NGF model,
relating to how the model connects back to the grain-scale dynamics. However,
progress has been made in couple areas, which we discuss now.

8.1 Effect of Grain Information on Continuum Parameters

One issue is to seek how the NGF material parameters connect back to grain
properties. There ought to be a direct correspondence between, say, the grain
shape, surface friction, restitution, and stiffness and the resulting continuum model
parameters, most importantly the nonlocal amplitude A.

In Kamrin and Koval (2014), a set of DEM simulations were used to determine
the effect of surface friction, μsurf, on the NGF continuum parameters. This was
done using a sequence of DEM simulations where all other grain properties were
fixed to the values used in Koval et al. (2009). The simulation produced flow fields
in planar shear and in annular shear, the former is enough to determine gloc, and
the latter is used to determine A. Some results of the study are shown in Fig. 8.
The grains used were relatively stiff disks with coefficient of restitution of 0.1% and
20% polydispersity.

Interestingly, the value of A does not appear to depend much on particle surface
friction unless μsurf is very small (<0.1). Over the entire range tested, A remains
order one. These observations suggest the cooperativity distance of granular motion,
which A essentially measures, is driven strongly by the geometry of the non-affine
motion of particles densely traversing over other particles, more so than the details
of the specific contact interaction.

8.2 Microscopic Meaning of the g Field

It is tempting, though not physically instructive, to state that g is defined by inverting
the flow rule Eq. 6 to yield g = γ̇ /μ. While this definition may be true, it confuses
the role g plays in the flow rule with the meaning of g. Granted, one need not



8 Quantitative Rheological Model for Granular Materials: The Importance . . . 171

Fig. 8 Dependence of local
bulk friction coefficient μs
and nonlocal amplitude A on
particle surface friction.
(Image from Kamrin and
Koval 2014)

understand the meaning of g to use the NGF model as it is mathematically closed.
However, a model that works ought to have a microphysical foundation, and we
stipulate that in fact g is a real kinematically measurable field, which can be
extracted from particle motions. The treatment of g as a kinematic state variable
was implicitly presumed in the virtual power derivation of Eq. 13 (see Henann and
Kamrin 2014b), where g and ∇g were both presumed to play the role of kinematic
variables over which power can be expended. But this analysis does not elucidate
the specific formula for g based on particle dynamics. In Zhang and Kamrin (2017),
such a formula was obtained. We hypothesized that two inputs that should influence
the flow susceptibility are the packing fraction Φ and the velocity fluctuations δv
of the particles about their mean velocity. It can be checked if these are sufficient
to describe g by first applying a dimensional argument to produce an appropriately
general function of these variables that has units of granular fluidity, inverse time.
One obtains

g = δv
d
F (Φ) (23)

where F is some unknown function. To see if this form describes the g field
well, we conducted numerous 3D DEM simulations of a common granular material
(spherical particles) in multiple inhomogeneous flow geometries. We extracted the
coarse-grained field variables δv, g = γ̇ /μ, and Φ when the flows reached steady
state. Plotting gd/δv versus Φ in each case yields Fig. 9. The 20 different flows
tested over 3 distinct configurations all appear to collapse onto a universal curve
for the F function, which is roughly constant at low Φ but approaches 0 as Φ
approaches random close packing.

By fitting F from this plot, we can use Eq. 23 to see the fluidity field spatially
whenever data on particle fluctuations and packing can be obtained. For example,
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Fig. 9 Normalized fluidity
gd/δv and packing fraction
Φ cross-plotted from 20
different flows in 3 different
flow configurations, revealing
a universal relationship. Blue
line is a fit for F(Φ) used in
Fig. 10. (Images from Zhang
and Kamrin 2017)

Fig. 10 Comparison of three ways to define the g field in the tilted incline chute geometry for
various tilt angles with respect to gravity, G. DEM results of γ̇ /μ (diamonds), steady solutions of
Eq. 19 (lines), and predictions of the microscopic formula, Eq. 23 (plusses). (Image from Zhang
and Kamrin 2017)

Fig. 10 shows results for a tilted double-walled chute at four different tilt angles.
DEM simulations were conducted, from which the inverted flow rule definition of
the fluidity field g = γ̇ /μ can be extracted and plotted as a function of space. This
was compared to two other ways to obtain the steady g field: by solving Eq. 19 to
steady state, and by applying the new microscopic formula, Eq. 23. As can be seen
in the figure, all three ways of obtaining the g field agree with each other over a
large range of g.
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With this understanding in tow, we can see that the NGF model is in fact a
model that tracks the evolution of this conjoined microphysical field. Since granular
temperature may be defined as T ∝ δv2, one might view the NGF PDE as some
variant of a heat equation, though more study is needed to make this connection.
The kinetic theory of granular flows (Jenkins and Savage 1983; Jenkins and Berzi
2010) may provide useful insights toward this aim; however, there is evidence that
kinetic theory hypotheses are not all well-represented in our flow data. For example,
even though g = γ̇ /μ = δv

d
F (Φ) is seen to hold generally across all flows, kinetic

theory would suggest that other variables such as pressure P and viscosity η should
collapse as P = P(Φ, T ) and η = η(Φ, T ). Our data does not show a strong
collapse for these variables, except in dilute zones, where Φ < 0.57. Of course,
dilute flows have conditions more conducive to the basic collision-based hypotheses
of kinetic theory. It appears that the g field is somewhat special in its ability to
continually be represented in terms of δv and Φ even in the dense regime, across
various inhomogeneous flows.

9 Conclusion and Future Work

The NGF model has shown the ability to describe granular flows of simple grains
down to a fairly significant level of accuracy, over a variety of different cases. The
model is notable for the range of effects it captures by adding, essentially, one
new term to an existing local model, which brings about only one new material
parameter, the dimensionless nonlocal amplitudeA. Much of the future work on this
approach breaks down into three areas: (i) going beyond dense, developed flows, (ii)
going beyond simple grains, and (iii) understanding more microscale physics behind
the model.

Regarding (i), there are current efforts to extend the model to permit a separated
phase, so grains need not stay dense-packed. This model extension is needed to
simulate the falling stream of grains in silo drainage, for example, and is needed
to properly model size-dependent flow stoppage in nozzles where some grains fall
away leaving an arched blockage. To go beyond the well-developed flow regime, it is
important to recognize that even though Eq. 19 has dynamics, we only believe these
dynamics to hold when the dynamics of other internal variables, like the contact
statistics of the system, have steadied out. A model that allows for a full treatment
of granular transients – including volume-strength coupling like in critical state
models or the evolution of internal contact anisotropy variables like a fabric tensor –
would need to be coupled to the NGF system. Also, while the value of t0 in Eq. 19
was unimportant to computing the Hstop curve or steady flow profiles, capturing the
correct time dependence of fluidity evolution would require a deeper study of t0.

Regarding (ii), the most important additional effect to consider is polydispersity.
The current model allows a small range of polydispersity; all experiments and
DEM tests used herein have had some polydispersity, not exceeding 20%, and d
has represented the mean particle size. The reason wider polydispersity has not
yet been considered is because it tends to cause granular size segregation. Once
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particle size is no longer uniformly distributed, d becomes a function of space, and
thus a separate model is needed to track the spatial evolution of d before NGF
can be applied to give the rheology. We also need to test the model with different
grain shapes. As grains become more anisotropic in shape, it is possible the fluidity
diffusion term becomes anisotropic based on mean grain orientation.

Regarding (iii), it remains important to continue the effort to derive the model in
full from small-scale statistical principles. Even though NGF is thermomechanically
justified and has a microscopically meaningful order parameter (Henann and
Kamrin 2014b; Zhang and Kamrin 2017), we recall it was proposed primarily as a
practical top-down constitutive form with potential to capture a number of puzzling
observations. And indeed, the model has demonstrated accuracy in flow predictions,
versatility across flow geometries, and the ability to capture other particle size
effects beyond the prediction of flow fields. However, connecting to a bottom-up
derivation is necessary to complete the picture.
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Abstract

Cement paste is the most widely used artificial material on Earth, causing
massive CO2 emissions. To address the problem, new chemical formulations
are being explored, but these come with uncertainties around the kinetics of
strength development and degradation. This kinetics is largely controlled by the
precipitation of mesoporous solid phases from ionic aqueous solution. Modeling
the precipitation process is a key step to understand and control the properties
of future, more sustainable, cements. This manuscript starts by considering the
classical boundary nucleation and growth (BNG) model of cement minerals
precipitation. The mechanisms of nucleation and growth and the corresponding
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parameters governing the model are discussed. The next step is to relate these
mechanisms and parameters to the chemistry of the liquid and solid phases
involved. This requires more fundamental models, and, to this end, nanoparticle
simulations of cement mineral precipitation and morphology development are
presented. These simulations are indeed shown to relate some input parameters
of the BNG model to the chemistry of the paste. An outlook is finally provided,
discussing some outstanding extensions of nanoparticle simulations that could
deepen the current understanding of cement hydration.

1 Introduction

Hardened cement paste is the matrix of concrete, providing its binding ability
and mechanical properties (Taylor 1997). With a yearly production of 2.5 billion
tons, cement is the most widely used artificial material on Earth. This comes with
important environmental concerns; in particular, for each ton of cement that is
produced, one ton of CO2 is released (notation: “cement” indicates the material
before mixing with water; “cement paste” is cement mixed with water). On a
global scale, this leads to an impressive 8% of anthropogenic CO2 emissions
being currently due to cement production alone (Olivier and Muntean 2014).
Cement production is also expected to grow to more than 3.5 billion tons by 2050,
which conflicts with the international target of drastically reducing greenhouse gas
emissions by the same year (European Commission 2011; Scrivener et al. 2018).

Approximately 50% of cement-related CO2 emissions are intrinsic to the chemi-
cal reactions taking place during the production of cement. This motivates research
on new chemical compositions, different from today’s ordinary cements (Juenger
et al. 2011). New chemistries, however, entail uncertainties around controlling the
temporal evolution of mechanical properties during cement hydration, viz., as
the cement reacts chemically with water and the paste undergoes the “setting”
transition from liquid to solid (Taylor 1997). There is hope that modeling and
simulations could help predict and control the chemistry-dependent hydration
kinetics of ordinary and new cements. Macroscale engineering models typically
assume that the rate of hydration is a function of the microstructure of the paste,
which evolves as the cement dissolves in water and new minerals precipitate. In such
macroscale models, the relationship between rate and microstructure is summarized
into “affinity” functions, which in principle depend on chemical composition,
temperature, humidity, and other variables (Ulm and Coussy 1996). However,
affinity functions are typically fitted to reproduce specific experimental results,
thus not predictively linking cement chemistry with microstructural evolution and
hydration rate.

This paper delves into the relationship between microstructure and hydration
rate. In particular, the focus is on the first hours after mixing cement with water,
when the structural features controlling hydration are at the micrometer length
scale or below (Bullard et al. 2011). Section 2 provides a basic introduction to
ordinary cement chemistry. Section 3 presents some typical experimental data on
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the hydration rate of cement and on the concomitant evolution of pore structures
at multiple length scales, from nano to macro. Section 4 presents the boundary
nucleation and growth (BNG) model, widely used to relate the hydration rate to
the evolving morphology of cement minerals precipitating from solution. The main
assumptions and input parameters of the BNG model are discussed. Finally, Sec-
tion 5 introduces nanoparticle simulations, which are a more recent and fundamental
approach to modeling mineral precipitation and morphology development during
cement hydration. Results from nanoparticle simulations show that the evolution
of morphology and mechanical properties in a cement paste are manifestations of
nanoscale processes driven by both chemical potentials and mechanical interactions.
Opportunities and challenges for nanoparticle simulations to link the BNG model to
the chemical composition and curing conditions of the cement paste are ultimately
discussed.

2 Introduction to Ordinary Cement Chemistry

Ordinary cements are mostly made of calcium and aluminum silicates (Taylor
1997). They also contain significant amounts of other elements and impurities,
leading to a very complex chemistry overall. This section will not address such
complexity by contrast, only one key product of the calcium-silicate hydration is
presented, alongside several chemical reactions that are necessary to contextual-
ize the subsequent sections. Despite this simplification, the modeling techniques
discussed in later sections will be generalizable to more complex chemical formu-
lations.

The main mineral phase providing mechanical strength to ordinary cement pastes
is calcium-silicate-hydrate, (CaO)x(SiO2)(H2O)z (Grant et al. 2006), or simply
C–S–H in cement oxide notation (where C = CaO, S = SiO2, and H = H2O). At the
molecular level, water in C–S–H is partly bound as OH groups and partly adsorbed
as highly confined H2O molecules inside sub-nanometric spaces between calcium-
silicate layers (Manzano et al. 2012). C–S–H is structurally heterogeneous and
porous already at the scale of few nanometers; hence it is often modeled as a
mesoporous agglomerate of 5–10 nm particles (Jennings 2008), leaving mesopores
with characteristic width between 2 and 50 nm. These agglomerates are called
“C–S–H gel.” The x and z coefficients in the C–S–H formula indicate that the
stoichiometry is not fixed, but it can change from one place to another within the
same sample. This local composition is quantified by the calcium-to-silicon molar
ratio, x = Ca/Si.

C–S–H forms by precipitation from aqueous ionic solution. A simple chemical
reaction for this may be (Grant et al. 2006):

x Ca(OH)2 (aq)+H2SiO4 (aq)+ (z− x) H2O = C−S−H + 2OH (1)

The solution is the result of the progressive dissolution of cement powder in water.
In a typical ordinary cement, the main dissolving phase during the first weeks of
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hydration is tricalcium silicate, Ca3SiO5, or simply C3S in cement oxide notation
(Grant et al. 2006):

C3S + 3H2O + 2OH = 3Ca(OH)2 (aq)+H2SiO4 (aq) (2)

Producing C3S is a CO2 intensive process, mostly due to the thermal decomposition
of calcium carbonate forming the CaO component of the C3S. Reducing the
reliance of cementitious materials on calcium oxide is possible, but this would lead
to different reacting phases and thus alter the hydration reactions, the chemical
composition of the solution, and the chemical composition and structure of the
hydration product, including the C–S–H. All this explains the current interest in
predicting how changes to the cement chemistry would affect the formation kinetics,
structure, and mechanical properties of the hydration product and in particular of the
C–S–H.

3 Early Hydration Kinetics: Experimental Results

“Early hydration” indicates the collection of chemical reactions taking place during
approximately the first 24 h after mixing cement with water (Taylor 1997). These
reactions control the fluid-solid transition of the paste, viz., its setting; hence they
are crucial for the structure and mechanical performance of the hardened paste and
concrete. The hydration rate is typically measured via the heat release rate, obtained
from calorimetry experiment, with the dissolution of calcium silicates being the
main source of heat. Typical evolutions of early hydration rates are shown in Fig. 1a.

Three interesting features emerge from Fig. 1:

1. The reaction accelerates during the first 10 h, as shown in Fig. 1a (except for
a very rapid deceleration during the first minutes (Juilland et al. 2010), which
will not be discussed here). This acceleration cannot be explained only by
the evolving concentrations of ions in solution. Indeed, the undersaturation of
the solution with respect to C3S increases during early hydration, due to the
precipitation of calcium hydroxide (Nicoleau and Nonat 2016; Bullard et al.
2015). However, the increase in undersaturation may only explain acceleration
by a factor 2–3 compared to the rate at 1 h, not the order of magnitude in Fig. 1a.
The observed strong acceleration is influenced by the evolving morphology of
the cement paste microstructure, as discussed later in Sect. 4.

2. The reaction starts decelerating after ca. 10 h (see Fig. 1a). The deceleration
cannot be simply explained by the C3S being entirely consumed: indeed, only
a small fraction of the C3S is typically consumed when the deceleration starts
(Garrault et al. 2006). Neither the deceleration can be explained by C–S–H
filling all the available space for precipitation in the paste, this latter being
proportional to the water-to-cement molar ratio, w/c. Indeed, Fig. 1a shows that
the early hydration rate, including the deceleration stage, does not depend on
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w/c. Furthermore, Fig. 1b shows that after 1 day of hydration, there is still plenty
of volume associated to large pores, where new C–S–H gel can precipitate.
Possible explanations of the deceleration stage will be discussed in the next
sections.

3. After the first week of hydration, the volume of gel pores in the C–S–H stabilizes
and even starts to decrease (see Fig. 1b). Experiments have shown that the
hydration of cement can continue logarithmically (hence with decreasing rate)
for years and even decades (Bažant et al. 2015). The decrease in C–S–H gel
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porosity thus indicates that the gel morphology is continuously evolving at the
sub-micrometer scale, and specifically that the gel is getting denser (Muller et al.
2012; Königsberger et al. 2016).

4 The BNG Model: Boundary Nucleation and Growth

Boundary nucleation and growth (BNG) is the name by which the Cahn model of
heterogeneous nucleation and growth is known in the cement chemistry literature
(Cahn 1956; Thomas 2007). The model provides a framework to discuss the
mechanistic origin of the acceleration and deceleration stages of early hydration
in Fig. 1a. The BNG model describes the precipitation of C–S–H gel domains at
the micrometer length scale, under the assumption that C–S–H precipitation is the
rate-controlling process during early hydration. Recently, a model similar to BNG
has been used instead to describe the dissolution of C3S during early hydration,
considering this latter as the rate-controlling process (Nicoleau and Nonat 2016).
Such dissolution-based models will not be presented in this manuscript, whose focus
is on C–S–H precipitation only.

4.1 BNG Model Formulation

A simple way to introduce the BNG model is to start with its homogeneous coun-
terpart: the Avrami model of nucleation and growth (Avrami 1939, 1940; Thomas
2007). The Avrami model starts with considering a unit volume of bulk solution,
supersaturated with respect to the precipitation of a solid phase. Under the so-called
site saturation hypothesis, a number, N0

v of infinitely small nuclei of solid appear at
time t = 0 (alternative formulations assuming instead a constant nucleation rate are
also available in the literature (Scherer et al. 2012)). The model is “homogeneous” in
the sense that the solution is the same everywhere and the nuclei can form anywhere
with identical probability. As the time increases, the radii of the nuclei (initially
null) grow with constant rateG in all directions; hence the domains of precipitating
C–S–H gel are represented by growing spheres. G is called “linear growth rate,”
because it entails radii that increase linearly with time. The last ingredient of the
Avrami model is the distinction between “extended” Xe and actual X volume
fractions of precipitated solid phases. Xe(t) is simply the cumulative volume of
all the above-defined spheres at time t divided by the initial volume of the solution
at time t = 0. If two spheres, i and j , overlap, Xe(t) double-counts the overlapped
volume, considering it as pertaining to both the impinging spheres i and j . X(t)
corrects for the overlapping by excluding this double-counting; thus X(t) ≤ Xe(t)
always. If the spheres are at uncorrelated random locations inside an infinitely large
volume of solution, the following relationship between X and Xe holds on average:

X = 1− exp
(−Xe) (3)
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The temporal evolution of X resulting from the Avrami model is (Scherer et al.
2012):

X = 1− exp

(
−4πG3N0

V

3
t3

)
(4)

The Cahn, or BNG, model is analogous to the Avrami model, except that (i)
the initial nuclei appear only on randomly distributed planar surfaces inside the
unit volume of solution and (ii) the domains of solid (here C–S–H gel) grow as
hemispheres starting from these nuclei, still with constant rate of radial growth G.
Two sources of impingement characterize this scenario: a tangential impingement
between hemispheres growing from the same planar surface and a bulk impingement
between hemispheres growing from different planar surfaces. Each of these two
sources of impingement introduce an exponential term akin to Eq. 3. The resulting
temporal evolution of X for the BNG model is:

X = 1− exp

{
−2OBv

∫ Gt

0

[
1− exp

(
−πNS

(
G2t2 − y2

))]
dy

}
(5)

In Eq. 5, y is a spatial coordinate starting from a generic planar surface on which
the nuclei lie and increasing perpendicular to the surface itself. NS is the number
of nuclei per unit surface, and OBv is the surface available for nucleation per unit
volume of solution at time t = 0.

4.2 BNG Model Applied to Cement Hydration

For a cement paste, OBv in Eq. 5 can be expressed as follows (if one neglects the
change of volume of the cement grains due to their partial dissolution during early
hydration):

OBv =
Sc

Vw,0
= Sc wc

ρw
(6)

Sc and Vw,0 are the initial cement surface and the initial volume of water per unit
mass of anhydrous cement. ρw is the specific weight of water, and wc is the water-
to-cement mass ratio at time t = 0.

The volume fraction of precipitated phases, X, is related to the cumulative
heat released per unit mass of initially anhydrous cement, H(t), whose derivative
provides rate curves as in Fig. 1:

H(t) = H0,c
MMc

MVgel
X(t)Vw,0 = → α(t) = H(t)

H0,c
= MMc

MVgel
·X(t)wc

ρw
(7)

α(t) is the degree of hydration, i.e., the fraction of solid C3S that has been dissolved
and converted to C–S–H at time t . H0,c is the heat released per unit mass of
dissolving cement, viz., the reaction enthalpy: –517 J/g of C3S for the reaction
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in Eq. 2 (Costoya 2008).MMc is the molar mass of cement, andMVgel is the molar
volume of the C–S–H gel. The latter depends on the gel porosity and thus on the
morphology of the gel itself. Similarly to Eq. 6, also Eq. 7 neglects the change of
volume of anhydrous cement dissolving during early hydration. Equation 7 also
exploits the fact that each mole of precipitated C–S–H requires a mole of dissolved
C3S: see Eqs. 1 and 2. H(t) is directly proportional to the degree of hydration α(t),
which is the mass ratio between the cement that has dissolved at time t and the
initial mass of anhydrous cement.

Equations 5, 6, and 7 show that the BNG model includes physical variables
whose values are assigned during the preparation of the cement mix: wc, Sc, ρw,
H0,c, and MMc. On the other hand, the model also relies on three parameters
that are not assigned and that describe the structure and precipitation kinetics of
the C–S–H gel: G, NS , and MVgel. These three parameters are typically unknown
and difficult to measure; hence they are used to fit experimental data of cement
hydration, e.g., those in Fig. 1. Therefore the BNG model is typically used to
infer information about the structure and precipitation kinetics of the C–S–H gel
(Thomas et al. 2011). On the other hand, the model per se cannot predict changes in
hydration rate, precipitation kinetics, or C–S–H gel morphology that may be caused
by changes in the chemical composition of the cement. Despite these limitations,
the BNG model provides a useful framework to discuss some of the mechanisms
that may control the early kinetics of cement hydration.

4.3 BNG Results and the Issue with the Water-to-Cement Ratio

Figure 2 shows hydration rate curves predicted by BNG simulations of a C3S
paste, where all the C3S particles are assumed to be spherical and with same
initial diameter of 7 μm. The results in Fig. 2 are obtained using a C–S–H gel
growth rate G = 0.036 μmh−1, a density of C–S–H nuclei on the C3S surface
NS = 4 μm−2, and a molar volume of the gel (including solid and gel pores)MVgel
= 110 cm3mol−1: all these values are in the range of previous literature results for
C3S hydration modeled by BNG (Thomas 2007; Scherer et al. 2012; Masoero et al.
2014c).

All the curves in Fig. 2 display a strong initial acceleration, in agreement with
the experimental results in Fig. 1a. In the model, the acceleration stems from the
increasing surface of the hemispherical C–S–H gel domains growing from the
randomly distributed C3S surfaces. The acceleration is independent of the water-
to-cement mass ratio w/c. All the curves in Fig. 2 display a peak rate at ca. 10 h.
The peak is caused by both tangential impingement of C–S–H gel domains growing
from the same C3S surface and bulk impingement of C–S–H gel growing from
different surfaces. In particular, the effect of tangential impingement is indicated
by the fact that simulations with very high w/c, and therefore with negligible bulk
impingement, still display a peak. On the other hand, the effect of bulk impingement
is indicated by the fact that increasing the w/c leads to a large rate at its peak value,
and it also shifts the hydration peak to a later time.
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The curve with w/c = 0.33 in Fig. 2 well resembles the experimental results in
Fig. 1a. However, the experiments in Fig. 1a show that the w/c ratio does not affect
the early hydration rate, and a similar weak effect of w/c has also been shown
in experiments at much higher w/c levels than those in Fig. 1a (Garrault et al.
2006). By contrast, the BNG results in Fig. 2 predict a strong impact of w/c, both
on the peak rate at ca. 10 h and on the post-peak deceleration. This suggests that
deceleration in the experiments is not controlled by bulk impingement of C-S-H gel,
which is the main post-peak deceleration mechanism in the BNG model.

One possible way to reconcile the BNG model with the weak effect of w/c
on early hydration is to assume that (1) the C–S–H gel grows initially with much
smaller density (viz., higher MVgel) compared to the C–S–H gel in mature pastes
and (2) that the density of early-age C–S–H gel is a decreasing function of the w/c.
Recent analyses of experimental results from 1H NMR relaxometry support these
hypotheses (Königsberger et al. 2016). However, (i) it is still unclear whether the
NMR results are quantitatively in agreement with hydration data; (ii) the lack of
w/c dependence in samples hydrating at very high w/c, e.g., 50 or more (Garrault
et al. 2006), would imply extremely and unlikely low C–S–H densities; and (iii) the
possible physical origin of a w/c-dependent C–S–H gel density is not understood.

Another possible hypothesis to remove w/c dependence from the results of
BNG simulations is to assume that early C–S–H precipitation occurs only within
a “reaction zone,” which is a limited distance from the surface of the cement grains
(Masoero et al. 2014c). BNG simulations have shown that the size of this reaction
zone would be between 0.4 and 1 μm, which is in the same range as the size of
C–S–H gel domains observed experimentally after early hydration (Masoero et al.
2014c; Garrault et al. 2006). However, a mechanistic explanation for such a
reaction zone has not been provided yet. The next section shows that the evolving
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concentrations of calcium and silicon ions in the cement solution may provide an
explanation for the deceleration and thus a mechanistic explanation of the reaction
zone hypothesis.

4.4 Chemical Drive for Deceleration in the BNG Model

The BNG model can predict early deceleration without invoking bulk impingement
of C–S–H domains, if one considers that the linear growth rate G depends on
the evolving chemical composition of the cement solution. Recently, Bullard et al.
(2015) implemented this concept into the BNG model by taking:

G = G0 [βCSH(t)− 1] (8)

G0 is a constant and βCSH is the supersaturation of the cement solution with respect
to C–S–H precipitation (Eq. 1). The linear relationship between G and β in Eq. 8 is
consistent with linear transition state theory (Lasaga 2014).
βCSH is a function of the concentrations of ions in solution; hence G changes

in time following the evolution of these concentrations. Using cellular automaton
(CA) simulations, Bullard et al. (2015) modeled the dissolution, diffusion, and
precipitation reactions taking place during the early hydration of a high-w/c C3S
paste, obtaining the βCSH(t) curves in Fig. 3a. The figure highlights the effect of
varying a so-called opacity parameter in the CA simulations. This opacity is an
empirical parameter associated with the domains of precipitated C–S–H gel in
the CA simulations and is related to the inverse of the C–S–H gel permeability.
A high opacity means that the precipitated C–S–H gel creates a diffusion barrier
between the dissolving C3S grains and the bulk cement solution, leading to lower
concentrations of ions in solution and thus a lower βCSH (and G) during the early
hydration, as shown in Fig. 3a.

Combining the βCSH(t) curves in Fig. 3a with the β-dependent expression of G
in Eq. 8, the BNG model leads to the hydration rate curves in Fig. 3b. The curve
assuming a constantG, independent of βCSH , is qualitatively similar to the high-w/c
curves in Fig. 2, which captures qualitatively well the experiments (e.g., in Fig. 1a)
during the acceleration stage but then significantly differs from the experiments at
the rate peak and beyond. The curves in Fig. 3b assuming β-dependent G show an
initial acceleration that is similar to the case with constant G, except for an initial
spike at time t ≈ 0, which is due to βCSH in Fig. 3a starting very high and then
decaying exponentially fast during the first minutes of hydration. Acceleration up
to the main hydration peak is still due to the hemispherical growth of C–S–H gel
domains. The solution supersaturation becomes important at the hydration peak:
Fig. 3a shows that the maximum rate at the peak is indeed an increasing function
of βCSH , which is smaller when the opacity is assumed to be high. Past the peak,
the deceleration displayed by the β-dependent curves in Fig. 3b is caused by the
continuous decrease of βCSH during early hydration. In this way, the BNG model
with β-dependent linear growth rate G is effectively uncoupling deceleration from
bulk impingement of C–S–H gel. This allows for BNG simulations of pastes with
high w/c to still display deceleration, in line with the experiments.
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5 Nanoparticle Simulations at the Nano-to-Micro Mesoscale

The previous section has shown that if a BNG model accounts for the dependence
of the precipitation kinetics on the supersaturation of the solution, the resulting
calculations capture both morphology-driven acceleration and w/c-independent
deceleration during cement early hydration. However BNG per se can only be used
to fit experimental results and not to predict the hydration of new cements. The
cause of this limitation is that BNG models rely on four parameters to describe
the precipitation kinetics and morphology of the C–S–H gel. These parameters are
the linear growth rate of the gel (G), the number of C–S–H nuclei per unit surface
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of C3S (NS), the molar volume of the gel (MVgel), and the “opacity” of the gel
with regard to ion diffusion. Quantifying these parameters as functions of cement
chemical composition and curing conditions is difficult. A possible way to address
this task is to couple BNG with other models describing the chemo-mechanics of
C–S–H precipitation at smaller length scales. Such models must therefore address
the mesoscale between the nanometer of chemical reactions and the micrometer
above which the gel can be considered as a homogeneous phase in BNG. This is
the mesoscale at which the porous morphology of the C–S–H gel develops. In the
past decade, nanoparticle simulations have emerged as a possible framework for
mesoscale models of C–S–H precipitation (Del Gado et al. 2014; Ioannidou et al.
2016).

5.1 Monte Carlo Insertion and Aggregation of Nanoparticles

Nanoparticle simulations of C–S–H gel precipitation are based on two processes:
(i) inserting new particles into a simulation box, to model the precipitation of solid
C–S–H nano-units, and (ii) rearranging the particles to minimize the free energy
of the system between subsequent particle insertions (Masoero et al. 2012). Both
these processes depend on energy contributions coming from interaction potentials,
which generate interaction forces between the particles.

5.1.1 Interaction Potentials for C–S–H
The most common interaction potentials in nanoparticle simulations of C–S–H
gel precipitation are pairwise, spherical, single-well, or well-shoulder potentials.
The main energy well, defining the equilibrium distance between two particles,
is typically described by a Lennard-Jones term or by a more general Mie term
(Masoero et al. 2012; Ioannidou et al. 2014) (viz., a Lennard-Jones-like potential
with exponents that may differ from the usual 12–6 (Mie 1903)). The depth of the
energy well ε0, viz., the interaction strength, is usually particle size dependent
(Masoero et al. 2014a). Concerning the magnitude of ε0 for C–S–H, three options
have been proposed thus far (the values below are for particles with a 10 nm
diameter):

• Weak interactions, mostly electrostatic, experimentally measured by atomic
force microscopy indentation (Plassard et al. 2005). These led to well-shoulder
potentials with ε0 in the 200–500 kBT range, depending on the concentration of
calcium ions in solution (Ioannidou et al. 2014). Interactions of this type imply
that C–S–H nanoparticles are not covalently bonded.

• Strong interactions, with ε0 being the energy to separate two covalently bonded
C–S–H particles. This leads to ε0 ≈ 19,000 kBT , which includes the strain
energy inside the particles that are being separated (Masoero et al. 2014b).
These interactions capture the experimentally measured mechanical properties
of the C–S–H gel, but they overestimate the changes of interaction energy during
precipitation.
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• Intermediate interactions, with ε0 ≈ 1,100 kBT linearly related to the surface
energy of the C–S–H. The rationale is that two particles at their equilibrium
distance have no interface between them (Shvab et al. 2017). In this way, the
C–S–H gel is effectively considered as a porous continuum, albeit modeled as
an agglomerate of nanoparticles, as opposite to the case of weak electrostatic
interactions above.

The weak and intermediate interactions above have ε0 in the same order of
magnitude. To date, they are the most appropriate ones to describe interactions
during cement early hydration. However, these interactions underestimate the
mechanical properties of the C–S–H gel by at least one order of magnitude
(Ioannidou et al. 2016) when compared to experimental measurements from nanoin-
dentation (e.g., Constantinides and Ulm 2007). Future improved formulations of
interaction potentials should combine a weak/intermediate ε0 during precipitation,
with strong interactions when the system is mechanically deformed. This would
require history-dependent interactions, because two particles at a given distance
from each other may represent either incomplete contact during precipitation (weak
interaction) or two coalesced particles under strain (strong interaction). History-
dependent interactions are yet to be addressed in nanoparticle simulations of C–S–H
precipitation.

Another challenge is orientation-dependent interactions. At the molecular level,
C–S–H is an anisotropic, layered material (Taylor 1997). This anisotropy contributes
to the variety of morphologies that the C–S–H gel can display at the micrometer
level, e.g., granular, fibrillar, or foil-like, depending on the ionic strength of the
cement solution (Richardson 2008; Tajuelo Rodriguez et al. 2015). Orientation-
dependent Gay-Berne interactions have been proposed to obtain complex morpholo-
gies in particle simulations, but their use is still limited (Yu and Lau 2015).

Finally, one should note that all the interactions in this section have ε0 �
kBT : this will become a problem for the Monte Carlo particle insertion procedure
discussed hereafter.

5.1.2 Monte Carlo Particle Insertions and Deletions
Monte Carlo simulations of C–S–H precipitation define probabilities to decide
whether to insert a new particle with assigned diameter at a certain random location
in the simulation box (P in) or to delete a randomly selected particle (P del) (Frenkel
and Smit 2002; Masoero et al. 2012). Typical formulations for these probabilities
are:

P in = min

[
1 , Ψ exp

(
μ−�U
kBT

)]
= min

[
1 , ΨβCSH exp

(
−�U
kBT

)]
(9)

P del = min

[
1 , Ψ exp

(
−�U
kBT

)]
(10)

�U is the change in total interaction energy caused by the insertion or deletion
event.μ is the chemical potential of the solution with regard to C–S–H precipitation,
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which is related to the supersaturation βCSH (Lasaga 2014). Ψ < 1 is an arbitrary
positive constant controlling the quality of the sampling of possible locations
for particle insertion and of possible particle deletions. Small Ψ imply that the
Monte Carlo algorithm will attempt many possible insertions and deletions before
accepting an event: this leads to time-consuming simulations resulting however into
more stable configurations (viz., configurations with lower total interaction energy)
compared to simulations with large Ψ . Vice versa, large Ψ lead to faster simulations
but also favor metastable configurations.

Both cases of small and large Ψ are problematic. Starting with the case of
large Ψ , e.g., Ψ = 1, the energy scale ε0 � kBT discussed in the previous
section implies that particle insertion at any location (not overlapping with other
existing particles) has P in = 1, because βCSH > 1 during early hydration (Fig. 3a),
�U < 0 in Lennard-Jones like potentials, and �U is scaled by a large ε0. Vice
versa, deleting an existing particle implies �U > 0, and this, scaled by a large ε0,
gives P del ≈ 0. In this case, the simulation reduces to random space filling (Masoero
et al. 2014a). This becomes an issue when one tries to capture a BNG process using
nanoparticle simulations. To understand why, consider an empty simulation box
containing only a surface made of particles representing C3S, and assume that the
interaction potential between a C3S particle and the C–S–H particles to be inserted
is similar to the interaction potential between two C–S–H particles. In principle,
new C–S–H particles should have a higher probability to form near the C3S surface,
but in practice any location for insertion has P in = 1 due to the large Ψ . Therefore,
one can only capture mechanisms of homogeneous nucleation using Monte Carlo
simulations of particle insertion and deletion with large Ψ .

At the other end, simulations with a very small Ψ � 1 and with monodisperse
C–S–H particles (viz., diameter fixed to a single possible value, typically around
5–10 nm Allen et al. 2007) would indeed predict a BNG-like mechanism in the
scenario described in the previous paragraph. In this case, what BNG models call
“growth” is actually the product of subsequent aggregations of new C–S–H particles
forming nearby the previously inserted ones. On the other hand, simulation with
Ψ � 1 are problematic when the C–S–H particles are allowed to have diameters
within a certain range, viz., if size polydispersity is considered. In this case, the
proportionality between ε0 and the particle size (e.g., with the particle surface,
as discussed in Sect. 5.1.1) implies that large particles have higher P in as long
as there is space to insert term with �U < 0, i.e., not overlapping with other
particles. In the extreme case of Ψ → 0 and infinite particle size polydispersity
(i.e., newly inserted particles can have diameter ranging from 0 to the size of
the simulation box), the first particle to be inserted would be the largest possible
one, thus as large as the simulation box. This is indeed the correct answer for a
Monte Carlo algorithm whose target is to find the lowest-energy state. This is also
realistic for C–S–H, in the sense that in the limit of time tending to infinity, a fully
crystallized single domain of C–S–H is the most thermodynamically stable state.
On the other hand, this thermodynamic limit bears only limited relevance to the
process of C–S–H precipitation and morphology development during cement early
hydration (Del Gado et al. 2015).
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In conclusion to this section, Monte Carlo simulations of particle inser-
tion/deletion using the probabilities in Eqs. 9 and 10 lead to unrealistic or irrelevant
mesoscale mechanisms of C–S–H precipitation, in the limits of Ψ → 0 and Ψ → 1.
More realistic configurations, able to capture various experimentally observed
structural and mechanical features of the C–S–H gel (Ioannidou et al. 2016), can
be enforced by using intermediate values of Ψ , or restricting the range of possible
particle sizes, or alternating steps of particle insertion/deletion with multiple steps
of particles displacement (not discussed here but explored in the literature, e.g., in
Ioannidou et al. 2014). In these cases, however, one should always remember that
the sequence of Monte Carlo moves going from an initially empty simulation box
to a final C–S–H gel morphology bears no physical information about the actual
kinetics of the precipitation process. The only rigorous results of these Monte Carlo
simulations are the final morphologies and configurations that they produce, not
their temporal evolution during hydration.

5.2 Chemical Kinetics and Kinetic Monte Carlo

The limitations of Monte Carlo simulations with regard to describing realistic
kinetics of precipitation can be overcome using kinetic Monte Carlo (KMC) (Voter
2007). In KMC simulations, the probability of inserting a particle is (only insertions
are discussed in this section, but the same concepts apply to particle deletions):

P in = Rin

Q
(11)

where Rin is the rate of the average insertion event at the selected location andQ is
a normalizing constant. Rin can be expressed starting from fundamental concepts of
chemical kinetics, as shown later in this section.Q plays a similar role as the inverse
of Ψ in Eqs. 9 and 10, but differently from Ψ , it is not arbitrary and is defined as the
sum of the rates of all the possible events. Furthermore, Q is related to the average
waiting time for an event; hence KMC generates a proper temporal evolution of the
system, differently from the previously discussed Monte Carlo simulations, which
did not have a timescale.

Akin to P in in Eq. 9, the position-dependent insertion rate Rin depends on
both the chemical drive for precipitation, βCSH , and on the interaction free
energy �U . However, differently from P in, the dependence on �U is not simply
exp[−�U)/(kBT )], but a more complex expression that accounts for the size of
the particle to be inserted. A physically sound expression of this dependence of
Rin on �U avoids the issue of large particles appearing before small ones in
the simulations. A recently proposed derivation of Rin by Shvab et al. (2017) is
presented hereafter.

To express Rin, one must consider that a particle insertion is actually a coarse-
grained representation of n chemical reactions taking place at the molecular scale.
For example, forming a C–S–H nanoparticle with a diameter of 10 nm implies
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ca. 1,000 chemical reactions of C–S–H precipitations as per Eq. 1. The rate of an
individual chemical reaction, ri , is the building block of Rin. Following transition
state theory, one can write:

ri = kBT

h

1

γ ∗
βCSH exp

[
−�G

∗ + χ(γ�Ωi +�Ui)
kBT

]
(12)

h is the Planck constant. γ ∗ and �G∗ are the standard state activity coefficient
and activation energy of the transition state associated with the chemical reaction.
γ is the solid-solution interfacial energy. �Ωi and �Ui are the changes in particle
surface area and total interaction potential caused by the ith chemical reaction during
particle formation. χ is a number between 0 and 1, quantifying the contribution of
�Ωi and �Ui to the precipitation rate (see Shvab et al. 2017 for more details).

To go from ri in Eq. 12 to the coarse-grained Rin, one must describe the spatially
resolved mechanism by which the molecules assemble to form a particle. Various
classical and nonclassical mechanisms are employed today across the field of
chemical kinetics (Van Driessche et al. 2017). For C–S–H, Shvab et al. (2017) have
recently obtained an expression for Rin under the assumptions that one-molecular
C–S–H nuclei are always present in the cement solution with fixed concentration
Ccn and that their growth into particles follows a classical mechanism of layer-by-
layer radial growth. For interactions with ε0 ∼ Ω , where Ω is the particle surface
area, this leads to:

Rin = kr∗0βCSH a
2

{
n∑

i=1

exp

[
χ

(
γi + �U in

Ω

kBT

)
8a2i

(2i − 1)2

]}−1

(13)

k is a constant that depends: on the algorithm to sample the possible positions for
particle insertion, on Ccn, and on the solid volume fraction in the surrounding of the

location chosen to attempt the insertion. r∗0 = kBT
h

1
γ ∗ exp

(
−�G∗
kBT

)
is the reaction

rate in standard state. a is the characteristic linear size of a molecule, ca. 0.67 nm for
C–S–H. n is the number of reactions taking place in series: for the classical layer-
by-layer growth mechanisms, n is equal to the particle radius divided by a. Similar
to P in Eq. 9, also Rin in Eq. 13 depends linearly on βCSH and exponentially on�U .
However, �U in Rin is divided by Ω , and this ratio is independent of the particle
size (because Eq. 13 is based on the assumption that�U ∼ Ω). Furthermore, Rin is
inversely related to n, which is a measure of the particle size; hence large particles
will have smaller Rin than small particles, as is realistic to expect.

Figure 4 shows results from KMC simulations of C–S–H precipitation, which
employ Rin from Eq. 13 and a similarly defined rate for particle deletion (see Shvab
et al. 2017). All the parameters inRin have been taken from the literature on C–S–H,
except for two of them: r∗0 , which is assumed to be constant and calibrated to
capture the correct timescale, and the interaction strength (75% of ε0) between
C–S–H particles and the particles forming the C3S surface. Depending on the
simulation, βCSH was assumed to either be constant or to change in time as shown
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Fig. 4 (a) Hydration rate curves from BNG and from KMC simulations: effect of β (b) Snapshot
from a KMC simulation showing a BNG mechanism emerging from particle insertion and
aggregation. (Data adapted from Bullard et al. 2015 and from Shvab et al. 2017)

in Fig. 2a. The curves in Fig. 4a are consistent with the BNG results in Fig. 2b,
in that the acceleration stage is weakly affected by βCSH and is instead governed
by the morphological evolution of the hemispherical domains of C–S–H gel (see
Fig. 4b) and that the deceleration stage is controlled by the decrease of βCSH(t)

during hydration.

5.3 Insights into BNG Parameters from Nanoparticle Simulations

Nanoparticle KMC simulations provide a more fundamental insight into the four
free parameters of BNG (see introduction to Sect. 5), also linking them to the
chemistry of the cement paste.

• The linear growth rate G can be read directly from a nanoparticle simulation
by looking at the time derivative of the radius of the hemispherical domains
in Fig. 4b. G depends on all the quantities contributing to Rin in Eq. 13: this
also entails the linear dependence on βCSH already included in recent BNG
simulations. Furthermore, Eq. 13 shows that Rin and thus G are functions of
other chemistry-dependent quantities such as the standard state rate r∗0 , the solid-
solution interfacial energy γ , and the interaction potentials. Finally, since the
hemispherical gel domains in Fig. 4b include pores between the particles, G also
depends on the gel morphology (e.g., its porosity) which depends in turn on the
interaction potentials and again on the material’s chemistry.

• The number of nuclei NS per unit surface of C3S depends on the interaction
strength between C–S–H and C3S and thus also on their interfacial energy.
However, NS depends also on the morphology and roughness of the C3S surface,
as well as on the presence of crystallographic or chemical defects that may locally
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increase the surface energy or the strain energy of the C3S. KMC nanoparticle
simulations can be used to explore the impact of these factors on NS .

• The molar volume of the C–S–H gel MVgel depends on the porosity and thus
on the morphology of the agglomerates in Fig. 4b. There is significant scope for
nanoparticle simulations to relate the emergence of complex morphologies to the
functional form and chemistry dependence of the interactions between particles.

• The “opacity” of the C–S–H gel is also related to the pore structure and
morphology of the C–S–H particle agglomerates in Fig. 4b. Coupling nanopar-
ticle simulations with simulations of ion diffusion through the C–S–H gel,
e.g., Lattice-Boltzmann simulations (Zalzale 2014; Patel 2016), would help with
rigorously defining and quantifying the opacity parameter.

6 Conclusion

Boundary nucleation and growth (BNG) models predict an acceleration of the
rate of C–S–H formation that is consistent with the acceleration of cement early
hydration rate measured by isothermal calorimetry. However, BNG models also
predict that the water-to-cement ratio of a cement paste should have a significant
impact on the early hydration rate: this prediction disagrees with the experimental
evidence. This issue can be overcome by considering a linear growth rate in BNG
that depends linearly on the supersaturation of the cement solution with respect to
C–S–H precipitation.

BNG relies on four parameters describing the sub-micrometer structure and
precipitation kinetics of the C–S–H. These parameters are usually calibrated
from experimental results. New cement formulations require new calibrations;
hence the predictive ability of BNG is limited. An alternative approach to inform
BNG is offered by nanoparticle simulations of C–S–H nucleation and growth by
aggregation. When used in the Monte Carlo framework, nanoparticle simulations
produce configurations that capture a number of structural features and mechanical
properties of the mesoporous C–S–H gel phase. However, Monte Carlo simulations
lead to unphysical kinetics, also due to the large energy scale of the mechanical
interactions between C–S–H nanoparticles.

To overcome the limitations of Monte Carlo simulations, new simulations of
nanoparticle insertion, deletion, and aggregation have been recently proposed in the
framework of kinetic Monte Carlo (KMC). The key advantages of KMC simulations
are to (i) reformulate the probabilities of particle insertion and deletion in terms of
rates, which introduce an explicit dependence on particles size that removes the
issues raised by the large energy scale in Monte Carlo simulations; (ii) provide
a rigorous definition of time; (iii) link precipitation rates to solution chemistry
using coarse-grained transition state theory; and (iv) predict mechanisms and overall
precipitation kinetics that are consistent with BNG simulations. As a result, KMC
simulations of C–S–H precipitation enable a more fundamental approach to the
calibration of the parameters in the BNG model, linking them to the chemistry of
the cement solution and thus expanding the predictive ability of the BGN model.
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Overall, this manuscript shows that top-down BNG modeling can be combined
with bottom-up simulations to gain a better understanding of the mechanisms of
C–S–H precipitation and to clarify how these depend on the chemical composition
and on the curing conditions of the cement paste. A similar approach can also
benefit research on a wider class of mesostructured materials, whose formation
occurs by gelation and precipitation from solution. KMC simulations however still
need to overcome several barriers before being fully deployed to predict the kinetics
of mesostructured materials formation. To this end, and focusing on simulations
of cement hydration, future efforts should address (i) more accurate interaction
potentials, which will probably have to consider anisotropy and history dependence;
(ii) more chemical complexity and multiple hydration products beyond C–S-H; (iii)
describing more in detail the mechanism and kinetics of C–S–H precipitation at
the molecular scale; (iv) coupling particle simulations with ion diffusion and local
saturation in the solution; (v) allowing for particles to grow and dissolve partially,
and anisotropically, to capture complex morphologies that have been experimentally
observed, e.g., fibrils and foils (Tajuelo Rodriguez et al. 2015); and (vi) describing
more in detail the morphology and chemical structure of the C3S surface, as well
as its interactions with the C–S–H. Driven by a collective effort in the materials
modeling and simulation community, nanoparticle simulations are displaying an
increasing promise to support the formulation of future more sustainable cements,
by providing improved and more fundamental predictions of cement hydration,
properties, and durability.

References

Allen AJ, Thomas JJ, Jennings HM (2007) Composition and density of nanoscale calcium-silicate-
hydrate in cement. Nat Mater 6:311–316

Avrami M (1939) Kinetics of phase change. I. General theory. J Chem Phys 7(12):1103–1112
Avrami M (1940) Kinetics of phase change. II. Transformation-time relations for random distribu-

tion of nuclei. J Chem Phys 8(2):212–224
Bažant Z, Donmez A, Masoero E, Aghdam SR (2015) Interaction of concrete creep, shrinkage and

swelling with water, hydration, and damage: nano-macro-chemo. In: Hellmich C, Pichler B,
Kollegger J (eds) Proceedings of the 10th international conference on mechanics and physics
of creep, shrinkage, and durability of concrete and concrete structures, Vienna. ASCE Library,
pp 1–12

Bullard JW, Jennings HM, Livingston RA, Nonat A, Scherer GW, Schweitzer JS, Scrivener KL,
Thomas JJ (2011) Mechanisms of cement hydration. Cem Concr Res 41:1208–1223

Bullard JW, Scherer GW, Thomas JJ (2015) Time dependent driving forces and the kinetics of
tricalcium silicate hydration. Cem Concr Res 74:26–34

Cahn JW (1956) The kinetics of grain boundary nucleated reactions. Acta Metall 4(5):449–459
Constantinides G, Ulm FJ (2007) The nanogranular nature of C–S–H. J Mech Phys Solids 55:

64–90
Costoya MM (2008) Effect of particle size distribution on the hydration kinetics and microstruc-

tural development of tricalcium silicate. PhD thesis, EPFL, Lausanna
Del Gado E, Ioannidou K, Masoero E, Baronnet A, Pellenq RM, Ulm FJ, Yip S (2014) A soft

matter in construction–statistical physics approach to formation and mechanics of C–S–H gels
in cement. Eur Phys J Spec Top 223(11):2285–2295



196 E. Masoero

Del Gado E, Ioannidou K, Masoero E, Pellenq RJM, Ulm FJ, Yip S (2015) The meso-scale texture
of cement hydrate gels: out-of-equilibrium evolution and thermodynamic driving. In: Hellmich
C, Pichler B, Kollegger J (eds) Proceedings of the 10th international conference on mechanics
and physics of creep, shrinkage, and durability of concrete and concrete structures, Vienna.
ASCE Library, pp 34–38

European Commission (2011) A roadmap for moving to a competitive low carbon economy in
2050. European Commission, Bruxelles

Frenkel D, Smit B (2002) Understanding molecular simulation: from algorithms to applications.
Academic Press, New York

Garrault S, Behr T, Nonat A (2006) Formation of the C-S-H layer during early hydration of
tricalcium silicate grains with different sizes. J Phys Chem B 110(1):270–275

Grant SA, Boitnott GE, Korhonen CJ, Sletten RS (2006) Effect of temperature on hydration
kinetics and polymerization of tricalcium silicate in stirred suspensions of cao-saturated
solutions. Cem Concr Res 36(4):671–677

Ioannidou K, Pellenq RJM, Del Gado E (2014) Controlling local packing and growth in calcium–
silicate–hydrate gels. Soft Matter 10:1121–1133

Ioannidou K, Krakowiak KJ, Bauchy M, Hoover CG, Masoero E, Yip S, Ulm FJ, Levitz P,
Pellenq RJM, Del Gado E (2016) Mesoscale texture of cement hydrates. Proc Natl Acad Sci
113(8):2029–2034

Jennings HM (2008) Refinements to colloid model of CSH in cement: Cm-ii. Cem Concr Res
38(3):275–289

Juenger M, Winnefeld F, Provis JL, Ideker J (2011) Advances in alternative cementitious binders.
Cem Concr Res 41(12):1232–1243

Juilland P, Gallucci E, Flatt R, Scrivener K (2010) Dissolution theory applied to the induction
period in alite hydration. Cem Concr Res 40(6):831–844

Königsberger M, Hellmich C, Pichler B (2016) Densification of CSH is mainly driven by available
precipitation space, as quantified through an analytical cement hydration model based on NMR
data. Cem Concr Res 88:170–183

Lasaga AC (2014) Kinetic theory in the earth sciences. Princeton University Press, Princeton
Manzano H, Moeini S, Marinelli F, Van Duin AC, Ulm FJ, Pellenq RJM (2012) Confined water

dissociation in microporous defective silicates: mechanism, dipole distribution, and impact on
substrate properties. J Am Chem Soc 134(4):2208–2215

Masoero E, Del Gado E, Pellenq RJM, Ulm FJ, Yip S (2012) Nanostructure and nanomechanics
of cement: polydisperse colloidal packing. Phys Rev Lett 109(15):155503

Masoero E, Del Gado E, Pellenq RJM, Yip S, Ulm FJ (2014a) Nano-scale mechanics of colloidal
C–S–H gels. Soft Matter 10:491–499. https://doi.org/10.1039/C3SM51815A

Masoero E, Jennings H, Ulm F, Del Gado E, Manzano H, Pellenq R, Yip S (2014b) Modelling
cement at fundamental scales: from atoms to engineering strength and durability. Comput Model
Concr Struct 1:139–148

Masoero E, Thomas JJ, Jennings HM (2014c) A reaction zone hypothesis for the effects of
particle size and water-to-cement ratio on the early hydration kinetics of C3S. J Am Ceram
Soc 97(3):967–975

Mie G (1903) Zur kinetischen theorie der einatomigen körper. Annalen der Physik 316(8):657–697
Muller AC, Scrivener KL, Gajewicz AM, McDonald PJ (2012) Densification of C–S–H measured

by 1h NMR relaxometry. J Phys Chem C 117(1):403–412
Nicoleau L, Nonat A (2016) A new view on the kinetics of tricalcium silicate hydration. Cem

Concr Res 86:1–11
Olivier JG, Muntean M (2014) Trends in global CO2 emissions: 2014 Report. PBL Netherlands

environmental assessment agency and institute for environment and sustainability of the
European commission’s joint research centre, The Hague

Patel R (2016) Lattice Boltzmann method based framework for simulating physico-chemical
processes in heterogeneous porous media and its application to cement paste. PhD thesis, Ghent
University

https://doi.org/10.1039/C3SM51815A


9 Mesoscale Mechanisms of Cement Hydration: BNG Model . . . 197

Plassard C, Lesniewska E, Pochard I, Nonat A (2005) Nanoscale experimental investigation of
particle interactions at the origin of the cohesion of cement. Langmuir 21(16):7263–7270

Richardson I (2008) The calcium silicate hydrates. Cem Concr Res 38(2):137–158
Scherer GW, Zhang J, Thomas JJ (2012) Nucleation and growth models for hydration of cement.

Cem Concr Res 42(7):982–993
Scrivener KL, John VM, Gartner EM (2018) Eco-efficient cements: potential, economically viable

solutions for a low-CO2, cement-based materials industry. Cem Concr Res 114:2–26
Shvab I, Brochard L, Manzano H, Masoero E (2017) Precipitation mechanisms of mesoporous

nanoparticle aggregates: off-lattice, coarse-grained, kinetic simulations. Cryst Growth Des
17(3):1316–1327

Tajuelo Rodriguez E, Richardson I, Black L, Boehm-Courjault E, Nonat A, Skibsted J (2015)
Composition, silicate anion structure and morphology of calcium silicate hydrates (CSH)
synthesised by silica-lime reaction and by controlled hydration of tricalcium silicate (C3S).
Adv Appl Ceram 114(7):362–371

Taylor HF (1997) Cement chemistry. Thomas Telford, London
Thomas JJ (2007) A new approach to modeling the nucleation and growth kinetics of tricalcium

silicate hydration. J Am Ceram Soc 90:3282–3288
Thomas J, Biernacki J, Bullard J, Bishnoi S, Dolado J, Scherer G, Luttge A (2011) Modeling

and simulation of cement hydration kinetics and microstructure development. Cem Concr Res
41:1257–1278

Ulm FJ, Coussy O (1996) Strength growth as chemo-plastic hardening in early age concrete. J Eng
Mech 122(12):1123–1132

Van Driessche AES, Kellermeier M, Benning LG, Gebauer D (Eds) (2017) New perspectives on
mineral nucleation and growth: from solution precursors to solid materials. Springer, Cham

Voter AF (2007) Introduction to the kinetic Monte Carlo method. In: Sickafus KE et al (eds)
Radiation effects in solids. Springer, Dordrecht, pp 1–23

Yu Z, Lau D (2015) Nano-and mesoscale modeling of cement matrix. Nanoscale Res Lett
10(1):173

Zalzale M (2014) Water dynamics in cement paste: insights from lattice Boltzmann modelling,
PhD thesis, EPFL Lausanne, Switzerland



10In Situ AFM Investigations and Fracture
Mechanics Modeling of Slow Fracture
Propagation in Oxide and Polymer Glasses

Matteo Ciccotti and Matthieu George

Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200
2 Multiscale Modeling of the DCDC Sample . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206
3 Stress Corrosion in Oxide Glasses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209

3.1 Crack Tip Environmental Condition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211
3.2 Role of Plastic Deformation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215

4 Toughness of Glassy Polymers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219
4.1 About Fracture in Glassy Polymers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219
4.2 DCDC Techniques for Glassy Polymers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221
4.3 Slow Crack Propagation in Glassy Polymers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 222
4.4 Link Between Steady-State and Stick-Slip Crack Propagation . . . . . . . . . . . . . . . . 226

5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 231
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 233

Abstract

Fracture propagation is inherently a multiscale problem, involving the coupling
of many length scales from sample dimension to molecular level. Fracture
mechanics provides a valuable link between the macroscopic scale of the
structural loading of the samples and the scale of the process zone for brittle
materials. Modeling the toughness of materials requires yet an investigation at
scales smaller than this process zone, which is nanometric in oxide glasses and
micrometric in polymer glasses. We present here the important insights that have
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been obtained through an in situ experimental investigation of the strain fields
in the micrometric neighborhood of a propagating crack. We show the richness
of atomic force microscopy combined with digital image correlation although
it limits the observations to the external surface of the sample and to very slow
crack propagation (below nm/s). For oxide glasses, this novel technique provided
enlightening information on the nanoscale mechanisms of stress corrosion during
subcritical crack propagation (Ciccotti, J Phys D Appl Phys 42:214006, 2009;
Pallares et al., Corros Rev 33(6):501–514, 2015), including the relevance of crack
tip plasticity (Han et al., EPL 89:66003, 2010), stress-induced ion exchange
processes (Célarié et al., J Non-Cryst Solids 353:51–68, 2007), and capillary
condensation in the crack tip cavity (Grimaldi et al., Phys Rev Lett 100:165505,
2008; Pallares et al., J Am Ceram Soc 94:2613–2618, 2011). An extension
of this technique has recently been developed for glassy polymers (George et
al., J Mech Phys Solids 112:109–125, 2018), leading to novel insights on the
transition between crazing and shear yielding mechanisms and to promising new
ways to link the toughness properties to the time-dependent large strain material
properties of these nominally brittle materials.

1 Introduction

Fracture propagation is inherently a multiscale problem, involving the coupling of
many length scales from sample dimension to molecular level. Fracture mechanics
provides a valuable link between the macroscopic scale of the structural loading of
the samples and the scale of the process zone for brittle materials such as oxide and
polymer glasses. On the one hand, LEFM (see Insert A) allows measuring toughness
of a given material on a given standard test sample and uses this information to
predict the resistance to fracture propagation of a different structure composed
of the same material including a well-defined crack. On the other hand, LEFM
does not allow explaining the measured toughness value based on the macroscopic
properties of the material, nor its dependence on crack propagation velocity or
temperature.

Figure 1 shows that the toughness of very different materials (including the ones
investigated in the present manuscript) presents significant variations when crack
propagation velocity spans over many different orders of magnitude, going from
pm/s to km/s. The overall trend of these curves is surprisingly similar, consisting of
a slow velocity regime (frequently called “subcritical”) with a Γ (v) with positive
slope as a function of the velocity v up to a critical velocity vc. Above this
instability point (see Insert A), crack propagation velocity rapidly attains values
close to the sound propagation speed in the material. Kinetic energy dominates
the fracture energy in this dynamic regime (Freund 1990; Fineberg and Marder
1999). On the other hand, in the slow velocity regime, which is the object of the
present manuscript, crack propagation is quasi-static, and the materials toughness
is determined by the dissipative processes associated with crack propagation.
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Fig. 1 Fracture energy curves Γ (v) for some different materials

The ranking of the materials toughness in this subcritical regime is thus not trivially
related to the strength of the specific interatomic bonds.

Insert A: Linear Elastic Fracture Mechanics (LEFM)

LEFM describes the conditions of propagation of a preexisting sharp crack in
linear elastic materials. The original argument by Griffith (1920) associated
the creation of a new crack to the conversion of mechanical energy (external
work W and variations of the elastic energy Uel) into a thermodynamic
(reversible) energy cost per unit area Γ = 2γ to create two new free surfaces:

G = ∂W
∂A

− ∂Uel
∂A

= Γ [J/m2]

where the strain energy release rate G represents the loading condition and
structural response of the precracked sample and the fracture energy Γ is a
material property.

An equivalent description of LEFM can be expressed in terms of a singular
stress field σij (r, θ) in the neighborhood of the crack tip in the form of an
inverse square root dependence of the stress tensor σij on the distance r from
the crack tip:

σij (r, θ) = KI√
2πr

fij (θ)
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c

where fij (ϑ) are universal oscillating functions of the angle θ .
When limiting to mode I (opening) cracks, the equilibrium/propagation

condition can thus be expressed as KI ≥ KIc [Pa·m1/2], where the stress
intensity factor (SIF) KI =

√
E′G is the loading parameter and the fracture

toughness KIc =
√
E′Γ is a material property. The effective elastic modulus

is E′ = E for plane stress and E′ = E/(1 − ν2) for plane strain, E and ν
being the Young modulus and Poisson’s ratio of the material.

The elastic crack opening profile uy(x) of an initially sharp slit can be
shown to have locally a parabolic shape:

uy(x) = KI
E′

√
8x

π

The LEFM formalisms can be extended to inelastic materials provided
all inelastic deformations are limited to small region around the crack tip,
called the “process zone” as shown by Irwin and Orowan (Orowan 1955;
Irwin 1957). The irreversible fracture energy Γ (v, T ) � w includes energy
dissipation and can become several orders of magnitude larger than 2γ .
Moreover, it can depend on crack propagation velocity v, on temperature
and environmental conditions (especially relative humidity). The stability of
steady-state crack propagation requires both the structural stability of the
sample dG(c)/dc ≥ 0 and intrinsic stability of the material dΓ (v)/dv ≤ 0.

For hard and stiff elastoplastic materials, the size of the plastic process
zone can be estimated as a function of their yield stress σY through Dugdale
model:

�D = χ K
2
Ic

σ 2
y

where χ ranges between 1/2π � 0.16 and π/8 � 0.39 depending on the
choice of a circular (McClintock and Irwin 1964) or elongated (Dugdale
1960) process zone.
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Typical dissipation mechanisms involve plastic or viscoelastic deformation of
the bulk material in the neighborhood of the crack tip which is affected by a
propagating stress singularity. Moreover, the strong deformation of the material in
this process zone can induce the activation of some mesoscale mechanisms, such
as microcracks, cavitation, crazing/fibrillation, shear banding/localization, rupture
and/or sliding of interfaces between different phases of the material (Lawn 1993;
Williams 1984; Jones 2015), or molecular processes such as stress-induced diffusion
of ions or molecules, stress-activated chemical reactions, or phase changes (Lawn
1993; Ciccotti 2009; Hutter 2013).

The scientific field of modeling materials toughness is thus a strongly multi-
disciplinary domain, which implies handling mechanics at the macroscopic scale,
in situ investigations of micromechanisms at the mesoscale, and physicochemical
modeling at the atomistic scales. The focus of the present manuscript is in the
development of novel AFM-based techniques to provide in situ investigation of
the mesoscale mechanisms in brittle materials such as oxide and polymer glasses,
where the size of the process zone is, respectively, nanometric and micrometric
(see Insert A). On the one hand, an appropriate modeling of these mesoscale
observations requires to accurately investigate and model the mechanical aspects
at the macroscopic scale, which provides the pertinent loading and boundary
conditions for the process zone scale. On the other hand, the clear observation
and modeling of the mesoscale mechanisms provide the pertinent conditions that
affect the molecular processes acting at an even smaller scale. The mesoscale is
frequently the scale where most of the energy dissipation takes place, but the amount
of this energy dissipation is conditioned by the phenomena acting in a molecular
neighborhood of the crack tip. The mesoscale is thus an essential bridge between
the mechanical and molecular scales and a key factor to model materials toughness.

The key for a proper communication between the three scales lays into the
achievement of a well-conditioned steady-state propagating fracture, where the
processes at all scales are conveniently synchronized. This allows the energy flow
to be coherently defined from the macroscopic scale of the loading stage down to
the ultimate molecular failure scale and thus to attribute to each scale the proper
contribution in the emergence of the fracture toughness of the material.

The novel technique presented here exploits the combination of an AFM (Bruker
ICON, Santa Barbara, USA) with a very stable and compact in situ loading
configuration (Fig. 2) based on the double cleavage drilled compression (DCDC)
sample (Janssen 1974) and a very stiff and compact loading stage (Deben Microtest,
Woolpit, UK). The macroscopic nature of the sample and its excellent stability allow
obtaining a well-defined mode I loading and a very straight crack path. This allows
for a very stable steady-state fracture propagation in materials where the fracture
toughness Kc can be expressed as an increasing function of the crack propagation
velocity v (see Insert A).

The straight AFM topographical imaging (see Insert B) of the crack tip neighbor-
hood allows to identify the pertinent mechanisms acting at the process zone scale.
Furthermore, the continuum imaging of the same region of the sample surface while
it is progressively crossed by the slowly propagating crack allows extracting the
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Fig. 2 (a) Sketch of the DCDC specimen. (b) Experimental setup for in-situ AFM imaging of the
slow crack propagation in a DCDC specimen

crack tip displacement field and in turn determines the surface strain and strain rate
fields. The variations of the direct topographical signal provide the out-of-plane
displacements associated with crack propagation, while the access to the in-plane
displacement field can be obtained through digital image correlation (see Insert D).

The in situ AFM technique allows accessing the process zone with unprecedented
spatial resolution and real-time monitoring. However, experimental access to such a
high spatial resolution entails two main constraints arising from the intrinsic nature
of scanning probe microscopies. The first is that observations are limited to the free
surface of the sample, which is subjected to a different mechanical condition than
the bulk. The second is that the maximum imaging rate is presently limited to one
image per minute, which limits the crack propagation velocity to the slow range
between pm/s and nm/s. While the use of these techniques is limited to a range
of temperature around ambient conditions, the composition of the atmosphere in a
glove box containing the setup can be set with great precision to a given mixture
of N2, H2O, and CO2, which is a very important asset to study stress corrosion or
more general environmental effects on crack propagation.

Figure 3 represents a typical image that was obtained in the process zone
of a crack propagating in a glassy thermoplastic polymer (PMMA) where one
can appreciate the richness of information on the detailed mechanisms at action.
Before we can attempt any interpretation it is wise to fully examine the multiscale
mechanical condition corresponding to the observed phenomenon.

The manuscript will be organized as follows. Chapter 2 presents the develop-
ments of the multiscale modeling of the DCDC crack propagation technique. Chap-
ter 3 presents the well-established advances in modeling the stress-corrosion crack
propagation in oxide glasses made possible by the in situ AFM technique. Chapter 4
presents recent extensions of the technique to investigate slow crack propagation in
glassy polymers and very promising new observations. Chapter 5 drives a critical
conclusion about the technique and its perspectives toward linking the worlds of
nanoscale mechanics and numerical modeling. Four Inserts are distributed along
the text to consistently provide with required base knowledge in fracture mechanics,
atomic force microscopy, capillary condensation, and digital image correlation.



10 In Situ AFM Investigations and Fracture Mechanics Modeling of . . . 205

Fig. 3 3D representation of
the topography of the crack
tip region at the free surface
of a PMMA sample measured
by AFM

Insert B: Atomic Force Microscopy (AFM)

Atomic force microscopy is widely used to non-destructively characterize the
surface structure of materials at the nanometric scale. In imaging mode, the
AFM sharp probing tip, mounted on a flexible cantilever, is scanned over the
surface of the material, and the interactions between the tip and the surface,
measured through the deflection of the cantilever, are translated into a three-
dimensional image of the surface topology.

figure from Roduit (2010)

Topographical images can be obtained either in contact (static) mode or
in dynamic mode (also called tapping), in which the cantilever is submitted
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to a sinusoidal excitation. A feedback loop acting on the vertical position
of the cantilever is used to keep the amplitude of the deflection (or of the
oscillations) constant during the scan, in order to get the surface topography
by recording the vertical position or height signal. A second kind of image,
called the error signal image, represents the difference between the measured
deflection (or oscillation amplitude) and its prescribed setpoint value. This
image is very precious to highlight the contours of the structures in the imaged
region. The vertical resolution of the AFM topographical images can be as
small as 0.1 nm and is essentially limited by vibrational and electronic noise,
whereas lateral resolution is essentially hampered by the finite radius of the
scanning tip which induces a smearing of the measurement along the surface
plane and is thus generally at best of the order of 10 nanometers. At the
nanometric scale of the AFM images, it is important to keep in mind that
differential thermal dilations between the sample and the instrument during a
scan are generally not negligible, inducing image distortions (called thermal
drifts) that must be minimized and taken into account.

When operating in dynamic mode, the phase delay between the sinusoidal
excitation and the response of the cantilever can also be acquired during the
scan. This provides a third kind of image, called phase image, which can
contain useful information on the nature of the scanned surface. The phase
signal is indeed related to the energy dissipated per cycle by the surface-tip
interactions (Cleveland et al. 1998) and is generally used to reveal changes
of the viscoelastic properties of the sample materials and changes of wetting
properties of the sample surface or to detect the presence of nanoscale liquid
film condensed on the solid substrate.

2 Multiscale Modeling of the DCDC Sample

The DCDC sample was initially developed by Janssen (1974) to study slow fracture
in silicate glasses, which possess very high values for both Young modulus E ≈
70 GPa and yield strength σy ≈ 10 GPa. The sample (Fig. 2a) consists of a prism
of dimensions 2L× 2w× 2t (corresponding to x, y, z directions) with a cylindrical
cross hole of radius R drilled through the specimen thickness 2t . The sample is
loaded with a compressive force F and thus a compressive stress σ = F/4wt
applied to the two opposite faces. This induces a tensile stress at the two poles of the
central hole that are aligned with the sample loading direction. During the test in stiff
and hard materials like glass, two symmetric cracks of length c are spontaneously
nucleated at the crown of the central hole. The two cracks then propagate in opposite
directions along the midplane of the sample (direction x in the x − z plane), driven
by the mode I opening induced at the crack tip.
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In order to fit the DCDC sample into a compact loading setup to be set into an
AFM apparatus, the glass sample dimensions are fixed to 40 × 4 × 4 mm3, with
a hole radius R = 500 μm. A precision of 10 μm is required on all dimensions,
and the surfaces should be polished to a RMS roughness of 0.5 nm (for an area of
1× 1 μm2) to insure proper AFM imaging.

In these very brittle materials, the macroscopic sample deformation is essentially
linear elastic. The stress intensity factor has been derived by several authors via 2D
finite element simulations (Janssen 1974; Michalske and Freiman 1983; He et al.
1995; Pallares et al. 2009). When the crack tip is at a sufficient distance (>w) from
the central hole and the sample extremities, the mode I stress intensity factor is a
decreasing function of the crack length c. The most refined analytical approximation
for this relation is (Pallares et al. 2015):

σ
√
πR

KI
=
[
d0 + d1

w

R
+ d2

(w
R

)2
]
+
[
d3 + d4

w

R
+ d5

(w
R

)2
]
c

R
(1)

where d0 = 0.3156, d1 = 0.7350, d2 = 0.0346, d3 = −0.4093, d4 = 0.3794,
and d5 = −0.0257. Since dKI/dc < 0, crack propagation is very stable at both
imposed load and imposed displacement. Moreover, the directional stability of the
straight crack propagation is excellent due to the strongly negative values of the T
stress induced at the crack tip by the applied compression (Fett et al. 2005).

When using the DCDC sample to study subcritical propagation with a constant
applied displacement, the crack progressively slows down as a consequence of the
increase of the crack length. This allows to progressively reach very slow velocities
without any activation of the loading stage. At the very low crack propagation
velocities required by AFM observations (below 10 nm/s), the variations of the crack
length c, and consequently of KI , are very weak. A steady-state propagation in
very pure asymptotic mode I loading (KII /KI ≤ 5%) can thus be observed over
conveniently long in situ investigations: a few days or weeks depending on the crack
propagation velocity. The details of the setup and techniques can be found in Celarie
(2004) and Grimaldi et al. (2008).

We address here a first major issue related to the necessity of establishing the
proper mechanical loading in the neighborhood of the micrometric region observed
by AFM where the crack front intersects the external surface of the DCDC sample
(cf. red circle in Fig. 4). While the 2D modeling of the DCDC sample assumes the
invariance of stress and displacement fields along the z axis, the boundary effects
on a finite thickness sample generally imply the crack front to assume a curved
shape, which is parabolic for the DCDC sample (cf. top right image in Fig. 4).
The 2D symmetry of the crack tip field is thus broken in the proximity of the
external surface, which is intersected by the crack front with a non-normal angle
α ∼ 10◦. In the presence of such a tilted configuration, the singularity of the crack
tip stress field takes a radically different mathematical form, called “corner point
singularity,” which should be expressed in terms of spherical coordinates around
the intersection point (Benthem 1977; Bazant and Estenssoro 1979; Dimitrov et al.
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Fig. 4 Multiscale combined experimental and numerical analysis of the DCDC sample. The large-
scale measurements by optical interferometry are illustrated on the top. The two small-scale AFM
images in the bottom represent two successive steps of steady-state crack propagation that lead to
the estimation of the local out-of-plane displacement field represented on their right. The finite-
element mesh on the right is used to bridge the two scales

2006). The practical consequence is that the crack propagation at the surface may
be different than in the bulk. However, if we insure a well-conditioned steady-state
crack propagation, the crack front assumes a constant shape, and the intersection
angle α can be shown to be a function of the material’s Poisson ratio (Pallares et al.
2015). Under these specific conditions, the stress intensity factor takes an essentially
constant value along the crack front and up to the external surface. Both the loading
conditions and propagation kinetics become thus consistent between the surface and
the bulk of the sample.

This scenario was validated as illustrated in Fig. 4 by combining (1) a 3D finite
element modeling of the linear elastic deformation of a DCDC sample taking
into account a curved crack front shape, (2) the experimental measurement by
optical reflection interferometry of the elastic crack opening profile, and (3) the
experimental measurement by optical profilometry of the out-of-plane displacement
field of the external surface of the sample, which is the same observable measured
in the in situ AFM investigation but at larger macroscopic scale.

The outcome of the excellent agreement between all these measured and
calculated displacement fields is that:
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(1) the crack opening profile in the midplane of the sample is well described by the
Williams expansion (Williams 1957; Pallares et al. 2009):

uy(X) = KI
E′

√
8

π

(
X1/2 + α3X

3/2 + α5X
5/2
)

(2)

where KI is provided by Eq. (1), α3 = 1.319/w and α5 = 0.515/w2.
(2) the out-of-plane displacement field uz at the external surface can be expressed

as (Han et al. 2010; Pallares et al. 2009):

uz(r, θ) = KI (1+ ν)√
2πE

√
r

(
A+ B cos

θ

2
+ C cos θ

)
(3)

where KI is again provided by Eq. (1) and the angular dependence is approx-
imated by a truncated Fourier expansion (the coefficients are A = 0.28, B =
0.67, C = −0.72 for our sample configuration and mechanical properties). We
remark that the fact that the

√
r singularity for uz is the same as for the in-

plane crack opening profile is not a trivial result, and it is not predicted by 2D
solutions neither in plane stress nor in plane strain.

3 Stress Corrosion in Oxide Glasses

Stress corrosion is a hydrolysis chemical reaction happening at the crack tip, which
would normally be very slow on glass at ambient temperature, but is significantly
accelerated due to local stress concentration (cf. Ciccotti 2009 for a recent review).
Most ordinary oxide glasses are silicate glasses, where about 80 wt.% is constituted
by a densely cross-linked network of silica tetrahedra, SiO4, bonded by a common
oxygen atom, thus creating Si −O − Si (siloxane) bridges that locally form some
rings of radii down to 0.5 nm. The basic corrosion reaction is a three-step reaction
involving water adsorption on the Si −O bonds, then the hydrolysis reaction itself
(exchange of electron and proton), and finally the separation of the bond in two
separate silanol groups (Si − OH ), which correspond to one step advance of the
fracture in the main silicate network of the glass (Fig. 5 Left). The vision of stress
corrosion as a sequence of individual bond breakings by stress (and temperature)-
enhanced hydrolysis was established in the 1970s (Wiederhorn 1967; Wiederhorn
and Bolz 1970; Michalske and Bunker 1984). The kinetics of stress corrosion crack
propagation can be represented by a three-region scheme on a graph describing
the logarithm of crack velocity v (spanning from cm/s to pm/s) against the stress
intensity factor (SIF) KI (Fig. 5 Right), when KI is smaller than the toughness KIc
that is of the order of 1 MPa·m1/2 for most glasses.

Region I is the proper stress-corrosion regime, where the stress enhances expo-
nentially crack propagation velocity according to accelerated hydrolysis reactions.
Region II is a plateau where crack velocity is limited by the migration of water
molecules toward the very confined crack tip. Region III is a very steep region
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Fig. 5 Left: basic mechanisms of the stress-corrosion reactions (from Michalske and Freiman
1983). Right: Schematic v(K) diagram for subcritical crack propagation in oxide glasses

where the SIF is so high that the crack can propagate without any contribution
from water hydrolysis. In some glasses such as alkali-silicate glasses, an additional
region 0 corresponds to a threshold for crack propagation. The phenomenology of
the stress-corrosion regime (region I) consists of an exponential dependence of the
crack velocity on the stress intensity factor, an almost proportional dependence on
humidity, and an increase of crack velocity with temperature. This was experimen-
tally established by Sheldon Wiederhorn (Wiederhorn 1967; Wiederhorn and Bolz
1970) who also proposed the following model equation:

v = A
(
pH2O

p0

)m
exp

(
−ΔEa − bKI

RT

)
(4)

which is based on the chemical reaction rate theory for the hydrolysis of siloxane
bonds by water molecules. The dependency on humidity pH2O/p0, the main
reactant, is a multiplicative power law with an exponent m close to 1, which is
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the order of the reaction. The dependency on both temperature T and KI appears
through an Arrhenius term, where R is the gas constant and the activation barrier
ΔEa can be reduced by the presence of local tensile stress σtip at the crack tip of
radius (we can write σtipVa = bKI , where Va is an activation volume of molecular
dimensions).

Phenomenological equations such as Wiederhorn’s (Eq. 4) can describe the
dependence of crack velocity on stress and on environmental parameters for most
typical glasses and are compatible with a thorough consistent modeling based on
the sharp-crack atomic-bonding paradigm (Lawn 1993). Yet the detailed nature
of the stress-corrosion mechanisms that occur at the crack tip has been debated
for decades (Marsh 1964; Maugis 1985; Gehrke et al. 1991; Tomozawa 1996),
and a general disagreement can be found on the relevance of several accessory
phenomena that may participate in the stress-corrosion mechanisms at different
stages of the process. Stress corrosion can involve a complex interplay between
the diffusion of reactive molecules (mainly water) into the crack cavity and into the
glass network, the corrosion (or dissolution) of the network itself, and the migration
of weakly bonded alkali ions under chemical or stress gradient (Gehrke et al. 1991;
Bunker 1994). We note that in pure silica glass, the absence of ion migration can
lead to significantly different local corrosion mechanisms. All three phenomena are
typically very slow under ambient conditions in the unstressed material, but they
can significantly accelerate in the highly stressed neighborhood of the crack tip,
depending especially on the nature of the environment and of its confinement in the
crack tip cavity.

3.1 Crack Tip Environmental Condition

In the classical picture of stress corrosion in moist air, the local environmental
condition at the crack tip is assumed to be dry, and water molecules have to
diffuse in the air phase along the sharp crack cavity before reaching the most
strained bonds at the crack tip (Wiederhorn 1967). However, several speculations
or indirect observations (Crichton et al. 1999; Lawn 1993) have suggested the
presence of liquid phase due to capillary condensation inside the very sharp cracks
in hydrophilic materials such as glass (see Insert C). According to theoretical
estimations, the Kelvin radius for capillary condensation of water at ambient
conditions is subnanometric (see Insert C) and comparable with the radius of
stretched crack tips in glass (Wiederhorn 1967). If present, this capillary-condensed
phase should be very small and difficult to detect with optical methods.

The phase-imaging technique associated with the in situ AFM observations (see
Insert B) provided the first clear observations of this wet phase filling the crack
cavity over a length of about 1 micron (Fig. 6). This allowed to establish that the
crack tips in silicate glasses in moist atmosphere are invariably filled with a stable
liquid phase, mainly composed by water. Since macroscopic failure properties of
materials are essentially governed by mechanisms taking place in the vicinity of the
crack tip, such a liquid condensate has a potential for playing an important role on
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between the crack opening profile and the water condensate; (center) AFM phase image of the
water condensate; (right) length of the condensate L as a function of the stress intensity factor KI
for different values of relative humidity. (Data after Grimaldi et al. 2008)

the propagation of the crack, in spite of its micrometric extension. First, it affects
the chemistry allowing for crack propagation at low velocity by determining the
local environmental condition for the stress-corrosion reactions at the crack tip. But
it can also have a mechanical effect due to the highly negative Laplace pressure in
the condensate (see Insert C) that acts on the crack walls and is responsible for the
closure of the crack when the stresses become lower than some threshold K0.

Insert C: Capillary condensation

Capillary condensation consists of the spontaneous condensation of a liquid
water into a small gap confined between solid surfaces in the presence of an
unsaturated moist atmosphere.

It is an ubiquitous phenomenon at nanoscale, occurring in all confined
geometries, divided media, cracks, or contacts between surfaces (Bowden
and Tabor 1950). Because of the curvature of the meniscus delimiting the
condensation, the pressure in the two phases is not equal due to the Laplace
law of capillarity:

PL − PATM = γlv
r
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where γlv is the liquid-vapor surface tension and r is the radius of mean
curvature of the interface, the pressure being higher on the concave side. This
induces a pressure drop in the pressure PL of the liquid meniscus, which in
turn induces a decrease of its chemical potential and thus allows to reach
equilibrium with an undersaturated atmosphere when the average curvature
radius equals the Kelvin radius rk according to the Laplace-Kelvin equation:

γlv

rK
= −ρlkBT ln(RH) (5)

where ρl is the number of molecules per unit volume in the liquid phase
(Thomson 1871) and RH stands for the relative humidity.

In the case of perfect wetting, as for water on silica surfaces, the solid
surfaces are also covered by an equilibrium condensed film of nanometric
thickness e due to the effect of van der Waals short-range interactions between
the surface and the water molecules through the condensed film (which is
characterized by the Hamaker constant Aslv). In equilibrium conditions, the
condensed film has the same negative pressure as the capillary-condensed
phase, and the equilibrium thickness e of the film is given by:

e =
(
− Alsv

6πρlkBT ln(RH)

)1/3

(6)

In order to have capillary condensation, the gap H between two silica
surfaces should be inferior to the critical value Hc (cf. Charlaix and Ciccotti
2010 for more details):

Hc = 2rk + 3e (7)

Silica glass is particularly suited to investigate the physicochemical properties
of the capillary condensate since the stress-corrosion reaction does not involve
corrosion products nor ion exchange phenomena. When measuring the length L
of the condensate as a function of the stress intensity factor KI (that controls the
crack opening profile as seen in Insert A and Sect. 2), the condensation was shown
to be at equilibrium with an atmosphere of moist nitrogen (Fig. 6), and the critical
condensation distance Hc (see Insert C) was measured for several values of the
relative humidity (Grimaldi et al. 2008).

When progressively unloading a crack, the condensate length L keeps increasing
up to a maximum value Lmax, where the capillary forces overcome the crack
opening forces associated to the macroscopical loading K0. At this point, the crack
is macroscopically observed to suddenly recede leading to complete closure. When



214 M. Ciccotti and M. George

combining the measurement of the closure threshold K0 with the L − KI curves
by AFM phase imaging, the value of Lmax can be adjusted as the single fitting
parameter of the equation:

L

Lmax
=
⎛

⎝KI
K0

−
√(

KI

K0

)2

− 1

⎞

⎠
2

(8)

and the values of both the Laplace pressure ΔP and the critical condensation
distance Hc (see Insert C) can be determined by:

ΔP = K0

√
π

8Lmax
Hc = K0

E′

√
8Lmax

π
(9)

This provided the first access to the physical properties of the wetting liquid
at crack tip during stress-corrosion propagation. Concerning silica glass, these
properties were shown to be very sensitive to impurities (Grimaldi et al. 2008) and
to reach very stable values close to those of pure water in perfect wetting conditions
when performing the experiment under a mixture of pure nitrogen and moisture
(Pallares et al. 2011). Since the water condensate is in equilibrium with the moist
atmosphere, the chemical activity of liquid water under the equilibrated negative
Laplace pressure is the same as that of the neighboring moist air (see Insert C). This
can explain why the classical stress-corrosion Eq. (4) well describes the dependency
of the crack propagation data on relative humidity (Ciccotti 2009).

When studying more common glass compositions, such as soda-lime glass, the
role of the crack tip condensation can be more pernicious due to stress-enhanced
leaching that causes alkali ions to diffuse into the liquid condensate. The in situ
AFM phase imaging reveals that the condensate length is significantly larger than
for the silica glass (Célarié et al. 2007). Moreover, this length increases with time
under constant loading and environmental conditions, without reaching a clear
equilibrium. This reflects the change in composition of the liquid condensate due
to the progressive enrichment in alkali ions that can be monitored by the AFM
technique.

This unprecedented access to the composition of the nanoscale liquid condensate
opens the way to more accurate investigations of two important factors affecting
stress-corrosion kinetics: (1) the first major point is that this local environmental
condition directly affects the rate of the corrosion reactions; (2) the second major
point is that it allows for an estimation of the amount of alkali leached out of the bulk
glass, which is responsible for a compressive stress buildup at the neighborhood of
the crack tip (Wiederhorn et al. 2011), which also affects the stress-corrosion rate
according to Eq. (4), and which was shown to cause the occurrence of a stress-
propagation threshold in alkali-modified glasses (Fett et al. 2005).

Mastering the concomitant role of the local environmental condition and the
compressive stress buildup induced by the interplay of hydration, leaching, and
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hydrolysis reveal to be the necessary path toward a better modeling of the unsolved
issue of the effect of glass composition on stress-corrosion kinetics in moist air
(Wiederhorn et al. 2013).

3.2 Role of Plastic Deformation

In previous sections we used linear elastic fracture mechanics down to the molec-
ular scale to interpret stress-corrosion mechanisms. A major objection to the
sharp-crack atomic-bonding paradigm comes from the hypothesis of a significant
contribution of plastic deformation at the crack tip in the slow crack propagation
mechanisms. Since the early works of Dugdale (Dugdale 1960) on metals and
the observations of plastic behavior of glass under compression in indentation and
scratch marks (Taylor 1949), several investigations have been carried out to track
the evidence of plastic behavior in the strong tensile stress field at crack tips in
glasses.

The fracture energies measured by Wiederhorn (1969) for six glasses in an inert
environment range between 7 and 10 J/m2, a figure that is tenfold higher than
twice the typical values of the surface tension of glasses γ = 0.5 J/m2 (Griffith
1920), which suggests a significant contribution of irreversible processes in crack
propagation (see Insert A). By considering a typical yield stress of σy ∼ 10 GPa
for glass, the size of the crack tip plastic region associated to such fracture energies
by the Dugdale model would be limited to a few nanometers (see Insert A). In the
subcritical stress-corrosion regime, the fracture energies and the estimated sizes of
the plastic regions are even lower. However, the extent of penetration of reactive
molecules from the environment into the glass network has been much debated
(Marsh 1964; Tomozawa 1984), and this can enhance damage and plasticity on
larger regions around the crack tip (cf. Ciccotti 2009).

Since the early development of AFM techniques, it has been possible to
probe in situ crack propagation or the post-mortem crack surface morphologies to
explore these mechanisms at their relevant nanometric scale, leading to remarkable
observations (Guilloteau et al. 1996; Celarie et al. 2003; Bonamy et al. 2006)
suggesting that crack tip plasticity would affect a region of about 100 nm, which
is significantly larger than Dugdale’s prediction. These have attracted a lot of
attention on the nanomechanics of oxide glasses since they were thought to be
connected with interesting out-of-equilibrium issues (Tomozawa 1996). Yet, a
coherent interpretation of these AFM nanoscale investigations was only achieved
after the development of the thorough multiscale analysis of the mechanics of
fracture from the macroscopic scale where the loading is applied to the sample, to
the submicrometric scale where the crack tip singularity lives (presented in Sect. 2).

When estimated at the scale of the in situ AFM images of the crack tip region, the
displacements provided by the proper local elastic solution are of the order of the
nanometer. While the in-plane displacements are below the lateral resolution of the
AFM, the out-of-plane displacements are measurable, but they are of the same order
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Fig. 7 (a) and (b) are, respectively, the reference and deformed AFM height images for the IDIC
analysis. (c) Raw residual field obtained after correction of in-plane displacement. Note that the
crack path is masked for the IDIC analysis. (d) Fitted displacement field. (e) Remaining residual
after fit subtraction. (f) Out-of-plane displacement associated with the crack opening. A cut through
the symmetry plane y = 0 is shown, with the crack tip located at the origin. (After Han et al. 2010)
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of magnitude as the lowest surface roughness that can be obtained by polishing.
In order to achieve an accurate measurement of both these displacement fields, an
extension of the digital image correlation (DIC) technique to AFM topographical
images was performed by Han et al. (2010) (see Insert D).

The results of this analysis (reported in Fig. 7) provide strong evidence that
the proper 3D elastic solutions describe faithfully the mechanics of the DCDC
sample from the macroscopic scale, where the load is applied down to the lateral
resolution limit of the AFM measurements, represented by the 10-nm size of the
probe. The values of the SIF KI independently obtained by either the macroscopic
mechanical analysis of the structural response of the DCDC sample or by the
submicroscale measurement of the crack tip asymptotic displacement fields are in
excellent agreement (within 5% uncertainty).

A complementary piece of information to the in situ investigations of fracture
propagation is the post-mortem AFM analysis of the fracture surfaces. Concerning
the quest for traces of plastic deformations, (Guin and Wiederhorn 2004) performed
a careful recombination of the nanoscale topography of two opposite fracture
surfaces, obtaining a perfect match down to the AFM height resolution of 0.1 nm.
Bonamy et al. (2006) have looked for traces of plastic deformations by examining
the post-mortem fracture surface profile in terms of crack propagation path. The
fracture surfaces of brittle materials are known to possess self-affine statistical scal-
ing properties that can be analyzed by estimating the lateral correlation functions.
While the observed cutoffs between different scaling regimes have frequently been
interpreted as signatures of changes from brittle to ductile fracture propagation
regimes, an accurate metrologic analysis of AFM roughness images showed that for
such small roughness amplitudes, the small-scale regime is likely to be caused by
intrinsic bias in the AFM imaging process (Lechenault et al. 2010) and suggested
that only the large-scale regime contains relevant metrologic information on the
fracture surfaces. Pallares et al. (2017) showed that this large-scale regime is likely
to be extended down to the relevant scale of material heterogeneities, which are
close to molecular dimensions in glasses. Moreover, as shown by Wiederhorn et al.
(2007) and Pallares et al. (2017), the amplitude of the surface roughness in the
stress-corrosion regime is a decreasing function of the applied stress intensity factor
KI . This result, which has the opposite trend than what is observed during dynamic
crack propagation (giving origin to mist, mirror, and hackle progressive roughening
during instable crack acceleration), can be understood in terms of a model based on
brittle crack propagation by LEFM down to the molecular scales, where the crack
tip propagation is deflected by residual stress fields induced by heterogeneities in
the local elastic moduli or in the local thermal expansion coefficients (Wiederhorn
et al. 2007). This is a further coherent observation with the fact that stress-corrosion
fracture is strongly coupled to residual stress fields and not significantly affected
by crack tip plasticity. These very subtle issues constitute a playground where MD
simulations could bring relevant modeling.
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Insert D: Digital Image Correlation (DIC)

Digital image correlation is classically used to extract the in-plane displace-
ment field u(x) in a region of interestΩ between a reference image f (x) and
a deformed image g(x), taken on the same surface at different times. f (x)
and g(x) usually represent the gray level at the position x in the image. The
conservation of the optical flow between the two images can be written as:

f (x) = g(x+ u(x)) (10)

The in-plane displacement field u(x) can thus be found by minimizing the
sum of squared differences:

∫

Ω

(f (x)− g(x+ u(x)))2 dx (11)

To measure a non-integer displacement, an interpolation scheme of the grey
level between pixels can be used. With AFM topographic images, DIC can be
expanded to deal with displacements in three dimensions since f (x) and g(x)
represent the vertical positions corresponding to each pixel. Equation (10) can
be generalized as:

f (x) = g(x+ u(x))+ v(x) (12)

where v(x) denotes the out-of-plane displacement field. In this case, the
roughness of the two surfaces is used to obtain the in-plane displacement
field, and then the subtraction of the registered images allows obtaining the
out-of-plane displacement field by eliminating the contribution of roughness.

Roux and Hild (2006) have developed a more robust method, called “Inte-
grated” DIC approach (IDIC), where kinematic or mechanical information
are taken into account in the minimization procedure. The displacement field
[u(x), v(x)] is then sought as a linear combination of a few expected fields.

When treating the in situ AFM images, some of these fields are chosen to
represent regular transformations such as uniform extension or shear caused
by the AFM drifts, whereas the others represent the linear elastic fracture
mechanics of in-plane and out-of-plane singular fields on each image. The
steady-state crack propagation condition can be used to enforce the identity
of the crack tip fields on the two images after translation along the crack path
direction, thus reducing the number of unknowns and providing robust values
for the stress intensity factor KI .
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4 Toughness of Glassy Polymers

4.1 About Fracture in Glassy Polymers

Glassy polymers are widespread in technical and structural applications since the
1930s due to their excellent mechanical properties, combined with low mass density
and ease of implementation. Although their elastic moduli and yield strength are
lower than other structural materials such as glasses or metals, glassy polymers
possess a relatively high fracture energy. This results from a combination of plastic
deformation and the occurrence of several localization mechanisms such as crazing
and shear banding (Donald and Kramer 1982). Extensive studies have been devoted
to the modeling of the relationship between the mechanical properties and the
material composition and microstructure. Their main aim was combining contribu-
tions from both macroscopic constitutive laws, mesoscale damage mechanisms, and
molecular issues (Williams 1984; Brown 1991; Réthoré and Estevez 2013; Halary
et al. 2011).

Although glassy polymers (i.e., with a glass transition temperature well above
ambient temperature) can belong to different families with different macromolecular
structures such as thermoplastics, thermosets, and semicrystalline polymers, their
macroscopic mechanical properties are qualitatively quite similar up to yield condi-
tion. These materials have a typical elastic modulus of E ≈ 1 GPa, a yield strength
of about σy ≈ 100 MPa, and a fracture toughness of about Kc ≈ 1 MPa

√
m. The

size of the inelastic process zone at the crack tip is thus of the order of magnitude
of the Dugdale length �D ∼ 15÷ 40 μm (see Insert A).

Understanding and engineering the toughness of these polymers rely on the
ability of describing and modeling the bulk deformation and energy dissipation
mechanisms at the process zone scale. It is thus pertinent to use the same DCDC
sample geometry and loading setup to perform in situ AFM investigations while
dealing with the macroscopic scale of the sample by using the tools of linear elastic
fracture mechanics. Although the materials of this class share similar properties
on scales larger than �D , the nature of the inelastic processes occurring in the
process zone can be very different depending on the nature and structure of the
macromolecular network, which results in a very different large strain behavior. The
kinetics of crack propagation can also be very variable, changing from very stable
steady-state crack propagation over a wide range of velocities in thermoplastics to
jerky stick-slip fracture propagation in thermosets.

On the opposite of oxide glasses, the major dissipation mechanism in glassy
polymers is provided by plastic deformation and acts on a more mesoscopic
scale that is 1000× larger. As a consequence, fracture propagation appears to be
significantly less sensitive to the degree of cleanness and purity of the atmosphere,
and most of current measurements are conducted under current atmosphere with
controlled temperature.
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The first applications of the in situ AFM technique have been focused on
two prototypes of thermoplastic and thermoset glassy polymers, namely, PMMA
and DGEBA-IPD epoxy resin. The fracture properties of these well-known glassy
polymers were extensively investigated with optical and post-mortem investigations
in the 1970s, which resulted in the proposition of several microscale models for
their toughness (Kinloch and Williams 1980; Williams 1984). The implementation
of in situ AFM techniques allows the visualization at the pertinent scales and is thus
a very promising tool for stating which are the pertinent mechanisms at action for
different polymers under well-defined crack propagation conditions.

For thermoplastics (such as PMMA) slow fracture propagation is a smooth
process up to an instability leading to dynamic crack propagation. The fracture
properties are described by a curve reporting the toughness Kc(v, T ) or the fracture
energy Γ (v, T ) as a function of the steady-state crack propagation velocity v and
temperature T (cf. Fig. 1). The quasi-static slow regime and dynamic regime are
associated to the two positive slope branches of the Γ (v) curve, which are separated
by a hypothetic negative slope region where steady-state crack propagation is
unstable and cannot be measured. The slow quasi-static regime extends over several
decades of propagation velocities, and the Γ (v) curve is dominated by viscoplastic
dissipation in a crack tip process zone of the size of tens of micrometers. For PMMA
at ambient conditions, the process zone has long been known to be constituted of
crazes, i.e., of nanometric fibrils being nucleated and drawn across the crack lips
thus providing extensive energy dissipation and crack propagation resistance (Doll
1983; Kramer 1983).

For thermosets (such as epoxy resins), fracture propagation is affected by stick-
slip dynamics (cf. Fig. 8a). A static crack will not propagate up to an initiation SIF,
named Kstart(δ̇, T ), that is, a decreasing function of the macroscopic loading rate δ̇

Fig. 8 Characteristics of the stick-slip behavior in thermosets. (a) The sample loading curve F(δ)
presents a saw tooth behavior. (b) The stick-slip amplitude KStart/KStop diminishes with the yield
stress σy or equivalently when increasing the loading rate δ̇ or decreasing temperature T
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applied to the sample or of decreasing temperature T . Crack initiation is followed
by dynamic propagation (v ∼ 100 m/s) that causes the sudden drop of the load
observed in Fig. 8a. Eventually, the crack will stop for a lower value of KI , called
Kstop, which is quite insensitive to the rate of loading and temperature. As shown
by Kinloch and Williams (1980), the coupled dependency of Kstart on the loading
rate and temperature can be expressed as a single master curve in terms of the yield
stress σy taken at a reference strain rate and temperature (cf. Fig. 8b). As proposed
by Phillips et al. (1978), based on poorly resolved optical observations, the stick-
slip mechanism can be interpreted as the consequence of plastic blunting of the
crack tip during the stick phase, followed by the nucleation of a sharp fast brittle
fracture inside the stretched static process zone.

4.2 DCDC Techniques for Glassy Polymers

The application of the DCDC configuration to glassy polymers implies solving
several technical issues since these materials are less stiff (E ≈ 1 GPa) and less hard
(σy ≈ 100 MPa) than silicate glasses. Moreover, they present a slow viscoelastic
relaxation at macroscopic scale. Since these materials are not brittle enough to
provide a spontaneous crack initiation from the central hole, the crack initiation has
to be implemented with the help of instrumented blades. Sample dimensions have
to be optimized (George et al. 2018) in order to minimize buckling and yielding
during crack propagation while preserving the small sample dimensions required
by in situ AFM investigations (for PMMA we used 2L = 45 mm, 2w = 7.2 mm,
2t = 4.95 mm, and R = 1.2 mm; for epoxy resin 2L = 40 mm, 2w = 8 mm,
2t = 4 mm, and R = 1.33 mm). Under these conditions, the stable propagation of
very straight cracks with slow velocities in the desired range for AFM investigation
can be achieved on both our test polymers, presenting steady-state conditions over
several days. We remark that for epoxy, this slow fracture regime was never observed
before.

The estimation of the stress intensity factor acting at the crack tip is made
considerably more difficult by the occurrence of stress relaxation, larger deforma-
tions, and plastic yield due to the shear stress concentration in the region of the
central hole. A main point is that during slow crack propagation (v < 10 nm/s for
AFM investigations), bulk stress relaxation in the DCDC sample is the dominating
cause of the reduction of KI during a test rather than crack propagation, which is
very limited in extent. Although the linear elastic modeling of the whole sample
(cf. Eq. (1)) is not any more adequate to provide KI , an experimental measurement
of the crack opening profile can be used to estimate KI (cf. Eq. (2)) at the elastic
scale surrounding the process zone (far from the central hole where bulk plastic
yielding can occur). Since the accuracy of this technique is limited to 10%, it can
only be used to set the average value of KI during the test. However, since the
crack length is not changing significantly during the test, we can use the recording
of the measured applied force F to obtain the time evolution of KI to be combined
with the measurement of the crack tip velocity v performed by optical or atomic
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Fig. 9 KIc(v) data for PMMA (four samples) and DGEBA-IPD epoxy resin (two samples)
obtained by the present technique

force microscopy (cf. George et al. 2018 for more details). In order to provide a
better control and resolution on the measurement of KI , a full multiscale analysis
of the DCDC sample under the proper elastoplastic constitutive laws is under way
combining both experimental techniques and finite element modeling. However, the
present level of control is sufficient to soundly interpret the in situ AFM observations
that were recently obtained for the two polymers (George et al. 2018; Nziakou et al.
2019).

4.3 Slow Crack Propagation in Glassy Polymers

During our experimental campaign, we could obtain a successful crack initiation and
well-conditioned steady-state crack propagation over different samples of PMMA
and epoxy resin. With the estimation of KI explained in the last section, KIc(v)
curves presented in Fig. 9 were obtained. For PMMA the KIc(v) are in excellent
agreement with data from the literature Doll (1983) within the expected 10%
accuracy. For brittle epoxy resins, these curves are the first experimental evidence of
the existence of a steady-state slow crack propagation regime. Propagation velocities
for the epoxy resin were found to be below 10−9 m/s, which explains why they could
not be detected by optical methods, while they are comfortably in the range of in
situ AFM measurements.

The following section illustrates how in situ AFM imaging during steady-state
crack propagation provides an unprecedented way to investigate the process zone at
the crack tip in two polymers.
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4.3.1 In-Situ AFM Observation in PMMA Samples
In the case of PMMA, optical microscopy revealed that steady-state crack propa-
gation is accompanied by a whole range of localized yield and damage processes
at the free surface of the sample, extending over a large neighborhood of the crack
tip. In situ AFM measurements acquired in the crack tip region allow nevertheless
to provide a much more accurate observation and quantification of this complex
process zone (cf. Fig. 3). On the one hand, AFM images reveal an extended
“necking” of the free surface of the sample (a few micrometer deep), inside which
a sharp crack tip is propagating. On the other hand, a network of secondary minor
surface grooves of very shallow depth and small width are superimposed to the main
necking region. Note that the very fine lines that can be distinguished on the AFM
images correspond to surface scratches due to polishing of the sample surface prior
to the mechanical tests. The surface necking region at the free surface of the sample
extends about 300 μm ahead of the observed crack tip, which is significantly larger
than the typical 30–40 μm size generally observed for the craze region in the middle
of the sample Doll (1983). However, an enhancement and potential modification of
the mechanisms of crack plasticity at the free surface should be expected Kramer
(1983). In order to proceed to a more systematic characterization of this extended
process zone region over its whole size, we positioned the AFM scanning head in
an initially unyielded region 300 μm ahead of a crack tip propagating at a few nm/s.
A series of 150 AFM images of 40 × 40 μm2 size (the largest scan size providing
sufficient spatial resolution) was then acquired every 15 min over a period of about
36 h without moving the scanning head position. The imaging ended after the crack
tip had passed through the imaging region and traveled 300 μm ahead of it. The
extreme stability of the steady-state propagation of the crack in our experimental
setup allowed to maintain a well-conditioned crack propagation over the 36 h of
measurements (average velocity 〈v〉 = 5 ± 3 nm/s). The full movie obtained from
these successive acquisitions as well as the full-field reconstruction can be found in
George et al. (2018).

For glassy polymers in situ topographic AFM images directly provide the vertical
component uz of the crack tip displacement field, which is much larger than
surface roughness. The in-plane components (ux, uy) can be obtained by analyzing
the progressive distortion of the dense array of the initially straight and crossed
polishing lines, which can easily be identified on the AFM error images (see
Insert B) as illustrated in Fig. 10.

The qualitative observation of the distorted polishing lines allows appreciating
the smoothly changing nature of the strain field in the central necking region,
opposed to the sharp transitions to a large uniform stretch of about 450% inside the
secondary grooves (as estimated from the sharp changes of direction of the polishing
lines).

In order to provide a straightforward measurement of the 2D projected strain
tensor averaged over a gage length of about 2 μm in the main necking region, the
change of length and orientation of the base vectors of a series of triplets (three
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Fig. 10 Measurement of the in-plane strain field of the sample surface by tracking the changes of
shape of the polishing line network. A limited series of remarkable lines has been highlighted in red
and numbered in order to allow for an easier interpretation of the complex deformation field. The
blue square box is zoomed in the right picture to highlight the sharp deflections of the polishing
lines on the secondary grooves

Fig. 11 In-plane nominal strain field εyy(X) in the direction normal to the crack as a function of
the distance X from the crack tip and for two values of the initial offset Y0 from the central axis of
the main necking region

intersection points between polishing lines) are monitored through the whole image
series as a function of the position center of the gage region. Figure 11 presents
the evolution of the normal strain component εyy(X) for two such triplets centered
at different distances from the crack axis (Y0 = 0.2 and 2 μm). For both curves,
the nominal strain presents a significant rise starting at about the same distance
of 150 μm from the crack tip and then follows an approximately linear trend with
distance. While for Y0 = 2 μm, the strain saturates at 20% at a 100 μm distance
from the crack tip, for the triplet along the crack axis (Y0 = 0.2), the plastic strain
keeps rising until the crack tip reaches a large figure of about εyy = 70%. In both
cases, the plastic strain remains frozen behind the crack tip. The longitudinal strain
component εxx(X) did not present any significant trend out of the 5% scatter that
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constitutes the detection limit. This manual image correlation technique is thus very
efficient for identifying the plastic process zone and evaluating the plastic strain
field inside it.

This very rich surface fracture pattern is quite different from the well-known
crazing behavior that occurs at the crack front in the bulk of the PMMA samples
where plane strain conditions are prevailing Doll (1983); Kramer (1983). The
analysis of the surface displacement field associated with crack propagation,
together with post-mortem investigation by scanning electron microscopy (SEM),
leads to the interpretation of these observations as a change of fracture mechanism
from crazing in the bulk to shear yielding in a surface layer, where the prevailing
plane-stress conditions involve a local reduction of stress triaxiality. The thickness
of the layer affected by this change of mechanism is about 10 μm, which is the same
order of magnitude as the Dugdale length in plane strain as argued by Williams
(1984).

The maximum plastic stretch of 70% reached close to the crack tip is comparable
to the maximum plastic extension obtainable in uniaxial tensile tests on PMMA
close to its glass transition temperature (Gsell and Jonas 1979). This observation is
a nice proof that although PMMA is macroscopically brittle in tension at ambient
temperature, it can be plastically cold drawn at scales smaller or comparable with the
Dugdale length. The limiting extension is provided by the entanglement network,
which still resists plastic flow before the material is broken.

The complex pattern of secondary grooves that develops along the main necking
region was attributed to secondary surface crazing by carefully analyzing the real-
time development of the surface strain fields (George et al. 2018). These secondary
surface crazes are shown to be formed in the first half of the main necking region,
where only elastic tensile deformations are prevailing with a principal direction
orthogonal to the fracture plane. The secondary crazes are shown to be nucleated
on these polishing lines (cf. movie in the SI of George et al. (2018)) that are more
closely orthogonal to the surface tensile stress and which act as surface defects for
craze nucleation.

4.3.2 In-Situ AFM Observation in DGEBA-IPD Epoxy Resin
In the case of epoxy resin, the neighborhood area of the crack tip presents a very
different organization as can be seen in Fig. 12. The absence of both the very
extended surface necking region and of the secondary grooves is to be noticed. The
surface displacement field rather appears as a very smooth shear yielding field with
a clear strain concentration toward the crack tip. This process zone mechanism is
essentially the same as the one expected for the crack propagation in the bulk, even
if probably enhanced in size due to the surface loss of triaxiality (Williams 1984).
The absence of crazing in epoxies is generally attributed to the high cross-linking
density (Halary et al. 2011).

By applying the same triplet analysis described for PMMA along the crack
propagation axis, we can clearly identify a plastic zone starting at 7 μm from
the crack tip, where the plastic strain increases almost linearly up to a maximum
of about 30%. These measurements are compatible, respectively, with Dugdale
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Fig. 12 (Left) 3D representation of the topography of the crack tip region (50× 50 μm2)
measured by AFM at the free surface of an epoxy resin sample. (Right) Strain field εyy between
two 50 μm size AFM images separated by crack propagation of 1 μm as obtained by DIC (after
Nziakou et al. 2019)

estimation of the process zone size and with the maximum strain allowed by the
finite stretchability of the tightly cross-linked polymer network. In the presence of
such a smooth strain field, it is possible to compute the full strain field between
successive steps of crack propagation by digital image correlation (see Insert D)
as represented in Fig. 12(right). This can be interpreted either as the gradient of
εyy along the direction of crack propagation (if divided over a gage length of
ΔX = 1 μm, corresponding to the distance traveled by the crack between the two
images) or as the strain rate (if divided over the time lag of Δt = 1.5 days).

This analysis reveals that under steady-state propagation condition, the crack tip
strain field presents two highly active regions forming an angle of about 38◦ to the
crack propagation axis. We can remark that this picture is quite different from the
crack tip fields obtained for the monotonic loading of a non-propagating crack. This
information is very precious when modeling the difference between the fracture
energy in steady-state and stick-slip crack propagation.

4.4 Link Between Steady-State and Stick-Slip Crack Propagation

The in situ AFM investigation with nanometric resolution has shown for the first
time that for brittle thermosets like epoxy resin, a steady-state slow crack propaga-
tion behavior can be observed pretty in the same way as in thermoplastics. We also
provided the measurement of the KIc(v) curve over the accessible velocity range
[10−12–10−9]m/s in a well-conditioned steady-state regime. This phenomenon was
never detected before because the maximum velocity vc attainable in this slow
velocity regime is in the range of nm/s, which is comparable with the growth rate
of human nails. While this low velocity was very difficult to measure by optical
techniques available in the 1970s, our AFM in situ investigation can accurately
measure propagation velocities down to pm/s.
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Fig. 13 Classical
representation of stick-slip
dynamics as a cycle (in red)
on the KIc(v) curve of
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An important complementary observation by Takahashi and Arakawa (1984) has
allowed to characterize the dynamic crack propagation in epoxy resins as a KIc(v)
curve with v systematically larger than 100 m/s, which is difficult to be measured
during stick-slip dynamics, even with a fast camera. On the other hand, Hattali et al.
(2012) have recently developed an advanced loading fixture allowing to obtain very
high loading rates, and they have shown that thermoplastics like PMMA can also
present stick-slip dynamics under these rapid loading conditions.

The combination of all these observations suggests that the steady-state
crack propagation curve KIc(v, T ) and the characteristic stick-slip curve
Kstart/Kstop(δ̇, T ) are two complementary facets of a unified crack propagation
physics for all glassy polymers, in an analog way to what is observed in the peeling
of adhesive tapes (Maugis 1985).

However, the link between these two curves is not trivial. The classical picture
to link the KIc(v) with stick-slip dynamics is to identify Kstart with the peak value
Kmax at the end of the slow quasi-static branch of the KIc(v) curve and Kstop with
the minimum value Kmin of the dynamic branch (cf. Fig. 13), where the change of
slope in the KIc(v) curve induces a crack propagation instability (Maugis 1985).
However, this picture cannot account for the reduction of Kstart with the sample
loading velocity δ̇ as represented in Fig. 8 for epoxy resins.

The in situ AFM observations on epoxy resin have recently lead us to propose
a unified scenario that links the KIc(v) and Kstart/Kstop(δ̇) curves through the
characterization of the viscoplastic behavior of the glassy polymer as well as the
measured strain fields associated to crack propagation (Nziakou et al. 2019).

The key point is that steady-state fracture curve KIc(v) can only be established
after the crack has traveled several times the process zone size RZP at the same
constant velocity v (cf. Fig. 14). We can thus define a characteristic minimum time
for steady state:

tPZ ∼ RPZ
v

(13)

When observing crack propagation over a longer time t � tPZ , the steady-state
crack tip strain field is well established, and it advances at a constant velocity v.
The material’s elements in the process zone are thus submitted to a plastic strain
from an initial yield value εy (that we assume to be small) to a maximum plastic
strain εmax, which we assume to be related to the maximum strain sustainable by
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Fig. 14 Sketch of the
plastically blunted crack tip
with crack tip radius ρ. The
red region represents the
process zone with size RZP

the polymer network in the process zone (and that we can measure by the in situ
AFM measurements). This defines a characteristic strain rate in the process zone
under steady-state crack propagation:

ε̇Steady ∼ εmax

tPZ
∼ εmaxv

RPZ
(14)

The typical value for the volume density of dissipated work in the process zone
is thus:

WSteady(ε̇Steady) ∼
∫ εmax

0
σ(ε, ε̇Steady)dε (15)

where the elastoplastic constitutive behavior of the polymer σ(ε, ε̇Steady) can be
approximated by uniaxial tests performed in the corresponding strain rate range.
We remark that while glassy polymers are brittle under traction at macroscopic
scale, their behavior in the micrometric process zone was shown to experience large
stretches similar to the ones observed in compressive stretches in the same material.
We thus use uniaxial compression tests to estimate the pertinent elastoplastic
behavior by assuming that the strain hardening functions remain the same.

We can thus estimate the steady-state fracture energy Γ (v) by multiplying this
typical volume density by the volume of the process zone bR2

ZP and dividing by
the cross-sectional area bRZP , where b is the transverse dimension of the sample,
which results in:
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Γ (v) ∼ RZPWSteady(ε̇Steady) ∼ RZP
∫ εmax

0
σ(ε, ε̇Steady)dε (16)

We remark that this rough modeling is only based on measured quantities and
it does not possess any adjustable parameter. When substituting typical values of
the quantities measured for glassy polymers, we can obtain Γ ∼ RZP σyεmax
∼ 10 μm · 100 MPa · 0.3 ∼ 300 J/m2, which provides the good order of magnitude.
In principle, RZP and εmax depend on the crack velocity v through the strain rate
ε̇Steady. However, glassy polymers are only weakly viscoplastic, and the process
zone size and crack opening displacement in PMMA were observed to be only
weakly variable over many decades of velocity (cf. Doll 1983 and Fig. 1). We
can thus expect that the weak slope of the Γ (v) curves should be related to the
weak dependency of the constitutive behavior σ(ε, ε̇) over the strain rate ε̇. This
hypothesis has been shown to be consistent with data by Nziakou (2015).

We now turn to explain the link of this modeling with the crack initiation
toughness ΓStick in the stick-slip dynamics, by considering the loading of a sample
with a constant velocity δ̇ applied at the loading points. In LEFM, the sample can
be characterized by its elastic compliance that depends on the crack length, so
that we can write a linear relation KI = B(c)δ, where B(c) can depend on the
structure of the specific sample and can be calculated by FE modeling. Since the
crack propagation is only weakly changing during the sample loading, the rate of
increase of the stress intensity factor K̇I is thus proportional to δ̇, and the sample-
dependent loading time can be written as:

tStick = KStart −KStop

K̇
∼ KStart −KStop

Ḃ(c) · δ̇ (17)

Now, if this loading time is shorter than the time tPZ that is necessary for a crack
to cross the process zone and reach steady state, we can consider that the strain rate
in the process zone is no longer determined by the crack velocity v but rather from
the loading rate δ̇ according to:

ε̇Stick = εStart − εStop

tStick
∼ εmax

KStart −KStop
B(c) · δ̇ (18)

By assuming that the mechanism of plastic blunting and crack reinitiation in
the process zone remain similar, so that RZP and εmax assume similar values for
the same values of the local strain rate ε̇, we can write a similar prediction for the
fracture energy ΓStart(ε̇):

ΓStart ∼ RZP
∫ εmax

0
σ(ε, ε̇Stick)dε (19)

where this time the strain rate is determined by the loading rate δ̇ in a sample
dependent way as in Eq. (18).
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The transition between steady state and stick-slip dynamics is thus related to the
value of the loading rate δ̇. If we consider the maximum velocity vC for which stable
steady state can be obtained, this defines a minimum duration of the loading time:

tStick ∼ KStart −KStop

B(c) · δ̇ > tPZ ∼ RPZ
vC

(20)

And this corresponds to a maximum loading rate δ̇C to attain steady-state
propagation before initiating stick-slip:

δ̇ < δ̇C ∼ KStart −KStop

B(c)

vC

RPZ
(21)

This estimation is consistent with the fact that vC is about 1 cm/s for PMMA,
while it is only 1 nm/s for epoxy resins. The critical loading time for PMMA is
3 ms, while it is 8 h for epoxy. Since loading times in a typical fracture test are
about minutes, it is sound that we generally obtain steady state in PMMA and stick-
slip in epoxy. During our in situ AFM measurements, the loading stage is arrested
after a single stick-slip event, and we can thus comfortably explore slow steady-
state fracture in epoxy for several days. On the other hand, the measurements of
Hattali et al. (2012) have proven that PMMA can undergo stick-slip dynamics under
very fast loading, which is also consistent with the experience of brittle behavior of
notched PMMA samples under impact loading.

We remark that the conditions given above imply that the strain rates explored in
the process zone during stick-slip fracture are larger than the ones explored during
the whole steady-state curve Γ (v) up to vC . Since the dependency of KStart on δ̇ is
negative, we can relate the transition velocity vC to the critical velocity for which the
steady-state fracture energy, calculated with the steady-state Eq. (16), would change
to negative slope.

On the one hand, this is consistent with the classical LEFM modeling relating the
stick-slip to a change of slope in the Γ (v) curve (Maugis 1985). On the other hand,
the negative branch of the Γ (v) curve is not defined since steady-state fracture is
unstable. The good way to understand the transition is to start from the measured
large strain constitutive behavior σ(ε, ε̇) and to determine the change of slope of the
energy density W (ε̇) as a function of strain rate according to Eq. 15.

As a conclusion, the steady-state curve Γ (v) and the stick-slip curveKStart(δ̇) are
two different expressions of the same process zone mechanism. Both can be related
to the measured constitutive behavior σ(ε, ε̇), but in the first case, the pertinent
strain rate of the process zone is determined by the crack propagation velocity v,
while for the second it is determined by the loading rate δ̇.
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5 Conclusions

The present multiscale investigation offers a consistent mechanical view of the
steady-state subcritical fracture propagation in a DCDC specimen for both oxide
glasses and glassy polymers. The 3D analysis of the crack tip field is shown to
be an unavoidable step to link the macroscopic features of the loading and the
nanoscale asymptotic crack tip field as measured at the accessible free surface of the
sample through in situ AFM observations. One key of the analysis is the quality of
the steady-state crack propagation. By enforcing several hours of equilibrated slow
crack growth in a very stable sample such as DCDC, the crack front progressively
finds a shape that remains invariant throughout the entire propagation, equilibrated
through all scales and under a very pure mode I loading (thanks to the principle of
local symmetry). In this frame, observations performed at the nanoscale during slow
crack propagation provide rich informations on the local environment of the crack
tip, on the mechanical behavior of micrometric neighborhood of the crack tip, and
finally on the mechanisms driving its propagation.

Our in situ AFM investigation technique allowed to deepen the understanding of
the stress-corrosion mechanisms in oxide glasses. By using AFM phase imaging, we
showed that the crack tip cavity is so sharp that it is filled with a spontaneous water
condensation from the ambient moist atmosphere in a submicrometric neighborhood
of the crack tip (Grimaldi et al. 2008). While this condensate was shown to be close
to pure water at condensation equilibrium in pure silica glass (Pallares et al. 2011),
complementary observations on alkali-silicate glasses (Célarié et al. 2007) have
shown that the chemical composition of this condensate keeps evolving in time due
to the leaching of sodium out from the glass. These observations are of the greatest
importance to the understanding of the stress-corrosion kinetics under ordinary
moist atmosphere since this condensate constitutes the effective local environmental
condition at the crack tip region where the stress corrosion occurs. In silicate glasses,
we also proved that the use of continuum mechanics and linear elasticity was valid
down to 10-nm scales from the crack tip. Full 3D elastic solutions were used here as
a first reasonable guess to establish a connection from the macroscopic scale down
to the nanometric neighborhood of the corner point singularity. When these corner
point solutions are tested against the in situ AFM submicrometric images by digital
image correlation, the residual fields present extremely low values and especially
no observable trends out of a 10-nm region from the crack tip, thus providing a
striking evidence of the appropriateness of these elastic solutions to describe the
crack tip fields down to the extreme lateral resolution of AFM imaging. This set of
measurements constitutes a clear and sound solution to the long debate on the length
scales of the inelastic processes acting at the crack tip of glasses during stress-
corrosion slow crack propagation (Wiederhorn et al. 2013). We can conclude our
discussion on oxide glasses by stating that the combination of the investigations of
crack tip stresses along with the understanding of the local environmental condition
is likely to offer an undisputable key to a thorough modeling of the role of glass
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composition on the measured phenomenological parameters of the stress-corrosion
curves (Wiederhorn et al. 2013). Another major perspective comes from the recent
outstanding developments in the performances of molecular dynamics toward the
simulation of stress-corrosion reactions on space and time scales that could soon
approach from below the limits of the measurable range accessible by our in situ
AFM experimental investigations (DuCormack and Cormack 2005; Kermode et al.
2008; Mischler et al. 2005), thereby opening a formidable opportunity for a novel
experimental/modeling dialog.

Concerning glassy polymers, the first important required achievement is the
ability to properly initiate and propagate a very well-conditioned mode I fracture
and to ensure a stable steady-state condition over several days in order to allow
for an extensive campaign of in situ AFM observations. The second achieved step
is to obtain a valuable estimation of the crack driving conditions (in terms of a
stress intensity factor KI ) even when the DCDC sample undergoes some bulk
plastic yielding in the central hole region due to low strength/toughness ratio. This
is assessed by the agreement of the measured KIc(v) crack propagation curves
with the ones reported in the literature. These two achievements are a necessary
condition to link the microscopic scale observations of the crack tip mechanisms
with the macroscopic scale of the sample loading. The acquisition of long AFM
image series during several days of slow steady-state crack propagation allows for
a rich and quantitative real-time evaluation of the damage mechanisms and the
related strain fields at the free surface of the sample in a region that is progressively
crossed by the crack tip process zone. While the out-of-plane displacement field is
directly provided by the AFM topographic images, the in-plane displacement field
can be obtained by tracking the relative motion of remarkable surface points or
by applying full digital image correlation when possible. Our results obtained on
typical thermoplastic and thermoset polymers confirm the general applicability of
the technique to different glassy polymers and allow to appreciate a very different
organization of the plastic strain fields in the process zone.

The AFM observations presented for PMMA reveal a very rich and unexpected
surface fracture pattern, which is quite different from the well-known crazing
behavior that occurs at the crack front in the bulk of the PMMA samples where
plane strain conditions are prevailing (Doll 1983; Kramer 1983). The analysis
of the surface displacement field associated with crack propagation leads to the
interpretation of these observations as a change of fracture mechanism from crazing
in the bulk to shear yielding in a surface layer, where the prevailing plane-stress
conditions involve a local reduction of stress triaxiality. While changes in the
process zone size are well known to occur in plane-stress surface layers (Williams
1984), our in situ AFM investigation was the first to provide a clear observation of
a global change of mechanisms at the surface of a thick sample. The surface shear
necking region presents a tenfold increased length with respect to the craze in the
bulk of the sample. The plastic strain field is shown to affect only half of this length,
and it presents a very smooth evolution up to 70% plastic extension close to the crack
tip. This is comparable to the maximum plastic extension obtainable in uniaxial
tensile tests on PMMA close to its glass transition temperature (Gsell and Jonas
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1979). This observation is a nice proof that although PMMA is macroscopically
brittle in tension at ambient temperature, it can be plastically cold drawn at scales
smaller or comparable with the Dugdale length. The limiting extension is provided
by the entanglement network, which still resists plastic flow before the material
is broken. The complex pattern of secondary grooves that develops along the main
necking region can be attributed to secondary surface crazing by carefully analyzing
the real-time development of the surface strain fields.

The in situ AFM observations also revealed for the first time the existence of
a steady-state slow crack propagation regime for an epoxy resin at velocity below
1 nm/s. Local measurements of the strain field showed that epoxy resin can also be
plastically cold drawn, at scales smaller or comparable with the Dugdale length,
up to an extent comparable to the maximal reachable plastic stretch allowed by the
crosslink network. These results are the first steps for the development of a model
unifying steady-state crack propagation curve KIc(v, T ) and the characteristic
stick-slip curve Kstart/Kstop(δ̇, T ) as two complementary facets of the same crack
propagation physics for all glassy polymers.

This novel technique is thus very promising to achieve important insights on the
effect of the different macromolecular structures of glassy polymers on their fracture
toughness. It opens also the way toward well-conditioned nanoscale experimental
measurements that can be confronted to molecular modeling. A very promising
direction is the investigation of the effect of confinement on crack propagation in
composite materials when the characteristic size of the structure is comparable to
the size of the process zone.

Acknowledgments This work has been supported by the French ANR through grants COR-
COSIL ANR-07-BLAN-0261-02 and PROMORPH ANR-2011-RMNP-006. We thank C. Mar-
lière, F. Célarié, J.M. Fromental, G. Prevot, and B. Bresson for important developments of the
in situ AFM technique. We thank S.M. Wiederhorn, J.P. Guin, T. Fett, S. Roux, E. Charlaix,
E. Bouchaud, L. Ponson, C. Fretigny, J.W. Hutchinson, J. Rice, and C.H. Hui for fruitful
discussions. A special thanks to PhD and post-doc students involved in past investigations:
L. Wondraczec, A. Grimaldi, G. Pallares, F. Lechenault, K. Han, Y. Nziakou, and G. Fischer.

References

Bazant ZP, Estenssoro LF (1979) Surface singularity and crack propagation. Int J Solids Struct
15:405–426

Benthem JP (1977) State of stress at the vertex of a quarter-infinite crack in a half-space. Int J
Solids Struct 13:479–492

Bonamy D, Ponson L, Prades S, Bouchaud E, Guillot C (2006) Scaling exponents for fracture
surfaces in homogeneous glass and glassy ceramics. Phys Rev Lett 97:135504

Bowden FP, Tabor D (1950) Friction and lubrication in solids. Clarendon Press, Oxford, U.K
Brown HR (1991) A molecular interpretation of the toughness of glassy polymers. Macro-

molecules 24:2752–2756
Bunker BC (1994) Molecular mechanisms for corrosion of silica and silicate glasses. J Non-Cryst

Solids 179:300–308
Célarié F, Prades S, Bonamy D, Ferrero L, Bouchaud E, Guillot C, Marliére C (2003) Glass breaks

like metal, but at the nanometer scale. Phys Rev Lett 90:075504



234 M. Ciccotti and M. George

Célarié F (2004) Dynamique de fissuration a basse vitesse des matériaux vitreux. PhD thesis,
Université Montpellier 2

Célarié F, Ciccotti M, Marlière C (2007) Stress-enhanced ion diffusion at the vicinity of a crack tip
as evidenced by atomic force microscopy in silicate glasses. J Non-Cryst Solids 353:51–68

Charlaix E, Ciccotti M (2010) Capillary condensation in confined media. In: Sattler K (ed)
Handbook of nanophysics: principles and methods. CRC Press, Boca Raton, p 12–1

Ciccotti M (2009) Stress-corrosion mechanisms in silicate glasses. J Phys D Appl Phys 42:214006
Cleveland JP, Anczykowski B, Schmid AE, Elings VB (1998) Energy dissipation in tapping-mode

atomic force microscopy. Appl Phys Lett 72:2613–2615
Crichton SN, Tomozawa M, Hayden JS, Suratwala TI, Campbell JH (1999) Subcritical crack

growth in a phosphate laser glass. J Am Ceram Soc 82:3097–104
Dimitrov A, Buchholz FG, Schnack E (2006) 3D-corner effects in crack propagation. Comput

Model Eng Sci 12:1–25
Doll W (1983) Optical interference measurements and fracture mechanics analysis of crack tip

craze zones. Adv Polym Sci 52/53:105–168
Donald AM, Kramer EJ (1982) The competition between shear deformation and crazing in glassy

polymers. J Mater Sci 17:1871–1879
Du J, Cormack AN (2005) Molecular dynamics simulation of the structure and hydroxylation of

silica glass surfaces. J Am Ceram Soc 88:2532–2539
Dugdale DS (1960) Yielding of steel sheets containing slits. J Mech Phys Solids 8:100–104
Fett T, Guin JP, Wiederhorn SM (2005) Interpretation of effects at the static fatigue limit of soda-

lime-silicate glass. Eng Fract Mech 72:2774–2791
Fineberg J, Marder M (1999) Instability in dynamic fracture. Elsevier, Phys Rep 313:1–108
Freund LB (1990) Dynamic fracture mechanics. Cambridge University, Cambridge; Rate J Mat

Sci 14:583–591
Gehrke E, Ullner C, Mahnert M (1991) Fatigue limit and crack arrest in alkali containing silicate

glasses. J Mater Sci 26:5445–5455
George M, Nziakou Y, Goerke S, Genix AC, Bresson B, Roux S, Delacroix H, Halary JL, Ciccotti

M (2018) In situ AFM investigation of slow crack propagation mechanisms in a glassy polymer.
J Mech Phys Solids 112:109–125

Griffith AA (1920) The phenomena of rupture and flow in solids. Phil Trans R Soc Lond A
221:163–198

Grimaldi A, George M, Pallares G, Marlière C, Ciccotti M (2008) The crack tip: a nanolab for
studying confined liquids. Phys Rev Lett 100:165505

G’Sell C, Jonas JJ (1979) Determination of the plastic behaviour of solid polymers at constant true
strain. J Mater Sci 14:583–591

Guilloteau E, Charrue H, Creuzet F (1996) The direct observation of the core region of a
propagating fracture crack in glass. Europhys Lett 34:549–553

Guin JP, Wiederhorn SM (2004) Fracture of silicate glasses: ductile or brittle? Phys Rev Lett
92:215502

Han K, Ciccotti M, Roux S (2010) Measuring nanoscale stress intensity factors with an atomic
force microscope. EPL 89:66003

Halary JL, Lauprétre F, Monnerie L (2011) Polymer materials. Wiley, Haboken
Hattali ML, Barés, Ponson L, Bonamy D (2012) Low velocity surface fracture patterns in brittle

material: a newly evidenced mechanical instability. Math Sci Forum 706–709:920–924
He MY, Turner MR, Evans AG (1995) Analysis of the double cleavage drilled compression

specimen for interface fracture energy measurements over a wide range of mode mixities. Acta
Metall Mater 43:3453–3458

Hutter K (2013) Deformation and failure in metallic materials. Springer, Berlin
Irwin GR (1957) Analysis of stresses and strains near the end of a crack traversing a plate. J Appl

Mech 24:361–364
Janssen C (1974) Specimen for fracture mechanics studies on glass. In: Proceedings of the 10th

International Congress on Glass, Kyoto, pp 10.23–10.30
Jones RM (2015) Mechanics Of composite materials, 2nd edn. CRC Press, Philadelphia



10 In Situ AFM Investigations and Fracture Mechanics Modeling of . . . 235

Kermode JR, Albaret T, Sherman D, Bernstein N, Gumbsch P, Payne MC, Csanyi G, De Vita A
(2008) Low-speed fracture instabilities in a brittle crystal. Nature 455:1224–1228

Kinloch AJ, Williams JG (1980) Crack blunting mechanisms in polymers. J Mat Sci 15:
897–996

Kramer EJ (1983) Microscopic and molecular fundamentals of crazing. Adv Polym Sci 52/53:1–56
Lawn BR (1993) Fracture of brittle solids, 2nd edn. Cambridge University, Cambridge
Lechenault F, Pallares G, George M, Rountree C, Bouchaud E, Ciccotti M (2010) Effects of finite

probe size on self-affine roughness measurements. Phys Rev Lett 104:025502
Marsh DM (1964) Plastic flow and fracture of glass. Proc R Soc London A 282:33–43
Maugis D (1985) Review: subcritical crack growth, surface energy, fracture toughness, stick-slip

and embrittlement. J Mater Sci 20:3041–3073
McClintock FA, Irwin GR (1964) Plasticity aspects of fracture mechanics. In: Fracture toughness

testing and its applications. ASTM STP 381; Philadelphia, pp 84–113
Michalske TA, Freiman SW (1983) A molecular mechanism for stress corrosion in vitreous silica.

J Am Ceram Soc 66:284–288
Michalske TA, Bunker BC (1984) Slow fracture mode based on strained silicate structures. J Appl

Phys 56:2686–2693
Mischler C, Horbach J, Kob W, Binder K (2005) Water adsorption on amorphous silica surfaces: a

Car-Parrinello simulation study. J Phys Cond Matt 17:4005–4013
Nziakou Y (2015) Analyse multi-échelle des mécanismes d’endommagement des matériaux

composites à morphologie complexe destinés à l’aéronautique. PhD Thesis, Université Pierre et
Marie Curie

Nziakou Y, George M, Fisher G, Bresson B, Roux S, Halary JL, Ciccotti M (2019) Bridging steady-
state and stick-slip fracture propagation in glassy polymers. preprint Soft Matter (submitted)

Orowan E (1955) Energy criteria of fracture. Weld J Res Suppl 34:S157–S160
Pallares G, Ponson L, Grimaldi A, George M, Prevot G, Ciccotti M (2009) Crack opening profile

in DCDC specimen. Int J Fract 156:11–20
Pallares G, Grimaldi A, George M, Ponson L, Ciccotti M (2011) Quantitative analysis of crack

closure driven by Laplace pressure in silica glass. J Am Ceram Soc 94:2613–2618
Pallares G, George M, Ponson L, Chapuliot S, Roux S, Ciccotti M (2015) Multiscale investigation

of stress-corrosion crack propagation mechanisms in oxide glasses. Corros Rev 33(6):501–514.
Freund Publishing House Ltd.

Pallares G, Lechenault F, George M, Bouchaud E, Ottina C, Rountree CL, Ciccotti M (2017)
Roughness of oxide glass subcritical fracture surfaces J Am Ceram Soc 101:1279–1288

Phillips DC, Scott JM, Jones M (1978) Crack propagation in an amine-cured epoxide resin. J Mat
Sci 13:311–322

Réthoré J, Estevez R (2013) Identification of a cohesive zone model from digital images at the
micron-scale. J Mech Phys Solids 61:1407–1420

Roduit C, AFM figures 2010, Creative Commons Attribution
Roux S, Hild F (2006) Stress intensity factor measurements from digital image correlation: post-

processing and integrated approaches. Int J Fract 140:141–157
Taylor EW (1949) Plastic Deformation of Optical Glass. Nature 163:323
Takahashi K, Arakawa K (1984) Dependence of crack acceleration on the dynamic stress-intensity

factor in polymers. Exp Mech 27:195–199
Thomson W (1871) On the equilibrium of vapour at a curved surface of liquid. Philos Mag 42:448–

452
Tomozawa M (1984) Effect of stress on water diffusion in silica glass. J Am Ceram Soc 67:

151–154
Tomozawa M (1996) Fracture of glasses. Ann Rev Mater Sci 26:43–74
Wiederhorn SM (1967) Influence of water vapor on crack propagation in soda-lime glass. J Am

Ceram Soc 50:407–414
Wiederhorn SM (1969) Fracture surface energy of glass. J Am Ceram Soc 52:99–105
Wiederhorn SM, Bolz LH (1970) Stress-corrosion and static fatigue of glass. J Am Ceram Soc

53:543–548



236 M. Ciccotti and M. George

Wiederhorn SM, Lopez-Cepero J, Wallace J, Guin JP, Fett T (2007) Roughness of glass surfaces
formed by sub-critical crack growth. J Non-Cryst Solids 353:1582

Wiederhorn SM, Fett T, Rizzi G, Fünfschilling S, Hoffmann MJ, Guin JP (2011) Effect of water
penetration on the strength and toughness of silica glass. J Am Ceram Soc 94:S196–S203

Wiederhorn SM, Fett T, Guin JP, Ciccotti M (2013) Griffith cracks at the nanoscale. Int J Appl
Glass Science 4:76–86

Williams JG (1984) Fracture Mechanics of Polymers. Ellis Horwood, Chichester
Williams ML (1957) On the stress distribution at the base of a stationary crack. ASME J Appl

Mech 24:109–114



11Long Time-Scale Atomistic Modeling
and Simulation of Deformation
and Flow in Solids

Yue Fan and Penghui Cao

Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 238
2 Evolution of Dislocations in Crystalline Materials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 239

2.1 Flow Stress of an Individual Dislocation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 240
2.2 Dislocation-Obstacle Interaction Mechanism Map . . . . . . . . . . . . . . . . . . . . . . . . . 246

3 Plasticity in Amorphous Solids . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 249
3.1 Creep: Deformation and Flow at Constant Mechanical Stress . . . . . . . . . . . . . . . . 250
3.2 Slip Avalanches of Amorphous Plasticity Under Constant Strain Rates . . . . . . . . . 253

4 Summary and Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 257
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 259

Abstract

Atom-based modeling and simulation are essential for the understanding and
development of structural materials such as crystalline and amorphous metals.
Classical molecular dynamics simulation enables the following of atomic-
level structural evolution to elucidate the atomic processes underlying many
macroscopic behaviors; however its predictive power is constrained by an
intrinsic time-scale limitation. Here, we describe an alternative approach based
on potential energy landscape modeling and transition state theory to probe the
microscopic mechanisms controlling deformation and plastic flow observed in
experiments. We survey several examples of slow deformation in crystals and
metallic glasses to illustrate the computational algorithms used to perform the
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simulations and to reveal the underpinning elementary plastic processes that
operate in crystalline and amorphous materials. We first show the evolution of
dislocations and their interactions with obstacles over a wide range of strain
rates and temperatures and discuss how they lead to macroscopic behaviors such
as flow stress upturn and dislocation channeling. Then we turn to amorphous
plasticity where discrete stress relaxation (avalanche) processes arise in serrated
flow and creep in metallic glasses. A nonlinear interplay between nonaffine
atomic displacement and local shear transformation distortion is revealed that
provides a molecular explanation of the deformation-rate upturn.

1 Introduction

To meet the demand of advanced materials with unique functionalities, it is becom-
ing increasingly important to study material performance in complex environments
at the fundamental level. Computational modeling and simulation, as widely applied
techniques nowadays, can provide unprecedented details on materials from atomic
level. While simulations have particular advantages over “real” experiments in
terms of lower cost, faster progress, and better control of isolated parameters in
affecting the modeled system, there are still unsolved problems in terms of the
limited spatial and temporal scales in traditional atomistic modeling techniques.
The length scale issue is less challenging because even a few thousand atoms, with
the use of periodic boundary condition, can reasonably represent many materials’
bulk properties. In addition, the length scale limitation can, at least partially, be
addressed by parallelizing the problem and exploiting supercomputer systems.
However, the time step in the integration over time cannot be parallelized in the
computations. This makes it a formidable challenge to reach long timescales with
atomistic simulations. For example, as will be discussed below, the widely used
molecular dynamics (MD) simulation can hardly go beyond nanoseconds, which is
often more than ten orders of magnitude away from the timescales of the phenomena
of interest in real experiments. It is therefore highly desirable to develop and employ
new modeling algorithms that can address such timescale issues, while still retaining
the atomistic details.

The properties of condensed matter systems are primarily governed by the
interactions between constituent atoms in the system. The system’s potential energy
is a function of its atomic configurations. For a many-body interacting system
with defects (i.e., topological disorders), there are many local energy minima,
known as inherent structures, representing metastable states of the system. The
hyperdimensional energy surface in configuration space is called potential energy
landscape (PEL), and material microstructural evolutions correspond to the pro-
gressive exploration of different local minima in PEL (Suo 2000; Wei and Zhigang
1996). In the scope of this chapter, the microstructural evolution consists of non-
equilibrium processes, which are governed by collective, rare events in the PEL.
Since the activation barriers for the rare events are very high, according to transition
state theory (TST), the system will be trapped in deep energy basins for an amount
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of time (proportional to exp
[
ΔE

/
kBT

]
, where ΔEis the activation barrier), which

can be well beyond that accessible by MD. To enable long timescale modeling, an
alternative approach is to proactively explore the structures of energy landscape,
identify the transition pathways and barriers, and incorporate that information into
TST calculations. Different atomistic algorithms have been developed, including the
activation-relaxation technique (ART) (Barkema and Mousseau 1996; Cances et al.
2009), the dimer method (Henkelman et al. 1999; Haixuan et al. 2012), hyper- (or
meta-)dynamics (Haixuan 1997; Laio and Parrinello 2002), temperature-accelerated
dynamics (TAD) (Sorensen and Voter 2000; Bai et al. 2010), and the autonomous
basin climbing (ABC) method (Kushima et al. 2009a; Fan et al. 2014; Cao et al.
2012; Yip 2016). Each technique has its own advantages and drawbacks (Fan et al.
2014; Fan 2013). In this chapter we focus on the ABC method. To the best of
our knowledge, such algorithm has been found useful in both dislocation system
(Fan et al. 2012, 2013; Bai and Fan 2018; Wang et al. 2013; Tao et al. 2018a,
b) and amorphous system (Kushima et al. 2009a; Cao et al. 2012, 2013, 2017,
2018; Kushima et al. 2009b) as discussed below in Sects. 2 and 3, respectively.
The development of original ABC algorithm (Kushima et al. 2009a) was inspired
by Laio and Parrinello’s idea of escaping from free-energy minima (Laio and
Parrinello 2002). To be more specific, a series of penalty function are applied,
and total relaxations are performed to allow the system to climb out of the local
basin in the PEL. More recently the ABC method has been extended to capture the
multiple competitive pathways in the PEL (Fan et al. 2014). In addition, to enhance
the computation efficiency, a novel strategy termed self-learning metabasin escape
(SLME) was formulated to merge the newly applied penalty function with those
already added ones. Given the limited space here, we refer the readers to the original
references for implementation details (Cao et al. 2012; Yan et al. 2016).

2 Evolution of Dislocations in Crystalline Materials

The mechanical behavior of structural metals is controlled by evolutions and
interactions between microstructural features known as defects in the materials.
Among various types of defects affecting the mechanical properties of structural
materials, dislocations are one of the most critical microstructures because they are
the main carriers of plastic deformation (Hull and Bacon 2011). In particular, when
there are obstacles in slip planes, they will resist the glide motion of dislocations
and hence significantly change the system’s mechanical performance, including the
yield strength, work hardening, strain-rate sensitivity, strain localization, elastic-
viscoplastic behavior, etc. (Bakó et al. 2006; Bulatov et al. 2006; Brechet and Estrin
1995; Dunlop et al. 2007; Lebyodkin et al. 1995). Therefore, probing dislocation
evolutions and their interactions with obstacles at various environments are the keys
to understand, predict, and control mechanical properties of materials. This is a
subject that has been extensively studied over the past few decades (Fan et al. 2013;
Bacon et al. 2006; Domain and Monnet 2005; Dutta et al. 2012; Gordon et al. 2010;
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Gussev et al. 2015; Iyer et al. 2015; Kabir et al. 2010; Kioussis and Ghoniem 2010;
Norfleet et al. 2008; Onimus et al. 2004; Osetsky et al. 2006a).

Computational modeling and simulation, accompanied by the continuous
enhancement of computing power, have become an effective quantitative approach
in materials research, constructively complementing theories and experiments (Yip
2003). Although first principle calculations and MD studies have yielded notable
advances in the knowledge of dislocation-mediated mechanics from fundamental
levels, they face formidable challenges in probing the non-equilibrium phenomena
at realistic timescales. To be more specific, typical MD studies on dislocations are
performed either at very high strain rates greater than 106 s−1 (Bacon et al. 2006,
2009; Terentyev et al. 2010a, 2008), while on the other hand, typical mechanical
test experiments are performed under low strain-rate conditions, i.e., slower than
100 s−1 (Dunlop et al. 2007; Onimus et al. 2004; Onimus and Béchade 2009). It
has been found that intrinsic timescale limitations in conventional modeling not
only could induce huge errors in yield strength quantifications (Zhu et al. 2008) but,
more importantly, might provide misleading microstructural evolution mechanisms
(Fan et al. 2013). Such challenge therefore calls for the development of a reliable
predictive model that can capture the fundamental mechanisms at realistic timescale.

In this section we consider two examples concerning the activities of dislocations
over a broad range of timescales by using the ABC-based modeling technique
introduced above: (i) nonlinear variation of dislocation mobilities and onset of flow
stress upturn and (ii) interaction mechanism map between dislocation and obstacle
under various thermomechanical conditions.

2.1 Flow Stress of an Individual Dislocation

At low temperature, the deformation of metals is largely governed by the thermal
activation of dislocation glide (Hoge and Mukherjee 1977). Experiments on differ-
ent structures of metals, including Fe, Ta, Cu, Al, and Zn (Hoge and Mukherjee
1977; Ferguson et al. 1967; Kumar et al. 1968; Campbell and Ferguson 1970;
Follansbee et al. 1984; Regazzoni et al. 1987), indicate the dislocation flow stress
varies with strain rate in an apparently universal manner. The flow stress increases
slowly in an Arrhenius manner at low strain rates but turns upward sharply beyond
a certain range of strain rate. Although the results for different metals can be
quantitatively different, the flow stress “upturn” behavior when the strain rate
reaches the range of 103–104 s−1 (Regazzoni et al. 1987; Armstrong et al. 2009)
appears to have a more fundamental origin. The onset of non-Arrhenius response
has elicited the development of several empirical constitutive models (Hoge and
Mukherjee 1977; Armstrong et al. 2009; Zerilli and Armstrong 1987; Follansbee
and Kocks 1988; Steinberg et al. 1989; Preston et al. 2003; Remington et al. 2006),
including the assumption of phonon drag effects to account for the data at high strain
rates. All existing models to date use adjustable parameters to connect the flow
stress below and above the critical strain rate for “upturn.” Therefore, it would be of
interest to seek a more fundamental understanding with less postulated mechanisms
or adjustable parameters.
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From the PEL perspective, a dislocation line is located on the bottom of the so-
called Peierls energy valley until a thermal fluctuation enables it to climb over the
activation barrier to glide to the next valley. When an external stress is applied, the
depth of the valley, i.e., the glide activation barrier E(σ), can be decreased, making
the dislocation easier to escape from the valley. As a result, the escape rate can be
calculated by using transition state theory (TST):

k(σ ) = k0e
−E(σ)
kBT (1)

where k0 is the attempt frequency. The activation barrier E(σ)can be either
empirically assigned or directly identified by employing ABC method at various
stress levels.

In the elastic deformation regime, the dependence of stress on applied strain rate
as a function of time, t, is given by

σ = Gε = Gε̇t (2)

where G is the shear modulus. The ε in Eq. (2) represents the elastic strain, because
in this case study we focus on the initiation of dislocation flow, which pertains to the
transition from elastic deformation regime to plastic deformation regime. In light of
Eq. (2), k(σ ) can be represented as a function of time, k(t).

The residence probability P(t) that the dislocation does not escape to a neigh-
boring potential energy valley during time t (i.e., the system remains in the elastic
deformation regime) is defined as Zhu et al. (2008)

dP (t)

dt
= −k(t)P (t) (3)

or

P(t) = 1

C
exp

[
−
∫ t

0
k(t ′)dt ′

]
(4)

where C is the normalization factor. Accordingly, the first escape probability
distribution p(t) is given by

p(t) = −dP (t)
dt

= 1

C
k(t) exp

[
−
∫ t

0
k(t ′)dt ′

]
(5)

with normalization,

∫ tc

0
p(t)dt = 1 ⇒ C =

∫ tc

0
k(t) exp

[
−
∫ t

0
k(t ′)dt ′

]
dt (6)

where tc = σc/Gε̇ represents the maximum residence time, at a given non-zero
strain rate ε̇. The average residence time is therefore given by
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t̄ =
∫ tc

0
tp(t)dt =

∫ tc
0 tk(t) exp

[
− ∫ t0 k(t ′)dt ′

]
dt

∫ tc
0 k(t) exp

[
− ∫ t0 k(t ′)dt ′

]
dt

(7)

In the limit of vanishing ε̇, k(t)is a constant, k, and tc → ∞, Eq. (7) gives
the average time as t̄ = 1/k, which follows the Arrhenius law. However, for the
general condition of non-zero strain rate, the result of Eq. (7) will deviate from the
Arrhenius behavior.

We would like to stress here that the derivations of Eqs. (1), (2), (3), (4), (5),
(6), and (7) represent a general formalism that is applicable to a wide range of
systems where the reaction rate is time-dependent. Relevant examples in the present
context would include dislocation nucleation under constant strain-rate loading,
glass transition at different cooling rates, as well as dislocation flow. In this case
study, we are particularly interested in predicting the variation of flow stress with
temperature and strain rate. Since the dislocation will start to glide beyond the
residence time t̄ , we obtain the flow stress by combining Eqs. (2) and (7):

σ̄f low = Gε̇t̄ =
∫ σc

0 σk(σ ) exp
[
− 1
Gε̇

∫ σ
0 k(σ

′)dσ ′
]
dσ

∫ σc
0 k(σ ) exp

[
− 1
Gε̇

∫ σ
0 k(σ

′)dσ ′
]
dσ

(8)

In summary, once the dislocation migration barrier profile E(σ) is known,
the flow stress of the corresponding slip system at arbitrary thermomechanical
conditions can be calculated according to Eq. (8). There is then only one parameter
in Eq. (8), the attempt frequency k0, which can be taken to be of the order of
1012∼13 s−1. Below we will apply the constitutive equations just derived to a specific
example of the flow stress in bcc Fe.

The deformation of bcc metals at low temperature is known to be controlled
by the motion of <111> screw dislocations (Domain and Monnet 2005), the
flow mechanism being 3D kink nucleation and propagation (Gordon et al. 2010;
Rodney and Proville 2009). For the purpose of testing Eq. (8), we examine a short
dislocation of length 5b, b being the Burger’s vector, which should glide without
kink nucleation. Figure 1b above shows the glide barrier for such a dislocation
in bcc Fe with an embedded-atom method-type potential developed by Mendelev
et al. (2003). Clearly the barrier shows a monotonically decreasing behavior well
described by a (p, q) expression E(σ) = E0

[
1− (σ/σc)p

]q (Rodney and Proville
2009; Kocks et al. 1975), where p= 0.63 and q= 1.41. For the convenience of
benchmark discussion below, we also include a dashed line in Fig. 1b denoting
p= q= 1, which is the assumption of a linear behavior with a constant activation
volume.

Figure 2a shows the thermal behavior of flow stress for strain rates varying over
ten orders of magnitude, from 107 s−1 down to 10−3 s−1. In the low temperature
limit, absence of thermal activation, all flow stresses approach the Peierls stress,
which is 1400 MPa for the given potential. As temperature increases, all the



11 Long Time-Scale Atomistic Modeling and Simulation of Deformation . . . 243

Fig. 1 (a) The glide of dislocation corresponds to the hopping between Peierls energy valleys. (b)
Activation barrier for dislocation glide usually decreases as a function of applied shear stress. Blue
squares are the calculated data points by ABC method, and corresponding solid curve is a fit to the
realistic (p,q) expression. Dashed line represents a hypothetical linearly decreasing profile

flow stresses monotonically decrease. At a fixed temperature, higher strain-rate
loading results in higher flow stress response, suggesting that any quantitative
comparison between experimental data and MD simulations must take into account
the difference in the strain rate.

The symbols in Fig. 2a represent the corresponding MD results at strain rate
of 106 s−1 and 107 s−1. They are in reasonable agreement with the predictions of
Eq. (8) using k0 = 1.2*1012 s−1, which matches the Debye frequency satisfactorily.
This constitutes a self-consistent test of Eq. (8) with E(σ) taken from Fig. 1b
(the solid curve) in the range of strain rates where MD is valid. One can see an
increasingly sharp drop of flow stress as the strain rate decreases to the range
accessible to conventional experiments. The sharp drop has been known as a
significant feature of the thermal activation process; this behavior is not well
captured by MD simulations at its characteristic strain rates (Domain and Monnet
2005; Zhu et al. 2008). Figure 2a shows that this behavior is at least qualitatively
accounted for by the present model.

The variation of flow stress with strain rate is of fundamental interest in
experimental studies of crystal plasticity. Figure 2b shows the predicted behavior
based on Eq. (8). Under the limit of infinitely high strain rate, the flow stress
approaches the Peierls stress. On the other hand, the flow stress is negatively
sensitive to the temperature. In the high temperature limit, the flow stress approaches
zero regardless of the strain rate. At low ε̇ the flow stress increases only moderately,
but as ε̇ increases, above 100 s−1 at 50 K, and 104 s−1 at 100 K, it begins to increase
much more strongly. This upturn behavior can be analyzed in terms of two factors,
stress-dependent activation volume and strain rate-induced non-Arrhenius behavior.
Because of the nonlinear stress dependence of the activation barrier (Fig. 1b), the
activation volume is very small at high stresses. Such small activation volume leads
to a high sensitivity of the flow stress dependence on strain rate (Zhu et al. 2008).
In addition, as derived in Eq. (7), there is a non-Arrhenius behavior due to the
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Fig. 2 (a) Flow stress of the
<111> screw dislocation in
bcc Fe under different
strain-rate and temperature
conditions. The solid lines
show the calculated results by
Eq. (8), and the data points
are MD results at high strain
rates. (b) Predicted flow
stress variation at different
strain rates. Solid and dashed
curves are calculated based
on realistic (p,q) barrier
profile and hypothetical linear
profile shown in Fig. 1b,
respectively

strain-rate loading which also contributes to the upturn in Fig. 2b. To decouple the
two contributions, we remove the nonlinearity of E(σ) by setting p and q equal
to unity (dashed line in Fig. 1b). Now the only nonlinear factor comes from the
strain rate-induced non-Arrhenius behavior in Eq. (8). As shown in Fig. 2b, under
this condition, the flow stress upturn remains, but the stress is now higher beyond the
crossover strain rate. Since the assumption of p= q= 1 results in a higher effective
barrier and correspondingly a longer residence time, it follows that the flow stress
response is higher as well. Our analysis therefore shows the onset of flow stress
upturn is to be attributed mainly to the non-Arrhenius behavior induced by strain
rate, as described by Eqs. (7) and (8).

To compare the predicted upturn behavior quantitatively with experimental data,
we adapt the energy profile E(σ) for a longer screw dislocation system in bcc Fe
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Fig. 3 Variation of reduced
flow stress with strain rate at
300 K. (The experimental
data on copper and ion are
adapted from Armstrong et al.
(2009) and references therein)

calculated by Gordon et al. (2010) and use it as the input into Eq. (8). Figure 3 shows
the variation of flow stress and strain rate at 300 K, as observed experimentally and
predicted by our model. Since the flow stress magnitude is significantly influenced
by the defect microstructures in the experimental specimens (Armstrong et al.
2009), the quantitative comparison can only be meaningful after an appropriate
normalization. Therefore, in Fig. 3, we show the reduced flow stress, defined as
the ratio of flow stress to its value at the highest strain rate 107 s−1, as a function
of strain rate. It is seen that both the experiments and our calculation results show a
significant flow stress upturn with the critical strain rate in the range of 104–105 s−1.
The extent of the agreement suggests Eq. (8) and E(σ) have essentially captured
the mechanism for the flow stress upturn behavior. On the other hand, it is known
that the flow stress magnitude depends on the local defect microstructure in the
material. Experimental specimens have a complex defect microstructure leading to
appreciably higher flow stresses (due to, e.g., dislocation-obstacle interactions to be
discussed in the next section) seen in the experiments compared to the results in
Fig. 2b. It is therefore intriguing that the reduced flow stress predicted by our model
in Fig. 3 is also quantitatively consistent with experiments from different materials
(a ductile one, copper, and, a brittle one, iron). This may be attributed to the fact
that the energy barrier for dislocation to climb/glide over the defects/obstacles in
the material bears a similar stress-activated behavior as the simple dislocation glide
represented by the expression E(σ) = E0

[
1− (σ/σc)p

]q that was described above
(Remington et al. 2006).

In sum, such example shows that, without invoking any specific mechanism
or fitting parameters, the PEL-based approach can naturally capture the nonlinear
transition of the flow stress from a classical Arrhenius behavior to a fast upturn over
a broad range of strain rates.
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Fig. 4 Schematic ABC-TST modeling on dislocation-obstacle interaction at prescribed thermo-
mechanical conditions. The detailed iterative procedures are described in the main text

2.2 Dislocation-Obstacle Interaction Mechanism Map

Under complex environments (e.g., irradiation, severe plastic deformation, etc.),
a host of non-equilibrium obstacles/precipitates would be present in the sys-
tem. It therefore becomes particularly important to probe the dislocation-obstacle
interaction mechanisms at various conditions since they will determine many
important mechanical properties of structural materials, such as hardening, creep,
embrittlement, crack nucleation, etc. (Bakó et al. 2006; Bulatov et al. 2006; Jumonji
et al. 1996; Van der Giessen et al. 2001; Shin et al. 2005).

The first key challenge that needs to be addressed is to investigate the dislocation-
obstacle interactions at much longer timescale, well beyond the range accessible to
MD. As introduced above, the ABC method is a robust algorithm that can drive
the system out from a trapped deep energy basin and thus probe the microstructural
evolution at long timescales. Therefore, by iteratively combining ABC and TST
into a dynamic scenario, one could then study the dislocation-obstacle interactions
at prescribed strain rate and temperature, as illustrated in Fig. 4.

The consecutive iterations can be described as:

1. Under a given strain condition (including the initial state with no strain), employ
ABC to explore the PEL structure, and thus obtain the dominant reaction pathway
at this moment.
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2. Apply nudged elastic band (NEB) method to accurately calculate the energy
barrierEb between the current and next minimum states in PEL that are identified
in step (i).

3. Determine the thermal activation time defined asΔt = [ν0 · exp
(−Eb

/
kBT

)]−1,
where ν0is the attempt frequency (of Debye order 101 3 s−1). For a
specified strain rateε̇, the corresponding strain increment, Δε= ε̇ · Δt =
ε̇ [ν0 · exp

(−Eb
/
kBT

)]−1, is applied to the system. Go back to step (i) under
the new strain condition.

Through this algorithm, the coupling between thermal activation and strain rate
is treated in the transition state theory framework. To be more specific, because
ABC is employed iteratively on-the-fly, the environmental effects on PEL will be
naturally captured. Since the atomic arrangements near the defects (e.g., dislocations
and obstacles) are off perfect lattice sites and highly disordered, the underlying PEL
structures could be rather complex, and each local minimum state in PEL might
connect with multiple different transition pathways, corresponding to different
evolution mechanisms. If these transition pathways show different sensitivities to
surrounding environments (e.g., strain rate, temperature, stress state, etc.), then a
crossover between their relative importance at different conditions might occur,
which would then lead to different deformation mechanisms and mechanical
behavior.

Figure 5 shows an example on the interaction mechanisms between a < 112̄0 >
{101̄0}dislocation and a self-interstitial atom (SIA) cluster in HCP Zr over a wide
range of thermomechanical environments (Fan et al. 2013). Starting from the initial
state in Fig. 5a, the PEL-based iterative ABC-TST procedure enables one to uncover
the interaction mechanisms over 15 orders of magnitude in timescales, from 107 s−1

down to 10−7 s−1, far beyond the MD’s range but appropriate for direct comparison
with experiments. It is demonstrated in Fig. 5b that even the same unit process
could lead to remarkably different mechanisms. Specifically, in the low temperature
and high strain-rate regime, the dislocation tends to simply pass by the obstacle,
and the system undergoes a stable homogeneous deformation with normal work
hardening, while in the higher temperature and lower strain-rate regime, the obstacle
is absorbed and swept by the dislocation. The removal of obstacle will result in
a defect-free region along the slip plane known as dislocation channel, which is
associated with strain localization and heterogeneous deformation, and could further
induce mechanical instability.

The reason why the same initial state could give rise to significantly different
mechanical behavior can be explained by the environmental effects on the system’s
underlying PEL structure revealed by the ABC technique. As shown in Fig. 5c, for
such unit process in HCP Zr, the initial state connects with two transition pathways
that are associated with different microstructural evolution modes. At the beginning,
path I (obstacle removal) has a lower activation energy than path II (simple bypass)
does. Therefore, if the surrounding environments do not change significantly, say
when the driven strain rate is relatively low, then the system would naturally
have a higher chance to go through the path I and give rise to the dislocation
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Fig. 5 (a) Initial state of the unit process of dislocation-SIA cluster interaction in the prismatic
slip system in HCP Zr. (b) The same initial state could result in remarkably different evolution
mechanisms when the timescale is spanning more than 15 orders of magnitude. In the low temper-
ature and high strain-rate regime, the system undergoes a stable homogeneous deformation process
because the dislocation simply bypasses the SIA cluster. However, in the higher temperature and
lower strain-rate regime, the SIA cluster is absorbed and removed by the gliding dislocation, which
then leads to dislocation channeling and mechanical instabilities. It can be seen that the ABC-
based modeling technique allows one to probe the microstructural evolution mechanisms from
atomic level at realistic timescale far beyond the traditional MD’s range (region of blue squares).
(c) The crossover of two different mechanisms originates from the variation of system’s underlying
PEL under different environments. As shown in (c1), the initial state connects with two transition
pathways that are associated with different microstructural evolution modes. At the beginning, path
I (obstacle removal) has a lower activation energy than path II (simple bypass) does. Therefore, if
the driven strain rate is relatively low, i.e., when the surrounding environments do not change
appreciably, then the system would naturally have a higher chance to go through the path I, which
leads to obstacle removal. On the other hand, under very high strain-rate scenario, since path II is
more sensitive to external loading and its activation barrier under large strain becomes lower than
path I does, as seen in (c2), then path II becomes more favorable and a bypass mechanism occurs

channel formations. This is indeed what has been observed by TEM experiment
(Onimus et al. 2004) at the condition of 600 K and 10−4 s−1. However, as shown in
Fig. 5c1–c2, the responses of two pathways to external stimuli are different. Path
II is more sensitive to the applied shear loading, and its activation barrier becomes
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lower at large strain condition. Therefore, under very high strain-rate scenario, path
II becomes favorable very quickly, and a different deformation mechanism would
occur.

To validate the diagram just predicted, independent MD simulations have been
employed. Although MD studies are limited to the very high strain-rate regime, the
results at different temperatures (blue squares in Fig. 5b) show a clear mechanism
crossover between dislocation bypass and channeling.

We would like to note that the approach in constructing the mechanism map is
based on a general thermal activation theory under prescribed strain rate (Fan et al.
2012, 2013), and is not limited to the defects discussed here in the Zr system. For
instance, previous MD simulations in bcc Fe report different interaction mechanisms
between a dislocation and a SIA loop as a function of temperature (Terentyev
et al. 2010a; Bacon et al. 2009). Specifically, at high temperature, the SIA loop
is absorbed by the dislocation, while at low temperature, both dislocation and SIA
loop are completely recovered. Despite both being at high strain rate, these two
different outcomes in bcc Fe can also be understood as a competition of strain rate
and temperature, as explained by the mechanism map in Fig. 5b. In other words, the
present framework is quite general and can be applied to study different materials
(e.g., glass materials, colloidal system) and responses to different conditions (e.g.,
annealing rate, irradiation rate).

3 Plasticity in Amorphous Solids

Glassy materials deform and flow in response to external mechanical agitation and
internal thermal activation. Due to the lack of well-defined structural defects such
as dislocations in their crystalline counterpart, studying the mechanistic details,
by which the constituent atoms rearrange themselves under stress and temperature
environment, is still not well understood. In particular, the stress and strain-rate
effects on plastic deformation and its underlying microscopic processes are in need
of further studies.

A number of theoretical models have been proposed to describe the mechanisms
of atomistic deformation and flow responsible for plastic deformation in amorphous
solids. Spaepen considered the distinction between homogeneous and inhomoge-
neous flows in metallic glasses (Spaepen 1977) and introduced the concept of
the local free volume as an order parameter. In this view local strain production
and dissipation are assumed to be associated with individual atomic jumps. Argon
proposed a plastic deformation model of metallic glasses based on the notion
of local shear transformations driven by stress and in the presence of thermal
fluctuations (Argon 1979). The atoms participating in such processes essentially
undergo an inelastic shear deformation. Twenty years later, Falk and Langer
introduced the term shear transformation zone (STZ) in interpreting simulation
results of viscoplastic deformation of amorphous solids (Falk and Langer 1998),
and the term STZ has become widely adopted in studies of amorphous materials.
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On the other hand, significant attempts to understand amorphous plasticity
have been carried out using molecular dynamics (MD) simulations. For instance,
MD results revealed that structural disorder-induced softening precedes thermal
softening which acts as the origin of the shear banding (Cao et al. 2009). The
bottleneck well-known in MD is that simulations of deformation often entails
extreme conditions of strain rate which are higher by several orders of magnitude
than those studied experimentally (Yamakov et al. 2002; Sentjabrskaja et al. 2015).
Because slow thermal activations and relaxations could be suppressed due to the
short timescale in MD simulations, direct comparison with experiments cannot be
straightforwardly performed.

In this section, we discuss two studies of amorphous plastic deformation under
low mechanical stress or slow strain rate using the ABC-based PEL sampling
technique: (1) constant stress-driven amorphous creep and (2) strain rate-dependent
slip avalanches in amorphous plasticity.

3.1 Creep: Deformation and Flow at Constant Mechanical Stress

Creep is a slow deformation phenomenon occurring in materials typically subjected
to constant mechanical stress and temperature. Creep deformation has been studied
in various amorphous materials such as metallic glasses and colloidal systems
(Krisponeit et al. 2014; Huang et al. 2009; Siebenbürger et al. 2012; Schuh et al.
2007; Lu et al. 2003). To identify the elementary processes of deformation and flow
in amorphous creep, we implement a meta-dynamic formulation (Cao et al. 2017)
that allows transition state trajectories to be generated on timescale of seconds.
In the simulation, we apply a prescribed uniaxial tensile stress to the system and
execute the following steps:

1. Perform energy minimization on the relaxed system to bring it to the nearest local
energy minimum.

2. Apply the autonomous basin climbing (ABC) algorithm (Kushima et al. 2009a;
Cao et al. 2012) to obtain the transition state pathway and determine the
neighboring local energy minimum state.

3. Compare the internal stress of the new state with the prescribed tensile stress. If
the two stresses deviate by more than 1%, perform step (d); otherwise go back to
step (b).

4. Perform cell relaxation in the presence of the external stress. The atoms are
rescaled to new positions whenever the size of simulation cell is changed, and
the final configuration converges to a new local minimum.

The system evolution is then determined by examining the newly sampled
configurations of the local energy minima. The activation time of each evolution

step can be estimated through transition state theory, Δti =
[
v0exp(−ΔEi

kBT
)
]−1

,

with attempt frequency v0 typically taken to be 1012 s−1, ΔEi is the energy barrier
of activation path i.
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Fig. 6 Simulated creep curve: time evolution of system strain ε at stress 198 MPa and temperature
0.68Tg. The creep rate ε̇ of the secondary stage is essentially constant and at a minimum. The
background colors are drawn schematically to denote the creep rate

Figure 6 shows the simulation result of time development of the system strain.
The creep curve shows the classical behavior of three stages of strain evolution. The
initial period of strain buildup, consisting of a steep increase followed by a gradual
approach to saturation, is known as primary or transient creep. The secondary stage
of steady-state creep is a period of linear strain increase in time. The extent of this
stage depends on the combination of applied stress and system temperature. For
relatively low stresses, the secondary stage may have a considerable extent before
the onset of tertiary creep, where strain rate increases without apparent limit. In the
case of Fig. 6, the onset of structural instability at a strain level of ∼2.5% is readily
observed.

In the present discussion, our interest lies in the mechanisms sustaining the
steady-state creep (secondary stage). By varying the value of applied stress, one
can determine the creep rate, and its variation with stress is shown in Fig. 7a. We
can see a bimodal behavior in the monotonic variation of creep rate ε̇ with stress σ .
At low stress, ε̇ is characterized by a creep-rate slope of n ∼ 1.5, where n is known
as the stress exponent. At high stress n increases to ∼5. Notice the stress value
for the change in index n. The transition in creep rate behavior is well-known in
experiments on different materials (see Fig. 7b for comparison with experiments)
(Boyle and Spence 2013; Nieh and Wadsworth 2006; Klueh 2005). It is generally
understood to signify thermal activation processes at low stress, changing over to
stress activation for reasons that have not been resolved heretofore, particularly
regarding the roles of atomic diffusion and shear deformation.

Figure 8 shows the spatial distributions of nonaffine displacement and of
deviatoric strain at low and high stresses. At the low stress of 64 MPa, the features of
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Fig. 7 (a) Stress dependence
of creep rate from simulations
with two different system
sizes of 25,000 and 10,000
atoms. (b) Stress variation of
creep rate, the two sets of
experimental data 1 (crosses)
and data 2 (triangles) are
adapted from Lu et al. (2003)
and Nieh and Wadsworth
(2006), respectively. σ0 and
ε̇0 are threshold values in the
creep rate-stress curve

the nonaffine displacement and local strain can be essentially attributed to thermally
processes. As shown in Fig. 7c, the thermally activated atomic diffusion produces
little local strain burst (local rupture) event. At high stress of 258 MPa indicated by
Fig. 8b, the displacement magnitude of the sites of high mobility is about a factor of
three larger than the displacements at low stress. Moreover, when looking at Fig. 7d,
we see the presence of bi-directional deformation which corresponds to local strain
bursts, a striking effect of stress-induced deformation.

We believe the creep rate upturn delineates a regime of nonlinear response in
the rheological behavior of amorphous materials, a consequence of the nonlinear
coupling between atomic diffusion and shear-induced deformation. More generally,
it indicates an interplay between thermal and stress-activated processes, involving
loading effects, thermal noise, and stress-induced fluctuations.
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Fig. 8 Spatial distributions of nonaffine displacement (a) and (b) and of deviatoric strain (c) and
(d). All measures are time incremental, taken over a time interval of 0.01 s. Atoms are colored
according to magnitude of their displacements or strains. At each level the left and right panels
denote low stress (64 MPa) and high stress (258 MPa), respectively

3.2 Slip Avalanches of Amorphous Plasticity Under Constant
Strain Rates

Discrete stress relaxations (slip avalanches), the serrations in stress-strain responses
to mechanical deformation are ubiquitous in the dynamics of amorphous plasticity
(Schuh et al. 2007; Antonaglia et al. 2014a). A common characteristic of slip
avalanches is the strain-rate sensitivity which becomes more pronounced as the rate
is lowered (Schuh et al. 2002, 2007; Antonaglia et al. 2014b; Harris et al. 2016).
To understand the atomistic mechanisms of stress relaxation at a wide range of
strain rate, we implement an atomistic simulation algorithm (Cao et al. 2014a, 2018)
that can reach timescales in the range of experiments. To model constant strain-
rate simulation, we first select a strain-rate value and use the transition state theory
expression ε̇ = γ̇0 exp(−Eb/kBT ) to determine a value for the activation barrier
Eb, where γ0 is the attempt frequency prefactor and kB is the Boltzmann constant.
After determination of the activation barrier Eb for a strain rate ε̇, we perform the
following steps:

1. Perform energy minimization to bring the system to the nearest local energy
minimum state.

2. Run the autonomous basin climbing (ABC) algorithm (Cao et al. 2012) to
generate a transition state pathway (TSP) trajectory consisting of local energy
minima and saddle points, stopping the ABC simulation when an activation
energy barrier greater than Eb is found.

3. Examine the local energy minima explored by the ABC algorithm, and perform
a standard Monte Carlo (MC) run to pick the most likely state according to
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the probability p = exp
(
ΔE(i,j)/kBT

)
, where ΔE(i,j) is the energy difference

between local minima i and j . Save the associated atomic configurations.
4. Apply a small strain increment Δε = 10−4 to the system, perform energy

minimization, and repeat steps 1, 2, and 3. Each step thus contributes a
strain increment Δε to the overall imposed strain ε. The associated atomic
configurations stored in the process can be used to calculate the corresponding
single-atom displacement and the local deviatoric strain. The iteration continues
until the strain ε reaches 18%.

5. For quasistatic (QS) simulation, Eb = 0, so there is no need to run steps 2 an 3.
The simulation thus consists of iterating on steps 1 and 4, performing energy
minimization after each strain increment.

In Fig. 9a we show the simulated responses of system-level stress to uniaxial
compression at three distinct values of strain rates. The curve QS (quasistatic) (Falk
and Maloney 2010) is obtained by potential energy minimization, which is effec-
tively the limit of high strain rate (Fan et al. 2013; Cao et al. 2014b). The other
two curves correspond, respectively, to constant strain rates of 2.2 × 107 s−1 and
4.6 × 10−2 s−1, which are typical of conventional MD simulations and laboratory
mechanical testing, respectively.

The overall response at each strain rate shows initially elastic loading up to a
yield point, followed by a series of stress drops of varying magnitudes. The effects
of strain rate are first a lowering of the entire stress-strain curve as the strain rate
decreases from QS to MD to laboratory testing. Secondly, a significant sharpening
of the serrations occurs in this progression of strain rates. The variation of the peak
(yield) stress with strain rate, known as the stress overshoot, is also evident. In
Fig. 9b portions of the flow curve at the three strain rates are shown in greater
detail to illustrate the significant sharpening in avalanche response as the strain
rate is lowered (Maaß et al. 2011; Antonaglia et al. 2014b). At the lowest strain
rate, we see well-resolved intermittent minor relaxations interspersed between large
events throughout the entire flow regime. Similar behavior, suggesting a distinction
between small and large avalanches, is observed experimentally (Antonaglia et al.
2014a; Wright et al. 2013; Maaß et al. 2011).

In Fig. 9c we show the corresponding deformations at the lowest strain rate
associated with the onset of yielding and subsequent flow. In the four panels, one
sees the spatial distributions of atomic sites with high deviatoric strain, color coded
to indicate the magnitude of D2

min. The distributions are cumulative strains (with
reference to the initial undeformed configuration) during compression at the four
numbered stages labeled in Fig. 9a: during elastic loading (point 1), after yielding
(2), and during serrated flow (3–4). At 4% strain, we see only a few high-strain sites
distributed rather randomly. Immediately after the onset of yielding, at 4.83% strain,
a band of high-strain sites spanning the system has clearly formed. Notice also the
appearance of a surface step. After the appearance of the shear band, the subsequent
plastic flow is essentially dominated by this shear localized region, involving sliding
and thickening. For example, with further compression through 10% to 16% strain,
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Fig. 9 (a) Stress-strain response obtained at three strain rates: QS (top), 2.2 × 107 s−1 (middle),
and 4.6 × 10−2 s−1 (bottom). The two upper curves have been shifted vertically by 1.0 and
0.75, respectively, to facilitate visual inspection. Arrows indicate the four stages of deformation
corresponding to the four panels shown in (c). (b) Enlarged view of dotted box in (a). (c) Deviatoric
strain distributions in the elastic response regime, after yielding and during the flow stage at a strain
rate of 4.6 × 10−2 s−1. The red spheres indicate atoms subjected to large deviatoric strain, and
atoms with strain D2

min < 1 are colored gray. The arrows point to surface steps at strain of 16.0%.
(Images modified from Cao et al. 2018)

the shear band has expanded in thickness as shown in the third and fourth panels
of Fig. 9c. Correspondingly, the edge steps have become larger to accommodate the
increased strain in the system (Shan et al. 2008).

To probe the nanoscale deformation and flow processes associated with an
avalanche, we examine the deviatoric strainD2

min and the nonaffine atomic displace-
ment. Figure 10 shows the spatial maps of D2

min for small and large avalanches
at the steady-state flow stage of deformation. In Fig. 10a, which pertains to
small avalanches, one sees a few local sites of significant strain magnitude. This
indicates that during a minor stress drop, there is relatively little activity involving
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Fig. 10 Visualization of local plastic strains associated with two typical avalanches, small (a) and
large (b). Atoms are color coded by the magnitude of D2

min. The imposed strains in the two cases
are 8.3% and 9.7%, respectively. Visualization of nonaffine displacement associated with small (a)
and large (b) avalanches. Arrows are color coded by the nonaffine displacement magnitude. Note
that the color scale is different for (a) and (b). The imposed strains in the two cases are 8.3%

localized shear transformations, and the few activated sites are spread out along
the established shear band. In contrast, as seen in Fig. 10b, major stress relaxations
involve a large number of activated sites at high strain magnitudes, clustered
along a characteristic band-like region. Comparing Fig. 10a, b, one has a clear
picture of the different roles that small and large avalanches play in maintaining
serrated flow. Through the nonaffine displacements, we can assess atomic motions
associated with internal relaxation during system flow. In Fig. 10c–d, we again see
the distinction between small and large avalanches now visualized through the non-
affine atom displacement. Comparing these results with the distributions of plastic
strain production, we have a consistent picture of the molecular processes associated
with serrated flow, resolved between small and large avalanches and between the
single-particle (diffusion) and collective (cluster deformation) degrees of freedom.
The processes are clearly spatially heterogeneous and temporally intermittent. Such
details provide meaningful complements to current studies of the mechanisms of
amorphous plasticity, based on combining theoretical modeling (Antonaglia et al.
2014a) with high temporal resolution mechanical testing (Wright et al. 2016).

The fact that the system response is different in avalanche sizes implies the
existence of two response regimes. The actual evolution of avalanche size suggests
the small avalanches can be regarded as precursor events or an incubation stage
leading up to the occasional major relaxation event. We see the large avalanches as
a form of nonlinear response involving the concerted action of thermally activated
atomic diffusion and stress-activated shear of local clusters of atoms. Such responses
are characterized by spatial and temporal fluctuations that have been referred to
as dynamical heterogeneities. Recognition of this kind of response can stimulate
further theoretical work in modeling the weakening mechanism that underlies the
onset of avalanches.
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Fig. 11 Typical paradigm of multiscale modeling on dislocation-related problems consists of
three different levels. At atomic scale, first principle calculation (e.g., ab initio) and molecular
dynamics (MD) are widely used. At mesoscale, dislocation dynamics (DD) and visco-plastic self-
consistent (VPSC) methods are most popular. And at macroscale, finite element method (FEM)
is the dominant technique. It is expected that the outcomes from finer-scale models are fed into
higher-level models as input parameters, which would then enable the inclusion of multi-physical
processes at different scales. However, such traditional scheme, particularly the interface from
MD to DD/VPSC, could be ill-informed. To be more specific, the right box shows the interaction
mechanisms between a gliding dislocation and a stacking fault tetrahedra (SFT, a vacancy-type
cluster) in FCC metals probed by MD simulation and by in situ TEM experiment, respectively. In
MD study the SFT is found intact after cutting by the dislocation. But in real experiment, where the
timescale is ten orders of magnitude longer than in MD simulation, the SFT is apparently absorbed
and removed by the dislocation. Such discrepancies demonstrate that, due to its intrinsic timescale
limitation, traditional MD simulation cannot capture the accurate and complete knowledge needed
for the higher-level models. Given recent progress on the long-timescale atomistic simulation
techniques, a new path via the PEL-based modeling has shown great promise in probing materials
behavior at realistic timescale while still retaining the atomistic details

4 Summary and Outlook

It is widely appreciated that material microstructural evolution is an immensely
complicated multi-physics phenomenon involving spatial and temporal scales rang-
ing over many orders of magnitude. To establish a modeling and simulation
framework to address the fundamental molecular mechanisms and to transfer such
details to the higher-level models at meso- and macroscales is certainly a grand
challenge.

As an example, Fig. 11 represents a well-accepted paradigm for the multiscale
modeling of dislocation-related problems. At the macroscopic scale or continuum
level, the finite element method (FEM) has been regarded as the most appropriate
technique (Needleman and Van der Giessen 2005; Zhong and Zhu 2008). The
fidelity of FEM calculation largely depends on whether its mesh can be efficiently
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handled and whether there are reliable constitutive descriptions for all the nodes.
The constitutive equations for dislocation-mediated deformation are usually pro-
vided by mesoscale models, such as dislocation dynamics (DD) and visco-plastic
self-consistent (VPSC) method, which have been widely applied (Lebensohn et al.
2007; Turner et al. 1999; Schwarz 1999; Zbib and de la Rubia 2002; Arsenlis et al.
2007; El-Awady et al. 2008). On the other hand, both DD and VPSC models rely
on many fitting or empirically assigned parameters, such as the dislocation core
structures, the critical resolved shear stress for each slip system, the strain hardening
exponent, the dislocation jog/junction formation mechanisms, the dislocation climb
rate, etc.. As a result, although these mesoscale models can explain many observed
experiments by adjusting various parameters, the predictive power of those models
remains to be further improved. To reduce the number of empirical parameters,
one still needs to employ more fundamental yet computationally more expensive
modeling from the atomic levels, such as first principle calculations and MD
method. These atomistic simulations can capture the dislocation core structures at
equilibrium environments (Dezerald et al. 2016; Chaari et al. 2014; Proville et al.
2012) and provide useful mechanistic insights into the detailed dislocation-obstacle
interaction processes (Terentyev et al. 2008, 2010a, b; Osetsky et al. 2006b).

Therefore, to enable a high-fidelity multiscale modeling, the connection between
atomic-scale modeling and mesoscale modeling plays a vital role, because the
robustness of multiscale modeling largely relies on whether MD simulations
can provide accurate and complete mechanisms or not. Unfortunately, there are
circumstances where MD simulations at short timescales cannot represent the
realistic mechanism in experiments. An example that supports this is a remarkable
controversy between the MD prediction and experimental observation over the
dislocation-obstacle interaction mechanism in FCC metals. As shown in the right
box of Fig. 11, in situ TEM experiments clearly show that a perfect SFT (a vacancy-
type defect cluster named stacking fault tetrahedra) is fully absorbed and removed
by a single moving dislocation (Osetsky et al. 2006a, b). However, parallel MD
simulations show that the same type of obstacle remains intact after cutting by
a moving dislocation (Matsukawa and Zinkle 2004). While the geometries and
boundary conditions have been regarded as potential factors that might lead to
such discrepancy (Osetsky et al. 2006a), the most probable reason, as discussed by
Matsukawa and Zinkle (Matsukawa and Zinkle 2004), is the huge gap in timescale
between the in situ TEM (∼10−2 s−1) and MD simulations (∼108 s−1).

In this chapter we have shown several examples in both crystalline and amor-
phous materials that the PEL-based novel modeling techniques are capable of
uncovering the microstructural evolutions over wide range of timescales and directly
compare with experimental observations (Fan et al. 2012, 2013). A particularly
notable feature of the PEL framework is that it is fundamentally governed by the
interatomic potentials between the constituent particles, and thus no phenomeno-
logical assumptions or empirical parameters are needed.

Given these advantages, one could propose a “detour” on the conventional multi-
scale modeling roadmap. As illustrated by the green arrows in Fig. 11, instead of
directly connecting MD with mesoscale methods (Yip and Short 2013), one can first
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employ the PEL-based modeling to gain a more comprehensive knowledge at longer
timescale and then pass the atomistic insights obtained on-the-fly to the higher-level
models. Such a modification may be expected to lead to a more predictive modeling
and simulation.
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Abstract

Dislocations have a profound influence on materials’ functional properties. In
this perspective, we discuss the recent development of quantized dislocations –
a theoretical tool that aims to compute the role of dislocations on materials’
functionalities, at a full quantum field theoretical level. After a brief discussion
of the motivation and a pedagogical introduction of quantization, we focus on
a few case studies of dislon theory, to see how dislon can be applied to solve a
given materials’ functionality problem and lead to new predictions. We conclude
by envisioning a few more open questions. With the aid of the powerful quantum
field theory, the dislon approach may enable plenty of opportunities to compute
multiple functional and quantum properties in a dislocated crystal at a new level
of clarity.
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1 Introduction

Dislocations affect materials’ mechanical properties and functionalities, such as
electronic structure, optical properties, thermal transport, magnetic ordering, and
superconductivity. For decades, the dislocation research has been centering on
mechanical behaviors, such as crystal plasticity (Hirth and Lothe 1992; Nabarro
1967). However, given the flourishing development of novel functional materials in
recent years, the proper modeling of dislocation functionalities beyond mechanical
aspects is gaining more and more importance, yet faces a series of challenges. As an
extended defect with internal structure, a realistic dislocation is not only a quenched
disorder composed of a distribution of strain field, but also subject to strong
dynamical vibration and material-dependent Coulomb interaction in a complex
interaction environment. In this sense, many dislocation studies are only describing
a partial feature of a realistic dislocation, where its definition

∮
Ldu = − b is often

not respected. While all these factors are taken into account to fully characterize
a realistic dislocation, the calculation on the functionalities poses another level of
challenge. On the one hand, due to the long-range nature of a dislocation’s stress
field, the first-principles calculation with dislocations requires a large supercell –
could be as high as N∼1000 atoms (Wang et al. 2014). To carry out the response
calculations, however, the computational complexity ∼O(N4) using the density
functional perturbation theory is simply too high to be realistic (Baroni et al. 2001).
On the other hand, since almost all those functionalities can be traced back to a
microscopic quantum origin, a classical description of dislocation may simply be
incapable to be integrated into a quantum theory in order to describe a complex
quantum phenomenon.

In fact, a number of open questions remain in the field of dislocation func-
tionalities. For electronic structure, it is known that the electrical resistivity in
dislocated metals can have a particular type of electron-line defect resonance
scattering, shown in Fig. 1a (Brown 1977; Karolik and Luhvich 1994). Although
the resonance scattering model did explain some experimental data, the origin of
such resonance is unclear: “There must be some general mechanism underlying this
phenomenon . . . This is still very much an open question . . . ” (Brown 1977). For
optical properties, it is known that dislocation can induce luminescence (Drozdov
et al. 1976) with four significant luminescence peaks (called D1 – D4) at low-
temperature, which may survive even at room temperature after sample treatment
(Fig. 1b). This phenomenon enabled dislocation based light-emitting diode (LED)
applications (Kveder et al. 2004). However, even after three-decades-long research,
the microscopic origin of these peaks is not yet fully understood, particularly
“The origin of the D2-line is still under discussion” (Reiche and Kittler 2016).
For the thermal transport, there has been a decades-long debate, arguing whether
the dislocation-phonon interaction is static or dynamic in nature. Despite different
temperature dependence, that kstatic ∝ T2 while kdynamic ∝ T3, carefully planned
experiments may exhibit a mixed behavior (Fig. 1c). In particular, one recent
first-principles calculations of dislocations mentioned that “Because of the break-
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Fig. 1 (a) The computed cross section of electron-dislocation scattering, showing the resonance
feature. (b) The temperature dependence of the dislocation luminescence in silicon. (c) The
temperature-dependent thermal conductivity of prototypical dislocated LiF, showing a mixed T2
and T3 behavior. (Figures are adapted from (Kveder et al. 2005; Roth and Anderson 1979))

down of the Born approximation, earlier literature models fail, even qualitatively”
(Wang et al. 2017). As to superconductivity, P.W. Anderson asserted that “The
(superconducting) transition temperature (with defects) will always be slightly
smaller for the scattered states than they would be in the pure case” (Anderson
1959), yet many experiments show otherwise. The anisotropic superconducting
gap explains the transition temperature enhancement effect for point impurities
(Markowitz and Kadanoff 1963), but a quantitative comparison for dislocations
without using empirical parameter has been missing. These open questions, along
with the unbearably high computational cost, indeed call for a much better approach
to tackle the dislocation functionality problems at a more fundamental level.

This perspective article is a self-contained introduction on the recent theoretical
progress of the so-called dislon theory. Dislon is a quasiparticle that aims to
solve the above dislocation functionalities issues by directly quantizing a classical
dislocation (Fu and Li 2017; Li 2019; Li et al. 2017a, b, c, 2018; Pablo-Pedro
et al. 2018). We believe that there are a number of unique advantages adopting this
quantized dislocation approach, mainly formalism simplicity and strong predictive
power.
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Formalism simplicity: The simplicity has a multifold meaning. First is the
procedure to incorporate a dislocation into an existing system. Apparently, there
are plenty of existing approaches that can introduce a dislocation. For instance,
for electronic property studies, a dislocation is often modeled as a line charge.
With a scattering Coulomb potential V(r), its Fourier transformation V(q) gives
the scattering strength, from which the electron-dislocation relaxation time can be
obtained using Fermi’s golden rule (Jena et al. 2000; Look and Sizelove 1999;
Weimann et al. 1998). Taking the dislon approach, a dislocation is introduced
by adding the dislon Hamiltonian HD and the interaction Hamiltonian HI , into
the original Hamiltonian H0 for a pristine system. Given the arbitrary freedom
to choose H0, a dislocation can always be introduced properly. This leads to
the second fold of simplicity that the Hamiltonian approach standardizes the
procedure to compute all functional properties. With the knowledge of a given H0,
the electrical conductivity, thermal conductivity, thermopower, optical absorption,
etc., are all computable using standard quantum many-body approaches, such as
linear response theory (Mahan 2000). Now the understanding of the role that
dislocations may play is then reduced to a standard linear-response calculation of
functionalities, but with the total Hamiltonian H0 + HI + HD. The third meaning of
simplicity lies in the form of dislon Hamiltonian HD, which has great mathematical
simplicity to tackle, but with all dislocation effects – strain, dynamic, Coulomb –
incorporated simultaneously. This comprehensive description of dislocation is in
sharp contrast with a potential scattering approach. Taking the popular line charge
model of dislocation as an example, we see that the Burgers vector b does not even
appear explicitly in the expression of relaxation time, which is unphysical to some
extent.

Strong predictive power: Besides the formalism simplicity, the main advantage
of dislon theory lies in the strong predictive power. This is a natural consequence by
adopting a quantum field theoretical approach, since it can seamlessly incorporate
all other interactions and correlation effects to an arbitrarily high order. The
interaction effects are essential for a realistic scenario, for instance, dislocations
may coexist with point defects, phonons, and electrons in a real crystal, and we
could always pick up the relevant degrees of freedom that are of interest for a given
problem. For instance, if we are interested in phonon-dominant thermal transport,
then the Coulomb charge model of dislocation cannot interact with phonon, hence
cannot be used for thermal transport study. The dislon theory, on the other hand,
is a unified approach. Since it already contains the strain effect in the dislon field,
the interaction with phonon becomes straightforward. The correlation effect and
higher-order scattering, on the other hand, are both important toward qualitatively
novel phenomena (Rammer 1998). This also distinguishes the dislon theory from
a semiclassical model. Again taking the line charge model as an example, we will
know for sure that Coulomb scattering is guaranteed to happen, but meanwhile, full
predictability is lost since there is no information how dynamic and strain effect
affects the electronic structure. A quantum field theory, on the other hand, is still
ab initio in nature, which retains a full predictive power without loss of information
from the starting point.
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2 Dislon as Quantized Dislocation

To see how a dislocation can be quantized into a quantized operator form, we noticed
that both a dislocation and a phonon are atomic lattice displacement u, with the
major difference coming from the dislocation’s topological constraint

∮
Ldu= − b.

Therefore, two major pillars are needed to quantize a dislocation. One is the lesson
of quantum procedure, learned from the more familiar phonon quantization; the
other is the unique features of a classical dislocation that distinguishes from a
classical lattice wave.

The lesson from phonon quantization: We briefly outline the familiar phonon
quantization first since the dislocation quantization shares some formalism similar-
ity. A comprehensive procedure for phonon quantization can be found in quantum
many-body monographs (Fetter and Walecka 2003; Mahan 2000). For a system with
N atoms with mass m, each atom located at coordinate Rn has its own displacement
un and momentum pn(n = 1,2, . . .N). The total kinetic energy gives

K =
N∑

n=1

|pn|2
2m

=
N∑

n=1

3∑

i=1

(pni)
2

2m
(1)

where pni is the ith Cartesian component of the vector pn. The total potential energy
can be written as

U = 1

2

N∑

m,n=1

3∑

i,j=1

umiV
mn
ij uni (2)

where uni is the ith Cartesian component of displacement un, Vmnij is a generalized
“spring constant” for a harmonic oscillator. To obtain a quantum theory, we promote
the classical dynamical variables un and pn into first-quantized operators, with the
following canonical quantization condition:

[
uni, pmj

] = ih̄δij δmn (3)

i.e., different atomic locations (m �= n) and directions (i �= j) commute with each
other.

As we see, the phonons in an N-atom system Eqs. (1) and (2) appear cumbersome
in a first-quantized form. However, all these can be simplified using a second
quantization approach. To do so, we perform a Fourier transform:

un = 1√
N

∑
k

uke
−ik·Rn ,uk = 1√

N

∑
k

uneik·Rn

pn = 1√
N

∑
k

pke
−ik·Rn ,pk = 1√

N

∑
k

pneik·Rn
(4)
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where uk and pk are the canonical displacement and momentum operator labeled by
quantum number k (called crystal momentum), respectively. Then, substituting Eq.
(4) back to Eqs. (1) and (2), and performing a Fourier transform to the expansion
coefficient Vmnij ,

Dij (k) =
∑

R≡Rm−Rn

V mnij e
−ik·(Rm−Rn) (5)

where since a crystalline solid is periodic with translation symmetry, we only need
to sum over the position difference between two lattice positions Rn and Rm. Now
since Dij(k) = Dji(k), the 3 × 3D(k) matrix (k can be considered as a parameter)
can be diagonalized with real eigenvalues. The eigen-equation can be written as

D (k) εkλ = mω2
kλεkλ (6)

in which εkλ is the eigenvector (λ = 1,2,3) called polarization vector, and mω2
kλ is

the eigenvalue. The second-quantized form can be defined by the particle occupation
number formalism:

uk =∑
λ

√
h̄

2mωkλ

(
a+kλ + akλ

)
εkλ

pk = i∑
λ

√
h̄mωkλ

2

(
a+kλ − akλ

)
εkλ

(7)

where akλ and a+kλ annihilate and create a phonon at state kλ, respectively, satisfying
the following commutation relation:

[
akλ, a

+
kλ

] = 1 (8)

Now substituting Eqs. (4), (7) and (8) back to Eqs. (1) and (2), we finally obtain
a second-quantized Hamiltonian for 3D phonons:

H =
∑

kλ

h̄ωkλ

(
a+kλakλ + 1

2

)
(9)

which now has a much simpler form and enhanced power to deal with complex
interaction problems. Such formalism and power enhancement also happens to a
classical dislocation upon second quantization.

The lesson from Classical Dislocation: Another major pillar that supports the
quantized dislocation lies in a few aspects of its classical counterpart (Fig. 2). First,
a dislocation exists in a crystalline solid, but not in amorphous materials (Fig. 2a).
This greatly facilitates the electron and phonon interaction problems in that the
Bloch’s theorem is valid. Second, a dislocation not only can be defined in discrete
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Fig. 2 A few essential elements for a classical dislocation, including crystalline, continuum
compatible, and topological. (Figures from Li (2019))

crystals, but also in a continuous medium
∮

Ldu = − b, where u = u(R), and R is
a continuous spatial coordinate (Fig. 2b). This facilitates a treatment to develop
a simpler low-energy effective quantum theory. Third, a dislocation’s definition∮

Ldu = − b indicates a topological invariance and forbids a dislocation to end
inside a crystal bulk (Fig. 2c). This facilitates the description of dislocation as a
long straight line, without worrying a short or segmented dislocation line, if we
leave the complex dislocation loop out of the picture.

With the method of canonical quantization procedure and the concept of topo-
logical invariance, the dislon theory can be considered as a natural merge of these
two pillars. The detailed dislocation quantization procedure is introduced in a recent
review (Li 2019). Briefly speaking, a dislocated lattice system still contains kinetic
energy and lattice strain potential energy, just like Eqs. (1) and (2). The dislocation’s
definition

∮
Ldu= − b is evolved into a simple boundary condition of the quantized

operator. The incorporation of both the kinetic energy and potential energy is a
critical move. This is so since many dislocation models contain only the potential
energy part (e.g., stress field) in a frozen-lattice configuration. However, for phonon-
dislocation scattering, it is well known that the dominant mechanism is the dynamic
process, which could be orders-of-magnitude higher than the strain field (Anderson
and Malinowski 1972; Maurel et al. 2004). By simultaneously incorporating both
the kinetic energy and the potential energy, not only the formalism is greatly
simplified in second-quantized form, but also both dynamic and static interactions
are taken into account on an equal footing, which is more appropriate for a realistic
dislocation.
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2.1 The Dislon Hamiltonian

The major difference between the phonon and dislocation quantization lies in the
Fourier transform step. Since a dislocation is an extended line defect, we have
another generic expansion instead of plane-wave expansion:

udis (R) = 1

L2

∑

k

eik·RF (k) uk (10)

where L denotes the system size, that there is one dislocation at present within a
square of L2. For acoustic phonons, we have F(k) = εk. Moreover, under the long-
wavelength limit k→ 0, we have lim

k→0
uk = 0 for phonons, i.e., it reduces to a perfect

lattice under the static limit without displacement. The situation of dislocation is
distinct. The F(k) is an expansion coefficient with local modes,

F (k) = 1

kxk2

(
n (b · k)+ b (n · k)− 1

(1− ν)
k (n · k) (b · k)

k2

)
(11)

if we assume xz plane as slip-plane, and ν is the Poisson ratio.
On the other hand, uk satisfies a different boundary condition lim

kz→0
uk = 1 if

we assume the dislocation is along the z-direction (Li et al. 2018). This simple
boundary condition is a natural result to ensure the compatibility with the definition∮

Ldu = − b. In the end, the dislon Hamiltonian with dislon excitation �k in the
second quantized form can be written as

HD =
∑

k≥0

�k

(
d+k dk + 1

2

)
+
∑

k≥0

�k

(
f+k fk + 1

2

)
(12)

where the operators satisfy

[
dk, d

+
k′
] = δkk′ ,

[
fk, f

+
k′
] = δkk′ (13)

with a boundary condition

lim
kz→0

dk = lim
kz→0

d+k = Ck‖ (14)

in which Ck‖ is a boundary term taking care of the effects along the in-plane
directions perpendicular to the dislocation line, such as Coulomb scattering and
strain field scattering. Whenever a classical effect needs to be taken into account,
we can generalize Ck‖ for a specific problem.

To sum up, we need two Bosonic fields to describe a quantized dislocation, which
are subject to different boundary conditions, in contrast to the phonon case where
one Bosonic field suffices (Fig. 3a). This resembles another topological defect of



12 Quantized Dislocations for Functional and Quantum Materials 273

Fig. 3 (a) Two fields of the dislon. (b) A magnetic monopole with two classical vector fields.
(Figure adapted Li (2019))

Fig. 4 The general workflow
applying the dislon theory

magnetic monopole (Fig. 3b), where two classical fields (magnetic vector potential),
AN and AS, are needed to capture the intrinsic topology.

Equations (12), (13), and (14) are the central results of a dislon Hamiltonian.
Equation (13) takes care of all dynamic effects, while Eq. (14) is responsible for the
strain field scattering and the classical Coulomb scattering, where eventually Ck‖
can be directly related to the classical dislocation-electron scattering amplitude.

2.2 General Workflow to Apply the Dislon Theory

With the dislon Hamiltonian in hand, we are in good shape to introduce the general
workflow applying the dislon theory to a general functionality problem, summarized
in Fig. 4.

Step 1. Identify the Hamiltonian H0 that describes the dislocation-free system. If
we are interested in electrons in a metal, then H0 is just non-interacting electrons; if
we want to study the phonon transport, H0 is the free-phonon Hamiltonian Eq. (9). If
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we want to study optical and magnetic properties that are influenced by dislocation,
then a multi-band Hamiltonian can be applied, for instance, a 2-band model,

H0 =
∑

k

(
c+ka c

+
kb

) (Eka − μ 0
0 Ekb − μ

)(
cka

ckb

)
(15)

where (a, b) = (↑,↓) for a spin-1/2 system, while (a, b) = (c, v) for a 2-band model
with conduction and valence band.

Step 2. Identify the interacting Hamiltonian HI . The non-interacting dislon
Hamiltonian HD itself is not enough to affect H0, without having an interaction term.
As we will see in the next section, in many situations, we need to write down the
classical interaction Hamiltonian and then perform the corresponding quantization.
Fortunately, Since dislocation contains strain field, dynamic vibration, and Coulomb
interaction, the number of such interaction Hamiltonians are finite, some are
quantized recently (Li et al. 2018). For instance, for the prototypical deformation
potential scattering between dislocation displacement field and the gradient of
Coulomb interaction, we have udis · ∇VCoulomb; for the velocity-velocity fluttering
interaction with phonon, we have u̇dis · u̇ph; while for the anharmonic dislocation-
phonon interaction, we have udisu2

ph, etc. The goal is to rewrite these classical
interaction Hamiltonians in terms of a combination of creation and annihilation
operators from H0 (electron and phonon operators) and from HD (dislon operators).

Step 3. Perturbative and Non-perturbative calculations. With the non-interacting
and interacting Hamiltonians, we are ready to carry out relevant calculations,
by setting up perturbative and non-perturbative calculations. By non-perturbative,
we refer to the functional integral approach (Negele and Orland 1988), which is
convenient to take into account the constraint Eq. (14). If, on the other hand, we only
want to understand the dynamical quantum effect of dislocations, then no constraint
is needed.

Step 4. Property calculation. Through step 3, almost all major physical quan-
tities, such as DC and AC electrical conductivity, thermal conductivity, dielectric
function, optical absorption, Seebeck coefficient, magnetic susceptibility, supercon-
ducting transition temperature, etc., can be computed systematically based on linear
response theory, with controllable approximations. An example of DC conductivity
workflow is shown in Fig. 5.

3 Cases Studies Using the Dislon Theory

This tribute intends to provide a few concrete examples and see how the dislon
theory can be applied in a given interaction scenario. We will provide three
examples, including the computation of the electron-dislon relaxation time, the
calculation of superconducting transition temperature Tc, and also the phonon
energy shift and relaxation time upon dislocation interaction. We elaborate the first
example given its simplicity and outline the remaining two by summarizing the main
results and major predictions.
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Fig. 5 The example workflow of electrical conductivity calculation using a quantum many-body
approach with the presence of dislocations

3.1 Computation of Relaxation Time

In the classical dislocation theory, a dislocation is modeled as a scattering potential
V(r), and the relaxation rate from state i to f can be computed using Fermi’s golden
rule:

�i→f = 2π

h̄

∣∣∣
�
ψ∗f (r) V (r) ψi (r) dr

∣∣∣
2
δ
(
εf − εi

)
(16)

where ψ i(r) and ψ f (r) are the initial and final wavefunctions with energy εi and
εf , respectively. If we assume a plane wave wavefunctions ψ i(r) = eik · r/LD/2 and
ψ f (r) = ei(k + q) · r/LD/2, and define a Fourier transform V(q) = ∫

V(r)e−iq · rdDr,
the relaxation rate for an electron with momentum k being scattered into k + q
using Eq. (16) can be written as

�k→k+q = 1

L2D

2π

h̄
|V (q)|2δ (ε (k+ q)− ε (k)) (17)

Since the momentum change q is arbitrary, if we assume a total number of Ndis

dislocations, the total relaxation rate as a function of electron momentum k can be
written as

�k = Ndis
∑

q

�k→k+q = 2π

h̄
ndis

� dDq

(2π)D
|V (q)|2δ (ε (k+ q)− ε (k)) (18)

where ndis denotes the dislocation density.
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Equation (18) is a common approach to link dislocation’s potential V(r), electron
energy ε(k) to the relaxation rate �k. However, problems remain: (a) The relation
between V(q) and the definition

∮
Ldu = − b is obscure. If we model a dislocation

as a line charge, where V(r) is Coulomb potential, it has nothing to do with
dislocation’s definition. (b) When the electrons are under interactions in the solid,
the wavefunctions are usually too difficult to obtain. In addition, it seems impossible
to incorporate other interactions into this formalism. (c) When dislocation density
is high and multiple scattering emerges, it would be nice to have a formalism to
treat multiple scattering, especially infinite order where a qualitative change of
system such as Anderson localization, emerges (Rammer 1998). (d) Regardless
of interaction and high-order effects, many other effects, such as temperature
dependence, are also challenging to be incorporated. As we will see, the quantum
field approach can solve all these problems instantly in an elegant way.

In a quantum field language, instead of using wavefunctions, the Green’s
functions, aka propagators, serve as building blocks. We will work with the
imaginary-time Green’s function

G(k, τ ) = − 〈ck (τ ) c
+
k (0)

〉
(19)

which demonstrates a process that an electron with momentum k is created at time
0 (c+k (0) term), and then annihilated at time τ (ck(τ ) term), hence represents the
electron propagation probability amplitude under an interacting environment. τ is
called imaginary time, 0 < τ < β = 1/kBT, whose Fourier transform gives the so-
called Matsubara frequency pn, pn = (2n + 1)π /β,n = 0, ± 1, ± 2 . . . for fermions.
Such formalism is a convenient approach to solve finite-temperature problems.

For non-interacting spinless electrons with H0 = ∑
k
(Ek − μ) c+k ck, the non-

interacting Green’s function in Matsubara frequency domain is written as

G0
(
k, ipn

) = 1

ipn − Ek + μ (20)

from which the most straightforward process that leads to relaxation time τk can be
considered as a virtual process where an electron k is first scattered into k + q by
a dislon with momentum q with interaction strength gq, then the k + q electron is
scattered back to the original momentum k through a dislon with momentum –q.
Such a process can be diagrammatically represented as:
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In above figure, the straight line segment and wavy line denotes the electron and
dislon propagator, G0 and D0, respectively, in which the part inside the dashed
rectangle is the lowest-order self-energy, which can be written as

�1 (k, ipn
) = − 1

β

∑

qm

g2
qD

0 (q, iωm)G0 (k− q, ipn − iωm
)

(21)

where the internal momentum q and Matsubara frequency iωm are summed over.
Finally, the relaxation time τk can be computed from a self-energy calculation:

1

τk
= −2 Im [� (k, 0)] (22)

which can lead to consistent result with Eq. (18). Despite seemingly more cum-
bersome than a Fermi’s golden rule approach, the above quantum field scheme can
indeed conquer all difficulties faced by Fermi’s golden rule approach.

(a) Dislocation’s definition is well respected in the dislon Hamiltonian Eqs. (12),
(13) and (14).

(b) If other interaction mechanisms are needed, no matter point defects or phonon
interactions with electrons, or even Coulomb interaction between electrons, we
only need to rewrite the corresponding electron propagator taking into account
the relevant interactions. For instance, the lowest-order correction of point
defect or phonon scattering can be diagrammatically represented as:
where the double-line on the left-hand side denotes the dressed electron
propagator upon interaction. The total self-energy taking into account other
interactions can be represented as:

while the Eq. (22) is still valid by replacing the electron propagator G0 → G in
the updated self-energy.



278 M. Li and R. Pablo-Pedro

(c) Higher-order scattering processes are easily incorporable as well. For instance,
the second-order electron-dislon scattering can be written pictorially as:

(d) Other effects can also be incorporated in a systematic way. In particular,
temperature effects are fully taken into account within the finite-temperature
Matsubara formalism.

3.2 Electron-Dislon Interaction: Explaining Tc

The power of adopting the dislon approach to study the electron-dislon interaction
problem is beyond the calculation of relaxation time, but can also be used to study
the effects of dislocations on dislocated superconductors. To see this, we notice
that the electron-dislocation interaction Hamiltonian can well be described by a
deformation potential scattering Hamiltonian:

He−ion =
�
d3Rρe (R)

N∑

n=1

∇RVei

(
R− R0

n

)
· udis

(
R0
n

)
(23)

where ρe(R) is the electron charge density, Vei is the Coulomb interaction, R0
n is the

atomic location of atom number n. After quantization, we have

He−dis =
∑

k′σ ;k≥0

gkc
+
k′+kσ ck′σ dk + h.c. (24)

where gk ∝ k · F (k) ∝ 1−2ν
1−ν b is the electron-dislocation coupling strength, which

gives highly consistent result from semiclassical theory (Dexter and Seitz 1952).
In the end, we were able to compute the superconducting transition temperature

Tc, quantitatively in a dislocated superconductor, for the first time. The Tc equation
can be written as (Li et al. 2017c)

1

gph + gD = N (μ)
θ ′D�
0

dξ
∑

s=±1

tanh

(
ξ + is�D

2Tc

)/
2ξ (25)

with two major coefficients (classical potential scattering �D and quantum fluctua-
tion gD):
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Fig. 6 (a) Schematics of the classical vs quantum type of electron-dislocation interaction, whose
competition will determine the Tc in a dislocated superconductor (b). (Figure adapted from Li et
al. (2017c))

�D = πm∗
4h̄2k2

F k
4
T F

(
Ze2n

)2
ndisb

2
(

1−2ν
1−ν

)2

gD = n3/2
dis

(
4πZe2n

)2

2k4
T F (λ+2μ)

(26)

where gph is the electron-phonon coupling constant, θ ′D is the renormalized Debye
frequency, m∗ is the effective mass, kF is Fermi wavevector, kTF is Thomas-Fermi
screening wavevector, n is atomic number density, ndis is dislocation density, b is
Burgers vector, ν is Poisson ratio, λ and μ are Lame parameters, which are all
common materials parameters that can be looked up in database. The Eq. (25)
implies a completion effect between classical scattering and quantum fluctuation,
as illustrated in Fig. 6, which shows excellent quantitative agreement comparing
with experimental data without free fitting parameter (Li et al. 2017c).

3.3 Phonon-Dislon Interaction: Beyond Perturbation

The general workflow is also applicable to the dislocation-phonon interaction prob-
lems. The classical velocity-velocity drag-like fluttering interaction Hamiltonian
between dislocation and phonon can be written as

Hf lu = ρ
�

u̇ph (R) · u̇dis (R) d3R (27)

After the second quantization procedure, we have

Hf lu =
∑

k>0

g
dyn
k εk · F (k)

(−ak + a+−k

)
fk + h.c. (28)
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where gdyn
k is the dislocation-phonon coupling dynamic coefficient that depends on

phonon and dislon dispersions ωk and �k. The interaction Hamiltonian Eq. (28)
turns out to be able to shift phonon dispersion and meanwhile result in a finite
phonon lifetime (Li et al. 2017b).

The phonon dispersion changed by dislocation is shown in Fig. 7. In a dislocated
crystal (Fig. 7a), the dislon theory predicts anisotropic phonon softening and TA
modes splitting (Fig. 7b, yellow lines), which are confirmed by both lattice dynamics
simulations (Fig. 7b, blue lines) and ab initio first-principles calculations (Fig. 7c).
As to the finite phonon lifetime, the dislon theory reveals a fruitful structure,
depending on the dislocation type, phonon type, and phonon polarization.

In particular, a special type of saturation and resonance are predicted (Fig. 8a,
b). These go far beyond any classical theory, where the relaxation rate τ−1 only
contains monotonic dependence with phonon frequency ω:

τ−1
fluttering ∝ ω−1

τ−1
strain ∝ ω
τ−1

core ∝ ω3

τ−1
isotope ∝ ω4

(29)

Fig. 7 (a) A schematic of a dislocated simple cubic crystal. (b) An isotropic phonon softening
and transverse acoustic (TA) modes splitting with dislocations. (c) Verification through ab initio
calculations. (Figures adapted from Li et al. (2017b) and Wang et al. (2017))

Fig. 8 The dislocation-phonon scattering relaxation rates for a transverse-like (a) and a
longitudinal-like (b) with an edge dislocation. A similar saturation behavior in (a) and a resonance
behavior in (b) are seen in the ab initio calculations in (c). (Figures adapted from Li et al. (2017b)
and Wang et al. (2017))
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where the four terms denote phonon-dislocation dynamic “fluttering” scattering,
phonon-dislocation strain-field scattering, phonon-dislocation core scattering, and
phonon-isotope point defect scattering, respectively. Both the saturation behavior
and the resonance behavior are revealed in the ab initio calculations (Fig. 8c),
although the simulation and theory are not precisely computing the same system.
The simulation contains a dislocation pair to reduce the system size, while the dislon
theory is computed in a simpler system with single dislocation and thus has a slightly
different definition on the phonon modes.

4 Outlook and Perspective

Despite some initial success of the dislon theory, as a framework on which new
theories can be built upon, the dislon theory is still at its infant stage. Here we sketch
a few more examples that appear challenging for a classical dislocation theory, but
are expected to be directly computable using the dislon theory:

Electronic bandgap: how dislocations can change the bandgap in semiconductors
and insulators. We notice that the multi-band Hamiltonian Eq. (15) contains an
energy gap. By introducing an interaction Hamiltonian, such as Eq. (24), the
bandstructures will change, Eka → E′ka , which can be obtained from perturbation
theory, and will result in a bandgap modulation effect.

Optical absorption: the role of dislocations to the optical absorption coefficient
α(ω). Optical absorption leads to intensity distinction I(x) = I0 exp (−αx). To
compute α(ω), we first follow the scheme like Fig. 5 to compute the AC conductivity
σ (ω), using the original Hamiltonian H0 and total Hamiltonian H0 + HI + HD.
Then, the dielectric function ε(ω) can be written as ε(ω) = 1 + 4π iσ (ω)/ω. Finally,
defining an extinction coefficient k(ω) as k2(ω)≡ (|ε(ω)| − Re [ε(ω)])/2, the optical
absorption coefficient can be written as α(ω) = 2ωk(ω)/c.

Phase transition: Although challenging to summarize within a few steps, one
major application that distinguishes the dislon theory from a classical dislocation
model lies in the capability to study dislocation-induced phase transition problems,
such as metal-insulator transition. Early experiments reported the dislocation-
induced semiconductor-superconductor phase transition (Fogel et al. 2001), which
has been explained using the dislon theory, quantitatively (Li et al. 2017c). In a more
recent example, a quantum phase transition of phonons is revealed (Pablo-Pedro
et al. 2018), caused by a competition effect between the topological protection of
dislocation and a topological-breaking inelastic scattering. By understanding the
relationship between dislocations and phase transitions, dislocations will gain more
importance from materials imperfections to a new dimension to tailor the phase
diagram, including unexplored new electronic, phononic, and photonic phases.

Indeed, the dislon theory offers a systematic approach to understand the interplay
between crystal dislocations and materials electronic, spintronic, phononic, and
photonic degrees of freedom at a microscopic quantum level. However, why the
dislon, or say the quantization procedure, could work in the first place? Intuitively,
the term “quantum field” contains both the “quantum” part, which deals with the
internal dynamics and excitation, and the “field” part, which deals with spatial
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extension. This dual nature seems appropriate to describe a dislocation, which
contains both internal dynamics, such as dynamic fluttering, and spatial extension
that arises naturally as an extended defect. In fact, the spatial extension naturally and
unavoidably leads to the internal dynamic structure. This brings up a more general
question, that whether any extended defect can, or even should, be described by
some quantum field:

Large Defects = Quantum Fields (30)

The answer to this grand question may greatly empower our approach to tackle
complex defects problems.
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Abstract

Photovoltaic devices are challenging to model due to their multi-scale physics,
which ranges from light absorption to charge carrier generation and transport.
This overview chapter outlines recent developments in first-principles modeling
of solar cells. Besides the traditional focus on predicting the structure, bandgap,
and optical properties of materials, first-principles methods can now also model
charge transport and excited carrier dynamics. New materials are breaking the
established paradigms of conventional solar cells, leading to exciting discoveries
of broad relevance to materials science and physics. We discuss three recent
directions in photovoltaics research, including ultrathin solar cells, complex
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materials, and ultrafast electron dynamics, and outline future challenges. First-
principles calculations are playing a key role in pushing these frontiers of
photovoltaics research.

1 Modeling Solar Cells

Photovoltaic (PV) solar cells convert sunlight to electricity through a cascade of
physical processes spanning multiple length and timescales (Bernardi and Grossman
2016). In a conventional solar cell, light absorption generates electron and hole
carriers, which are then transported through the active layer and extracted at the
contacts. In excitonic solar cells, such as those made of organic or nanostructured
materials, sunlight generates excitons (bound electron-hole pairs), so that additional
exciton transport and dissociation steps are needed for energy conversion. Modeling
PV devices entails understanding the energetics and dynamics of the charge carriers,
excitons, and photons involved in the energy conversion process.

We recently reviewed the computational methods available for modeling solar
cell materials and devices (Bernardi and Grossman 2016). Our chapter identified
several open challenges, including modeling from first-principles charge transport,
ultrafast electron dynamics, and the impact of defects and impurities on solar cell
performance. New trends and computational tools have emerged in the last three
years since our review was published. Some of the most notable recent research
directions, which are outlined in the next section, can be summarized with three
words: ultrathin, ultrafast, complex. These ideas pose new challenges to first-
principles calculations. New complex PV materials and ultrafast electron dynamics
are introduced in Sect. 2 and reviewed in the contributed chapters (see below).
Research efforts on atomically thin solar cells are summarized in Sect. 3.

2 New Frontiers: Ultrathin, Ultrafast, Complex

Industry and academia approach solar cell research from complementary angles.
In academia, PV is a playground for materials synthesis and for solid state and
device physics. First-principles calculations play a key role in understanding energy
conversion in new PV materials discovered in academia. By contrast, industry
efforts are more practical – they are centered on maximizing device efficiency
while reducing module and installation cost per Watt. Conventional semiconductors
– mainly silicon, but also GaAs, chalcogenides, and amorphous Si – are still the
main focus of industry research, though new materials are also being explored.
Equipping solar cells with new functionalities, such as making them bendable and
transparent, is also a recent research direction toward making solar cells ubiquitous.
We explore recent trends in academic PV research, focusing on three themes –
complex materials, ultrafast timescales, and ultrathin solar cells.

Complex materials Despite the dominant role of conventional semiconductors,
there is a renewed focus on structurally and chemically complex materials, which
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can enable new engineering paradigms not possible with simple elemental or
binary inorganic semiconductors (Jean et al. 2015). Examples are hybrid halide
perovskites, which have been a primary focus of recent PV research (Liu et al.
2013; Green et al. 2014). Halide perovskites possess several desirable properties,
including easy deposition from solution or vapor, a near-ideal bandgap that can be
tuned with composition, and strong sunlight absorption in thin films. Despite the
dramatic rise in the power conversion efficiency of halide perovskites, the origin of
their exceptional performance and charge transport properties remains the subject
of debate, largely due to their complexity. The atomic and electronic structures
of halide perovskites are uniquely complex compared to conventional solar cell
materials. Their electronic, vibrational, and electron spin degrees of freedom are
strongly coupled, and their structure exhibits phase transitions controlled by an
interplay between the inorganic framework and the organic ion rotations.

Long carrier lifetimes and diffusion lengths have been recognized early on as a
key factor for device performance in halide perovskites; understanding this unusual
charge transport constitutes a main challenge for first-principles calculations.
Methylammonium lead iodide (MAPbI3) is a key halide perovskite compound.
It has been studied extensively, but the mechanisms governing its long carrier
lifetimes are not completely understood. A leading hypothesis is that a large bulk
Rashba effect (due to spin-orbit coupling) makes the bandgap indirect, thus slowing
down carrier recombination. One of us (Bernardi) recently demonstrated that at
room temperature, MAPbI3 is centrosymmetric and has only a very small Rashba
splitting, thus ruling out the role of bulk Rashba effects (Frohna et al. 2018).
This work also established the correct structure and band structure for future ab
initio studies of charge transport in MAPbI3. There are important open challenges
for theory in halide perovskites besides charge transport; they are outlined in the
contributed chapter by Giustino and in a recent review article (Martiradonna 2018).

Ultrafast timescales Ultrafast spectroscopies are able to probe charge carrier
dynamics at the femtosecond to nanosecond timescale, over which key PV physical
processes occur. These experiments are providing new insights into the microscopic
energy conversion mechanisms in solar cells. Among other benefits, understanding
the sub-picosecond dynamics of carriers and excitons can lead to more effi-
cient exciton dissociation and to extracting hot carriers. Time-dependent density
functional theory (TD-DFT) has so far been the primary method for studying
excited electron dynamics. Efforts on understanding charge transfer in model donor-
acceptor interfaces using TD-DFT are reviewed in the contributed chapter by Rozzi
and Pittalis.

There are also new rigorous methods to compute excited electron dynamics
from first principles. One of us (Bernardi) combined electron-phonon scattering
calculations (Bernardi 2016) with the real-time Boltzmann transport equation
to investigate excited electron dynamics and hot carriers effects in a range of
semiconductors and metals (Bernardi et al. 2014, 2015a, b; Jhalani et al. 2017).
The time and length scale for hot carrier relaxation and the energy loss mechanisms
of the excited electrons can be accurately predicted with these techniques, thus
providing valuable information on a regime (sub-picosecond time and nanometer
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length scales) that is hard to access experimentally. Using similar techniques, charge
transport (e.g., the electron mobility as a function of temperature) can now be
accurately computed in materials ranging from simple inorganic to complex organic
semiconductors and transition metal oxides (Mustafa et al. 2016; Zhou and Bernardi
2016; Lee et al. 2018; Zhou et al. 2018). These new first-principles methods for
investigating carrier dynamics complement the traditional ab initio toolkit employed
for studying solar cells – mainly, DFT and GW for bandgaps and interface band
alignments and TD-DFT and the Bethe-Salpeter equation (BSE) for computing
optical absorption and excitons (Bernardi and Grossman 2016).

Ultrathin solar cells The last trend we mention here is the recent focus on novel
two-dimensional (2D) materials with potential to enable ultrathin (∼10 nm thick)
solar cells. The rise of graphene has spurred investigations of 2D materials, which
have led to the discovery of a wide range of atomically thin semiconductors. These
materials and their potential for solar cells are discussed in the next section as a
selected case study from our own research.

3 Ultrathin Solar Cells

Recently discovered atomically thin semiconductors possess yet untapped techno-
logical potential. Much research has focused on group-6 transition metal dichalco-
genides (TMDs) with a chemical formula of MX2 (where M is a group-6 transition
metal and X a chalcogen atom). This family of semiconductors, which includes
MoS2, WS2, and related compounds, can be prepared routinely in monolayer and
few-layer form and exhibits unique electronic and optical properties (Bernardi et al.
2017). Solar cells based on 2D-TMDs provide an example of how theory can guide
the design of new PV devices.

In an article we published in 2013 (Bernardi et al. 2013), we predicted that 2D-
TMDs possess an extraordinary sunlight absorption – they absorb as much sunlight
in a sub-nm thick monolayer as GaAs (one of the best solar cell materials) can
absorb in 10 nm. These ultrathin light absorbers show promise for applications
in solar cells, as is seen by analyzing PV devices based on just two stacked
monolayers. We investigated a Schottky barrier solar cell between MoS2 and
graphene and an excitonic solar cell based on a MoS2/WS2 hetero-bilayer (Bernardi
et al. 2013). Our calculations demonstrated that such 1 nm thick active layers can
attain power conversion efficiencies of up to ∼1%, which corresponds to power
densities (Watts/kg) higher by a factor of 100–1,000 than the best existing thin-film
solar cells based on conventional semiconductors (Bernardi et al. 2013).

Several results predicted in our work have now been confirmed experimentally,
including the type-II alignment and the presence of interlayer excitons at the
MoS2/WS2 hetero-bilayer interface. Solar cells consisting of a MoS2/WS2 bilayer
with close to 1% efficiency have been fabricated (Furchi et al. 2014; Pospischil
et al. 2014), confirming our calculations. Note that these nanometer thick devices
are perhaps the thinnest solar cells ever made. While the 1% power conversion
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efficiency of a TMD bilayer is far too small for PV applications, our work predicted
that light absorption and the power conversion efficiency could be increased by
an order of magnitude by stacking multiple TMD monolayers and managing light
through a back metallic contact (Bernardi et al. 2013). Inspired by our idea,
researchers have recently fabricated ∼15 nm thick multi-layer stacks of TMDs
exhibiting near-unity absorption (Jariwala et al. 2016), in agreement with our
predictions.

These results demonstrate the potential of first-principles calculations for design-
ing novel PV materials and devices. The future of atomically thin solar cells is
still unclear, mainly because fabricating large-area and high-quality TMDs remains
challenging. Yet, first-principles calculations on 2D-TMDs are making significant
strides. An example from our research is the accurate prediction of radiative
lifetimes in monolayer TMDs (Palummo et al. 2015) and the development of new
methods to investigate their anisotropic light emission (Chen et al. 2018). These
recent advances are an example of how methods developed to investigate PV
materials are also broadly relevant to the materials theory community.

4 Outlook and Perspective

The textbook model of a solar cell is a semiconductor pn junction under illumina-
tion. This simplified picture is not representative of devices investigated in modern
PV research, where interfaces, defects, impurities, contacts, and degradation play a
key role. First-principles calculations able to capture such complexity of real devices
are needed for understanding solar cells and improving their efficiency.

Heterojunctions and interfaces are present in nearly all inorganic and organic
solar cells. For organic solar cells, the optimization of transport and buffer layers
can turn a poor device into a record one, and designing donor/acceptor interfaces is
essential to optimizing the efficiency. Defects, impurities, and grain boundaries are
particularly important in inorganic solar cells. They are challenging to model from
first principles both because they require simulation cells with a large number of
atoms and because new theory is needed.

For example, the impact of defects and impurities on charge transport cannot
be accurately computed from first principles. Electron-defect scattering and car-
rier trapping at impurities have received little attention from the first-principles
community despite being crucial issues in devices. New methods are emerging to
rigorously treat electron-defect scattering; these efforts parallel the recent advances
on electron-phonon interactions and will be highly valuable for PV devices.
Predicting the stability of materials exposed to sunlight and moisture is also a
challenge, though new computational methods (mainly developed in the context of
photocatalysis) are advancing this frontier.

Carefully designed experiments are necessary to advance the field. Experiments
focusing on deeper understanding of PV materials and devices (rather than merely
on increasing their efficiency) could dramatically move the field forward. Recent
experiments are moving in this direction, in particular since the advent of complex
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perovskites has stimulated experimental studies on the physics of PV materials.
By contrast, when a decade ago the community was focusing on organic and
dye-sensitized solar cells, the goal of much research was merely improving the
efficiency, often by optimizing active layer materials by trial and error.

As discussed above, remarkable progress has been made in the last few years on
charge carrier dynamics calculations. Two main challenges need to be addressed to
make these methods more broadly applicable. One is computing carrier dynamics in
the presence of excitons, which is relevant to solar cells. Since exciton transport is
typically understood through heuristic diffusion models, first-principles calculations
of exciton dynamics would significantly improve understanding of solar cells. The
BSE (and to some extent, TD-DFT) can compute the exciton energy and wave func-
tion, but not exciton dynamics; new methods to compute exciton-phonon scattering
and exciton dynamics are emerging as a new frontier in the field. Computing charge
transport in the polaron regime is the second challenge. In organic semiconductors
and oxides, localized carriers can couple strongly with lattice vibrations, forming
bound states – called polarons – which can be thought of as electrons moving along
with a phonon cloud. In the polaron transport regime, materials typically exhibit a
low mobility with a peculiar temperature dependence. Poor charge transport due to
polarons is the reason why, in spite of several attempts, oxide solar cells have never
emerged as a viable alternative and organic semiconductors still struggle to make
double-digit efficiencies. Predicting the properties of polarons is a long-standing
challenge due to the strong (non-perturbative) electron-phonon interactions. While
empirical models and even DFT calculations of polaron formation and hopping can
be found in the literature, rigorous treatments of charge transport in the polaron
regime remain an open challenge. In summary, new theory and first-principles
methods are needed to advance both practical aspects and the physics of solar cells.

5 Contributions

This short section contains two contributions that discuss recent advances in mod-
eling complex solar cell materials and ultrafast electron dynamics in photovoltaics.
The authors use a variety of first-principles approaches beyond density functional
theory to investigate the properties of novel materials and to microscopically
understand solar energy conversion:

• �Chapter 15, “Prototyping Ultrafast Charge Separation by Means of Time-De-
pendent Density Functional Methods” by Carlo Andrea Rozzi and Stefano
Pittalis. This chapter focuses on charge separation, a key process in bulk het-
erojunction solar cells. The authors identify prototypical molecular systems for
studying charge separation and provide new insights into the ultrafast dynamics
of coupled electrons and nuclei using real-time time-dependent density func-
tional theory. Method advances and strategies for improving device performance
are also discussed.
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• �Chapter 14, “Hybrid Halide Perovskites: Fundamental Theory and Materials
Design” by Flip, Volonakis and Giustino. This chapter reviews efforts by the
author and his collaborators to model complex hybrid halide perovskites with
promising power conversion efficiencies. Density functional theory, GW, and
electron-phonon calculations are employed to shed light on the structure-property
relations of this fascinating new family of compounds. Materials design efforts
to develop novel halide perovskites where Pb is replaced by nontoxic elements
are also discussed.
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Energy Environ Sci 8(4):1200–1219

Jhalani VA, Zhou JJ, Bernardi M (2017) Ultrafast hot carrier dynamics in GaN and its impact on
the efficiency droop. Nano Lett 17(8):5012–5019

Lee NE, Zhou JJ, Agapito LA, Bernardi M (2018) Charge transport in organic molecular
semiconductors from first principles: the bandlike hole mobility in a naphthalene crystal. Phys
Rev B 97(11):115203

Liu M, Johnston MB, Snaith HJ (2013) Efficient planar heterojunction perovskite solar cells by
vapour deposition. Nature 501(7467):395–398

Martiradonna L (2018) Riddles in perovskite research. Nat Mater 17(5):377
Mustafa JI, Bernardi M, Neaton JB, Louie SG (2016) Ab initio electronic relaxation times and

transport in noble metals. Phys Rev B 94(15):155105
Palummo M, Bernardi M, Grossman JC (2015) Exciton radiative lifetimes in two-dimensional

transition metal dichalcogenides. Nano Lett 15(5):2794–2800



294 M. Bernardi and J. C. Grossman

Pospischil A, Furchi MM, Mueller T (2014) Solar-energy conversion and light emission in an
atomic monolayer pn diode. Nat Nanotech 9(4):257–261

Zhou JJ, Bernardi M (2016) Ab initio electron mobility and polar phonon scattering in GaAs. Phys
Rev B 94(20):201201

Zhou JJ, Hellman O, Bernardi M (2018) Electron-phonon scattering in the presence of soft modes
and electron mobility in SrTiO3 perovskite from first principles. Phys Rev Lett 121:226603
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.121.226603

https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.121.226603


14Hybrid Halide Perovskites: Fundamental
Theory and Materials Design

Marina R. Filip, George Volonakis, and Feliciano Giustino

Contents

1 Methylammonium Lead Iodide . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 296
1.1 Basic Electronic Structure of CH3NH3PbI3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 298
1.2 The Quasiparticle Band Structure of CH3NH3PbI3 . . . . . . . . . . . . . . . . . . . . . . . . . 301
1.3 Vibrational Properties of CH3NH3PbI3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 304
1.4 Electron-Phonon Coupling in CH3NH3PbI3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 307
1.5 Desirable Electronic Structure Properties and the Basis for Materials Design . . . . 309

2 Design of Lead-Free Perovskites . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 310
2.1 Homovalent Pb Replacement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 310
2.2 Heterovalent Pb Replacement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 311
2.3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 318

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 319

Abstract

Hybrid organic-inorganic halide perovskites have emerged as a disruptive new
class of materials, exhibiting optimum properties for a broad range of opto-
electronic applications, most notably for photovoltaics. The first report of
highly efficient organic-inorganic perovskite solar cells in 2012 (Lee et al.,
Science 338:643–647, 2012) marked a new era for photovoltaics research,
reporting a power conversion efficiency of over 10% (NREL, National renew-
able energy laboratory: best research-cell efficiencies. http://www.nrel.gov/ncpv/
images/efficiency_chart.jpg, Accessed Nov 2017). Only five years after this
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discovery, perovskite photovoltaic devices have reached a certified efficiency
of 22.7%, making them the first-solution processable technology to surpass
thin film and multi-crystalline silicon solar cells (NREL, National renew-
able energy laboratory: best research-cell efficiencies. http://www.nrel.gov/ncpv/
images/efficiency_chart.jpg, Accessed Nov 2017). The remarkable develop-
ment of perovskite solar cells is due to the ideal optoelectronic properties of
organic-inorganic lead-halide perovskites. The prototypical compound, methy-
lammonium lead iodide, CH3NH3PbI3 (Stranks and Snaith, Nat Nanotechnol
10:391–402, 2015), is a direct band gap semiconductor with a band gap in the
visible, high charge carrier mobility, long diffusion length, and low excitonic
binding energy (Johnston and Herz, Acc Chem Res 49(1):146–154, 2016). Due
to these ideal properties, CH3NH3PbI3 is also drawing interest across many
other applications beyond photovoltaics, such as light-emitting devices (Tan
et al., Nat Nanotechnol 9:687–692, 2014), lasers (Wehrenfennig et al., J Phys
Chem Lett 5:1300–1306, 2014), photocatalysts (Chen et al., J Am Chem Soc
137(2):974–981, 2015), and transistors (Ward et al., ACS Appl Mater Interf
9(21):18,120–18,126, 2017).

The continued progress of metal-halide perovskite optoelectronics relies not
only on a detailed understanding of the electronic and optical properties of
materials in this class but also on the development of practical strategies to tune
their properties by controlling parameters such as chemical composition. In this
context, ab initio computational modelling can play a key role in providing a
physical interpretation of experimental measurements and guiding the design of
novel halide perovskites with tailored properties.

In this chapter we will present an account of the contributions to this fast-
developing field of research from our computational modelling group. The
chapter is organized in two sections. The first section focuses on the structural
and optoelectronic properties of CH3NH3PbI3. Here, we expand on some of
the challenging aspects of modelling the electronic and vibrational properties
of CH3NH3PbI3 and discuss the main theoretical results alongside experimental
data. The second section discusses the recent computationally led materials
design of novel halide perovskites and the principal challenges in replacing Pb2+
in CH3NH3PbI3 by nontoxic elements.

1 Methylammonium Lead Iodide

Methylammonium lead iodide, CH3NH3PbI3, belongs to the ABX3 perovskite
structural family (Poglitsch and Weber 1987). As shown in Fig. 1, the Pb2+ and
I− ions form a three-dimensional network of corner-sharing octahedra. The organic
CH3NH+3 cations occupy the center of the cuboctahedral cavities enclosed by
the inorganic PbI6 network (Poglitsch and Weber 1987). The crystal structure
of CH3NH3PbI3 is strongly dependent on temperature and undergoes two phase
transitions (Poglitsch and Weber 1987; Baikie et al. 2013; Stoumpos et al. 2013;
Weller et al. 2015): from the low-temperature orthorhombic Pnma structure to

http://www.nrel.gov/ncpv/images/efficiency_chart.jpg
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Fig. 1 Temperature-dependent crystal structure of CH3NH3PbI3. Polyhedral representation
of the low-temperature orthorhombic Pnma structure (a), the tetragonal I4/mcm structure (b),
and the cubic Pm3̄m structure (c). In all three panels, the Pb atoms are represented by the
light blue spheres at the center of the octahedra, the I atoms are the red spheres at the corners
of the octahedra, and the C, N, and H atoms are represented by the dark grey, dark blue, and
white spheres, respectively. The figures were constructed using the lattice parameters and atomic
positions reported by Weller et al. (2015)

the tetragonal I4/mcm structure at 160 K and the cubic Pm3̄m structure at
315–330 K. As shown in Fig. 1, all phases of CH3NH3PbI3 maintain the corner-
sharing connectivity of the PbI6 octahedra; however the degree of octahedral tilting
is reduced as the temperature increases. In addition, the organic CH3NH+3 cations
exhibit ordered orientations throughout the unit cell only in the orthorhombic
phases, while in the tetragonal and cubic phase, the cations are orientationally
disordered (Poglitsch and Weber 1987; Baikie et al. 2013; Stoumpos et al. 2013;
Weller et al. 2015).

The excited state properties of CH3NH3PbI3 have been intensely investigated
over the last 5 years. The optical absorption spectrum of CH3NH3PbI3 is charac-
teristic of a direct band gap semiconductor (Herz 2016), with a sharp absorption
onset around 1.6 eV. At low temperature, the optical absorption spectrum exhibits an
excitonic peak, with an exciton binding energy of ∼20 meV. This feature becomes
less visible as the temperature increases (D’Innocenzo et al. 2014; Miyata et al.
2015; Herz 2016). In addition, the absorption line shape at room temperature
exhibits an Urbach tail of 15 meV (De Wolf et al. 2014), unexpectedly low given the
disordered character of the CH3NH+3 cation. The optical band gap of CH3NH3PbI3
increases with temperature from 1.62 eV at 4 K to 1.67 eV at 160 K. At the phase
transition temperature between the orthorhombic and tetragonal phase, 160 K, the
band gap decreases sharply to approximately 1.58 eV and then continues to increase
beyond this temperature, as in the orthorhombic phase (Milot et al. 2015).

Free electrons and holes dominate over bound exciton pairs upon photoexcita-
tion, an ideal characteristic for application in solar energy conversion (D’Innocenzo
et al. 2014; Herz 2016). The photogenerated charge carriers are long lived in
CH3NH3PbI3 and exhibit charge carrier mobilities of approximately 35 cm2(V s)−1

(Johnston and Herz 2016) at room temperature. Bimolecular recombination in
CH3NH3PbI3 is found to be the predominant mechanism for charge carrier
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recombination at standard photovoltaic device operation conditions, exhibiting a
highly non-Langevin behavior (Johnston and Herz 2016; Herz 2016). This means
that the ratio between the bimolecular recombination rate k2 ∼ 10−10 cm3s−1 and
the charge carrier mobility μ ∼ 10 cm2V−1s−1 is four orders of magnitude lower
than the value e/(ε0εr) predicted by the Langevin model (Herz 2016; Wehrenfennig
et al. 2014). This effect explains the long charge carrier diffusion lengths (∼1μm)
measured for halide perovskites (Herz 2016).

The band gap of CH3NH3PbI3 can be tuned via chemical substitution (Herz
2016). The replacement of the CH3NH+3 cation with CH(NH2)+2 (formamidinium),
Cs+, or Rb+ leads to a change in the optical band gap over a range of 0.3 eV (Eperon
et al. 2014; Filip et al. 2014); the substitution of Pb2+ by Sn2+ reduces the band
gap by approximately 0.4 eV (Hao et al. 2014), and the replacement of I− by the
smaller anions Cl− and Br− blue-shifts the optical band gap by up to 0.7 eV (Comin
et al. 2015; Noh et al. 2013). In practice, mixed cation, mixed metal, and mixed
halide perovskites are currently explored in order to optimize light absorption over
the entire visible spectrum, but also to improve the stability of perovskite solar
cells (McMeekin et al. 2016; Eperon et al. 2016; Saliba et al. 2016).

Theoretical investigations of the fundamental structural, electronic, and vibra-
tional properties of CH3NH3PbI3 have played an important role in the interpretation
of the experimental data summarized above. In the following we discuss some of the
theoretical results obtained by us and our coworkers in the study of CH3NH3PbI3.

1.1 Basic Electronic Structure of CH3NH3PbI3

To construct the electronic band structure of CH3NH3PbI3, it is necessary to know
the lattice parameters and the atomic positions for the perovskite unit cell. For the
low-temperature orthorhombic phase, the unit cell was fully resolved for the first
time by Baikie et al. (2013). The unit cell contains four PbI6 octahedra and four
CH3NH+3 cations, 48 atoms in total, arranged according to the Pnma space group.

In the tetragonal and cubic phases, the unit cell contains four and one PbI6
octahedra, respectively, and the shape of the inorganic octahedral networks are well
described (Stoumpos et al. 2013; Weller et al. 2015) by the space groups I4/mcm
and Pm3̄m, respectively. At variance with the inorganic scaffold, the organic cations
have a disordered orientation inside the perovskite cavity, in the tetragonal and cubic
phases, and pose difficulties for any electronic structure calculation that employs
periodic boundary conditions. For example, structural relaxation of the unit cell
starting from arbitrary orientations of the CH3NH+3 cations leads to significant
distortions of the unit cell and considerable changes to the electronic band structure
that are highly dependent on the choice of the orientation (Motta et al. 2015). This
effect is purely an artefact of the chosen orientation of the cation and bears no
physical meaning.

To ensure that we can obtain meaningful results of the electronic properties of
CH3NH3PbI3, we have two options. One approach is to simulate the disordered
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orientation of the CH3NH+3 by averaging over its many possible orientations. This
approach is best addressed using molecular dynamics (Carignano and Kachmar
2015; Lahnsteiner et al. 2016) and requires a careful study of the size of the supercell
in order to correctly represent the disordered orientations of CH3NH+3 . The second
approach relies on the general property of ABX3 perovskites by which the A-site
cations do not participate in bonds, and as a consequence, they only contribute
to electronic states far away from the band edges (Megaw 1973). In this latter
approach, we can first calculate the electronic properties of CH3NH3PbI3 in the
well-known orthorhombic phase. Then we can investigate how the change in the
shape of the inorganic octahedral network affects these properties. In the following,
we describe the latter strategy.

In Fig. 1a we show the projected density of states of CH3NH3PbI3 in the low-
temperature orthorhombic Pnma case. The valence band top is occupied by I-p
and Pb-s electrons, while the conduction band bottom is of I-p and Pb-p character.
As expected, the states localized on the CH3NH+3 cation are located away from the
band edges (approximately 5 eV). Based on Fig. 2a we can construct a tight-binding
argument to explain the tunability of the band gap by substitution of I anions or Pb
cations. The replacement of I by Cl or Br leads to an increase in the band gap, due
to the lower-lying Br-p and Cl-p electronic states that populate the valence band
top; similarly, the substitution of Pb by Sn lowers the conduction band bottom and
reduces the band gap due to the lower-lying Sn-p states. In addition, from Fig. 2a,
it is clear that the CH3NH+3 cations do not contribute to the optical absorption, and
their role is to act as a structural filler and to ensure the charge neutrality of the
unit cell. In practice, the CH3NH+3 cation can be replaced by a positive background
charge, and the electronic band structure would not change significantly (Filip et al.
2014).

Taking advantage of this property, we can study how the shape of the cubocta-
hedral cavity influences the electronic structure of the perovskite. Filip et al. (2014)
showed that the unit cell of the perovskite lattice can be uniquely described by a
“Platonic” model, whereby the PbI6 octahedra are ideal and identical throughout
the lattice, and their orientation within the unit cell is uniquely described by two
angles: the equatorial and the apical bond angles (Fig. 2c). Figure 2b depicts the
variation of the band gap with the two bond angles of the “Platonic” perovskite
lattice. The gap increases as the bond angles decrease.

Two observations can be drawn from Fig. 2b. Firstly, the size of the A-site cation
in the perovskite lattice influences the shape of the octahedral lattice, by changing
the apical and equatorial bond angles, which in turn enables the control of the band
gap. This leads to the following simple trend: the smaller the cation, the smaller
the bond angles, the larger the band gap. The band gap trend predicted in Fig. 2b
is in agreement with the trend observed experimentally and explains the band gap
tunability with the substitution of the A-site cation (Eperon et al. 2014; Filip et al.
2014). Secondly, based on Fig. 2b we can explain the discontinuity in the band
gap dependence on temperature observed at the transition temperature of 160 K
(Milot et al. 2015). When the CH3NH3PbI3 transitions from an orthorhombic to
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Fig. 2 Electronic structure and band gap tunability of CH3NH3PbI3. (a) Projected density
of states of CH3NH3PbI3 calculated within the local density approximation to density functional
theory (DFT/LDA) without spin-orbit coupling for the orthorhombic crystal structure. The bands
are aligned to the valence band top (VBT) represented by the dotted line. (Adapted with permission
from Filip et al. (2014), Copyright (2014) Nature Publishing Group). (b) Two-dimensional map
of the DFT band gap as a function of the apical and equatorial bond angles. The band gaps
for each point of the map were calculated for Platonic model structures, as described by Filip
et al. (2014), which do not contain the A-site cation, as shown in (e). The white disks represent
the angular coordinates (apical and equatorial bond angles) of realistic models of CH3NH3PbI3,
CH(NH2)2PbI3, CsPbI3 and RbPbI3. (Adapted with permission from Filip et al. (2014), Copyright
(2014) Nature Publishing Group). (c–d) Wave functions corresponding to the valence band top
(c) and the conduction band bottom of a lead iodide perovskite (d). (e) Polyhedral representation
of the Platonic model for the orthorhombic perovskite structure. The apical and equatorial bond
angles are represented by the red lines in the figure

a tetragonal phase, the apical bond angle increases from 160◦ to 180◦. According to
the map in Fig. 2b, the band gap should decrease by up to 0.2 eV, in good agreement
with the sudden drop of 0.1 eV measured around 160 K.

The core conclusion that can be drawn from Fig. 2a is that the fundamental roles
of the organic cation CH3NH+3 in the lead iodide perovskite lattice are to balance
the charge and to stabilize the shape of the perovskite lattice. Therefore, in order
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to ensure that we are studying a physically meaningful crystal structure, in the
following discussions, we focus on the low-temperature orthorhombic Pnma phase,
as refined by Baikie et al. (2013).

1.2 The Quasiparticle Band Structure of CH3NH3PbI3

The calculations shown so far in Fig. 2 were obtained within DFT in the scalar-
relativistic approximation. However, the presence of Pb in CH3NH3PbI3 requires a
relativistic treatment. In Fig. 3a we show that the spin-orbit coupling effect is crucial
for the correct calculation of the band edge topology. Not only relativistic effects
lower the conduction band bottom of CH3NH3PbI3 by approximately 1 eV (Even
et al. 2013), but also they change the shape of the band edges. In particular, the
effective masses become fully isotropic upon inclusion of spin-orbit coupling, by

Fig. 3 Band structure of CH3NH3PbI3. (a) DFT/LDA band structure of CH3NH3PbI3 calcu-
lated with (blue line) and without (grey line) including spin-orbit coupling effects. The calculations
were performed for the orthorhombic Pnma phase using norm-conserving Troullier-Martins
pseudopotentials as described by Filip and Giustino (2014). (b) Convergence of the self-consistent
scissor GW scheme for the quasiparticle band gap of CH3NH3PbI3. The self-consistent scissor
GW scheme is described in detail by Filip and Giustino (2014). For all quasiparticle calculations,
we have used 1000 bands and plane wave cutoffs of 35 Ry and 6 Ry for the exchange and
polarizability, respectively. The diagram shows the self-consistent scissor scheme calculated for
a Γ -centered 2 × 2 × 2 k-point grid (blue) and a 4 × 4 × 4 k-point grid (red). All quasiparticle
calculations include semicore d electrons for both Pb and I, as discussed by Filip and Giustino
(2014)
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contrast with those calculated in the scalar-relativistic approach (Menéndez-Proupin
et al. 2014). As shown in Table 1, fully relativistic DFT calculations underestimate
the band gap by ∼1 eV and the reduced effective mass by a factor of two.

The underestimation of the band gap and effective masses of DFT can be
corrected by including quasiparticle effects. The quasiparticle band gap and band
structure can be calculated within theGW approximation (Hedin 1965). The quasi-
particle eigenvalues Enk are calculated starting from the single-particle DFT/LDA
eigenvalues εnk as (Hedin 1965; Hybertsen and Louie 1986):

Enk = εnk + Z(εnk)〈nk|Σ̂(εnk)− Vxc|nk〉, (1)

where |nk〉 denotes a single-particle eigenstate with band index n and crystal
momentum k, Z(ω) = (1 − ∂ReΣ̂/∂ω)−1 is the quasiparticle renormalization,
Vxc is the exchange-correlation potential, and Σ̂ = iG0W0 is the quasiparticle
self-energy (Hybertsen and Louie 1986). In the expression of Σ̂ , G0 is the
non-interacting Green’s function calculated using single-particle eigenvalues and
eigenstates as obtained from DFT. The screened Coulomb interaction has the
expression W0 = ε−1v, where v is the bare Coulomb interaction and ε−1 is the
inverse dielectric matrix.

In the case of CH3NH3PbI3, it has been shown that the one-shot G0W0
quasiparticle band gap is underestimated with respect to experiment by up to

Table 1 Calculated values of the band gap, high- and low-frequency dielectric constants, and
electron, hole, and reduced effective masses within DFT/LDA and within the GW approximation
including the self-consistent scissor correction of Filip and Giustino (2014). The band gaps are
expressed in eV, and the effective masses are expressed in the unit of electron masses (me). The

reduced effective mass is calculated using the following expression: μ∗ = m∗hm∗e
m∗h+m∗e , where m∗e ,

m∗h, and μ∗ are the electron, hole, and reduced effective masses, respectively. The exciton binding
energy is calculated using the expression Eb = μ∗/ε2∞ × ERy eV, with ERy = 13.60565 eV, the
reduced effective mass μ∗ = 0.11 me, and the high-frequency dielectric constant ε∞ = 5.8

DFT G0W0 GW Exp.

Band gap (eV) 0.50a,b,c 1.20a,b,c 1.57c 1.65c,d

ε∞ 5.8b,e 6.5f

ε0 25.3e 30.5g

Hole effective mass (me) 0.14b,c 0.18b,c 0.23b,c N/A

Electron effective mass (me) 0.12b,c 0.16b,c 0.22b,c N/A

Reduced effective mass (me) 0.06b,c 0.09b,c 0.11b,c 0.104±0.003h

Exciton binding energy (meV) 44 16h

aFilip and Giustino (2014)
bFilip et al. (2015)
cDavies et al. (2018)
dMilot et al. (2015)
ePérez-Osorio et al. (2015)
fHirasawa et al. (1994)
gPoglitsch and Weber (1987)
hMiyata et al. (2015)
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0.4 eV (Brivio et al. 2014; Filip and Giustino 2014), as shown in Table 1. This is
primarily due to the underestimated single-particle band gap calculated at the DFT
level, which leads to an overestimation of the dielectric screening inW0 (Brivio et al.
2014; Filip and Giustino 2014). The quasiparticle band gap underestimation at the
G0W0 level appears irrespective of the exchange-correlation functional employed
for the DFT starting point, and it tends to worsen when more core electrons are
included in the valence configuration of I (Scherpelz et al. 2016). However, this
sensitivity to the DFT starting point can be mitigated by calculating the electron
self-energy self-consistently (van Schilfgaarde et al. 2006).

Figure 3b shows an approximate self-consistency scheme introduced by
Kioupakis et al. (2008) and applied to the case of CH3NH3PbI3 by Filip and
Giustino (2014), the self-consistent scissor GW . In this approach the G0W0 band
gap correction Δ is first calculated, and then a scissor correction of magnitude Δ is
applied to all eigenstates in the conduction band. These two steps are repeated until
the band gap is converged, as shown in Fig. 3b (Kioupakis et al. 2008; Filip and
Giustino 2014). The final converged band gap is of 1.57 eV, within 80 meV of the
measured optical band gap of 1.65 eV (Milot et al. 2015; Davies et al. 2018). This
small difference is accounted for by the absence of electron-hole interaction effects
and electron-phonon effects.

Figure 4a shows the comparison between the GW quasiparticle band structure
and the DFT/LDA band structure obtained from Wannier interpolation (Marzari and
Vanderbilt 1997; Souza et al. 2001). Qualitatively the band dispersions calculated
within DFT/LDA and GW are similar, with the quasiparticle valence band exhibit-
ing a noticeably more pronounced curvature. A more quantitative comparison
between the DFT/LDA andGW band dispersions is given by the isotropic effective
masses, as shown in Table 1. The effective mass tensor is calculated as the inverse
of the second derivatives of the energy with respect to the crystal momentum,
m∗ij = h̄2(∂2ε/∂ki∂kj )

−1, and the values reported in Table 1 are the averages of
the eigenvalues of the effective mass tensors. From Table 1 we can see that the
DFT/LDA and GW effective masses differ by almost a factor of two. In addition,
the GW reduced effective mass of 0.11me is in excellent agreement with the
experimental value of 0.10 me reported by Miyata et al. (2015), thus establishing
the accuracy of the quasiparticle band structure calculations.

An important consequence of the quasiparticle effects in the calculation of the
band structure of CH3NH3PbI3 is the band edge parabolicity. While both DFT/LDA
and GW yield isotropic band edges, the DFT/LDA bands are parabolic only in
a narrow energy range near the band edges. On the other hand, the quasiparticle
valence and conduction band edges exhibit a parabolic profile over a range of
300 meV (Fig. 4b). This observation is most clearly visualized in the joint density of
states (JDOS), as shown in Fig 4b, where the parabolic shape of the bands extends
over approximately 0.3 eV for the quasiparticle JDOS, while the JDOS calculated
from DFT/LDA departs from the parabolic shape within 50 meV from the onset.

The parabolicity of the conduction and valence band edges has important impli-
cations in the understanding of both absorption and recombination mechanisms
in CH3NH3PbI3. Using a combined experimental and theoretical analysis of the
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Fig. 4 Band parabolicity. (a) Quasiparticle band structure of CH3NH3PbI3. The quasiparticle
band structure is represented by the blue lines; the grey background is the DFT/LDA band
structure. The quasiparticle band structure was obtained by performing a Wannier interpolation
of the quasiparticle eigenvalues calculated for a 4 × 4 × 4 Γ -centered grid, using the GW and
the self-consistent scissor scheme (Filip et al. 2015; Davies et al. 2018). (b) Joint density of states
of CH3NH3PbI3 calculated within DFT (black line) and GW (dark blue line). The direct joint
densities of states were calculated using the definition J (ω) =∑

cvk δ(εck−εvk−ω), where c and
v are the band indices for the conduction and valence band states, respectively, and k is the crystal
momentum. The summation over the crystal momenta is performed by discretizing the Brillouin
zone on a Γ -centered grid of 40 × 40 × 40 points. The DFT and GW eigenvalues are obtained
on this grid from Wannier interpolation (Filip et al. 2015; Davies et al. 2018). The model joint
densities of states (light blue line for GW and grey for DFT) are calculated using the assumption
that the bands are parabolic using, JDFT/GW (ω) = 1/4π2(2μDFT/GW/h̄2)3/2(ω − Eg)1/2, where
μ is the reduced effective mass calculated from DFT (0.06 me) or GW (0.11 me). Both the model
and the direct JDOS calculated from DFT were rigidly shifted in order to match theGW onset, for
clarity

optical absorption line shape, Davies et al. (2018) showed that the optical absorption
spectrum of CH3NH3PbI3 can be modelled using Elliot’s theory (Elliott 1957)
up to 100 meV above the absorption onset. Within this premise, Davies et al.
(2018) decoupled the excitonic and continuum part of the absorption spectrum and
calculated the bimolecular recombination rate using the van Roosbroeck-Shockley
formalism (van Roosbroeck and Shockley 1954). By comparing this model to
direct transient spectroscopic measurements, Davies et al. (2018) demonstrated that
bimolecular recombination in CH3NH3PbI3 is an inverse absorption process. This
result reinforces the conclusion that CH3NH3PbI3 is in many respects very similar
to conventional semiconductors, such as GaAs (Herz 2016).

1.3 Vibrational Properties of CH3NH3PbI3

The vibrational spectrum is a key piece of information in the study of the optoelec-
tronic properties of CH3NH3PbI3. Lattice vibrations can be analyzed experimentally
from IR (Pérez-Osorio et al. 2015) and Raman (Ledinský et al. 2015) spectroscopy,
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as well as inelastic neutron scattering (Družbicki et al. 2016), and can be directly
compared with ab initio calculations. Compared to the latter two techniques, IR
spectroscopy is most accessible, as high-resolution measurements can be achieved
in a short time frame over a wide range of frequencies (Pérez-Osorio et al. 2015).

The vibrational properties of CH3NH3PbI3 can be calculated within density
functional perturbation theory (DFPT). The vibrational spectrum of CH3NH3PbI3
in the orthorhombic Pnma phase consists of 144 normal modes at the Γ point, with
frequencies extending up to 3100 cm−1 (Pérez-Osorio et al. 2015). The vibrational
modes of CH3NH3PbI3 can be classified into three main categories: vibrations of
the CH3NH+3 cations, vibrations of the inorganic PbI3 network, and mixed modes.
In addition, the vibrations of the CH3NH+3 cations ca be decomposed into rigid
translations, spinning vibrations around the C-N axis, librations around the center
of mass of the cation, and internal vibrations. Up to 60 cm−1, the main contribution
to the vibrational phonon modes comes from the internal vibrations of the inorganic
network, while above 60 cm−1, the vibrational phonon modes are almost exclusively
due to the vibrations of the organic cations (Pérez-Osorio et al. 2015). Pérez-
Osorio et al. (2015) describes the precise contribution of these three categories of
vibrations to each of the vibrational modes. These contributions were calculated by
a systematic decomposition of each mode followed by a factor-group analysis of
their symmetries.

Using the calculated vibrational frequencies of CH3NH3PbI3, the IR spectrum is
obtained by calculating the absorption spectrum in the IR frequency range as (Pérez-
Osorio et al. 2015):

I (ω) = e2

M0

∑

αν

|Z∗αν |2δ(ω − ων), (2)

whereM0 is the average mass over the unit cell, e is the electronic charge, ων are the

vibrational eigenfrequencies at the zone center, and Z∗αν =
∑

κβ

√
M0

Mκ
eκβ,νZ

∗
κ,αβ ,

with Mκ being the nuclear mass of atom κ in the unit cell; eκβ,ν the vibrational
eigenmode of atom κ in the Cartesian direction β, with vibrational frequency ων ;
and Z∗κ,αβ the Born effective charge (Pérez-Osorio et al. 2015).

In Fig. 5 we show a comparison between the experimental and theoretical IR
spectra of CH3NH3PbI3, as measured and calculated by Pérez-Osorio et al. (2015).
Each of the features in the experimental IR spectrum is assigned to a peak and a
vibrational symmetry in the calculated spectrum. The theoretical and experimental
spectra agree well for almost the entire frequency range. The two main discrepancies
are shown in Fig. 5c–f. At high frequency, the three peaks are redshifted by
approximately 70 cm−1. This discrepancy is shown by Pérez-Osorio et al. (2015) to
be corrected by the use of the generalized gradient approximation (GGA) instead
of LDA for the calculation of the exchange-correlation potential in DFPT. In
the low-frequency (Fig. 5c, d) region of the spectrum, DFPT calculations appear
to overestimate the vibrational frequencies of the librational modes of CH3NH+3
around 150 cm−1. This discrepancy (Fig. 5e, f) is consistent with other studies in
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Fig. 5 Experimental and theoretical IR spectra of CH3NH3PbI3 at low temperature. (a) IR
spectrum of CH3NH3 measured on thin film at 10 K. The dashed lines indicate the assignment
of the most prominent peaks of the spectrum to features in the calculated IR spectrum in (b).
The IR spectrum is measured at normal incidence, and only TO normal modes can be excited in
this geometry. (b). Calculated IR spectrum of CH3NH3PbI3 in the low-temperature orthorhombic
structure. The red sticks are the calculated infrared intensities, and the blue line corresponds to
the spectrum calculated by representing each absorption peak with a Gaussian broadening. To be
able to compare with the experimental data obtained within the geometry described in (a), only TO
modes are included in the calculated IR spectrum, as discussed by Pérez-Osorio et al. (2015). (c, d).
Close-up of the comparison between the experimental (c) and theoretical (d) IR spectra in the low-
frequency region. (e, f) Close-up of the comparison between experimental (e) and theoretical (f) IR
spectra in the high-frequency region. (Reprinted with permission from Pérez-Osorio et al. (2015) ,
Copyright (2015) American Chemical Society)

literature (Mosconi et al. 2014; Družbicki et al. 2016), and it appears regardless
of the choice of exchange-correlation functional (LDA vs. GGA), inclusion of
relativistic spin-orbit coupling effects, van der Waals interactions, or anharmonic
effects (Pérez-Osorio et al. 2017). Moreover, Pérez-Osorio et al. (2017) show that
the calculated vibrational density of states is in good agreement with inelastic
neutron scattering spectra (Družbicki et al. 2016), suggesting that the discrepancy
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between the experimental and calculated IR spectra may be related to a mismatch
between the experimental and theoretical IR intensities.

Having established both the electronic and vibrational properties of CH3NH3PbI3,
we have access to the high- and low-frequency dielectric permittivities, ε∞ and ε0,
respectively. The high-frequency permittivity does not depend on lattice vibrations,
but its value does depend on the calculated band gap. For this reason, the closest
agreement with the experimental value ε∞ = 6.5 (Hirasawa et al. 1994) is obtained
from finite-electric field calculations within scalar-relativistic DFT (Pérez-Osorio
et al. 2015; Filip et al. 2015) (5.8, see Table 1). The low-frequency permittivity
depends on the vibrational frequencies of CH3NH3PbI3, with the vibrations of the
inorganic PbI6 network carrying the largest contribution (Pérez-Osorio et al. 2015).
Pérez-Osorio et al. (2015) reports a value of ε0 = 25.3, as calculated from DFPT,
in very good agreement with the experimental low-frequency dielectric constant
ε0 = 30.5 (Poglitsch and Weber 1987). As shown by Pérez-Osorio et al. (2015),
the large difference between the high- and low-frequency dielectric permittivities is
due almost entirely to the vibrations of the inorganic PbI6 network.

1.4 Electron-Phonon Coupling in CH3NH3PbI3

Understanding the interaction between electrons and lattice vibrations is essential
in the investigation of the transport properties and charge carrier recombinations in
CH3NH3PbI3. In particular, electron-phonon coupling manifests itself prominently
in the temperature-dependent charge carrier mobility and in the broadening of the
photoluminescence spectra (Johnston and Herz 2016). The charge carrier mobility
decreases with increasing temperature as T m, where m takes values between −1.4
and −1.6 (Brenner et al. 2015; Wright et al. 2016). Such behavior is typical of
nonpolar semiconductors such as silicon or germanium, where electron-phonon
interactions at room temperature are almost exclusively governed by the interaction
with acoustic phonons. It is, however, unexpected in the case of CH3NH3PbI3, given
the polar nature of the this compound.

As shown by Wright et al. (2016), the nature of electron-phonon interactions in
CH3NH3PbI3 can be investigated by analyzing the photoluminescence linewidth
as a function of temperature. In their study, Wright et al. (2016) find that the
contribution of acoustic phonons to the broadening of the photoluminescence
linewidth is negligible compared to that of the longitudinal-optical (LO) modes.
This argument is further corroborated by first principles calculations of the electron-
phonon coupling, as shown in Fig. 6 (Wright et al. 2016).

The photoluminescence linewidth can be directly associated with the imaginary
part of the electron-phonon self-energy, calculated using the following expres-
sion (Wright et al. 2016):

Σnk =
∑

mνq

|gνmn(k,q)|2
[ nq,ν + fmk+q

εnk − εmk+q − ωqν − iη +
nq,ν + 1− fmk+q

εnk − εmk+q − ωqν − iη
]
,

(3)
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Fig. 6 Electron-phonon coupling and PL broadening of CH3NH3PbI3. (a) GW quasiparticle
band structure of the orthorhombic CH3NH3PbI3, combined with the heat map of the imaginary
part of the electron-phonon self-energy, Im(Σ) at T = 200 K. The zero of the energy is placed
in the middle of the band gap. (b) Imaginary part of the electron-phonon self-energy (dark blue
line) and the electronic density of states (dotted black line). 2Im(Σ) corresponds to the electron-
hole linewidth arising from electron-phonon coupling (without the quasiparticle renormalization
factor Z). (c) Ball-and-stick representation of the LO vibration responsible for the broadening of
the PL peaks. (d) Temperature dependence of the full width at half maximum (FWHM) of the
PL peak in CH3NH3PbI3. The dashed black line corresponds to the fit to experimental data, and
the blue and red triangles correspond to theoretical calculations using Fermi’s golden rule and
the Brillouin Wigner perturbation theory (red triangles), respectively. The theoretical broadening
is obtained as the sum of 2Im(Σ) at the valence and conduction band edges, rigidly shifted by
a constant inhomogeneous broadening of 26 meV. (Reprinted with permission from Wright et al.
(2016), Copyright (2016) Nature Publishing Group)

where fmk+q and nq,ν are the Fermi-Dirac and Bose-Einstein occupations; εnk and
h̄ωqν are the electron and phonon energies, respectively; η is a small broadening
parameter; and gνmn(k,q) is the electron-phonon matrix element calculated by
taking into account only the interaction with the LO phonons, as discussed by Verdi
and Giustino (2015).
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Figure 6a shows how the imaginary part of the electron and hole linewidth is
distributed across the electronic states in the quasiparticle band structure (Wright
et al. 2016). The linewidth increases as the density of states increases (Fig. 6b),
because more states become available for electronic transitions. The predominant
contribution to the electron-phonon self-energy comes from the LO phonon mode
with an energy of 13 meV, which corresponds to the vibrations shown in Fig. 6c.
This value is in excellent agreement with the dominant phonon energy of 11 meV
determined from the experiments (Wright et al. 2016). Figure 6d shows that
the measured and the calculated trend for the PL broadening as a function of
temperature is in very good agreement, thereby confirming that the predominant
electron-phonon interaction is that between charge carriers and longitudinal optical
phonons. In addition, both theoretical and experimental results reported by Wright
et al. (2016) show that CH3NH3PbBr3 exhibits an electron-phonon coupling which
is 40% stronger than for the iodide, pointing to potential directions for controlling
such effects through chemical substitution.

1.5 Desirable Electronic Structure Properties and the Basis for
Materials Design

Experimental and theoretical studies of the electronic and optical properties of
CH3NH3PbI3 have so far elucidated many of its fundamental properties. Perhaps
the most striking finding is that CH3NH3PbI3 exhibits optoelectronic properties
which are remarkably similar to the best inorganic semiconductors such as GaAs.
Despite much progress on the understanding of the fundamental properties of
CH3NH3PbI3 and related compounds, several important questions remain to be
addressed. For example, it would be important to investigate charge carrier transport
and recombination processes (Herz 2016), degradation mechanisms (Leijtens et al.
2017), and defect physics (Ball and Petrozza 2017). All these topics are active areas
of current research in this field.

Much of the current success of halide perovskites owes to the continued in-
depth investigation of their fundamental optoelectronic properties, but also to the
development of practical strategies to control these properties through chemical
substitution and to design new materials with targeted functionalities. For example,
chemical substitution has been systematically explored as a means to tune the
optical absorption properties (Filip et al. 2014; Eperon et al. 2016), improve the
stability (McMeekin et al. 2016), and reduce the toxicity (Giustino and Snaith 2016)
of lead-halide perovskites.

In particular, there is currently an ongoing search for alternative lead-free halide
perovskites which retain the optoelectronic properties of CH3NH3PbI3 and remove
any potential environmental concerns due to the presence of lead. The nearly ideal
optoelectronic properties of lead-halide perovskites set a very high bar for potential
lead-free candidates: new compounds must exhibit a band gap in the visible range,
long carrier lifetimes, good charge carrier mobilities, low exciton binding energies,
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and shallow or electrically inactive defects. In the next section, we review our efforts
in the search for novel halide perovskites that might exhibit this unique combination
of optoelectronic properties.

2 Design of Lead-Free Perovskites

The presence of lead in lead-halide perovskites has raised questions on the
environmental impact of perovskite solar cells. While the content of lead by weight
in these devices is well below the limits set by governmental agencies, the prospect
of developing lead-free perovskites is very attractive. Until now a lead-free material
that can compete with CH3NH3PbI3 and related compounds has not been found, but
substantial progress has been made in the development of new lead-free perovskites.

Among the different approaches to develop new lead-free perovskites, first-
principles computational design has emerged as a powerful tool for screening
new materials and identifying promising candidates. In fact, over the last two
years, several new lead-free halide double perovskites have been first proposed by
theoretical studies and subsequently synthesized in the lab. In the next sections,
representative examples in this area are discussed.

2.1 Homovalent Pb Replacement

In order to replace lead in the APbX3 structure, the simplest starting point is to
search for alternative cations in the +2 oxidation state. Hypothetical new perovskites
should be stable toward air, moisture, illumination, and heat and should exhibit
band gap and carrier effective masses similar to those of CH3NH3PbI3. The most
obvious choice would be to replace Pb2+ with another atom of Group IV, such
as Sn2+. Indeed Sn-based perovskites were shown to exhibit ideal band gaps for
photovoltaics applications, as well as good charge carrier mobilities (Stoumpos
et al. 2013). However, perovskites containing Sn2+ tend to degrade rapidly due
to the oxidation of the cation to Sn4+. This limitation was recently overcome by
developing mixed Sn/Pb halide perovskites, and the first applications to tandem
device architectures are very promising (McMeekin et al. 2016; Eperon et al. 2016).

A comprehensive search for other +2 B-site cations was performed by Filip and
Giustino (2016). In this work the Periodic Table was screened by means of DFT
calculations, using the procedure illustrated in Fig. 7. The candidate cations include
metals which exhibit a stable +2 oxidation state and which form BX2 salts with
X = Cl, Br, or I. This choice leads to 116 hypothetical compounds for which the
electronic structure was calculated using DFT/LDA, using the same orthorhombic
perovskite structure as for CH3NH3PbI3. The calculated band structures were then
used to reduce the materials space, and only those insulating compounds with a
band gap smaller than 3.5 eV were retained, leaving 40 potential candidates. These
compounds were tested for dynamic stability using a “shake-and-relax” approach,
meaning that the structures are randomly distorted and subsequently re-optimized.
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Fig. 7 Homovalent replacement of lead. Schematic illustration of the methodology and the
selection criteria (in red triangles) employed for screening the Periodic Table for stable lead-free
ABX3 halide perovskites. At first, all perovskite structures with a DFT/LDA band gap larger than
3.5 eV were eliminated. The remaining compounds were randomly distorted (“shake-and-relax”)
to probe their dynamic stability, and only compounds which retained the perovskite structure and
exhibited a band gap of less than 2.0 eV were considered for the final GW calculations. These
compounds are marked with the blue squares in the lower Periodic Table. The DFT/LDA band
gaps for all the halide perovskites which satisfied all selection criteria are summarized at the left
side of the figure. (Adapted with permission from Filip and Giustino (2016), Copyright (2016)
American Chemical Society)

Only structures that preserve the perovskite connectivity are retained in this step.
For the 32 compounds that pass this test, more refined calculations including spin-
orbit coupling effects were performed, and 25 hypothetical perovskites with band
gaps smaller than 2 eV were identified. For the compounds with the most promising
electronic properties, Filip and Giustino (2016) performed additional calculations
at the GW level. However in all the cases considered, the quasiparticle band gaps
were too wide for solar cell applications. This result suggests that homovalent Pb
replacement may not be the best option for eliminating Pb in halide perovskites. A
possible promising exception is the use of Sn2+, provided the stability issues can be
resolved. Similar conclusions were reached by an extensive, high-throughput search
of novel ABX3 perovskites by Korbel et al. (2016).

2.2 Heterovalent Pb Replacement

In the previous section, we considered the possibility of replacing Pb with another
divalent cation. In order to broaden the search space, several authors considered
the potential replacement of Pb2+ by cations in their +3 or +4 formal oxidation
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states. This choice leads to the formation of perovskite-related structures such as
Cs3Sb(III)2I9 and Cs3Bi2I9 (Saparov et al. 2015; Park et al. 2015), Cs2Sn(IV)I6,
and Cs2PdBr6 (Lee et al. 2014; Sakai et al. 2017). In all these structures, the three-
dimensional corner-sharing connectivity of the octahedra is disrupted. In particular,
A2BX6 compounds can be described as vacancy-ordered double perovskites, where
the B-sites of the perovskite lattice are replaced alternatively by the +4 cation and
by a vacancy. In this structure the BX6 octahedra are structurally disconnected.
Similarly A3B2X9 compounds can be thought of as if obtained from the perovskite
lattice by removing one layer of octahedra. In both cases the resulting compounds
behave electronically as low-dimensional systems (zero-dimensional and two-
dimensional, respectively), and as a consequence, the optoelectronic properties are
not ideal (Xiao et al. 2017b).

Another potential strategy for lead replacement is the split-cation approach. This
consists of replacing pairs of Pb2+ cations by pairs of +1 and +3 cations, so as
to preserve the average oxidation state on the B-site. When the +1 and +3 cations
are arranged in a rock-salt sublattice, the structure is an ordered double perovskite,
also known as elpasolite, as shown in Fig. 8. In this case the three-dimensional
connectivity of the octahedra is maintained.

Double perovskites are well known in the literature on oxide perovskites (Vasala
and Karppinen 2015). Halide double perovskites are less known, but are commonly
employed in radiation detectors as scintillators (van Loef et al. 2002; Biswas and Du
2012). Common elpasolites exhibit wide band gaps; therefore they are unsuitable for
photovoltaics applications. In the following three sections, we review recent findings
on three new classes of halide elpasolites: halide double perovskites based on
pnictogens and noble metals (Volonakis et al. 2016; Filip et al. 2016; Slavney et al.
2016; McClure et al. 2016); indium-silver halide double perovskites (Volonakis
et al. 2017a; Zhao et al. 2017a); and indium-bismuth double perovskites (Volonakis
et al. 2017b; Xiao et al. 2017a; Zhao et al. 2017b).

Fig. 8 The double perovskite structure. Two divalent cations at the B-site of the AB(II)X3
perovskite structure (left) are replaced with a monovalent and a trivalent cation to form the double
perovskite A2B(I)B′(III)X6 structure (right). The two types of octahedra in the double perovskite
remain corner-sharing. When the B(I) and B′(III) cations are ordered in a rock-salt sublattice, these
compounds are called elpasolites (Morss et al. 1970; Meyer and Gaebell 1978; Meyer 1980)
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2.2.1 Double Perovskites Based on Pnictogens and Noble Metals
In order to design new lead-free halide double perovskites, Volonakis et al. (2016)
started from the known elpasolite Cs2NaBiCl6 (Morss and Robinson 1972) and
considered the replacement of monovalent Na by a noble metal. The rationale
behind this strategy is that noble metals are known to be good electrical conductors
due to their s1 electrons. Volonakis et al. (2016) performed DFT calculations
for hypothetical compounds Cs2NmPnX6, where Nm = Cu, Ag, Au, Pn = Bi, Sb,
and X = Cl, Br, I. The calculated band gaps and carrier effective masses for the
Bi-based hypothetical perovskites are shown in Fig. 9. All band gaps fall below
2.7 eV, and the effective masses do not exceed 0.4me. These results indicate that
pnictogen/noble metal halide double perovskites might indeed be promising for
optoelectronic applications.

Volonakis et al. (2016) reported the synthesis of Cs2AgBiCl6. The compound
was synthesized by following the same route as for Cs2NaBiCl6 (Morss and
Robinson 1972) and replacing AgCl for NaCl. The structure of this compound was
characterized by powder and single crystal X-ray diffraction (XRD) measurements.
The authors obtained an ordered double perovskite structure with the Fm3m face-
centered cubic space group (no. 255) at room temperature. The reported lattice

Fig. 9 Electronic properties of the pnictogen/noble metal double perovskites. (a) Calculated
electronic band gaps (top left) and effective masses (bottom left) of all the hypothetical Cs2BiB′X6
lead-free halide double perovskites, with B′ = Cu, Ag, Au and X = Cl, Br, I. All the band gaps
are calculated by employing the PBE0 hybrid functional and are found to be indirect and below
2.7 eV. The effective masses are low (<0.4 me), as calculated from the DFT/LDA at the valence
band top and the conduction band bottom for the holes and electrons, respectively. (b) The
DFT/LDA electronic band structure for the synthesized Cs2AgBiCl6 and Cs2AgBiBr6 compounds.
Calculations with (without) spin-orbit coupling are shown in blue (red), and the shaded area
highlights the lowest unoccupied band. The synthesized Cs2AgBiCl6 and Cs2AgBiBr6 single
crystals are shown below. (Adapted with permission from Volonakis et al. (2016) and Filip et al.
(2016), Copyright (2016) American Chemical Society)
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constant is 10.78 Å, in good agreement with the predicted DFT/LDA value of
10.50 Å. Following the same synthetic route, Filip et al. (2016) reported the
new double perovskites Cs2AgBiBr6. Also in this case, the XRD measurements
confirmed the formation of an elpasolite structure, with a lattice constant of 11.26 Å.
This value is slightly larger than for Cs2AgBiCl6, as expected based on the ionic
radii of the halides. The synthesis of these compounds via solution and via solid-
state synthesis was also reported independently (and a few weeks earlier) by two
other groups (Slavney et al. 2016; McClure et al. 2016).

The electronic band structures of the new double perovskites are shown in Fig. 9.
In both cases the band gap is indirect, with the valence band top at the X point of
the Brillouin zone and the conduction band bottom at the L point. The band gaps
calculated using the PBE0 hybrid functional are 2.7 and 2.3 eV for Cs2AgBiCl6 and
Cs2AgBiBr6, respectively (Volonakis et al. 2016). Quasiparticle GW calculations
yield slightly smaller gaps, namely, 2.4 and 1.8 eV, respectively (Filip et al. 2016).
The calculated band gaps are broadly in agreement with the measured optical gaps,
which range between 2.2–2.8 eV and 1.9–2.2 eV for Cs2AgBiCl6 and Cs2AgBiBr6,
respectively (Filip et al. 2016).

More recently Filip et al. (2017) performed a systematic DFT investigation of
the thermodynamic stability of the entire family of Cs2NmPnX6 compounds. The
calculations involve the comparison between the total energy of each perovskite and
the total energies of all possible decomposition products. This study predicted that
only three double perovskites should be stable, namely, Cs2AgBiCl6, Cs2AgBiBr6,
Cs2AgSbCl6, in line with experimental observations (Slavney et al. 2016; McClure
et al. 2016; Volonakis et al. 2016; Tran et al. 2017).

Among these new compounds, the double perovskite Cs2AgBiBr6 attracted
considerable interest as a potential new material for photovoltaics and optoelectronic
applications. In fact, solar cells using Cs2AgBiBr6 as the active layer were
demonstrated by Greul et al. (2017), and power conversion efficiencies of 2.5% were
reported. Furthermore, the possibility of mixing Cs2AgBiBr6 with CH3NH3PbI3 in
order to reduce the Pb content of perovskite solar cells (as opposed to completely
replace Pb) is also under investigation (Du et al. 2017a, b). Finally, Pan et al.
(2017) showed that single crystals of Cs2AgBiBr6 can be employed to realize X-ray
detectors with low detection thresholds (Pan et al. 2017).

2.2.2 Double Perovskites Based on In(III) and Ag(I)
Following up on the successful design and synthesis of lead-free halide double
perovskites based on pnictogen/noble metals combinations, several groups set
to improve the design by targeting double perovskites with a direct band gap.
Volonakis et al. (2017a) reasoned that the origin of the indirect band gap of
Cs2AgBiBr6 lies in the hybridization between Bi s-states and Ag d-states near the
valence band top. In order to demonstrate this effect, the authors artificially lowered
the energy of the Bi s-states in Cs2AgBiBr6 using an effective Hubbard potential
in the DFT calculations. This strategy led to the appearance of a direct band gap at
the zone center, in line with expectations. In order to exploit this finding, Volonakis
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et al. (2017a) proposed to replace Bi with a +3 cation with the outermost s-shell
unoccupied. This proposal, combined with the observation that the synthetic route
to prepare Cs2InNaCl6 via solution was already known (Morss and Robinson 1972;
Meyer and Gaebell 1978), motivated the consideration of hypothetical compounds
of the type Cs2InAgX6 with X = Cl or Br (Volonakis et al. 2017a).

The calculated band structure of Cs2InAgCl6 is shown in Fig. 10a. As expected
the system exhibits a direct gap at the Γ point, and the top of the valence band
is comprised of Ag and In d-orbitals, hybridized with the halogen p-orbitals. The
band gap of Cs2InAgCl6 was predicted to be in the range 2.7±0.6 eV, with the error
bar reflecting the spread in band gaps obtained from calculations based on different
exchange and correlation functionals. This compound was successfully synthesized
via an acidic solution synthesis route by mixing stoichiometric amounts of InCl3,
AgCl, and CsCl. Powder XRD measurements confirmed the formation of a double
perovskite with a face-centered cubic crystal (Fm3m space group) and a lattice
constant of 10.47 Å, in good agreement with the DFT predictions (Volonakis et al.
2017a).

The nature of In/Ag cation ordering in Cs2InAgCl6 is not firmly established
yet. The characteristic fingerprints of cation ordering in the XRD spectra of double
perovskites are two doublets arising from reflections at the planes containing each
cation (Fig. 10b). In contrast to the cases of Cs2AgBiCl6 and Cs2AgBiBr6, where
such doublets have clearly been identified (Volonakis et al. 2016), the assignment
proved more difficult for Cs2InAgCl6. Volonakis et al. (2017a) calculated the XRD
patterns for structures with ordered or disordered cations and compared these
results to measured spectra, as shown in Fig. 10b. From this comparison it is clear
that the difference between the two structures is too subtle to be resolved by the
measurements. More refined XRD data from Zhou et al. (2017), taken on single
crystal samples, show a clear doublet at low angle. This supports the notion that
Cs2InAgCl6 is a fully ordered elpasolite, although further investigations would be
desirable to settle this question.

The calculated electron and hole effective masses of Cs2InAgCl6 are relatively
light, 0.29me and 0.28me, respectively. These values refer to the parabolic bands
that can be seen in Fig. 10a. The non-dispersive band that is seen along the ΓX
direction in the same figure arises from two-dimensional wave functions comprising
of In 4dx2−y2 states and Cl 3px,y-states. These states are expected to hinder hole
transport along the six equivalent [001] directions, as well as to favor the formation
of deep traps.

The nature of the band gap of Cs2InAgCl6 remains an open question. The
absorption data reported by Volonakis et al. (2017a) indicate an absorption onset
around 3.3 eV, which is consistent with the upper range obtained from DFT
calculations. However the photoluminescence data by Volonakis et al. (2017a) also
indicate emission near 2.0 eV, indicating the presence of optically active defects
within the gap. Luo et al. (2017) proposed an alternative explanation for these
effects, involving parity-forbidden band-to-band transitions.

While the band gap of Cs2InAgCl6 is too wide for applications in photovoltaics,
this new double perovskites is attracting attention for applications in UV detectors
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Fig. 10 Electronic and structural properties of Cs2InAgCl6. (a) Electronic band structure of
Cs2InAgCl6 within the DFT/PBE0 and the DFT/HSE hybrid functionals. Square moduli of the
electronic wave functions for the highest (top) and second highest (bottom) occupied state along
the ΓX direction. (b) Measured powder XRD pattern of Cs2InAgCl6 (top), XRD pattern calculated
by assuming ideal rock-salt ordering of the In and Ag cations (middle), and XRD pattern calculated
by assuming a fully disordered cation sublattice (bottom). The green arrows show the fingerprints
of the cation ordering. The difference between the calculated ordered and disordered patterns is
within the noise level of the measured spectrum; therefore it is not possible to unambiguously
confirm cation ordering in this case. (Adapted with permission from Volonakis et al. (2017a),
Copyright (2017) American Chemical Society)
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due to its excellent stability and nontoxicity. In particular Luo et al. (2017) and
Zhou et al. (2017) succeeded in growing mm-sized single crystals, and Luo et al.
(2017) fabricated UV detectors with high on/off ratios, fast photoresponse, low dark
current, and high sensitivity.

2.2.3 Double Perovskites Based on Bi(III) and In(I)
The new double perovskites described in the preceding sections exhibit either
indirect band gaps or non-dispersive bands at the band extrema. In order to move
a step closer to realizing high-quality semiconducting halide perovskites without
lead, Volonakis et al. (2017b) revisited the general design principles of the split-
cation approach based on +1 and +3 cations.

The authors argued that an ideal double perovskite should contain cations with
the same valence configuration as Pb2+. This implies that candidate elements should
have (i) occupied s-orbitals, (ii) unoccupied p-orbitals, and (iii) a filled d shell far
from the band edge. The candidates for the monovalent cation are limited to the
alkali metals, the noble metals, and the Group III elements (boron group). Among
these options only the latter have occupied s-orbitals and unoccupied p-orbitals
in their formal +1 oxidation state. However, only two members of this group, In
and Tl, are stable as +1 cations, and Tl is to be excluded due to its toxicity. This
leaves In+ as the sole candidate for the monovalent B-site cation. For the trivalent
B-site cation, the choice is between pnictogens; some transition metals such as Sc,
Y, Cu, and Au that were previously reported to form elpasolites (Giustino and Snaith
2016); and elements of the boron group in the +3 oxidation state, lanthanides and
actinides. Among these elements only the pnictogens satisfy the criteria (i)–(iii)
above. In this group N and P are too small to coordinate six halogens in an octahedral
arrangement, and As is toxic; therefore the only options left are Sb3+ and Bi3+.
Based on this simple reasoning, Volonakis et al. (2017b) concluded that the best
option for replacing Pb, from the electronic structure viewpoint, is to consider
In(I)/Sb(III) and In(I)/Bi(III) double perovskites.

Building on this insight, Volonakis et al. (2017b) evaluated the stability of the
hypothetical compounds A2InPnX6 with A = K, Rb, Cs, Pn = Sb, Bi, and X = F,
Cl, Br, I, using both the Goldschmidt tolerance analysis and DFT calculations of
decomposition energies in conjunction with the Materials Project Database (Jain
et al. 2013). The outcome of this study was that all compounds are unstable
with respect to decomposition, in line with the work of Xiao et al. (2017a).
However Cs2InBiBr6 was found to be only marginally unstable, as the calculated
decomposition energy of 1 meV per formula unit falls within the uncertainty of the
computational method. This finding raises the hope that Cs2InBiBr6 or a closely
related compound might be amenable to synthesis. Volonakis et al. (2017b) also
noted that the decomposition energy correlates with the size of the A-site cation
and that double perovskites with larger A-site cations tend to be less prone to
decomposition. Based on this observation, the authors proposed that In(I)/Bi(III)
halide double perovskites might be amenable for synthesis by using large organic
cations such as CH3NH+3 and CH(NH2)+2 .
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Fig. 11 Indium/Bismuth halide double perovskites. (a) Comparison between the electronic
band structures of the hypothetical lead-free double perovskite (MA/FA)2InBiBr6 and the lead
halide perovskite MAPbI3. MA stands for methylammonium (CH3NH3) and FA for formami-
dinium [CH(NH2)2]. Calculations were performed by employing the PBE0 hybrid functional. The
double perovskite structures were fully optimized starting from the low-temperature Pnma phase
of MAPbI3 and by replacing two Pb atoms with In and Bi. (b) Calculated absorption coefficients
for MA2InBiBr6 (blue line) and MAPbI3 (grey line). (Adapted with permission from Volonakis
et al. (2017b), Copyright (2017) American Chemical Society)

The electronic band structure of the hypothetical (CH3NH3/CH(NH2)2)2InBiBr6
double perovskites along with the band structure of CH3NH3PbI3 is shown in
Fig. 11a. As anticipated, owing to the similar electronic configuration of Pb2+, In+
and Bi3+, the two compounds exhibit very similar band structures. The band gaps
are direct in both cases and of the same magnitude. Similarly the calculated optical
absorption spectra for these compounds are very similar, as shown in Fig. 11b.
These findings highlight the potential of hybrid In/Bi halide double perovskites for
photovoltaics and optoelectronics.

At the time of writing this chapter, synthetic attempts at making In(I)/Bi(III)
halide double perovskites have not been successful. The key challenge appears to
be the tendency of In(I) to be oxidized to the more stable form In(III); therefore
future synthesis studies should devise strategies for maintaining In in its +1 state
long enough to enable its incorporation in the double perovskite lattice.

2.3 Conclusions

In this chapter we have presented a detailed account of the contributions made
by our materials modelling group to the study of the fundamental properties and
design principles of metal-halide perovskites. The results reviewed in this chapter
were obtained by employing techniques ranging from standard density functional
theory and density functional perturbation theory to many-body perturbation theory
treatments of electronic excitations and electron-phonon coupling phenomena.
Our studies so far have been directed at two principal goals: understanding the
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fundamental properties of lead-halide perovskites and developing design principles
to guide the discovery of novel lead-free metal-halide perovskite semiconductors.

The current understanding of the fundamental properties of lead-halide per-
ovskites is due to a complementary effort combining state-of-the art predictive
computational modelling and experimental measurements which have allowed us
to rationalize the optoelectronic properties of these materials from the perspective
of atomistic modelling. In addition, we have shown that the predictive power
of computational modelling can be directed at designing new lead-free halide
perovskites, which led most notably to the computational discovery of a new
family of lead-free halide double perovskites. During the last year more than eight
novel lead-free double perovskite compounds have been successfully synthesized
(Volonakis et al. 2016, 2017a; Slavney et al. 2016; McClure et al. 2016; Filip
et al. 2016; Tran et al. 2017; Wei et al. 2016; Deng et al. 2016; Wei et al. 2017).
Among these, compounds such as Cs2AgBiCl6, Cs2AgBiBr6, Cs2InAgCl6, and
Cs2AgSbCl6 were first proposed by us in silico.

Despite the tremendous popularity of halide perovskites, there are still fun-
damental open questions and technological challenges that remain unresolved. A
non-exhaustive list includes the fundamental understanding of charge transport
and excitonic properties, elucidating the physics of defects and their impact on
the degradation of these materials under standard solar cell operating conditions,
and developing a practical solution for reducing the Pb content without impacting
the device performance. All of these problems are currently active areas for both
experimental and theoretical research.

In a broader context, the rapid rise of hybrid halide perovskites can be seen
as a true success story for experimental and theoretical materials design. As the
race for ever higher-performing and cost-efficient optoelectronic devices continues,
there is an increasing demand for the discovery of new functional materials. Thanks
to the continued development of highly accurate ab initio methods, computational
materials modelling can now directly guide discovery, by designing materials and
predicting their properties in silico ahead of synthesis. These developments place ab
initio modelling in a central role in modern materials science and engineering, as an
accelerator for the discovery and deployment of new technologies.
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Abstract

We discuss applications of time-dependent density functional theory (TDDFT)
to simulate ultrafast charge separation in organic photovoltaic materials. We
first outline both the targeted physics and the employed computational methods
with particular regard to the real-time propagation framework. Then, we review
some recent successful case studies in which TDDFT-based simulations have
helped identify prototypical systems useful both for the basic understanding
of the charge separation phenomena and for the systematic improvement of
photovoltaic device performances.

1 Introduction

The concept of joining a p-doped and an n-doped semiconductor (typically silicon)
in a single crystal is at the heart of traditional inorganic photovoltaics (IPV). In IPV,
the charge carriers in a thin volume around the p-n junction diffuse at equilibrium
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Fig. 1 Comparison between inorganic (first generation) and organic bulk heterojunction photo-
voltaic cells. Electrons (black), holes (white), and excitons are highlighted. (a) Junction between a
p- and an n-doped crystalline semiconductor. At the junction, the depletion zone creates an intrinsic
electric field that separates the photogenerated carriers. (b) Interpenetrating paths in a section of a
polymer-acceptor blend (such as P3HT:PCBM). Once the interfacial excitons are dissociated, each
type of carriers moves in a distinct phase. (c) Band structure of a crystalline p-n junction. Free
carriers are directly injected in the conduction and valence bands. (d) Energy levels in an organic
heterojunction. A strongly bound exciton is formed before the charges are separated

toward neighbor volumes following the gradient of carriers’ concentration. At
equilibrium, the migrated charges leave behind a depletion zone in which an
intrinsic electric field balances the surface charge across the junction. The intrinsic
electric field is ultimately responsible for separating electrons and holes when solar
light reaches the junction (see Fig. 1a).

The operating principle of solar cells changed dramatically with the advent of the
era of organic photovoltaics (OPV) based on dye-sensitized solar cells (DSC) and
bulk heterojunctions (BHJ).

In DSC, organic dye molecules are employed to enhance the absorbance of an
underlying nanostructured semiconductor (such as TiO2). The dye is the photoactive
material. Electrons are injected from the photoexcited dye to the TiO2 due to
the energy offset between the molecular levels and the valence band of the
semiconductor. Electrons are then replaced in the dye by the action of a liquid
electrolyte. The process is made unidirectional by the kinetic competition between
the (fast) electron injection and the (slower) regeneration by the electrolyte.

In BHJ, the electron donors and acceptors are blended into a solid phase. No
liquids appear in the final product, and the material can be printed on a flexible
plastic support. Although some variants have been proposed, typically the donor
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is a semiconducting polymer or small organic molecules, and the acceptor is a
fullerene molecule (Sariciftci et al. 1992). Suitable chemical functionalization of
both moieties is performed in order to enhance their mutual mixing and phase
separation. The tight interleaving of the donor and acceptor phases increases the
charge-separating interfacial area with respect to the film thickness and keeps the
surface between the phases within a distance comparable to the exciton diffusion
length (see Fig. 1b).

The charge separation induced by light in OPV is fundamentally different from
that in IPV in several respects. In traditional p-n junctions, excitation and charge
separation occur in the same material. Excitons may be equally created on both
sides of the junction. Those formed within the bulk semiconductor can reach the
junction if this is within the exciton diffusion length. Otherwise they will recombine
with high probability.

Excitons are quite delocalized throughout the crystal lattice (Wannier-type exci-
tons) and have binding energies smaller than the thermal energy at room temperature
(of the order of 10 meV for bulk semiconductors (Green 2013). Therefore light
excitation is able to directly inject free electrons into the conduction and holes into
the valence band. Since the concentration gradient for the two species would drive
them back toward the junction, the intrinsic field is the key factor to separate them.

In OPV, instead, two distinct phases exist, but only one of them can efficiently
absorb visible light. It is the dye molecule in DSC and the polymer in BHJ. The
intermolecular coupling between the components of each phase is weaker than for
covalently linked units or bulk solids and the dielectric constant much lower (about
4 in organic (Li et al. 2012) instead of about 15 in bulk semiconductors (Dunlap
and Watters 1953)). Therefore excitons typically have Frankel character in the bulk
donor phase, i.e., they are localized and have a binding energy (of the order of
tenths of an eV (Alvarado et al. 1998). An exothermic pathway to overcome this
binding energy and separate the carriers is available provided that the bands of
the donor and the acceptor have a suitable offset, namely, with the donor excited
state higher in energy than the charge-separated state (see Fig. 1). If this is the
case, an exciton can be dissociated at the interface, and the two carriers of opposite
sign can be spatially dislocated: electrons move to the acceptor phase, while holes
remain in the donor phase. No intrinsic field is needed to keep electrons apart from
holes.

Photoexcitation produces free carriers in IPV, but a driving force is needed to
avoid their recombination with the holes; in OPV a driving force is necessary to
dissociate excitons, but charge carriers remain separated in the appropriate phases.
Further important details, however, must be accounted for in order to obtain an
accurate description of the charge separation dynamics and, eventually, to gain
insight into the actual material performance for OPV. For instance, while the
structure of p-n junctions is simply controlled by the crystal purity and the precision
of doping, the device morphology of nanostructured blends can be quite intricate
and process-dependent. Besides, since the charge separation occurs at the interface,
while the carrier transport occurs in each phase separately, morphology affects both
stages of the photovoltaic conversion in an interdependent way (Zhong et al. 2015;
Jakowetz et al. 2016).
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Most importantly, the scheme outlined above does not include the dynamics of
exciton dissociation and charge separation. While in IPV the scattering of charge
carriers by lattice phonons basically acts as an energy loss channel cooling down
electrons toward the bottom of the conduction band, in OPV the role of nuclear
motion is significantly more complex. Both low- and high-frequency modes can be
strongly coupled to the photoexcited states and may take an active role in driving
exciton dissociation. Even assuming that the structure is perfectly known and under
control, the description of the aforementioned processes from first principles poses
formidable challenges.

In the following sections, we discuss some examples of how the ultrafast regime
of charge separation can be successfully analyzed by combining time-dependent
density functional theory and suitable schemes for molecular dynamics. After an
overview of the theoretical methods, we will review some cases in which the
interplay between electronic and nuclear degrees of freedom dramatically affects
the behavior of OPV materials. We will show that simple nonempirical calculations
can reach a very good agreement with transient spectroscopy experiments and
the corresponding simulations offer us important clarifications of the underlying
mechanisms.

2 Simulations: Setting Up the Stage

The challenge of computing electronic properties at the nanoscale of even quite
sizable systems can be considerably simplified by admitting a reduced description,
such as that offered by density functional methods (Hohenberg and Kohn 1964;
Kohn and Sham 1965; Runge and Gross 1984). In (time-dependent) density
functional theory [(TD)DFT], the basic variable is the (TD) particle density: a real-
valued function of the position, which represents the distribution of electrons in
space. Crucially, the interacting many-body system can be mapped onto an auxiliary
noninteracting many-body system: i.e., the (TD) Kohn-Sham (KS) system. The
electrons of the KS system move in an effective potential of which the exchange-
correlation (XC) potential is the only component to be approximated. The particle
density can be obtained in terms of the contributions due to occupied single-particle
orbitals, and thus, the relevant properties of the real system can be computed if
they can be practically expressed as functionals of the particle density. The ground
state and the excitation energies are among the typical properties which can be
determined efficiently and rather accurately. For an extended account on TDDFT,
the reader is referred to the contribution of Gross et al. in the Volume 1.

The first and simplest approximation in DFT is the local density approxi-
mation (LDA) (Kohn and Sham 1965). The LDA assumes that the XC energy
density – and, thus, also the corresponding XC potential – can be approximated
locally with that of the uniform gas. The LDA forms the base of a hierarchy of
improved approximations: the “Jacobs’ ladder” of DFT (Perdew and Schmidt 2001).
An approximate time-dependent XC potential can be readily obtained by evaluating
an approximation originally designed for ground-state DFT on the instantaneous
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particle density (or, more in general, on the corresponding instantaneous KS
orbitals). This is the popular adiabatic approximation of TDDFT, which, for
example, when applied to the LDA, yields the adiabatic LDA (ALDA). Adiabatic
TDDFT functionals neglect the time non-localities of their implicit dependency on
particle density. In the Born-Oppenheimer (BO) sense, instead, adiabaticity refers
to the possibility of decoupling the dynamics of the nuclear and electronic degrees
of freedoms. In the BO approximation, the electronic wave function is restricted to
the ground-state manifold at each given nuclear configuration. The cases reported in
the remainder of this chapter will demonstrate the usefulness of ALDA when used
in a scheme that goes beyond the BO approximation.

Most of the applications of TDDFT are carried out in the linear response regime.
The common way of proceeding does not involve a RT propagation but the solution
of a (pseudo) eigenvalue problem, from which it is possible to determine the
absorption oscillation strengths and the mean polarizability using ground-state KS
quantities as an input (Casida 1995). The information obtained in this way identifies
the sets of KS transitions which represent the relevant excitations. In the cases
presented below, for example, the solutions of the Casida’s equations are used to
identify the KS states that can mimic the initial excited states, as obtained at the
onset of the photoexcitation, to be considered in subsequent RT propagations.

While the linear response of a system is independent of the (small) perturbation,
the nonlinear response can vary both quantitatively and qualitatively with the
intensity of the perturbation. Nonlinear perturbations are particularly relevant in
experimental study of photoinduced charge transfer and include, for example,
high-intensity laser pulses such as those employed in transient absorption and 2D
spectroscopy experiments (Jonas 2003), suited to highlight emerging coherences.

The response function of the particle density can be accessed by means of real-
time (RT) propagation of the TDDFT equations both in the linear and nonlinear
regime (Yabana et al. 2006). In the linear response regime, the method based on
RT propagation scales better than the method based on the perturbation approach
in the frequency space: while the former only involves occupied single-particle
orbitals, the latter requires the inclusion of unoccupied orbitals. Moreover, since
the propagation in a single-time step of each KS state is independent of the others,
the real-time approach is prone to a natural parallelization scheme which is ideally
suited to deal with sizable systems. The inter-process communications are only
required once per time step to calculate quantities that depend on a sum over
states.

An efficient implementation of RT-TDDFT is freely available to users with
the octopus code (http://octopus-code.org). octopus uses a real space grid
representation combined with the finite difference approximation for the cal-
culation of derivatives. Describing systems at the atomic level on such a grid
ultimately demands the use of pseudo-potentials (Nogueira et al. 2003). The
code implements several propagator schemes (Castro et al. 2004); it can handle
mixed periodic boundaries and is highly suitable for massively parallel applications
(Castro et al. 2006; Andrade et al. 2015). octopus is the main computational tool
that has been used in the applications reviewed in the next section.

http://octopus-code.org
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In the remainder of this chapter, we shall consider charge separation occurring
after photoexcitation being driven by the vibrational motion of the nuclei. These
kind of charge separation should not be confused with the, more commonly
analyzed, charge-transfer excitations that can occur at fixed nuclear configurations
within the linear regime (Dreuw and Head-Gordon 2004; Hieringer and Görling
2006). The processes we will focus on do not necessarily involve the presence of
conical intersections and develop before any thermal equilibration. Therefore, under
the assumption of a factorization of the electron-nuclear wave function, relevant
dynamical couplings between the electrons and the nuclei can be described by
resorting to the Ehrenfest molecular dynamics (EMD). In such a scheme, electrons
are evolved according to the TD-KS equations along the trajectory of the instan-
taneous nuclear positions, while the nuclei are evolved according to Newtonian
equations which account for the electron-nuclear interaction as mediated by the
instantaneous electron density. The resulting TDDFT+Ehrenfest scheme may be
regarded as a dynamical mean-field method. Crucially, the overall dynamics can be
started from a KS state which corresponds to either the ground state of the system or
to an excited (Tavernelli et al. 2005) or ionized (Gaigeot et al. 2010) configuration.

The time step required in EMD is determined by the maximum electronic
frequencies, which means about three orders of magnitude less than the time
step required to follow the nuclei by using the adiabatic Born-Oppenheimer
approximation. Thus, to enable the application of EMD to realistic systems, efficient
numerical implementations are essential. In the remainder of this chapter, we review
a few applications of this technique that rest on a highly scalable implementation of
a modified EMD (Andrade et al. 2009) included in the octopus code.

For the necessary details on the aforementioned theoretical aspects, we refer the
reader to the first volume in the MTM set of this handbook and especially to Chap.
6, “TDDFT and Quantum-Classical Dynamics: A Universal Tool Describing the
Dynamics of Matter” by Agostini et al. Other pedagogical textbooks discussing the
fundamental aspects of TDDFT together with interesting applications are (Ullrich
2012; Marques et al. 2012). A recent review of the state of the art of capturing
various types of charge-transfer processes by means of TDDFT approximations is
available in Maitra (2017).

3 Charge Separation in Supramolecular Assemblies

The idea of mimicking natural light-harvesting and charge separation processes such
as those which occur in photosynthesis is quite an old one (Ciamician 1912). Among
the main tasks, two very important ones are to determine the relevant degrees
of freedom and to understand the driving forces involved in the processes. The
overwhelming complexity of the real systems, however, demands that simplified
artificial systems should be made available by molecular self-assembling or more
traditional chemical synthesis.

Supramolecular assemblies are ideal playgrounds to investigate the relationships
between structure and function. They contain simple units, which can be tailored

https://doi.org/10.1007/978-3-319-44677-6_43


15 Prototyping Ultrafast Charge Separation by Means of Time-Dependent . . . 331

to perform a specific task, as it happens in natural photosynthetic complexes.
The performance of a device based on supramolecular systems can be optimized
both at the molecular and at the supramolecular level (Gust 2015). For example,
the Förster energy transfer rate between nearby moieties strongly depends on the
spectral overlap and strength of specific electronic transitions in the donor and in
the acceptor and on the relative transition dipoles. These properties can be tailored
by a wise choice of the molecular components and by organizing the moieties in
a suitable spatial arrangement. Their mutual distances and orientations will also
affect the intermolecular electronic coupling, which, in turn, controls triplet-triplet
energy transfer via the Dexter mechanism. Marcus’ theory (1993) highlights the
importance of the overlap of electronic orbitals in the donor and the acceptor for
electron transfer reactions. Such overlap depends not only on the distance and the
orientation of the moieties but also on the nature of their linker groups and on the
presence of covalent bonding.

Nano-sized compounds able to provide sufficient thermodynamic driving force
to promote photoinduced electron transfer have been obtained by combining
porphyrins and fullerenes into covalently linked structures (Imahori 2004). The
rationale behind this strategy, as outlined in Sect. 1, is to design each individual
moiety to perform a specific action. Furthermore such ensembles display self-
assembling properties that can be exploited to ease the fabrication of nano-devices
(Umeyama and Imahori 2006), also useful for dye-sensitized solar cells (Planells
et al. 2011). The basic donor-acceptor skeleton can be further engineered by adding
one or more bridge units to reduce the recombination rate (see below). Other
modifications include functionalizing the component moieties to improve their
solubility or self-assembling properties, joining together other molecules such as
carotenoids to elongate the chain (Liddell et al. 1994), building superstructures
to scale up toward the size of natural light-harvesting complexes, yet resorting on
simpler components and higher symmetry (Astruc et al. 2010).

As a prototypical case, we examine first a carotene-porphyrin-fullerene triad
(CPF) about which a body of photochemical and photophysical studies exists (Kodis
et al. 2004, and references therein). The molecule has a donor-bridge-acceptor
structure. The porphyrin bridge acts also as the main chromophore. The linear
absorption of the CPF is well described as the superposition of the absorption
of each moiety (Kuciauskas et al. 2000), which suggests that the moieties are
nearly uncoupled in the ground state (Spallanzani et al. 2009). Picosecond transient
absorption experiments, however, reveal that upon visible light absorption, the
excitation is transferred from the porphyrin to the fullerene. After about 120
ps, a strong new absorption band appears corresponding to the formation of the
carotenoid radical cation of the final charge-separated state (i.e., a state having a
hole localized on the carotenoid and an electron on the C60).

Here, we focus on the early onset of the charge separation: in particular, we show
that mixed quantum-classical simulations can reveal coherent wavelike electronic-
charge motions which are driven by nuclear vibrations. The system can be reduced
to a smaller molecule with 207 atoms (see Fig. 2a), and its dynamics is studied
in the sub-ps regime. Previous studies about the CPF geometry in liquid solvents
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Fig. 2 (a) Kohn-Sham states involved in the porphyrin excitation (middle) and the final charge-
separated states (sides). (b) Net charge flow from the carotene-porphyrin to the C60 in the ultrafast
regime: no charge is transferred when all of the nuclei are clamped (dashed line); wavelike charge
accumulation appears when the nuclei are free to move and their dynamics is coupled to the
electronic one (solid line). (c) Lines from darker to lighter colors correspond to lower charge-
transfer rates in this order: clamped carotene (circles almost on top of the free nuclei line); clamped
C60 (plus sign); clamped porphyrin (triangles); clamped aryl ring connecting the porphyrin to the
C60. (d) Experimental result: differential transmission following impulsive excitation at 550 nm
(the scale from blue to red corresponds to a signal from −0.05 to 0.12). The marked feature at
520 nm corresponds to ground-state photobleaching. An increased transmission band drifts toward
lower energy. This is the footprint of a transient state, which has the same temporal behavior as the
simulated charge-transfer signal. (Data from Rozzi et al. 2013)

have shown that the triad is structurally flexible under ambient conditions. Baruah
and Pederson (2009), by combining DFT at the generalized gradient approximation
level and kinetic Monte Carlo, have shown that the solvent polarization contributes
to the reordering the excited-state energies and have identified a stable bent
configuration in vacuo. Su et al. (2012) have investigated the impact of thermal
fluctuation on both the triad and solvent. They have probed the conformational
distribution of the CPF ground state and have found that the energy landscape
of an ensemble of the triad is characterized by a very shallow barrier separating
local minima (<1kBT ). Manna et al. (2015) employed linear response TDDFT
with the BNL range-separated hybrid functional (Baer and Neuhauser 2005;
Livshits and Baer 2007) and a polarizable continuum model for the solvent to
calculate the energy of solvated charge-transfer states. They also estimate the
kinetics of electron transfer in various configurations by means of molecular
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dynamics and conclude that a linear configuration of the molecule is the most
favorable for the charge separation process. In the linear configuration, the states
involved in the photon absorption are strongly localized on the porphyrin, with
virtually no overlap with donor and acceptor states (see Fig. 2a). In this case the
electron dynamics with no nuclear motion is unable to explain the observed charge
separation. RT-TDDFT and EMD together provide, instead, valuable insight into
the process. Under the condition that the atoms are free to move, simulations
show that the excited electronic wave packet undergoes an oscillatory dynamics,
while at the same time charge is being accumulated on the acceptor. These
facts reveal that the coupled motion of electrons and nuclei drives the charge
separation in the ultrafast window. The simulated charge transfer depicted in
Fig. 2b provides two quantitative predictions: (1) that the electron charge oscillations
occur with a period of about 30 fs; (2) one electron can be transferred from the
carotene-porphyrin to the fullerene moiety in about 70 fs. These results (Rozzi
et al. 2013) are in remarkable agreement with high time-resolution observations
of the transient absorption spectrum, which shows oscillations in the intensity
of the porphyrin Q-band absorption at 523 nm, and also a peculiar stimulated
emission band, whose intensity and resonant wavelength oscillate at the same
frequency as the ground-state one, but in phase opposition with it. The latter
band is strongly red-shifted and it disappears after about 70 fs (see Fig. 2d). These
features make it impossible to associate the stimulated emission signal with the
ballistic motion of the excited wave packet from the donor to the acceptor, and
they are compatible with the scenario of coherent charge oscillations devised in the
simulations.

It is also possible to perform numerical experiments by clamping different groups
of atoms and therefore predict different charge-transfer scenarios. The simulated
charge signals in Fig. 2c confirm that while the C60 moiety and the carotenoid
have little or no influence on the ultrafast regime, impairing the movement of
the porphyrin or the linker group between the porphyrin and C60 can completely
quench the transfer while still leaving the vibrational sloshing-type motion of the
wave packet active (see Fig. 2c). These insights would not be easily available
without running numerical simulations and can be exploited to manipulate the
vibrational properties of the molecule. Vibronic couplings can affect the electron
transfer rates since they can transform individual donor-acceptor electronic states
into new manifolds of states, which can reduce the transfer energy barrier or
open up alternative transfer paths through resonance. Delor et al. (2014) provide a
specific example of vibronic manipulation. They show that the efficiency of electron
transfer in a covalently bonded donor-bridge-acceptor triad can be controlled by
means of narrow-band infrared laser pulses affecting the vibrations of the bridge
unit. Moreover, when the system reorganization energy is small, vibronic states
become delocalized throughout the moieties. Delocalization, in turn, provides a
robust protection against environmental fluctuations due to noise or disorder, and it
makes extended coherent states available. The observation of long-lasting coherent
oscillations in 2D electronic spectroscopy (Engel et al. 2007) has stimulated an
extensive debate about the possible role of quantum coherence in charge and energy
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transfer phenomena. A more extensive overview of these aspects can be found in
Brédas et al. (2016) and Scholes et al. (2017).

3.1 From Triads to Dyads

The rationale behind building triads instead of dyads is that having a longer charge-
separating chain is a way to effectively decrease the coupling between the electron
and the hole collectors, thereby reducing the exciton recombination rate. Moreover,
the presence of a long sequence of conjugated bonds in the bridge connecting
donor and acceptor can enhance the spectral absorption of the complex at longer
wavelengths – a beneficial effect. In the case of the CPF triad, transient absorption
experiments reveal pronounced long-lived oscillatory modulations in the range
between 510 and 580 nm due to the wave packet oscillations in the ground state
of the carotene. All this action, however, is not relevant to the interesting part of the
ultrafast photoinduced dynamics. Besides, the synthesis of triads is more complex
than the synthesis of dyads.

One way to simplify both synthesis and analysis is to build a dyad by using a
component that can be easily attached to a variety of other molecules. For example,
the diaminoterephthalate unit – which was originally designed for combinatorial
chemistry (see Fig. 3a) – can be easily attached to a C60 acceptor by a pyrrolidine
linker (Freimuth et al. 2015). The resulting system (simply named as dyad hereafter)
is much smaller than the CPF, and yet it may support similar charge separation
mechanisms.

This dyad is significantly less flexible than the CPF triad, but it may undergo free
rotations around the C-C bond connecting the chromophore to the benzyl group
and around the contiguous C-O single bond. This produces syn and anti conformers
energetically interchangeable at room temperature (see Fig. 3a). As we will shortly
see, these conformers imply different absorption properties.

Although the overall shape of the absorption spectra for the two conformers is
expected to be very similar, linear response-level calculations show that there are
indeed significant differences (see Fig. 3b). The syn conformer displays a weak
absorption band at very low energy having charge-transfer character. The donor
and acceptor are closely facing in this conformer, and there is a non-zero tunneling
probability for an electron to move between the two. An interesting region of
the spectrum is the green-yellow band around 2.5 eV. In this spectral region, a
chromophore excitation is optically active in both conformers. However, while the
excitation is very well localized on the diaminoterephtalate in the anti configuration,
in the syn configuration, the transition has a more delocalized character as it involves
also the functionalized C60 acceptor. As a consequence, it is expected that the syn
conformer should more favorably support charge displacements along the molecule
than the anti conformer. However, the absorption in the visible is not particularly
strong.

The aforementioned trends suggested by the inspection of the absorption cross
section can be confirmed by performing RT propagations of the coupled electron-
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Fig. 3 (a) Energetically quasi degenerate conformers of the diaminoterephtalate-C60 molecule.
D and A indicate the donor and the acceptor, respectively. (b) Linear response UV-Vis absorption:
the upper part refers to the syn conformer and the lower part to the anti conformer. (c) Real-time
simulation of the charge flow from the chromophore to the C60. (Copyright Wiley 2015, adapted
with permission)

nuclei system using TDDFT and EMD. As an initial state, we may take the single-
particle excitation from the chromophore HOMO to the chromophore LUMO.
While this choice is realistic for the anti conformer, it is less appropriate for the
syn conformer as it overestimates the localization of the initial excitation. For a
comparison, however, it is useful to start with similar initial conditions. The RT
propagations yield two clearly distinct scenarios (Pittalis et al. 2015). By tracking
the charge motion by numerical integration of the particle density in a volume
including the acceptor moiety, it is evident that the syn conformer has a substantially
larger charge separation power than the anti conformer (see Fig. 3c). In other
words, the dynamics is not robust with respect to the choice of the initial nuclear
configuration. As a common feature with the CPF case, it is observed that the
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charge oscillations disappear by suppressing the electron-nuclei coupling, thereby
confirming the prominent role of intramolecular vibrations.

These simulations help identify the possible channels which drive the path of the
photoexcited charge in the dyad. While in the syn conformer both through-bonds and
through-space transfer mechanisms could be active (Pettersson et al. 2006), in the
anti conformer the direct hopping probability of an electron through space tunneling
from the chromophore to the acceptor is strongly suppressed. Due to the competition
of different transmission channels and considering that a solution should contain
both conformers in equal parts at room temperature, it is not expected that a coherent
signal can be easily observable in pump-probe experiments on this compound. We
remark that the simulations shown in Fig. 3c are from single trajectory run – not
from a statistical sampling.

In summary, the considered dyad exhibits some desired features. But to become
useful in applications, the system needs to be further engineered, improving
the light-harvesting efficiency and enhancing more favorable charge separation
pathways.

4 Ultrafast Charge Separation in Bulk Heterojunctions: The
Case of P3HT:PCBM

In 1992, Sariciftci et al. reported that when a semiconducting polymer is mixed
with an electron acceptor (C60), a quenching of the polymer photoluminescence
is observed. This is a clear evidence for the charge-separating properties of the
mixture. The luminescence decreases in time because the polymer’s S1 excited
state, initially populated by solar light, is being depleted, as the electrons transfer
to the acceptor before they recombine back to the S0 ground state. This observation
provides an upper bound of the order of 1 ps for the charge separation time scale in
this material (Lee et al. 1993). Radiative and non-radiative recombination channels
are two orders of magnitude slower, which makes quantum efficiency close to
unity. The same happens in many other combinations of organic electron donors
and acceptors. Time-resolved photoluminescence however has a rather low time
resolution, and the estimate of the upper boundary of the time scale does not disclose
the details of the electron dynamics in the material.

Using transient absorption spectroscopy with high time resolution (about 10 fs),
Brabec et al. (2001) reported that some features in the differential transmission
spectra change on a much shorter time scale. In particular, the polymer stimulated
emission band turns into a photoinduced absorption band in about 100 fs after
pumping the sample with a broadband laser pulse. The photoinduced absorption
band is a property of the excited state assigned to the polymer cation radical.
This observation was later confirmed by many groups in similar blends, such as
P3HT:PCBM (Hwang et al. 2007; Cook et al. 2009; Piris et al. 2009; Howard et al.
2010; Kaake et al. 2012).

These experiments highlight the existence of a sub-100 fs dynamics connected
to charge transfer, despite the fact that the production of free charges is a much
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slower process (which goes from few ps to hundreds of ps) (Hwang et al. 2008). One
might argue that the direct excitation of charge-transfer states – which is possible,
albeit, with a small cross section – might explain early time dynamics. However, by
comparing photoluminescence to photocurrent, it turns out that the contribution of
the below-gap radiation is negligible with respect to that of the above-gap exciton
(Drori et al. 2010). This clearly indicates that direct charge transfer is not a charge
generation mechanism of relevance in these materials. Moreover, Gelinas et al.
(2014) reported that the Coulomb binding attraction can be overcome on a time scale
as short as 40 fs, suggesting that delocalization may be a crucial factor affecting the
system dynamics.

This is a case in which RT-TDDFT simulations, can help clarify the situation
and provide information complementing high time-resolution pump-probe spectro-
scopic data. In order to make the system tractable, suitable simplifications should
be admitted. If the photoinduced charge dynamics is an interfacial phenomenon, it
can be studied by reducing the P3HT:PCBM to its smallest unit: a single polymer
chain (including four thiol rings per unit cell) facing a single C60 molecule.
The structure optimization of this cell yields an equilibrium distance between the
donor and the acceptor of 3.2 Å, corresponding to π − π stacking of fullerene
and polymer rings. Also suitable initial conditions must be set on the electronic
wave packet. Real-time simulations can be performed by including explicitly a
classical pulsed laser field. A simpler starting point consists in assuming that the
first excited state corresponds to a sudden vertical excitation of the polymer in
the Franck-Condon framework. Adiabatic (semi-)local functionals describe this
transition by predominantly involving the HOMO and LUMO of the polymer.
Therefore, the initial state in our subsequent RT propagation can be set by modifying
the occupations of these two levels at time zero; i.e., by depopulating the polymer
HOMO while populating the polymer LUMO.

Free RT propagation of the electronic wave packet from the aforementioned ini-
tial condition reveals the crossover of the singlet exciton to the charge-transfer state
(Falke et al. 2014). This can be rationalized by examining the spatial localization
of the HOMO of the polymer and the LUMO of the fullerene. A periodic crossover
between the corresponding KS energy levels emerges when nonadiabatic coupling
is enabled in the system Hamiltonian (see Fig. 4b). The excited state described by
the HOMO of the polymer is free to delocalize over one of the fullerene unoccupied
states as soon as the two become isoenergetic. The change in localization provides
a net current flowing from P3HT to C60. Driven by the vibrations of the polymer
backbone, a wavelike charge movement occurs. Because of the nuclear motion, it
progressively gets stabilized to a self-trapping charge-separated state. Looking at
(a) and (b) in Fig. 4, it is easy to match the crossing points of the excited donor and
the unoccupied acceptor states to times at which the charge-transfer instantaneous
rate is maximum. The dynamics clearly proceeds on three different time scales.
At times earlier than 23 fs, the dynamics is purely electronic, and it is driven by a
fast stabilization of the polymer excited state. After about 23 fs, the first crossing
point is reached and the oscillatory motion kicks in. Its frequency is compatible
with the polymer C=C stretch frequency. This motion, in combination with a slower
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Fig. 4 Snapshots of the simulated joint electronic and nuclear dynamics of a P3HT:PCBM blend.
(a) Probability of charge transfer from the polymer chain to the fullerene cage as a function of
time. (b) Kohn-Sham energy levels mainly involved in the charge displacement. Red line: the time-
evolved KS eigenvalues starting from the polymer HOMO and LUMO. Blue line: the average of
the three lowest unoccupied levels on the C60 (almost degenerate in the ground state). When the red
and blue lines cross, the flow of the current from the P3HT to the C60 is maximal. Left and right
panels show the localization of the corresponding Kohn-Sham single-particle orbitals soon after
the photon absorption (time 0) and after about 100 fs. During this interval, the highest occupied
state in the system delocalizes from the donor to the acceptor. (c) Left: differential transmission
(ΔT/T )map, which shows coherent oscillations. Right: a section corresponding to the dashed line
in theΔT/T map (black line) compared to the signal in the pristine polymer (red line). (Data from
Falke et al. 2014)

adjustment in the nuclear configuration, leads to a maximum charge transfer of
about 0.7 e after approximately 50 fs. Up to this point both the computed vibrational
frequency and the electron transfer time constant are in quantitative agreement with
the observed ones. At the same time, however, the combination of the adiabatic
LDA functional and EMD becomes inaccurate. The excited donor is eventually
stabilized to a maximally delocalized state as higher-frequency vibrational modes
are progressively engaged and the charge accumulation falls back to about 0.5 e.
In reality, inelastic scattering channels (especially vibrational ones) damp the
oscillatory motion at later times. Simulating such relaxation processes, however,
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would entail a substantial extension of the theoretical approach described in this
chapter.

In summary, we have seen that important features of the coherent charge motion
following photoexcitation in the P3HT:PCBM bulk heterojunction can be accurately
described by employing RT-TDDFT and Ehrenfest-path molecular dynamics. In
order to capture more phenomenology, additional capabilities should be added to
the employed computational tools. For example, it was recently shown by adopting
a non-equilibrium Green’s function approach that space-time non-local correlations
may explain the decay of the charge-transfer exciton into a charge-separated
state in terms of correlation-induced decoherence, provided that the corresponding
electronic levels are suitably aligned, nicely complementing our picture (Boström
et al. 2018).

5 Conclusions

The challenging quest for developing efficient, reliable, and cheap organic pho-
tovoltaic materials also with the help of computational methods based on first
principles is undergoing a fast evolution (Rozzi et al. 2018). Prototyping simple
functional systems is an important step toward the understanding of the fundamental
physics underlying ultrafast phenomena in photovoltaics. This line of research
will stimulate the development of more advanced theoretical and computational
methods.

In this chapter, we have examined a few paradigmatic cases for which even
simple density-functional approximations lead to a description of the ultrafast,
coherent components of photoinduced charge dynamics in quantitative agreement
with high-resolution transient spectroscopy experiments. For the considered cases,
a pivotal role was played by the dynamical coupling of the nuclei with the electrons.
Modeling the nuclear dynamics semiclassically on the Ehrenfest mean-field path
permits simulations up to about 100 fs, when the actual quantum nature of the
nuclei can be neglected. Hence, we have seen that the information gained from
time-resolved experiments and RT-TDDFT simulations, when combined, provide
more useful information than the sum of their parts taken independently.
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Abstract

Magnetism underpins many applications in modern technology, where either its
static or dynamical properties are exploited. This chapter discusses some of these
applications, in particular focussing on three main aspects. Firstly, it will review
how modern electronic structure theory can contribute to the discovery and
design of novel magnetic materials with multiple functionalities. Secondly, it will
address the phenomena related to magnetization dynamics for both spintronics
and data-storage applications. Finally, it will look at the interplay between
electrical currents and spins. Throughout the chapter special attention will be
devoted to present both the necessary theoretical background and discuss how
theory may underpin the development of applications.

1 Open issues in Magnetic Materials and Spintronics

The love affair between mankind and magnetic materials has been continuing for
2,000 years and does not show any sign of losing steam. From the invention of the
compass, which enabled the eleventh-century Chinese dynasty of Song to embark
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on long-distance navigation, magnetic materials have been key for developments in
human technology. Today magnets are everywhere in our life. The hard disk of our
computer is composed by billions of tiny magnets and it is read by a sensor, whose
main component is a complex magnetic nanostructure. Wind turbines are made of
strong permanent magnets, as are the electrical motors in our cars, in our kitchen
blenders, and in our lawn mowers.

Yet, nature is stingy when it comes to magnets. The first report of a magnetic
material dates back to 79 AD, and it is contained in what was probably the
first scientific encyclopedia ever, the Naturalis Historia (Natural History) from
the Roman natural philosopher Plinius the Elder. In the Historia, Plinius, who
perished in the eruption of the Vesuvio in 79 AD, reports the legend of “Magnes
the shepherd,” who discovered two metallic stones attracting each other. These were
likely made of magnetite, Fe3O4, a mineral abundant in the earth crust and one of
the main iron ores. It took about 2,000 years to understand the microscopic origin of
magnetism, which was possible only after the formulation of quantum mechanics.
During all this time, we have discovered about 4,000 materials, which behave as
magnets. In other words, our discovery speed is two magnets per year. Interestingly,
only a handful of them are used in mainstream applications.

This section reviews the most recent applications of magnetism and the the-
oretical methods most suitable for describing them. It does not pretend to be
a comprehensive review but to cover some of the most modern and fascinating
aspects. In particular it will touch upon three main aspects, namely, the discovery
and design of new magnets, the description of macroscopic magnetization dynamics
for both spintronics and data-storage applications, and the interplay between
electrical currents and spins at the atomic level.

From the materials point of view, magnetism is a relatively rare occurrence in
the materials world. In fact, it requires the presence of magnetic ions (the formation
of local moments) and a mechanism to make them interacting to each other (the
exchange interaction). Thus, among the 100,000 inorganic materials documented to
date, only about 4,000 are magnetic. An accelerated strategy to find new magnets
is then reviewed and discussed by Sanvito and coworkers (�Chap. 17, “Machine
Learning and High-Throughput Approaches to Magnetism”). This involves a
combination of high-throughput electronic structure theory and machine learning
techniques. The methods have been proved to be successful at least for relatively
simple magnets (metals) and magnetic orders (ferromagnetic and antiferromag-
netic). When the materials properties become more complex large-scale materials
prediction becomes more difficult, and one has to use all the tools available for
a limited number of cases. This is the situation with multiferroic compounds and
Rashba semiconductors. In the first case, the compounds present subtle interplays
between magnetic and structural degrees of freedom, and in the second, the spin-
orbit interaction produces a band structure with spin-dependent features, even
in absence of the moment formation. These classes are reviewed by Picozzi
(�Chap. 18, “Multiferroic and Ferroelectric Rashba Semiconductors”).

Magnetic data storage, the hard-disk drive industry, and spintronics, the use
of spins for logic operations, are two main drivers behind the development of
modern magnetism. In both cases, magnetization dynamics is crucial. This is an
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intrinsic multi-scale problem, where the microscopic interactions (Hund’s coupling,
exchange interaction, and magneto-crystalline anisotropy) determine the macro-
scopic behavior. Such multi-scale approach is described here by Hertel (�Chap. 19,
“Applications of Multi-Scale Modeling to Spin Dynamics in Spintronics Devices”),
with a particular focus on how the various levels of theory are connected to each
other. A crucial aspect of the multi-scale description concerns the mechanisms
with which the energy is distributed between spins and vibrations. This provides
an important channel for dissipation, allowing the description of relaxation effects
and long-time dynamics. A microscopic approach to spin dynamics is provided in
the chapter of Evans (�Chap. 20, “Atomistic Spin Dynamics”), while Greaves
(�Chap. 21, “Ultra-fast Dynamics for Heat-Assisted Magnetic Recording”)
overviews the computation approach to investigate heat-assisted magnetic record-
ing, where heat fluxes are used to manipulate the local magnetization of a thin film.

A second channel for energy dissipation is provided by the interaction between
spins and electrical currents. This occurs mainly through exchange interaction and
so it pertains fast dynamics. At the atomic scale, current-to-spin interaction can
be used to investigate elementary magnetic excitations and the very nature of
the magnetic interaction. The main experimental tool here is scanning electron
microscopy, while theoretically a master equation approach, sometime informed by
electronic structure theory, is the method of choice. Choi and Lorente (�Chap. 22,
“Magnetic Impurities on Surfaces: Kondo and Inelastic Scattering”) provide a
complete view of these aspects. Finally, when a current is driven through a
nano- and/or meso-scaled magnet, macroscopic magnetization dynamics can be
induced. This can be generated by passing the current through a ferromagnet in
a vertical geometry (spin-transfer torque) or through materials with strong spin-
orbit interaction in a planar configuration (spin-orbit torque). These aspects and
their microscopic description are overviewed by Nikolic and coworkers (�Chap. 23,
“First-Principles Quantum Transport Modeling of Spin-Transfer and Spin-Orbit
Torques in Magnetic Multilayers”).

2 Conclusion

Magnetism underpins many technologies, which support our modern way of life.
These range from magnetic-data storage devices to electrical motors and turbines
to nonvolatile memories. Intriguingly, the different technologies exploit different
aspects of magnetism, such as the dynamics of the magnetization or the interaction
between electrical currents and the spins. The description of these requires a
range of theoretical tools spanning over length and time scales and constructed
at different level of approximation. This chapter reviews some of the theoretical
attempts to understand the magnetic order and provides an overview of how theory
and modelling can facilitate, and sometime drive, the development of high-end
applications.
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Abstract

Magnetic materials have underpinned human civilization for at least one mil-
lennium and now find applications in the most diverse technologies, ranging
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from data storage, to energy production and delivery, to sensing. Such great
diversity, associated to the fact that only a limited number of elements can sustain
a magnetic order, makes magnetism rare and fascinating. The discovery of a new
high-performance magnet is often a complex process, where serendipity plays an
important role. Here we present a range of novel approaches to the discovery and
design of new magnetic materials, which is rooted in high-throughput electronic
structure theory and machine learning models. Such combination of methods has
already demonstrated the ability of discovering ferromagnets with high Curie
temperature at an unprecedented speed.

1 Why New Magnets?

Magnetism is one of the most fascinating macroscopic orders of matter, and it is
deeply rooted in quantum mechanics. The Hund’s coupling is responsible for the
formation of local magnetic moments, m, often localized close to the atomic nuclei,
while the exchange interaction, J , makes the moments interacting to each other. This
is them-J paradigm that, together with spin-orbit interaction, generates a multitude
of magnetic orders and phenomena.

The formation of the magnetic moment in the solid state is a relatively rare event
among the elements of the periodic table. It is possible in 3d transition metals and
in 4f rare-earths, both with an open shell configuration. It is also found, although
more rarely, in some 4d ions. Light elements, presenting 2p valence orbitals, form
close shell compounds. Therefore, despite presenting large Hund’s coupling, they
can sustain a moment only in their radical form, and the possibility of long-range
magnetic order remains associated to extremely defective compounds, and it is
surrounded by skepticism and debate (Magda et al. 2014). Finally, for heavier
elements the valence shell is too delocalized, and m does not form (Janak 1977),
with the exception of some low-dimensional structures (Moruzzi and Marcus 1989;
Requist et al. 2016).

Once the moments are formed, there are many possible mechanisms to couple
them to each other, depending on the details of any given material and in particular
on its position with respect to the metal/insulator boundary (Coey 2009). Magnetic
moments in metals usually couple by mean of interactions mediated by itinerant
electrons, such as the RKKY or the double-exchange ones. These lead to a
ferromagnetic order. At the same time, there are mechanisms, such as magnetic
super-exchange, which are mostly active in the insulating regime and may produce
an antiferromagnetic order. Such rules, however, are not general and the actual
magnetic coupling is very sensitive to details. The local chemical environment, the
crystal structure, the density of magnetic ions, etc. all may play a critical role so
that it is not uncommon to find also ferromagnetic insulators (Wohlfarth 1980) and
antiferromagnetic metals (Wadley et al. 2013). In general, however, it is a fact that
magnetism is relatively rare in the materials world, with only about 4,000 inorganic
compounds among the 100,000 known to date (ICSD 2018) presenting a magnetic
order of some kind.
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There are several good technological reasons to extend the available menu of
magnetic materials. Firstly, there is a growing number of applications that rely on
high-performing magnets for which the ideal compound is yet to be discovered or
needs to be “rediscovered.” Room-temperature applications, of any kind, require a
magnetic ordering temperature in excess of 300 ◦C, a value that ensures stable oper-
ation in the temperature range −50 ◦/+120 ◦C. Only about 400 magnets meet such
criterion. Furthermore, specific applications dictate several other conditions. For
instance, permanent magnets should maximize the magneto-crystalline anisotropy,
K1, and the total magnetization, MS, so that energy product is large. At the same
time, they should be made of elements abundant in the earth crust. In contrast,
element criticality is less problematic for the magnets employed by the data storage
industry (e.g., Pt is used), but these need to be grown on desired substrates; their
grain structure needs to be highly optimized and so does their magnetic hysteresis.
Furthermore, changes in technology may generate novel requirements. For instance,
it is likely that the advent of heat-assisted magnetic recording may add constrains
on the thermal properties of the magnetic recording media.

Sometimes the demand for a new magnet is not dictated by a new technological
need. For instance, Nd2Fe14B-based magnets currently cover about 90% of the
permanent magnets market, with the remaining share also being largely occupied
by rare-earth-containing compounds (e.g., Sm-Co alloys). The average price of
a kilogram of neodymium metal was US$8 in 2006, US$56 at the end of 2010,
US$450 in 2011, and then fell to US$125 in September 2012. Price volatility is a sig-
nificant issue for all those applications requiring large volumes of raw elements (an
electric vehicle requires about 3 kg of Nd-Fe-B, a direct-drive wind generator about
250 kg), where steady supply is key. Importantly, the rare-earth prize volatility is
not associated to fluctuations in the mining production but to commercial strategies
between producers and retailers. Such economical geopolitical constraint is the main
driver toward a worldwide effort in developing rare-earth-free permanent magnets.

Finally, in addition of being rare and technologically important, magnetism is
complex and often defies our physical/chemical intuition. A good example is given
by SrTcO3 (Rodriguez et al. 2011). This is a distorted cubic perovskite displaying a
G-type antiferromagnetic order with the remarkably high Néel temperature of TN =
750 ◦C. SrTcO3 is unusual from several points of view. Tc is the magnetic element,
one of the few displaying a local moment among the 4d transition metal series and
highly radioactive. The Néel temperature is exceptionally high with only a handful
antiferromagnets having TN above 500 ◦C. Finally, the chemical substitution of
Tc with elements in its neighborhood in the periodic table produces only low-
temperature antiferromagnets (SrCrO3, SrMnO3 and SrFeO3), one low-temperature
ferromagnet (SrRuO3), and a diamagnetic compound (SrMoO3). As such, the
strong antiferromagnetism of SrTcO3, which is due to a subtle interplay between
p-d hybridization and Jahn-Teller distortion (Franchini et al. 2011), appears as a
singularity in our magnetic materials landscape.

Given magnetism complexity, the variety of microscopic mechanisms at play, and
the subtle sensitivity to details, it is not surprising that the “traditional” trial and error
approach to the discovery/design of new magnets has a pretty low throughput. This
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has been recently challenged by two completely new approaches to materials dis-
covery, namely, high-throughput electronic structure theory (HTEST) and machine
learning (ML) methods. In this new framework, one aims at accelerating the
discovery process by performing an extremely large volume of ab initio calculations,
which are directed by astute ways for navigating large datasets and identifying
patterns among the data. Here we will review such new materials discovery strategy
with a particular emphasis on the problems and requirements associated with the
magnetic interaction. We will take the discovery of novel magnetic Heusler alloys
as prototype, since this is the materials class where most of the work has focused
to date (Sanvito et al. 2017). A large part of the methodology described here is
based on the AFLOW project, which is discussed in detail in a chapter of the
MTM set (volume 3) of this handbook (Chap. 82, “The AFLOW Fleet for Materials
Discovery”).

2 The High-Throughput Approach to Materials Discovery

2.1 General Principles

In general there are three steps common to all the attempts at HTEST (Curtarolo
et al. 2013): (1) the creation of large dataset of computed materials properties, (2) the
organization of such calculations in easy-to-access databases, and (3) the screening
of the databases in the search of new materials with desired properties or of new
rules for designing novel compounds. Let us discuss these three steps in some detail.

Creating large datasets of computed materials properties imposes a number of
choices, which somehow determine the further capability of the entire scheme.
One strategy consists in producing highly standardized and curated data. Here one
decides the level of theory to use and no data are accepted unless they satisfy
some stringent criteria. A rather popular choice is that of using density functional
theory (DFT) in either the local density or the generalized gradient approximation
(LDA and GGA). These ensure enough accuracy, in particular in terms of total
energies and elementary linear-response properties, and most importantly the
possibility of a high throughput. The convergence parameters (cutoff energies, k-
point sampling, force tolerance, etc.) are also highly standardized, so that total
energies can be computed across different chemical compositions, structures, and
unit cell sizes. Almost all the most popular databases are produced in this way.
These include AFLOW.org (Curtarolo et al. 2012b), Materials Project (Jain et al.
2013), OQMD (Kirklin et al. 2015), and 2D (Rasmussen and Thygesen 2015).
A second strategy consists in accepting all possible data, regardless of the source
(the particular electronic structure theory code used) and the level of theory (e.g.,
different exchange correlation functionals). The convergence criteria are usually
monitored, but stringent tests making different computational platforms compatible
with each other are still under development. Typically the data are much more
difficult to compare, but the database volume can grow significantly larger than in
the case of highly curated data, since it benefits from a large user base. Examples of

https://doi.org/10.1007/978-3-319-44677-6_63
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this strategy are the Harvard Clean Energy (Hachmann et al. 2011) and the NoMaD
projects (Ghiringhelli et al. 2017).

Common to all the strategies is the necessity to deal with large volumes of
calculations produced by several users, often with a rather diverse geographical
distribution, and the necessity to store the data in easy-to-access databases. This
requires efficient managers to run the calculations, check for convergence, create
the appropriate entries for the database, and analyze the data. Again one can adopt
different strategies for performing this task. On the one hand, there are examples
of a single software platform that performs all these tasks, as, for instance, the
AFLOW code (Curtarolo et al. 2012a). On the other hand, one can construct a suit
of tools (often written in python), which handle the different tasks, as, for instance,
the Aiida platform (Pizzi et al. 2016). The main advantage of the first strategy is the
efficiency and the high level of curation, while that of the second is the flexibility of
the platform. In both cases the databases are usually accessible through a graphical
web interface and a back end suitable for data processing.

Creating large datasets of computational data strictly speaking is not a necessity.
In principle one can replace those with experimental data and navigate them with
a variety of machine learning tools (see the second part of this chapter). However,
although the materials science community produces annually an enormous volume
of data, these are communicated via scientific publications in a rather narrative form.
As such the experimental data are extremely fragmented and difficult to harvest.
There is also a multitude of curated databases, but most of them are proprietary
and typically focused only on a limited number of properties (e.g., crystal structure,
thermochemistry, etc.). Crystallographic databases are probably the only exception,
and projects like ICSD (2018) and the crystallographic open database (Grazulis et al.
2009) currently enjoy a great popularity.

Finally, one needs to develop tools to navigate the databases. Here the central
role is played by the descriptors. A descriptor is an easy-to-calculate property that
defines a material. This can be a direct observable (e.g., the quasiparticle gap, the
bulk modulus, etc.) or a quantity that acts as a proxy for a given property, such
as the effective mass as a proxy for the mobility of a semiconductor. Descrip-
tors are constructed directly from the elementary electronic properties computed
with the chosen electronic structure theory. Their definition usually reflects the
understanding of a property from a given community. Examples of descriptors are
the high-throughput topological insulator robustness for the discovery topological
insulators (Yang et al. 2012), the GIBBS method for thermal conductivity (Toher
et al. 2014), the spectroscopic limited maximum efficiency of light-harvesting
materials (Yu and Zunger 2012), etc.

2.2 Constructing Magnetic Libraries: Heusler Compounds

In short the HTEST strategy to the discovery of new materials consists in generating
large libraries of hypothetical compounds and then in evaluating their properties,
including the likelihood of these compounds to be made. Again, the criteria
used to generate such initial libraries vary significantly depending on the targeted
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Fig. 1 Critical ordering temperature, either Curie or Néel, for known (a) ferromagnets and (b)
antiferromagnets as a function of the materials space group. Note that magnetic order seems to be
more favorable for high space group numbers, namely, for high-symmetry cubic crystals. This is
the region in the space group space where we find the magnets with the highest critical temperatures

properties. For instance, one can select a specific crystal structure and try all
possible chemical compositions compatible with that structure, sometimes imposing
additional constraints such as the total valence electron count (Yan et al. 2015).
Magnetic compounds are distributed over a broad range of space groups (see Fig. 1)
and, in addition to the limited number of magnetic ions, contain a large variety of
nonmagnetic elements. As such establishing a stringent criterion for generating a
library of magnetic prototypes is not straightforward. One possible criterion is to
look at classes of compounds where the incidence of magnetism is high, as, for
instance, in transition metals/rare-earth intermetallics (Dam et al. 2017).

Here we will describe a less selective criterion, namely, a library of Heusler
alloys (Sanvito et al. 2017), a prototypical family of ternary compounds populated
with several high-performance magnets (Graf et al. 2011). In their most common
form, Heusler alloys are cubic compounds consisting of four interpenetrating fcc
lattices. The so-called regular Heusler alloy, X2YZ (Cu2MnAl-type), crystallizes
in the Fm3̄m cubic space group (No. 225), with the X atoms occupying the 8c
Wyckoff position (1/4, 1/4, 1/4) and the Y and Z atoms being, respectively, at
4a (0, 0, 0) and 4b (1/2, 1/2, 1/2). The Y and Z elements form an octahedral-
coordinated rock-salt structure, while the X atoms occupy the tetrahedral voids
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Fig. 2 Possible Heusler alloys: (a) regular Heusler, (b) inverse Heusler, and (c) half Heusler. In
panel (d) we show the tetrahedral F 4̄3m cell used to construct the electronic structure database. (e)
Ternary convex hull diagram for Al-Mn-Ni. Note the presence of the stable HA, Ni2MnAl. (Figure
from Sanvito et al. 2017)

(see Fig. 2a). Alternatively, in the inverse Heusler structure, (XY )XZ (Hg2CuTi-
type), now X and Z form the rock-salt lattice, while the remaining X and Y atoms
fill the tetrahedral sites (Fig. 2b), so that one X atom presents sixfold octahedral
coordination, while the other has fourfold tetrahedral coordination. Finally, one can
also have the so-called half Heusler alloy, XYZ (MgCuSb-type). This is obtained
by removing one of theX atoms from the regular type, thus leaving a vacancy at one
of the tetrahedral sites (Fig. 2c). The Wyckoff positions are now 4a (0, 0, 0), 4b (1/2,
1/2, 1/2), and 4c (1/4, 1/4, 1/4), respectively, for X, Y , and Z. The minimal unit cell
describing all three types can be constructed as a tetrahedral F 4̄3m cell, containing
four (three for the case of the half Heusler) atoms (Fig. 2d). Such a cell allows for a
ferromagnetic spin configuration and for a limited number of antiferromagnetic and
ferrimagnetic ones.

Note that it is not uncommon for Heusler alloys to have a significant amount
of site-occupation disorder. In this case there is a special classification depending
on the particular sites where the disorder takes place, as illustrated in Table 1 for
the complete Heusler alloys and in Table 2 for the inverse ones. Modeling site-
occupation disorder is a notoriously challenging problem in ab initio studies due
to computational costs, although recent developments look promising for future
investigations (Yang et al. 2016). Finally, it is worth mentioning that there exist
a number of Heusler alloys presenting significant tetragonal distortion. These are
usually associated to Mn-containing compounds, in particular with the Mn2YZ

composition (Faleev et al. 2017), and they are interesting since they can potentially
display large magneto-crystalline anisotropy.
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Table 1 Site occupancy and general formula for different atomic orders of Heusler compounds.
The notations according to the Inorganic Crystal Structure Database (ICSD), the Strukturberichte
(SB), the Pearson database, as well the space group are given. (Table adapted from Graf et al. 2011)

Site occupancy Formula Type (ICSD) SB Pearson Space group

X,X′, Y, Z XX′YZ LiMgPdSn Y cF16 F 4̄3m (No. 216)

X = X′, Y, Z X2YZ Cu2MnAl L21 cF16 Fm3̄m (No. 225)

X,X′ = Y,Z XX′2Z CuHg2Ti X cF16 F 4̄3m (No. 216)

X = X′ = Y,Z X3Z BiF3 DO3 cF16 Fm3̄m (No. 225)

X = X′, Y = Z X2Y2 CsCl B2 cP2 Pm3̄m (No. 221)

X = Y,X′ = Z X2X
′
2 NaTl B32a cF16 Fd 3̄m (No. 227)

X = X′ = Y = Z X4 W A2 cI2 Im3̄m (No. 229)

Table 2 Site occupancy and general formula for differently ordered half-Heusler compounds.
The notations according to the Inorganic Crystal Structure Database (ICSD), the Strukturberichte
(SB), the Pearson database, as well the space group are given. Wyckoff position 4d (3/4, 3/4, 3/4)
denotes the second tetrahedral lattice site, which is void in ordered materials. (Table adapted from
Graf et al. 2011)

Site occupancy Formula Type (ICSD) SB Pearson Space group

4a, 4b, 4c XYZ LiAlSi C1b cF16 F 4̄3m (No. 216)

4a = 4b, 4c XZ2 CaF2 C1 cF12 Fm3̄m (No. 225)

4a, 4b, 4c = 4d X2YZ Cu2MnAl L21 cF16 F 4̄3m (No. 216)

4a = 4b, 4c = 4d XY CsCl B2 cP2 Pm3̄m (No. 221)

4a = 4c, 4b = 4d YZ NaTl B32a cF16 Fd 3̄m (No. 227)

4a = 4b = 4c = 4d X W A2 cI2 Im3̄m (No. 229)

We have constructed a library of potential Heusler alloys by considering all
possible combinations of three elements chosen from the 3d, 4d, and 5d periods
and from the groups III, IV, V, and VI. These include Ag, Al, As, Au, B, Ba, Be,
Bi, Br, Ca, Cd, Cl, Co, Cr, Cu, Fe, Ga, Ge, Hf, Hg, In, Ir, K, La, Li, Mg, Mn, Mo,
Na, Nb, Ni, Os, P, Pb, Pd, Pt, Re, Rh, Ru, Sb, Sc, Se, Si, Sn, Sr, Ta, Tc, Te, Ti,
Tl, V, W, Y, Zn, and Zr. We have thus avoided rare-earth elements, since in the last
decade their price has been volatile on the market, so that the search for rare-earth-
free magnets has become a sought-after target. If one considers all the possible
stoichiometry compatible with the elements chosen and all the available crystal
structures (regular, inverse, and half Heusler), a total number of 236,115 prototypes
will be reached. Their electronic structure has been computed at the AFLOW
standard, namely, by DFT with the GGA parameterized by Perdew et al. (1996).
The DFT platform is VASP (Kresse and Furthmuller 1996), and the convergence
criteria is quite stringent, namely, the convergence tolerance is 1 meV/atom and
the typical Brillouin zone sampling is over a dense grid of 6,000–10,000 k-points
per reciprocal atom (Calderon et al. 2015). The structures are fully relaxed, and in
general the electronic structure is initialized in such a way to have the maximum
possible spin. This gives a unit-cell ferromagnetic initial configuration whenever
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the unit cell contains more than one magnetic ion. The calculations are performed
without spin-orbit interaction. More details about the computational method are
reported in Calderon et al. (2015).

2.3 The Descriptors

2.3.1 Energy-Related Descriptors
The very first property that one usually wishes to monitor in the HTEST protocol is
the likelihood that a particular compound can be grown. The appropriate descriptor
is then the Gibbs free energy,G = H −ST , whereH is the enthalpy, S the entropy,
and T the temperature. If G can be calculated, then all thermodynamically stable
compounds can be identified, leaving out only those possible in the form of long-
living metastable phases. However, the calculation of the Gibbs free energy is too
demanding to be carried out in a high-throughput framework, so that in general one
chooses to evaluate quantities related only to the DFT total energy.

A very crude but yet selective criterion is given by the enthalpy of formation.
For the Heusler X2YZ one has to check that its enthalpy, HX2YZ , is lower than the
sum of the enthalpies of formation of its elementary constituents, namely, ΔH =
HX2YZ−(2HX+HY+HZ) < 0. For instance, for Ni2MnAl, a now well-established
magnetic shape memory alloy (Ziebeckt and Webster 1975), one has to check that
HNi2MnAl is lower than the sum of the enthalpies of formation of fcc Ni, Mn, and Al,
their energy-lowest structures. As a further approximation, the enthalpy of formation
is replaced by the DFT total energy.

A second, much more stringent, stability criterion is obtained by constructing
for every three elements the convex hull diagram of the associated ternary com-
pounds (Lukas et al. 2007), Descriptor 1. This essentially consists in establishing
whether the enthalpy of formation of X2YZ is lower than that of all the possible
binary and elementary decompositions, for instance, XY+XZ, X2Y+Z, XYZ+X,
etc. Again by taking the example of Ni2MnAl, we find that it is stable against
all possible decompositions along the Al-Mn-Ni convex hull diagram, which
is presented in Fig. 2e. The most stable structure is the regular Heusler with
a formation energy of −404 meV/atom, but there are also three unstable ones
with �H < 0, namely, Mn2NiAl (�H=−209, 121 meV/atom above tie-plane),
NiMnAl (�H=−39, 400 meV/atom above tie-plane), and Al2MnNi (�H=−379,
100 meV/atom above tie-plane). Such three unstable structure, all with �H < 0,
clearly prove that the enthalpy of formation alone says little about the stability of a
given compound. It is also worth to mention that even the convex hull, as calculated
so far, provides only an incomplete descriptor for the thermodynamical stability. In
fact, in principle one has also to check possible decompositions involving alternative
ternary compounds. Furthermore, once a ternary material is predicted stable, there
is still the possibility that the ground state crystal structure is not a Heusler type.
As such, once a stoichiometry has been predicted stable against decomposition, one
should perform further crystal structure prediction calculations. Possible methods
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include random sampling (Pickard and Needs 2011), genetic algorithms (Oganov
and Glass 2006), or targeted sampling (d’Avezac et al. 2012).

One has to consider that the probability of finding new ground states per alloy
reduces with increasing the number of species. This can be seen by performing a
phase stability experiment in the thermodynamic data available in the AFLOW.org
repository (Curtarolo et al. 2012b), which is performed by calculating all the
available binary, ternary, quaternary, etc. convex hulls (Lukas et al. 2007). The
enthalpies can then be analyzed, and the average gain in enthalpy with respect
to the number of species N , δH(N) ≡ H(N) → (N + 1), decreases with
N . This quantity competes against the disorder state, unavoidably promoted by
configurational entropy going as ≈log(N). If follows that, in our case ternary case,
the existence/absence of a ternary compound depends mostly on decomposition
in binaries than in competition by other ternaries. As such, a first-order stability
analysis, based on simply checking binaries, will be an appropriate approach
capable to weed out most of the uninteresting compositions.

Additional energy-related descriptors can be defined, depending on the properties
and materials class that one wants to investigate. In general, it is useful to have an
idea on how robust is the thermodynamical stability of a compounds. This can be
estimated by calculating the enthalpy of formation relative to that of the most stable
balanced decomposition. If such difference is around kBT at room temperature
(kB is the Boltzmann constant, kBTRT = 25 meV), then one usually defines the
material as robustly stable (Sanvito et al. 2017). This descriptor, Descriptor 2, is
denoted as �kT .

Finally, considering that Heusler alloys are often prone to site-occupation
misplacement, it is useful to define a descriptor, Descriptor 3, which identifies the
tendency to disorder. This is the entropic temperature (Curtarolo et al. 2013; Hart
et al. 2013; Yong et al. 2014), TS, which is defined for a binary XY alloy as

TS = max
i

[
�H(XxiY1−xi )

kB[xi log xi + (1− xi) log(1− xi)]
]
, (1)

where i counts all the stable compounds in the XY binary system. In prac-
tice TS measures the ability of an ordered phase to resist deterioration into a
temperature-driven, entropically promoted, disordered mixture. This is quantified by
the concentration-maximized formation enthalpy weighted by the inverse of its ideal
entropic contribution (random alloy). By convention we choose the sign of TS so
that a positive temperature is needed for competing against the compound stability
(TS < 0 if �H > 0), and one expects TS → 0 for a compound spontaneously
decomposing into a disordered mixture.

In Eq. (1), the curvature of the iso-max ideal-latent heat locus can be seen as a
descriptor of the (ideal) entropy that a system can absorb upon nucleation in a single
phase and internal reorganization containing ideal disorder. As such, it is a viable
descriptor to tackle the unavoidable entropy stabilization happening in half Heuslers
(entropy of vacancies) or in full Heuslers (entropy of species permutations). In these
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systems, disorder might overcome enthalpy stabilization and lead to stable solid
solutions unobtainable with prediction algorithms mentioned above.

2.3.2 Magnetic Descriptors
A magnet can be defined as “high-performing,” when it presents a range of
electronic and magnetic properties particularly suitable for a given application.
Thus, for instance, a high-performing permanent magnet will need to score high
against descriptors different from those of a magnet designed for magnetocaloric
applications (Coey 2009). Some magnetic descriptors are observables and can be
extracted directly from the DFT calculations. This is, for instance, the case of
the magnetic moment, m (Descriptor 4), which can be directly compared with
the experimental saturation magnetization. In the case the magnet is screened for
spintronics applications (for magneto-transport), it is important to assess its spin
polarization at the Fermi level. This is defined as (Descriptor 5)

PαF =
n
↑
F(v

↑
F )
α − n↓F(v↓F )α

n
↑
F(v

↑
F )
α + n↓F(v↓F )α

, (2)

where nσF and vσF are, respectively, the density of states (DOS) at the Fermi level and
the Fermi velocity for the spin-σ sub-band. In general, PαF describes the degree of
spin polarization of the current that the material can sustain in different transport
conditions (Mazin 1999). Here P = 1 indicates that only one spin species is
responsible for the electron transport (Coey and Sanvito 2004). Note that different
values of α characterize different transport experiments. For instance, α = 0 is for
tunneling, α = 1 for ballistic transport, and α = 2 for diffusive. Note also that PαF
is a direct observable only for α = 0 (e.g., with a spectroscopical measurement).

There are also magnetic descriptors, whose definition requires additional DFT
calculations, possibly combined with other theories. This is, for instance, the case
of the magneto-crystalline anisotropy (MCA – Descriptor 6), which measures the
ability of a magnet to maintain the magnetization direction fixed in space. The MCA
contributes to the hysteresis of a magnet, but it is difficult to isolate from other
contributions to the total anisotropy (e.g., shape anisotropy). Computing the MCA
is in general involved as it requires highly accurate total energy or perturbation
theory calculations including spin-orbit interaction (Bloński and Hafner 2009).

Finally, common to all magnets is the critical ordering temperature, TC (Curie or
Neél), Descriptor 7. This requires knowledge of the compound magnetic excitation
spectrum, namely, of the susceptibility, χ . There are several ways to determine such
quantity and all require significant additional work. One of such possibilities is
that of using time-dependent DFT (Savrasov 1998), which is capable of describing
both Stoner excitations and spin waves. In the case the excitation spectrum is
dominated by spin waves, a popular choice is that of performing a series of DFT
total energy calculations for different magnetic configurations and mapping these
onto a Heisenberg model of some kind. There are several different approaches to
perform both the mapping and the total energy calculations, including magnetic
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force theorem (Oswald et al. 1985), spin spirals (Sandratskii 1986), and collinear
multi-configurations (Archer et al. 2011). Finally, usually TC is computed either by
using mean-field theory or with Monte Carlo simulations.

2.4 Analysis

Out of the 236,115 prototypes contained in our Heusler alloys library, only 35,602
have a DFT energy lower than the sum of that of their elementary phases, namely,
they satisfy the condition �H < 0. These 35,602 include 6,778 compounds with
a magnetic ground state. Such an estimate can be slightly conservative. In fact we
are able to describe only those magnetic phases, where the magnetic cell is the
same as the primitive one. This clearly excludes many potential magnetic solutions,
in particular complex antiferromagnetic and ferrimagnetic phases, which are often
found in some of the magnetic Heuslers (Rode et al. 2013). Furthermore, we may
expect that the ferromagnetic DFT initialization may force final ferromagnetic
solutions to otherwise antiferromagnetic ground states, i.e., the DFT run may
converge to a local minimum. In any case 6,778 potentially new magnets is an
extraordinary large number, since only 4,000 magnets are known to date.

The application of Descriptor 1, however, reduces drastically such number.
Since the construction of the ternary convex hull diagrams requires a significantly
large number of calculations, we have initially limited our analysis to intermetallic
prototypes, namely, to Heusler structures made of 3d, 4d, and 5d elements only.
These are 36,540 in total, but only 248 are on the convex hull; hence only 248 are
predicted stable. Most importantly only 20 have a magnetic ground state, meaning
that the incidence of stable magnetism in our Heusler library has to be estimated
to be around 0.05%. A close look at the newly predicted magnetic Heusler alloys
reveals that, with the exception of Rh2FeZn, only three families are found, namely,
Co2YZ, Mn2YZ and X2MnZ.

The Co2YZ family is perhaps the most interesting; it contains already 25 known
compounds all lying on the Slater-Pauling curve (Graf et al. 2011) and houses
several half-metals. Our search found four new stable alloys, namely, Co2VZn,
Co2NbZn, Co2TaZn, and Co2MnTi. The first three have the low valence electron
count of 25, while for Co2MnTi this is large, 29. The numerical regression used
to evaluate TC correctly places these four on the Slater-Pauling curve, as shown in
Fig. 3, and predicts Co2MnTi to have the remarkable TC of 940 K. The other three
new compounds have all a TC around 200 K, but two of them become nonmagnetic
upon tetragonal distortion leaving only Co2VZn magnetic (predicted TC ∼ 228 K).

Five Mn2YZ compounds populate the second family, namely, Mn2PtRh,
Mn2PtCo, Mn2PtPd, Mn2PtV, and Mn2CoCr. In general Mn2YZ alloys are found
to crystallize in the regular Heusler structure if the atomic number of the Y ion is
smaller than that of Mn, Z(Y ) < Z(Mn), and the inverse one for Z(Y ) > Z(Mn).
This, however, is valid when one element from the main groups occupies the 4c
position. In our case of intermetallic Heuslers, we find that the regular Fm3̄m
structure is always the ground state, regardless of the chemical composition.
Furthermore, all the new compounds present some degree of antiferromagnetic
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Fig. 3 Slater-Pauling curve for magnetic Heusler alloys of the form Co2YZ. The magnetic
moment per formula unit,m, is plotted against the number of valence electron,NV, in the left panel,
while TC is displayed on the right. Red symbols correspond to predicted HAs while the black ones
to existing materials. For the sake of clarity, several compounds have been named collectively on
the picture. Co2AB 1 (Co2FeGa, Co2FeAl, Co2MnSi, Co2MnGe, Co2MnSn), Co2AB 2 (Co2TaAl,
Co2ZrAl, Co2HfGa, Co2HfAl, Co2TaGa), Co2AB 3 (Co2ZrAl, Co2HfAl, Co2HfGa, Co2TaGa).
(Figure from Sanvito et al. 2017)

coupling, which results in either a zero-moment ground state when Mn is the only
magnetic ion, and in a ferrimagnetic configuration when other magnetic ions are
present. No estimate of TC is possible in this case since there are no data for regular
Mn2YZ alloys to run the regression against.

Finally, we have found several X2MnZ compounds (13), most of them including
a 4d ion (Ru, Rh, and Pd) in the tetrahedralX position. In general, these compounds
have a magnetic moment per formula unit ranging between 4 and 5 μB, consistent
with the nominal 2+ valence of Mn in octahedral coordination. The regression, run
against 18 existing compounds of which 13 are with X=Ru, Rh, or Pd, establishes a
correlation between the Mn-Mn nearest neighbor distance, dMn−Mn, and TC. This
effectively reproduces the empirical Castelliz-Kanomata curves (Castelliz 1955;
Kanomata et al. 1987) and returns us the prediction that none of the X2MnZ alloys
will display a TC exceeding 500 K.

The final and ultimate validation of the high-throughput approach must come
from an experimental lab. With this in mind, we have attempted the growth
of four newly predicted alloys, namely, Co2MnTi, Mn2PtPd, Mn2PtCo, and
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Mn2PtV. Co2MnTi is chosen because of its high Curie temperature, while among
the Mn2-based alloys, we have selected two presenting a ferrimagnetic ground
state (Mn2PtCo and Mn2PtV) and one meeting the stringent robustness criterion
(Mn2PtPd). Details of the growth and magnetic characterization can be found in
Sanvito et al. (2017).

Two of the four Heusler alloys have been successfully synthesized, Co2MnTi
and Mn2PtPd, while the other two, Mn2PtCo and Mn2PtV, decompose into binary
compounds (notably in both cases, one of the products of the decomposition was an
intermetallic with a very large unit cell, and it was not included in our database).
Co2MnTi was found to crystallize in the regular Fm3̄m Heusler structure with a
lattice parameter, a = 5.89 Å in close agreement to the predicted one, a = 5.84 Å.
Most strikingly the TC extrapolated from the zero-field cooled magnetization curve
in a field of 1 T is found to be 938 K, essentially identical to that predicted by our
regression, 940 K. This is a remarkable result, since to our knowledge it is the
first time that a new high-temperature ferromagnet has been discovered by high-
throughput means.

Also Mn2PtPd was found to be a single phase without evidence of decomposi-
tion. X-ray diffraction reveals that the structure is that of a tetragonally distorted
regular Heusler (I4/mmm – TiAl3-type) with lattice parameters a = 4.03 Å and
c = 7.24 Å. Magnetization curves at room temperature and 4 K show no hysteresis
or spontaneous magnetization indicating that the compound is antiferromagnetic at
low temperature.

3 Machine Learning for Materials Discovery

The general concept underpinning machine learning methods for materials science
is relatively simple. One wishes to establish relations between known microscopic
features, including chemical and perhaps structural information, with a number
of physical/chemical properties. In practice the machine learning model, fML,
defined as

fML : �v = ({Zi}, NV, . . .)→ p, (3)

associates to a feature vector, �v, the property p. Then, �v contains information
such as the atomic numbers, {Zi}, of the elements in a compound; the number of
valence electrons, NV; etc. The machine learning models are purely numerical and
do not require any particular physical knowledge of the property under investigation.
There is a multitude of algorithms available, going from simple linear regression
to complex neural network schemes (Shalev-Shwartz and Ben-David 2014; Hastie
et al. 2013). These can deliver a classification, namely, they can sort materials in
classes or the continuous value of a given property (e.g., the Curie temperature of
a ferromagnet). The standard procedure in creating a machine learning model is to
train the model over a given subset of data, the training set, and then to evaluate
the quality of the learning by predicting the property of data never seen before, the
test set.
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There are a number of issues related to machine learning applied to materials
science, which are relatively general to any algorithm and property. The first
concerns the many possible ways to represent the feature vector, which should
satisfy a number of criteria. In particular the feature vector should be continuous for
small variations in the features, with two materials having the same representation
only if their target properties are identical. This criterion essentially establishes
a notion of similarity across the materials space. For instance, if one seeks at
describing a property that strongly depends on the number of valence electrons,
elements are represented by their group in the periodic table better then by their
atomic number. In fact, Si and Ge will have the same representation when using
the group (both in group IV), while they will appear as rather distant if the atomic
number is considered (14 for Si and 32 for Ge). The representation of the crystal
structure poses particular problems. The space group, for instance, is difficult to use,
since tiny distortions from a high-symmetry structure (high space group number)
may result in a space group with a rather low number. Furthermore, whatever
representation one chooses, it should be both translational and rotational invariant
and should be insensitive on the choice of the unit cell (for solids). Note that these
criteria associated to the feature vector are not stringent conditions in general. In
principle a solid machine learning model based on an extremely large number
of data should be able to establish patterns among the data even if the distance
between different feature vectors does not follow an intuitive physical/chemical
metric. Unfortunately the materials space is not large, so that using feature vectors
with the properties described above is highly desirable.

The second issue is related to the so-called curse of dimensionality, which
establishes that as the dimension of the feature space gets larger, the number
of possible distinct configurations increases exponentially. In other words the
density of points needed to extrapolate the data in a multidimensional space grows
exponentially with the dimension of the space itself. This essentially means that
in order to obtain the same quality of learning, the number of data needed grows
exponentially with the dimension of the feature vector, i.e., adding more information
to the feature vector may decrease the change to establish patterns in the data.
In materials science the curse of dimensionality is a serious issue for two main
reasons. Firstly, the chemical materials space is large but not huge. Secondly, the
availability of experimental data is limited by the fragmentation of the various
databases, and the fact that results are communicated in scientific publications,
which are little data oriented. This has two main consequences. Firstly, most of the
machine learning studies to date train on theoretical data (as the ones contained in
AFLOWLIB.org) (Isayev et al. 2017) and not experimental ones, though predictions
show to be consistent with the experimental results. Secondly, one has to design
machine learning algorithms, where the dimension of the feature vector remains
small (Ghiringhelli et al. 2015).

When applied to magnetism, the use of machine learning models remains very
limited. Here we will present two illustrative examples, looking, respectively, at
predicting the magnetic moment of Fe-containing Heusler alloys and at sorting
tetragonally distorted ones into hard and soft magnets. Other examples of machine
learning approaches to magnetism include the identification of novel magnetic
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Fig. 4 The local coordination of the atomic sites in a Heusler alloy. The neighbors of the central
Fe atom form two shells of different symmetry. Atoms belonging to the nearest neighbor shell,
shown in blue, coordinate the central atom tetrahedrally. The next nearest neighbor shell is made
out of six (green) atoms and has octahedral symmetry. (Figure adapted from Žic et al. 2017)

phases with enhanced magnetic anisotropy (Kusne et al. 2014), the discovery of
intermetallic compounds (Oliynyk and Mar 2018), and the prediction of the Curie
temperature of transition-metal rare-earth compounds (Dam et al. 2017).

3.1 Magnetic Moment Predictions

We will now present a machine learning strategy to predict the magnetic moment of
L21 Fe-containing Heusler alloys (Žic et al. 2017) of theX2FeZ type. In general the
magnetic moment of 3d transition metals is highly localized and can be described
as atomic-like. This may get modified by the surrounding ions, which should be
then included into the definition of a suitable feature vector. We represent the local
structure by constructing clusters centered around the Fe ions as illustrated in Fig. 4.
The center of the cluster is occupied by Fe, the first coordination shell is populated
by ions X with atomic number Z1, while the second nearest neighbors are ions Z of
atomic number Z2.

A feature vector can then be defined as the following:

�v = ({Zi}, {r0i}, {Ni}, alat), (4)

where {Zi} are the atomic number of the ions in the cluster (i = 1, 2), {Ni} is their
valence, r0i is the distance between the central Fe ion and the i-th one, while alat is
the lattice constant of the relative Heusler compound.
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Fig. 5 Left panel – Magnetic moment of Fe, mFe (in μB), for a wide range of nearest neighbors
at a constant Wigner-Seitz volume (RWS = 2.7 bohr). The atomic number of the next nearest
neighbor, Z3, is color coded, while here we plot data as a function of the first nearest neighbor
atomic number, Z1. We can notice a linear increase of the magnetic moment across the transition
metal series which does not depend on Z3. The symbols are the DFT data, while the corresponding
machine learning trend is shown with the blue line. Right panel – a data sample containing a wider
range of main group elements. The data elucidates the origin of the oscillation in the machine
learning trend throughout the main group series. (Figure adapted from Žic et al. 2017)

We have then used such feature vector in a random forest regression algorithm
trained over a large number of Heusler alloys, whose electronic structure was
computed at the level of GGA-DFT (Žic et al. 2017). In fact, we have constructed a
number of machine learning models using feature vectors similar to that presented
here and capable of predicting the magnetic moment of an atom at the center of the
cluster of any type (not just Fe). After having noticed that the Fe magnetic moment
is little affected by the choice of Z2, as long as this crystal position is occupied by an
element belonging to one of the main groups, we have focused our attention on the
dependence of the Fe moment,mFe, over the Z1. In general we have discovered that
the valence of X determines mFe. In fact, if this is smaller than 8, then the moment
will decrease; otherwise it will increase. This trend is true for all the elements in the
3d and 4d periods, as shown in Fig. 5, so that the largest Fe moment is found when
X =Ni and Pd.

3.2 Anisotropy Analysis: Saving Computational Time

As a second example of machine learning methods applied to magnetism, we
describe here the construction of a classification scheme to sort out hard from
soft magnets (Žic 2017). The magnetic hardness of a compound is determined, at
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the microscopic level, by the magneto-crystalline anisotropy (Bloński and Hafner
2009). This is a well-defined quantity, which depends on the spin-orbit coupling
strength, the crystal structure, and the magnetic ion responsible for the magnetic
moment. In general it can be computed either by using perturbation theory or by
total energy differences. In both cases the calculation is delicate as it required an
extremely accurate evaluation of the Fermi surface. In fact, the anisotropy is very
sensitive to the occupation of the various d orbitals so that one needs to determine
the position of the Fermi energy at a high degree of accuracy. As a result sampling
the k-points over a very fine mesh is mandatory, and the calculations end up to be
quite time-consuming. Clearly, if one can construct a machine learning strategy to
the calculation of the magneto-crystalline anisotropy, the high-throughput analysis
of magnetic materials will become more feasible.

Our dataset was constructed from a Heusler alloys library, from which we have
selected about 300 compounds presenting a magnetization exceeding 0.5 μB/fu and
tetragonal distortion c/a �= 1. In this case the thermodynamical stability was not
considered so that the dataset includes both stable and unstable structures. The
magnetic anisotropy was then calculated at the level of DFT-GGA using magnetic
force theorem. These initial calculations have returned us magneto-crystalline
anisotropy values ranging between 0 and 15 MJm−3, although for most of the
compounds, the anisotropy is smaller than 8 MJm−3.

We have then constructed a machine learning model based on a ridge classi-
fier (Pedregosa et al. 2011) and different choices of feature vector. In particular the
best model uses the following vector:

�v = ({Zi}, {Ni}, {ζi}, {Mi}, V ), (5)

whereZi ,Ni , andMi are the atomic number, the number of valence electron, and the
local magnetic moment of the different species in X2YZ, respectively. In addition
V is the unit cell volume and ζi is a quantity associated to the spin-orbit coupling
strength (Dunn 1961). Importantly, the magnetic moments are estimated using a
generalization of the machine learning model described in the previous section (the
central atom does no longer need to be Fe) (Žic et al. 2017), so that the feature
vector does not comprise any quantities computed ab initio. We have then set the
magneto-crystalline anisotropy value of 0.8 MJm−3 as the boundary between hard
and soft magnets. This choice ensures that the population of hard and soft magnets
in our dataset is identical.

Although hard magnets are our target, we have decided to train the machine
learning model so to identify the soft ones. The reason behind such decision
is primarily related to the fact that hard magnets are scarce and the cost of
unintentionally dismissing a viable candidate is high. This means that a very
selective machine learning model will be able to predict reliably hard magnets
but will likely discharge many of them. We therefore choose a strategy where we
maximize the number of correctly identified soft magnets, namely, the true positive
rate (TPR), under the constraint that no hard magnet is mistaken for a soft magnet,
i.e., we aim to keep the false positive rate (FPR) as small as possible. This will select
the soft compounds and discharge both soft and hard.
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Fig. 6 Receiver operating
curve (ROC) for the two hard
magnet classifiers discussed
in the text (left). The area
under the curve (auc) is
indicated in the brackets. The
machine learning model
described in the text is clf 2,
while clf 1 represents a
second model with a different
choice of feature vector. The
dashed red line is for a
random classifier
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In Fig. 6 we present the receiver operating curve (ROC) for the machine learning
model described in the text (clf 2), for a second one constructed with a different
feature vector (clf 1) and for a random classifier (dashed red line). One can move
along the ROC by changing the decision value cutoff. Ideally one wishes the model
to be at the top left corner of the ROC, namely, to have a true positive rate of 100%
(all compounds with the desired property are selected) and a false positive rate of
0 (no compounds are misclassified). In a realistic machine learning model, this is
not possible and one has to take a compromise. In our case the best solution is that
of having a false positive rate of 0 and a true positive rate of around 60%. When
applied to soft magnets, this means that 60% of the soft magnets will be found
without an error, meaning that 30% of the total compounds in the dataset will be
correctly classified as soft (we consider a sample where the soft/hard ratio is 1).
For those one will not need to perform any further calculation. Clearly such result
becomes important if the dataset is very extended. Let us imagine, for the sake of
the argument, that one wishes to compute the magneto-crystalline anisotropy for all
the 236,000 Heusler alloys contained in the AFLOWLIB.org database. Our machine
learning scheme will then save about 79,000 calculations.

4 Conclusion

In this chapter we have described how high-throughput electronic structure theory
and machine learning strategies can accelerate the discovery and the design of new
magnets. This indeed is an area of magnetism, which is still in its infancy, but
that has already demonstrated a strong potential. At a first look, it appears that the
efficiency of the approach is not high and the most skeptical reader may argue that
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a more conventional trial and error approach can be more fruitful. This is true only
in part. There are, in fact, a few key points to be noted.

Firstly, one has to expect that as the databases grow, the need for further
calculations will be reduced. The mapping of the Heusler alloys thermodynamical
stability has certainly been a challenging computational undertaking. However, we
were able to conduct a first rapid screening of the intermetallic subset simply
because the data for binary compounds were already in the AFLOWLIB.org
database. It is particularly important to remark that many of these data were
generated for research projects completely different from the one described here,
meaning that data sharing is a unique asset of any high-throughput initiative.

The opposite argument is also valid, namely, our data have been useful not only to
discover new magnets but also for screening materials according to other properties.
For instance, the half Heusler library was investigated in the search of compounds
presenting low thermal conductivity (Carrete et al. 2014). This concept of “recycling
data” is indeed an important one, and certainly the success of the method needs to
be evaluated over the entire range of discoveries that a dataset enables.

Finally, even data that do not contribute to a direct discovery (materials that
are not thermodynamically stable) still can be used to construct machine learning
algorithms to rapidly navigate the data themselves. Most importantly such machine
learning models will help us in directing further calculations, so to improve the
discovery throughput and identify gaps and opportunities in the materials space.
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Bloński P, Hafner J (2009) Density-functional theory of the magnetic anisotropy of nanostructures:
an assessment of different approximations. J Phys Condens Matter 21:426001

Calderon C, Plata J, Toher C, Oses C, Levy O, Fornari M, Natan A, Mehl M, Hart G, Nardelli M,
Curtarolo S (2015) The AFLOW standard for high-throughput materials science calculations
diagrams. Comput Mat Sci 108:233–238

Carrete J, Li W, Mingo N, Wang S, Curtarolo S (2014) Finding unprecedentedly low-thermal-
conductivity half-heusler semiconductors via high-throughput materials modeling. Phys Rev X
4:011019

Castelliz L (1955) Beitrag zum Ferromagnetismus von Legierungen der Ubergangsmetalle mit
Elementen der B-Gruppe. Z Metallk 46:198–203

Coey J (2009) Magnetism and magnetic materials. Oxford University Press, Oxford
Coey J, Sanvito S (2004) Magnetic semiconductors and half-metals. J Phys D Appl Phys 37:

988–993



17 Machine Learning and High-Throughput Approaches to Magnetism 371

Curtarolo S, Setyawan W, Hart G, Jahnatek M, Chepulskii R, Taylor R, Wang S, Xue J, Yang K,
Levy O, Mehl M, Morgan D (2012a) AFLOW: an automatic framework for high-throughput
materials discovery. Comput Mat Sci 58:218–226

Curtarolo S, Setyawan W, Wang S, Xue J, Yang K, Taylor R, Nelson L, Hart G, Sanvito S, Nardelli
M, Mingo N, Levy O (2012b) AFLOWLIB.ORG: a distributed materials properties repository
from high-throughput ab initio calculations. Comput Mat Sci 58:227–235

Curtarolo S, Hart G, Nardelli M, Mingo N, Sanvito S, Levy O (2013) The high-throughput highway
to computational materials design. Nat Mater 12:191–201

Dam HC, Nguyen VC, Pham TL, Nguyen AT, Kino H, Terakura K, Miyake T (2017) A regression-
based feature selection study of the curie temperature of transition-metal rare-earth compounds:
prediction and understanding. https://arxiv.org/abs/1705.00978

d’Avezac M, Luo JW, Chanier T, Zunger A (2012) Genetic-algorithm discovery of a direct-gap
and optically allowed superstructure from indirect-gap Si and Ge semiconductors. Phys Rev
Lett 108:027401

Dunn TM (1961) Spin-orbit coupling in the first and second transition series. Trans Farad Soc
57:1441

Faleev SV, Ferrante Y, Jeong J, Samant MG, Jones B, Parkin SS (2017) Origin of the tetragonal
ground state of Heusler compounds. Phys Rev Appl 7:034022

Franchini C, Archer T, He J, Chen XQ, Filippetti A, Sanvito S (2011) Exceptionally strong
magnetism in the 4d perovskites RTcO3 (R = Ca,Sr,Ba). Phys Rev B 83:220402

Ghiringhelli L, Vybiral J, Levchenko S, Draxl C, Scheffler M (2015) Big data of materials science:
critical role of the descriptor. Phys Rev Lett 114:105503

Ghiringhelli L, Carbogno C, Levchenko S, Mohamed F, Huhs G, Lueders M, Oliveira M, Scheffler
M (2017) Towards efficient data exchange and sharing for big-data driven materials science:
metadata and data formats. NPJ Comput Mater 3:46

Graf T, Felser C, Parkin S (2011) Simple rules for the understanding of Heusler compounds. Prog
Solid State Chem 39:1–50

Grazulis S, Chateigner D, Downs RT, Yokochi AT, Quiros M, Lutterotti L, Manakova E, Butkus
J, Moeck P, Le Bail A (2009) Crystallography open database – an open-access collection of
crystal structures. J Appl Crystallogr 42:726–729

Hachmann J, Olivares-Amaya R, Atahan-Evrenk S, Amador-Bedolla C, Snchez-Carrera RS,
Gold-Parker A, Vogt L, Brockway AM, Aspuru-Guzik A (2011) The Harvard clean energy
project: large-scale computational screening and design of organic photovoltaics on the world
community grid. J Phys Chem Lett 2(17):2241–2251

Hart G, Curtarolo S, Massalski T, Levy O (2013) Comprehensive search for new phases and
compounds in binary alloy systems based on platinum-group metals, using a computational
first-principles approach. Phys Rev X 3:041035

Hastie T, Tibshirani R, Friedman J (2013) The elements of statistical learning: data mining,
inference, and prediction. Springer, New York

ICSD (2018) FIZ Karlsruhe and NIST, inorganic crystal structure database. https://www.fiz-
karlsruhe.de/en/produkte-und-dienstleistungen/inorganic-crystal-structure-database-icsd

Isayev O, Oses C, Toher C, Gossett E, Curtarolo S, Tropsha A (2017) Universal fragment
descriptors for predicting properties of inorganic crystals. Nat Comm 8:15679

Jain A, Ong SP, Hautier G, Chen W, Richards WD, Dacek S, Cholia S, Gunter D, Skinner D,
Ceder G, Persson KA (2013) Commentary: the materials project: a materials genome approach
to accelerating materials innovation. APL Mater 1(1):011002

Janak J (1977) Uniform susceptibilities of metallic elements. Phys Rev B 16:255–262
Kanomata T, Shirakawa K, Kaneko T (1987) Effect of hydrostatic pressure on the Curie

temperature of the Heusler alloys Ni2MnZ (Z = Al, Ga, In, Sn and Sb). J Magn Magn Mater
65:76

Kirklin S, Saal JE, Meredig B, Thompson A, Doak JW, Aykol M, Rühl S, Wolverton C (2015) The
open quantum materials database (OQMD): assessing the accuracy of DFT formation energies.
npj Comput Mat 1:15010

https://arxiv.org/abs/1705.00978
https://www.fiz-karlsruhe.de/en/produkte-und-dienstleistungen/inorganic-crystal-structure-database-icsd
https://www.fiz-karlsruhe.de/en/produkte-und-dienstleistungen/inorganic-crystal-structure-database-icsd


372 S. Sanvito et al.

Kresse G, Furthmuller J (1996) Efficiency of ab initio total energy calculations for metals and
semiconductors using a plane-wave basis set. Comput Mater Sci 6:15–50

Kusne AG, Gao T, Mehta A, Ke L, Nguyen MC, Ho KM, Antropov V, Wang CZ, Kramer MJ, Long
C, Takeuchi I (2014) On-the-fly machine-learning for high-throughput experiments: search for
rare-earth-free permanent magnets. Sci Rep 4:6367

Lukas H, Fries S, Sundman B (2007) Computational thermodynamics, the Calphad method.
Cambridge University Press, Cambridge

Magda G, Jin X, Hagymási I, Vancsó P, Osváth Z, Nemes-Incze P, Hwang C, Biró L, Tapasztó L
(2014) Room-temperature magnetic order on zigzag edges of narrow graphene nanoribbons.
Nature 514:608–611

Mazin I (1999) How to define and calculate the degree of spin polarization in ferromagnets. Phys
Rev Lett 83:1427–1430

Moruzzi VL, Marcus PM (1989) Magnetism in FCC rhodium and palladium. Phys Rev B 39:
471–474

Oganov A, Glass C (2006) Crystal structure prediction using ab initio evolutionary techniques:
principles and applications. J Chem Phys 124:244704

Oliynyk AO, Mar A (2018) Discovery of intermetallic compounds from traditional to machine-
learning approaches. Acc Chem Res 51:59–68

Oswald A, Zeller R, Braspenning P, Dederichs P (1985) Interaction of magnetic impurities in Cu
and Ag. J Phys F 15:193

Pedregosa F, Varoquaux G, Gramfort A, Michel V, Thirion B, Grisel O, Blondel M, Prettenhofer P,
Weiss R, Dubourg V, Vanderplas J, Passos A, Cournapeau D, Brucher M, Perrot M, Duchesnay
E (2011) Scikit-learn: machine learning in Python. J Mach Learn Res 12:2825

Perdew J, Burke K, Ernzerhof M (1996) Generalized gradient approximation made simple. Phys
Rev Lett 77:3865–3868

Pickard CJ, Needs R (2011) Ab initio random structure searching. J Phys Condens Matter
23:053201

Pizzi G, Cepellotti A, Sabatini R, Marzari N, Kozinsky B (2016) Aiida: automated interactive
infrastructure and database for computational science. Comput Mat Sci 111:218–230

Rasmussen FA, Thygesen KS (2015) Computational 2D materials database: electronic structure of
transition-metal dichalcogenides and oxides. J Phys Chem C 119(23):13169–13183

Requist R, Baruselli P, Smogunov A, Fabrizio M, Modesti S, Tosatti E (2016) Metallic, magnetic
and molecular nanocontacts. Nat Nanotech 11:499–508

Rode K, Baadji N, Betto D, Lau YC, Kurt H, Venkatesan M, Stamenov P, Sanvito S, Coey J,
Fonda E, Otero E, Choueikani F, Ohresser P, Porcher F, André G (2013) Site-specific order and
magnetism in tetragonal Mn3Ga thin films. Phys Rev B 87:184429

Rodriguez E, Poineau F, Llobet A, Kennedy B, Avdeev M, Thorogood G, Carter M, Seshadri R,
Singh D, Cheetham A (2011) High temperature magnetic ordering in the 4d perovskite SrTcO3.
Phys Rev Lett 106:067201

Sandratskii L (1986) Energy band structure calculations for crystals with spiral magnetic structure.
Phys Status Solidi B 136:167

Sanvito S, Oses C, Xue J, Tiwari A, Zic M, Archer T, Tozman P, Venkatesan M, Coey M,
Curtarolo S (2017) Accelerated discovery of new magnets in the Heusler alloy family. Sci Adv
3:e1602241

Savrasov S (1998) Linear response calculations of spin fluctuations. Phys Rev Lett 81:2570–2573
Shalev-Shwartz S, Ben-David S (2014) Understanding machine learning. Cambridge University

Press, Cambridge
Toher C, Plata J, Levy O, de Jong M, Asta M, Nardelli MB, Curtarolo S (2014) High-throughput

computational screening of thermal conductivity, Debye temperature, and Grüneisen parameter
using a quasi-harmonic Debye model. Phys Rev B 90:174107

Žic M (2017) Towards data-driven magnetic materials discovery. Ph.D Thesis, Trinity College
Dublin, pp 1785–1812

Žic M, Archer T, Sanvito S (2017) Designing magnetism in Fe-based Heusler alloys: a machine
learning approach. https://arxiv.org/pdf/1706.01840.pdf

https://arxiv.org/pdf/1706.01840.pdf


17 Machine Learning and High-Throughput Approaches to Magnetism 373

Wadley P, Novák V, Campion R, Rinaldi C, Martí X, Reichlová H, Železný J, Gazquez J, Roldan
M, Varela M, Khalyavin D, Langridge S, Kriegner D, Máca F, Mašek J, Bertacco R, Holý V,
Rushforth A, Edmonds K, Gallagher B, Foxon C, Wunderlich J, Jungwirth T (2013) Tetragonal
phase of epitaxial room-temperature antiferromagnet cumnas. Nat Commun 4:2322

Wohlfarth EP (1980) Ferromagnetic materials: a handbook on the properties of magnetically
ordered substances. Elsevier, New York

Yan F, Zhang X, Yu Y, Yu L, Nagaraja A, Mason T, Zunger A (2015) Design and discovery
of a novel half-Heusler transparent hole conductor made of all-metallic heavy elements. Nat
Commun 6:7308

Yang K, Setyawan W, Wang S, Nardelli MB, Curtarolo S (2012) A search model for topological
insulators with high-throughput robustness descriptors. Nat Mater 11:614–619

Yang K, Oses C, Curtarolo S (2016) Modeling off-stoichiometry materials with a high-throughput
ab-initio approach. Chem Mater 28:6484–6492

Yong J, Jiang Y, Usanmaz D, Curtarolo S, Zhang X, Shin J, Li L, Pan X, Tachuchi I, Greene R
(2014) Composition-spread growth and the robust topological surface state of Kondo insulator
SmB6 thin films. Appl Phys Lett 105:222403

Yu L, Zunger A (2012) Identification of potential photovoltaic absorbers based on first-principles
spectroscopic screening of materials. Phys Rev Lett 108:068701

Ziebeckt K, Webster P (1975) Helical magnetic order in Ni2MnAl. J Phys F Met Phys 5:1756–1766



18Multiferroic and Ferroelectric Rashba
Semiconductors

Silvia Picozzi

Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 376
2 Basic Ingredients: Ferroelectrics, Symmetries, and Spin-Orbit Coupling . . . . . . . . . . . . 377
3 Bulk Multiferroics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 378

3.1 Prototype for Lone-Pair-Driven Polarization: BiFeO3 . . . . . . . . . . . . . . . . . . . . . . . 379
3.2 Prototype for Spin-Spiral-Driven Polarization: TbMnO3 . . . . . . . . . . . . . . . . . . . . 381
3.3 Prototype for Heisenberg-Exchange-Driven Polarization: RMnO3 (R =

Ho, Y) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 383
3.4 Microscopic Mechanisms for Polarization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 385

4 Bulk Ferroelectric Rashba Semiconductors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 388
4.1 The Prototypical FERSC: GeTe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 391
4.2 Additional Results on FERSC and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 392

5 Remarks and Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 392
5.1 Theoretical Considerations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 392
5.2 Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 394

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 396

Abstract

The coupling of different phenomena, such as ferroelectric or magnetic order,
often mediated by spin-orbit interaction, offers a rich playground for emergent
phenomena in multifunctional materials. In this chapter, we focus on multi-
ferroics and ferroelectric semiconductors showing a strong Rashba effect, we
explain the motivations behind their study, and we discuss a few prototypical
highlights (from BiFeO3 to spin-spiral TbMnO3, from E-type manganites to
GeTe). Our perspective is focused on the key role that first-principles calculations
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played in this field in recent years, in terms of understanding microscopic
mechanisms, quantifying relevant quantities, and guiding the interpretation of
experimental results, in view of possible materials optimization for technological
purposes.

1 Introduction

One of the most common keywords in modern materials science is “multifunc-
tionality,” i.e., a material’s peculiarity to show at the same time more than one
active degree of freedom (charge, spin, dipole, etc. – possibly coupled) and,
correspondingly, its potential use when exploiting more than one “functionality.”
Indeed, several breakthroughs in the last decades were achieved when merging
different subfields of materials science. This was, for example, the case in early 2000
with diluted magnetic semiconductors (Ohno 1999; Jungwirth et al. 2006), aimed
at bridging semiconducting behavior with magnetism, to combine logic and storage
functionalities. Unfortunately, their low operating temperature (≤200 K) hindered a
real impact on technology. Within the race for multifunctionality, one of the grand
challenges in nowadays spintronics is represented by the electrical control of spin
degrees of freedom. Several approaches are being pursued, but natural candidates
appear to be those materials where – below a specified phase-transition critical
temperature – spontaneous dipolar electric and magnetic orders coexist (Schmid
1994), i.e., multiferroics (MF, see Fig. 1). Even more important and intriguing is
the study of compounds where the two relevant order parameters (i.e., ferroelectric
polarization and magnetization) not only coexist but are intimately connected via
the so-called “magnetoelectric” (ME) coupling: one can then induce/control/switch
ferroelectric properties via a magnetic field and, vice versa, magnetic properties
via an electric field. In the same context, an alternative class of emerging materials
is represented by (nonmagnetic) ferroelectrics with strong Rashba effects, the so-
called ferroelectric Rashba semiconductors (FERSC, see Fig. 1) (Picozzi 2014).
In those materials, the spin degrees of freedom become active, due to spin-orbit
coupling (SOC) and not to long-range magnetic order (as straightforward and
conventional in magnetic materials). As detailed below, in FERSC, SOC removes
the spin degeneracy of the band structure and creates an electrically controllable
k-dependent spin polarization in the reciprocal space.

The research on these two materials classes implied, implies, and will imply
progresses in various aspects, from the fundamental physics point of view to mate-
rials science issues to new technological paradigms that could revolutionize future
information technology. Both materials classes are relatively new: multiferroics
have experienced a hype since 2003 (Kimura et al. 2003; Wang et al. 2003), and
ferroelectric Rashba semiconductors were first proposed in 2013 (Di Sante et al.
2013). Materials modeling has therefore played a crucial role in recent years:
computational materials scientists heavily contributed to explain experimental data,
to identify new microscopic mechanisms, and to design new MF or FERSC. A
concerted effort from various modeling approaches was carried out in these fields,
ranging from phenomenological approaches (e.g., the Landau theory of second-
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Fig. 1 Pictorial view of the different classes of multifunctional materials discussed in this chapter.
Multiferroics (as the overlap between ferroelectrics and (anti-)ferromagnets) and ferroelectric
Rashba semiconductors (as the overlap between ferroelectrics and materials showing a bulk Rashba
effect). Relevant keywords are reported in the outer circle

order phase transitions (Harris 2007), with symmetry considerations playing a
crucial role) to model-Hamiltonian approaches, ranging from many-body to –
mostly classical – spin-based Hamiltonians, etc. In this chapter, however, we will
mostly concentrate on the results obtained from materials modeling based on density
functional theory (DFT). Moreover, since the research efforts on MF were massive
on a worldwide and longer time scale, we will mainly focus on multiferroicity
and magnetoelectricity, leaving a smaller part at the end of the chapter to the
FERSC.

2 Basic Ingredients: Ferroelectrics, Symmetries,
and Spin-Orbit Coupling

For the sake of clarity, several ingredients – most of them of relevance for both MF
and FERSC – need to be preliminarily introduced, before moving to the main part
of the chapter. We don’t introduce (anti-)ferromagnets, since this chapter is part of a
section fully devoted to magnetism, and we assume the reader to be already familiar
with this topic.
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Ferroelectrics (FE) (Rabe 2007; Scott 2000): materials where a spontaneous
dipolar ordering occurs below a Curie temperature, leading to ferroelectric polar-
ization P switchable via an electric field. Due to the presence of a polar axis, they
intrinsically lack inversion symmetry. The phase transition occurs at a critical Curie
temperature, TC, above which the system is “paraelectric.” Below TC, even when
removing the external electric field, the FE order is kept. As such, their nonvolatile
behavior is at the heart of a worldwide multibillionaire market based on FE sensors,
memories, transducers, etc.

Symmetries: in the framework of FE and/or (anti-)ferromagnetic phase transi-
tions, symmetry considerations are undoubtedly helpful. In MF and FERSC, the
main relevant symmetries to be considered are space-inversion symmetry (SIS)
and time-reversal symmetry (TRS). An electric charge dipole (or the corresponding
order parameter, i.e., polarization characterizing ferroelectrics) always breaks SIS,
as it includes in its definition the vector position r; however, it preserves TRS.
On the other hand, a spin moment (or the corresponding order parameter, i.e.,
magnetization characterizing ferromagnets) always breaks TRS but keeps SIS
(as evident from the analogy with a current loop). The materials modeling of
both MF and FERSC greatly benefits from symmetry considerations, in terms of
space groups, point groups, time-reversal, mode decompositions, etc. Symmetry
represents a precious tool to highlight the mechanism behind ferroelectricity and its
coupling to other electronic degrees of freedom (mainly spin-related, but also linked
to charge-ordering, orbital-ordering, etc.). Analogously, symmetry dictates allowed
terms in k•p Hamiltonian (Yu 2005; Harrison 1989) around relevant high symmetry
points in the Brillouin zone. To this end, crystallography software, available, i.e.,
at the Bilbao Crystallographic Server (Orobengoa et al. 2009) or via the Isotropy
Software Suite (Stokes n.d.), is particularly helpful for materials modeling.

Spin-orbit coupling (SOC): relativistic interaction linking the electron spin with
its orbital motion in space. For long time neglected due to its generally tiny magni-
tude for most of the technologically relevant materials, it is nowadays regarded as
rich source of exotic physics, manifesting in topological insulators (Hasan and Kane
2010), weak ferromagnetism, spin-induced electrical polarization, etc. Thanks to the
“locking” between spin and momentum k, SOC has recently become “functional”
(Manchon et al. 2015), i.e., exploited to achieve new functionalities. SOC can be
thought of as the source of Rashba effect, as explained in detail in Sect. 4.

3 Bulk Multiferroics

The recent research activity on MF has spanned many aspects, from bulk to
heterostructures, from studies on magnetic/ferroelectric domains to domain wall
engineering. Moreover, it has focused on many different materials (from oxides
to chalcogenides, from inorganic to organic and hybrid metal-organic frameworks,
etc.) with different microscopic mechanisms at play. For the sake of brevity, in this
chapter we will only discuss three highlights on prototypical MF in the family of
transition metal oxides (TMO) with perovskite crystal structure: BiFeO3, TbMnO3,
and (Ho/Y)MnO3. For each of them, the main experimental results will be briefly
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recalled, along with some of the most representative results obtained via first-
principles simulations. Furthermore, we will address the microscopic mechanisms
and the related switching behavior. We however caution the reader that a huge
literature on different aspects of MF exists, and we refer the reader to several
excellent reviews for a deeper understanding (Cheong and Mostovoy 2007; Kimura
2007; Ramesh and Spaldin 2007; Picozzi and Ederer 2009; Dong et al. 2015;
Catalan and Scott 2009).

The hype on MF started from an apparent problem: most of the prototypical
ferroelectrics are perovskite TMO (such as BaTiO3) where the polar distortion
mainly arises from the B-site cation showing an empty d-shell (i.e., Ti is formally
d0). The latter electronic configuration can lead to some degree of covalency when
bonding with surrounding oxygens during the FE distortion; this situation tends
to off-center the B-site cation toward one (or three) of the octahedral oxygens
at the expense of weakening the bonds with other nearby oxygens. Being an
empty d-shell clearly incompatible with any magnetism (requiring a partially filled
d-shell), there arose the famous question posed by Nicola A. Spaldin, one of the
leading figures in the field: “Why there are so few magnetic ferroelectrics?” (Hill
2000). People tried therefore to search for alternative routes to reconcile magnetism
and ferroelectricity, although the initial “exclusion rule” was later revisited (Bhat-
tacharjee et al. 2009) (i.e., for CaMnO3) (Barone et al. 2011). The three prototypes
below describe successful ways of overcoming the obstacle: in BiFeO3, the B-site
cation (Fe) gives rise to magnetism and the A-site (Bi) gives rise to (displacive)
ferroelectricity, whereas in TbMnO3 and HoMnO3, it is the spin ordering that gives
rise to ferroelectricity. Within this context, an important concept established in MF
during the last 15 years was the emergence of “improper” ferroelectricity (Cheong
and Mostovoy 2007): a primary order parameter of “electronic” origin (such as
spin, charge, or orbital order) is responsible for symmetry lowering by breaking
SIS. As such, it paves the way to ferroelectric polarization, appearing therefore as a
secondary order parameter obtained as a by-product of the electronic transition. The
concept of electronic ferroelectricity (Picozzi and Ederer 2009) had a large impact,
primarily for two technologically appealing features: (i) since polarization involves
electronic degrees of freedom, its FE switching is expected to be much faster
than that in conventional polarization switching of displacive ferroelectrics, where
ionic degrees of freedom are involved; (ii) especially in the case of spin-driven
ferroelectricity (such as TbMnO3 and HoMnO3), the ME coupling is expected to be
exceedingly strong, since it is the frustrated magnetic order that induces the polar
behavior, magnetism, and ferroelectricity, therefore sharing the same microscopic
origin.

3.1 Prototype for Lone-Pair-Driven Polarization: BiFeO3

BiFeO3 (Wang et al. 2003) is often considered the “holy grail” of multiferroics
and has been thoroughly studied due to the persistence of its multiferroic behavior
up to large temperatures. In particular, the so-called “G-type” antiferromagnetic
ordering (i.e., AFM coupling of an iron cation with all its nearest neighbors or,
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Fig. 2 Multiferroicity in BiFeO3: (a) Rhombohedral structure (R3c space group), with FE
polarization pointing along the [111] pseudo-cubic axis. FeO6 octahedral cages are highlighted
in brown, whereas Bi, Fe, and O ions are shown with green, brown, and red spheres, respectively.
(b) AFM-G-type magnetic ordering, seen as a sequence of FM planes (shown as yellow plane)
antiferromagnetically coupled along the [111] axis. (c) Spin canting of the (collinear) AFM-G
magnetic moments on Fe cations (represented by blue and red arrows) in the planes perpendicular
to the polarization direction (see yellow and light blue planes) and giving rise to a small net in-plane
magnetization. The three perpendicular vectors (weak magnetization M, antiferromagnetic order
parameter L, and ferroelectric polarization P) are shown in the lower right part. (d) P-E hysteresis
curve for the BiFeO3 FE polarization measured (at room temperature) along the pseudo-cubic
[001] axis (i.e., the observed values are therefore a projection of the polarization vector which is
aligned along the [111] axis). (Reprinted from Catalan and Scott 2009). (e) DFT-calculated values
(within LSDA+U method, using U = 2 eV) of FE polarization along the FE switching path, going
from the –P state (R3c structure, left side of x-axis) to the centrosymmetric cubic structure to the
+P state (R3c structure, right side of x-axis). We recall that that the spontaneous polarization is
defined as half the difference between two opposite polarization states and that only polarization
differences are physically observable: the calculated values of polarization are therefore shown in
terms of several polarization “branches,” differing by the polarization quantum. (Reprinted from
Neaton et al. 2005)

alternatively, seen as a stacking of FM planes antiferromagnetically coupled along
the [111] axis) shows a Néel ordering temperature of 673 K (cfr Fig. 2b). Moreover,
the FE behavior, consistent with a strong rhombohedral distortion of the pseudo-
cubic unit cell with polarization pointing along the [111] direction (cfr Fig. 2a), has
a Curie temperature of 1103 K. Ferroelectricity is driven by the presence of highly
polarizable Bi 6s “lone-pair” electrons (Seshadri and Hill 2001), which hybridize
with surrounding oxygens in the Fe octahedral cages, therefore leading to strong
displacements of Bi cations along the [111] pseudo-cubic direction and to a related
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huge FE polarization of about 90 μC/cm2 (Wang et al. 2003) (cfr Fig. 2d). The
antiferromagnetism is, on the other hand, originated by Fe ions; due to the presence
of octahedral counterrotations of the oxygen cage, a non-negligible Dzyaloshinskii-
Moriya (DM) interaction is also observed, which leads to a small canting of the
magnetic moments in thin films and, via a generalized DM interaction, to a spin-
cycloid in bulk samples (Lebeugle et al. 2008; Johnson et al. 2013).

DFT contributed exhaustively from the very beginning to the BiFeO3 under-
standing, starting from the evaluation (Neaton et al. 2005) within the Berry phase
theory of the ferroelectric polarization (King-Smith and Vanderbilt 1993; Resta
1994) (cfr Fig. 2e), directed along the pseudo-cubic [111] axis and of which
experiments observe the out-of-plane projection (see Fig. 2d). Another important
DFT contribution was the small deviation of the spin moments on Fe ions with
respect to the collinear G-type AFM ordering (Ederer and Spaldin 2005), due to
spin-orbit coupling and DM interaction (see Fig. 2c): the magnetic easy axis is found
to be perpendicular to polarization, and the canting of the spin moments, induced
by the (nonpolar) octahedral counterrotation of the oxygen cages, can tilt the iron
spin moments. As a result, the net magnetization M, the AFM order parameter
L, and the FE polarization P form a Cartesian set. Since the polar distortion is
driven by the Bi off-centering and the weak FM is driven by the anti-ferrodistortive
mode of oxygens, it follows that P and M are rather decoupled, so that the small
net magnetization cannot be controlled via an electric field. Other relevant issues
in BiFeO3, both from the modeling and experimental point of view, are (i) the
observation of a super-tetragonal phase obtained in BiFeO3 under significant strain
(Zeches 2009); (ii) the study of domain walls (Farokhipoor and Noheda 2011),
particularly complex due to the rhombohedral setting which gives rise to eight
possible directions of domain walls, but with the appealing perspective of a larger
conductivity of domain walls with respect to domains; and (iii) the exchange bias
observed at the interface with standard ferromagnets, leading, for example, to the
electric control of ferromagnetism at the BiFeO3/CoFe interface (Bea et al. 2008;
Heron and Trassin 2011).

3.2 Prototype for Spin-Spiral-Driven Polarization: TbMnO3

Orthorhombic TbMnO3 is undoubtedly one of the multiferroics with the richest
physics phenomenology, the efforts devoted to its understanding leading beyond
question to significant fundamental progresses. From the experimental point of
view (Kimura et al. 2003), the Mn spins order first at 42 K in a collinear
structure with spins along the b-direction to form a longitudinal spin density
wave. Moreover, at 28 K, they lock into a non-collinear incommensurate spin
arrangement forming a spiral running in the bc plane (the spiral modulation vector
depends on the temperature, but it is around q = (0,0.28,0). At lower temperatures
(around 7 K), even the Tb spins order. In a landmark publication (Kimura et al.
2003), Kimura et al. reported a ferroelectric polarization along the c-axis (reaching
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Fig. 3 Multiferroicity in orthorhombic TbMnO3 with spiral-spin order. (a, b) Measured FE
polarization along the c- and a-axis (in the Pbnm setting), respectively, as a function of temperature
and of the magnetic field applied along the b-axis. (Reprinted from Kimura et al. 2003). (c)
Relationship between the direction of polarization and the spin-spiral plane according to the
spin-current model. The magnetic ordering in the upper part shows the ground state and gives
polarization Pc (explaining experimental results shown in panel a), whereas the magnetic ordering
in the lower part shows the spiral reorientation obtained under magnetic field along the b-axis
and gives polarization Pa (explaining the results shown in panel b). (Reprinted from Mochizuki
2011). (d) Results from DFT (values from Malashevic and Vanderbilt 2008; Xiang et al. 2008):
polarization (in μC/cm2) calculated for TbMnO3 (in two different spin-spiral configurations,
confined in the bc plane and ab plane). The total polarization (P-total) is broken down into
a purely electronic contribution (P-electronic) for ions fixed in centrosymmetric positions and
“ionic” contribution obtained for “relaxed” atomic positions as P-ionic = P-total-P-electronic

a value of 0.08 μC/cm2) emerging below the spin-spiral ordering temperature,
therefore highlighting the intimate coupling between magnetic and dipolar orders
(cfr Fig. 3a). Even more intriguingly, it was shown that the electric polarization can
be controlled by a magnetic field: upon applying a magnetic field along the b-axis,
the spiral flops into the ab plane, and, correspondingly, the polarization direction
changes into the a-axis (cfr Fig. 3b).

The microscopic origin of polarization will be discussed in Sect. 3.4, but we
anticipate here that the spin-spiral breaks SIS and the consequent magnetically
driven polarization is explained in terms of the spin-current model (Katsura et al.
2007) (cfr Fig. 3c). From the first-principles point of view, two papers (Xiang
et al. 2008; Malashevic and Vanderbilt 2008) (appeared one after the other in
Phys. Rev. Lett. 2008) gave important contributions, reaching similar conclusions.
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In Malashevic and Vanderbilt (2008) and Xiang et al. (2008), the spiral was modeled
within DFT+U by imposing a commensurate magnetic order with rotating spins
using a unit cell three times larger (along the b-axis) than the Pbnm chemical
unit cell. In Fig. 3d), we show the results for FE polarization, broken down into
different contributions, coming from (1) a “purely electronic” term, i.e., given by the
breaking of SIS imposed by the spin spiral, with ions fixed in their centrosymmetric
“paramagnetic” positions, and (2) an “ionic” term, arising from exchange-strictive
mechanisms, i.e., polar displacements of ions following the spin-driven electronic
polarization. While the careful discussion of the microscopic sources of polarization
will be deferred to Sect. 3.4, we remark that (i) the sign and the order of magnitude
of polarization estimated from DFT are in excellent agreement with experiments, a
remarkable achievement for such a complex computational task; (ii) the contribution
of ionic vs electronic terms can significantly vary from bc to ab spirals, being
also strongly affected by octahedral distortions (i.e., the purely electronic term is
sizeable in the ab-plane spiral, but negligible for the bc spiral). Moreover, the sign
is sensitive to fine magnetic and electronic details: for the ab spiral, the ionic and
electronic contributions show an opposite sign with comparable magnitude. On the
other hand, in the bc spiral, the ionic contribution is much greater in magnitude than
the electronic term.

3.3 Prototype for Heisenberg-Exchange-Driven Polarization:
RMnO3 (R = Ho, Y)

One of the remarkable examples in MF in which materials modeling significantly
contributed and helped experiments (Lorentz et al. 2007) was represented by some
orthorhombic manganites (Pbnm space group) with small rare-earth ions (such
as HoMnO3, YMnO3, etc.); these systems show a collinear AFM-E-type order
(i.e., in-plane FM zigzag chains antiferromagnetically coupled to nearby chains
and with an AFM out-of-plane coupling, or equivalently ↑↑↓↓ Mn chains) below
≈26 K. Sergienko et al. (2006) proposed for the first time a mechanism based on
symmetric-exchange striction (or equivalently, spin-lattice coupling) to occur in E-
type manganites, where a remarkable role is played by the Mn-O-Mn angle. In
closer detail, based on the double-exchange model, hopping was forbidden between
opposite t2g spins but allowed to depend on the Mn-O-Mn angle in the case of
parallel spins. As such, the competing contributions given by elastic energy and
hopping led to different Mn-O-Mn angles for parallel and antiparallel spins (see
Fig. 4a) and, eventually, to a coherent displacement of the O anions with respect
to the Mn sublattice, resulting in a net polarization along the a-axis (see results
from Monte Carlo simulations shown in Fig. 4a). Although from Sergienko’s model
one can infer relevant information on the direction of the polarization and its
manifest origin in the E-type magnetic configuration, it is clear that one cannot
deduce any reliable estimate of polarization. To this end, soon after Sergienko’s
publication, Picozzi et al. (2007) performed DFT simulations, which also provided
a deeper analysis of microscopic effects, in addition to the somewhat simplified
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picture provided by double-exchange models. In particular, the “dual nature” of
ferroelectric polarization was discussed in Picozzi et al. (2007) (also shown in
Fig. 4c): the role of purely electronic contribution to P (i.e., with ionic degrees
of freedom frozen in the centrosymmetric structure) compared to magnetostrictive
contribution (i.e., allowing ions to move from the centrosymmetric configuration,
when subject to the AFM-E spin ordering) was highlighted and found to be of more
or less equal size. Moreover, polarization was found to be much larger than in non-
collinear MF, as will be more clearly explained in Sect. 3.4. The confirmation from
experiments took some time, primarily due to synthesis issues: the ground state for
manganites with small rare-earth cations is the hexagonal crystal structure, P63cm
space group, and the stabilization of orthorhombic phase with Pnma space group can
only be achieved under pressure, often leading to polycrystalline samples. We report
in Fig. 4d) the measured ferroelectric polarization for AFM-E YMnO3 (Nakamura
et al. 2011), along with a P-E hysteresis loop undoubtedly showing the symmetric-
exchange-striction mechanism at play. As for the magnitude of polarization –
expected to be much larger than any spin-orbit-driven polarization but still measured
to be lower than what is theoretically predicted – the situation is still unclear and
requires further studies.

3.4 Microscopic Mechanisms for Polarization

In this subsection we summarize the microscopic mechanisms that were found as
most active in multiferroics, along with their corresponding materials modeling. Let
us first recall that, as for the sources of ferroelectricity, one has to distinguish two
cases (Cheong and Mostovoy 2007): (i) “proper” ferroelectricity, where polarization
is the primary order parameter (Bousquet et al. 2008) of the FE transition, and (ii)
“improper” ferroelectricity, where – as already mentioned above – polarization is a
secondary order parameter, whose behavior is controlled by a symmetry-lowering

�
Fig. 4 Multiferroicity in orthorhombic RMnO3 (R=Ho, Y) with E-type AFM spin order (shown
in the insets of panel b) with pink and blue stripes showing the zigzag chains). (a) Left:
Mn-O arrangement with Mn-disordered spins (filled blue circles). Right: oxygen displacements
(represented by black arrows) occurring with zigzag chains of Mn spins (open and crossed blue
circles denote up and down spin, respectively) in the E-AFM spin ordering. Lower part: results
(obtained from Monte Carlo method) for FE polarization as a function of the Mn-O-Mn angle for
different values of the AFM superexchange constant JAF. (Reprinted from Sergienko et al. 2006).
(b) Results from DFT of total energy along the ferroelectric switching path. Here the switching
path is obtained by changing the orientation of the central spins (cfr gray regions in the central
configuration) with respect to the Mn spin in the origin of the unit cell. (c) Polarization calculated
via the point charge model (empty blue diamonds), via Berry phases within DFT (filled red
diamonds), and via Berry phases within DFT for centrosymmetric structure (pink triangles). Panels
(b, c) are reprinted from Picozzi et al. 2007). (d) Temperature dependence of the FE polarization
along the a-axis in orthorhombic YMnO3 in the AFM-E spin configuration. The inset shows the
P-E hysteresis curve measured at 35 K. (Reprinted from Nakamura et al. 2011)
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primary electronic transition (very often, though not always, of “electronic” origin).
BiFeO3 clearly belongs to the first class, its transition being induced by the Bi 6s
“lone pair.” As shown in Fig. 4a), Bi is surrounded by 12 O atoms, 6 of which
approximatively lie in the same plane of Bi (with a marginal role for the FE
transition), whereas the other 6 oxygens form a prismatic cage. Under FE distortion,
the main FE mode involve Bi displacing toward three of them, forming therefore
three short and three long bonds, consistently with the lone-pair distribution lying
opposite to the short bonds. Since FE requires bistability, it is important to focus
also on the configuration showing opposite FE polarization. In the BiFeO3 case,
this involves an opposite shift of Bi toward the other three O in the prismatic cage,
as shown in Fig. 5a’).

Among MF belonging to the second class, we mention that in both TbMnO3
and (Ho/Y)MnO3, ferroelectricity is spin-induced. At this point, we incidentally
mention that another classification exists: Khomskii (2009) proposed to classify
as “type II” all those MF where ferroelectricity has a magnetic origin and as
“type I” all the others. We remark, however, that no matter which classification one
follows, the origin of ferroelectricity constitutes the main ingredient to characterize
a specific MF. Within spin-induced ferroelectricity (Dong et al. 2015; Tokura et
al. 2014), one often distinguishes P as being originated by two kinds of exchange
interactions: (A) symmetric (Heisenberg-like, i.e., of the form P∝Si•Sj, pictorially
represented in Fig. 5c, d) and (B) antisymmetric (Dzyaloshinskii-Moriya-like,
i.e., of the form P∝eij×(Si×Sj), pictorially represented in Fig. 5b). Since the
Heisenberg exchange interaction in 3d-TMO is usually much stronger than the DM
exchange (based on relativistic spin-orbit coupling), the first class of MF usually
shows a much larger polarization than the second class (typically, the order of
magnitude of P are 0.1–1 μC/cm2 and 0.01–0.1 μC/cm2, for class (A) and (B),
respectively). Common to both classes is the observation that polarization is the
sum of a purely “electronic” term (i.e., not involving ionic relaxations with respect
to ideal centrosymmetric positions) and of an “exchange-striction” term, given by
the atomic relaxations according to exchange-energy minimization. It is helpful
to discuss first the electronic mechanism and then the exchange-strictive one. In
case (B), following Katsura, Nagaosa, and Balatsky (KNB) (Katsura et al. 2007),
SOC may induce an electronic charge dipole for a pair of non-collinear spins.
The KNB mechanism is also often addressed as driven by “spin current,” as the
cross product Si×Sj is proportional to the spin current js, where the DM vector
acts as its vector potential. The same mechanism is also often described as “inverse
DM”: a spin spiral generates a uniform bias of DM, therefore producing a uniform
displacement of oxygens, in turn giving rise to P (see Fig. 5b, lower part). The
latter mechanism represents therefore the “exchange-strictive” term and was first
proposed by Sergienko and Dagotto (2006). On the other hand, in case (A), one deals
with Heisenberg-driven polarization, where the latter can even occur for collinear
spins. Its most common realization is the up-up-down-down spin chains, observed
in AFM-E HoMnO3, Ca3MnCoO6 (with spin chains running along the c-axis) (Wu
et al. 2009), or even in rare-earth orthoferrites (Tokunaga et al. 2008) (where the
two kinds of spins involved in the symmetry-lowering exchange interaction are
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Fig. 5 Main mechanisms for multiferroicity. (a) Lone-pair driven: displacive ferroelectricity
in BiFeO3. Bi displaces toward the three lower oxygens, and correspondingly the lone-pair
shifts toward the three upper oxygens. (a’) Opposite polarization state with respect to (a): Bi
displaces toward the three upper oxygens and correspondingly the lone-pair shifts toward the three
lower oxygens. (b) Spin-current-driven ferroelectricity (e.g., in spin-spiral TbMnO3): polarization
according to the KNB model (i.e., electronic term, upper part of the panel) and according to the
Sergienko-Dagotto’s model (i.e., ionic contribution guided by exchange striction, lower part of the
panel). O atoms in paramagnetic (centrosymmetric) configuration are represented with empty black
circles, consistent with (magnetic-independent) octahedral tilting. Upon spin-spiral ordering, the
O atoms displace downward (see red spheres). (b’) Opposite polarization state with respect to (b):
the spin-spiral rotation is reversed, leading to an opposite spin current (see upper part of the panel).
As such, even the O displacements are reversed (O ions displace upward – see difference between
black circles and red spheres), leading to an opposite exchange-strictive contribution (lower part
of the panel). (c, d) Heisenberg-exchange-driven ferroelectricity in (c) AFM-E (Ho/Y)MnO3 and
(d) Ca3CoMnO6 – lower part). In ortho-manganites, with respect to the undistorted structure with
centrosymmetric positions (empty black circles), O ions displace to reduce (increase) the Mn-
O-Mn angle if the Mn spins are antiparallel (parallel) – see red spheres. In Ca3CoMnO6, with
respect to the undistorted structure with centrosymmetric positions (empty black circles), Co and
Mn get closer (farther) for parallel (antiparallel) spins. (c’, d’) Opposite polarization state with
half of spins switched. In this case, the exchange-striction mechanism is reversed (due to opposite
couple of parallel and antiparallel spins). In all panels, the light blue arrows represent the axis and
orientation of FE polarization

3d of iron and 4f of the rare-earth ion). The purely electronic term contributing
to polarization can be understood as follows: (a) in the case of ortho-manganites,
by considering that the charge cloud around the O linking two Mn is different
depending on whether the two spins are parallel or antiparallel, and (b) in the case
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of Co-Mn, by considering that the charge cloud in between Co and Mn is different,
depending on whether their spins are parallel or antiparallel. As for the exchange-
strictive term in ortho-manganites, as briefly mentioned, the Mn-O-Mn angle is very
sensitive to the spins on the two Mn ions: it tends to be closer to (smaller than)
180◦ for parallel (antiparallel) spins. Similarly, two different spins (say, Co and Mn
as in Ca3MnCoO6) tend to be closer (farther) in the case of parallel (antiparallel)
spins. In both situations (A) and (B), both the exchange-strictive and the purely
electronic terms are relevant, and DFT reveals as a precious tool to quantify them
(as previously discussed and shown in Figs. 3 and 4).

We remark that, due to lack of space, only few mechanisms were here selected
and described in detail. However, several more mechanisms were proposed, and we
mention those that were carefully addressed from the first-principles point of view:

(i) the so-called hybrid improper ferroelectricity (HIF) (Perez-Mato et al. 2004),
involving a trilinear coupling between two unstable nonpolar modes coupled
with a polar mode (which might itself be stable or “hard” when taken alone,
but that is softened or “activated,” thanks to the coupling with the other
two modes). HIF was successfully proposed also for multiferroics and/or
magnetoelectrics, for example, in the layered perovskite Ca3Mn2O7 (Benedek
and Fennie 2011) or in metal-organic frameworks (Stroppa et al. 2013);

(ii) polarization driven by charge-ordering or charge-spin ordering, i.e., polar-
ization arising from a SIS-breaking charge-ordering transition or from a
combined spin-charge transition (see, e.g., in magnetite (Alexe 2009; Yamauchi
et al. 2009), half-doped manganites (Giovannetti et al. 2009a), or nickelates
(Giovannetti et al. 2009b));

(iii) spin-dependent p-d hybridization, requiring relativistic SOC, as discussed in
Jia et al. (2007), Xiang et al. (2013b), and Mochizuki (2011).

4 Bulk Ferroelectric Rashba Semiconductors

In order to understand the concept behind FERSC, it is necessary to first discuss
where the Rashba effect originates from (Rashba 1960; Bihlmayer 2015), by con-
sidering the conduction band minimum (or equivalently, valence band maximum) of
a conventional semiconductor. In a rough “free electron approximation” and in the
presence of both SIS and TRS, the electronic bands are spin doubly degenerated for
any k-point in the Brillouin zone (cfr Fig. 6a). On the other hand, when considering
the case of a two-dimensional electron gas (2DEG), for example, at the surface of a
semiconductor, one can assume an electric field E0 perpendicular to the 2DEG plane
(cfr Fig. 6b), so that SIS is broken. According to relativistic Lorenz transformations,
an electron traveling with momentum p in the 2DEG plane will therefore experience
an effective magnetic field Beff ∼E0×p/mc2 in its rest frame, which the electron
spin couples to via a Zeeman term (i.e., spin-orbit coupling). Carriers will therefore
be subject to the so-called Rashba effect (RE), i.e., a k-dependent spin splitting of
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Fig. 6 From the free-electron model to the Rashba effect in 2DEG to FERSC. (a) Free-electron
model, leading to parabolic spin-degenerate bands (both SIS and TRS are present). Upper and
lower parts show a 3D view and 2D cut. (b) 2DEG model. In the presence of a surface or an
interface, SOC+ electric field (i.e., broken SIS) lead to the Rashba effect (i.e., a linear-in-k term is
used in the Rashba Hamiltonian HR with a coefficient αR). Upper and lower parts show a 3D and
2D view. In the latter, the two conventional parameters to quantify the Rashba effect are defined: the
difference in reciprocal space between the k-point where the minimum of the energy is located with
respect to the high-symmetry k-point is labeled “kR,” whereas the difference in energies between
the minimum of the conduction band and the energy at which the two spin-split bands cross –
on the “diabolic” point – is labeled “ER.” The Rashba coefficient is defined as αR = 2ER/kR. (c)
Rashba effect in FERSC (SIS broken): the spin texture is switched when polarization (see orange
arrow) is switched. In all panels, green and gray arrows represent spins (i.e., spin-expectation value
on the single eigenstate for a certain band index n and wave-vector k)

the electronic band structure [even of nonmagnetic compounds, see Fig. 6b). The
Rashba Hamiltonian is usually written in terms of a linear-in-momentum term HR
(cfr Fig. 6b), leading to a spin polarization perpendicular to both E0 and momentum.
Going beyond the usual picture of RE occurring at surfaces (or interfaces),there is
conceptually nothing preventing the RE to occur in “bulk” materials. In particular, in
ferroelectrics, the permanent and switchable polarization along a polar axis renders
the compound intrinsically anisotropic, with an “effective Weiss-like” electric
field able to generate momentum-dependent Rashba spin splitting in the plane (in
reciprocal space) perpendicular to P. In this case, the spin-expectation value for any
band with band index n and eigenvalue εn(k) lies predominantly in the plane, i.e.,
perpendicular to the momentum and tangent to the energy isosurface ε=εn(k) (see
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Fig. 6c). Moreover, an additional functionality brings up the main FERSC feature
(Di Sante et al. 2013; Picozzi 2014): as shown in Fig. 6c (upper and lower parts),
when switching the polarization direction, the Rashba field also becomes opposite,
so that the spin texture is reversed. One therefore achieves a full control of the spin
texture with an electric field in a nonvolatile way, i.e., due to bistability, each FE
state is permanently kept even when the poling electric field used for switching is
turned off.

4.1 The Prototypical FERSC: GeTe

The first example of RE in a “bulk” material was BiTeI, a polar layered mate-
rial where ab initio predictions and angle-resolved photoemission spectroscopy
(ARPES) reported a planar spin texture with huge RE (Ishizaka 2011; Crepaldi
2012). However, BiTeI – despite showing a polar axis – is not FE, i.e., the dipole
moment cannot be switched. In 2013, Picozzi’s group therefore proposed GeTe
(Di Sante et al. 2013), known as a FE semiconductor with high Curie temperature
(TC = 720 K), rhombohedrally distorted rock salt structure (space group R3m), and
ferroelectric P parallel to [111] (Fig. 7a). First-principles predictions showed not
only that a gigantic RE is present (see Fig. 7c) but also that a switchable spin texture
can be obtained upon polarization switching (i.e., when applying opposite electric
fields, Fig. 7d). GeTe was therefore considered the first example of FERSC. While
GeTe showed groundbreaking potential from ab initio predictions, its experimental
confirmation posed many challenges, due to deviations from the simulated “ideal”
crystal: GeTe is usually a highly defective material, with large concentration of Ge
vacancies which makes it a degenerate p-type semiconductor. In order to probe
the RE and the whole FERSC concept, epitaxial (111) GeTe films were grown
on Si(111) using molecular beam epitaxy, and FE properties were confirmed via
piezo-force microscopy (PFM): as first discussed in Liebmann (2016), Fig. 7e

�
Fig. 7 Relevant properties of GeTe. (a) Rhombohedral unit cell of GeTe (polarization pointing
along the pseudo-cubic [111] axis). (b) GeTe Brillouin zone. The direction corresponding to
polarization, the related perpendicular plane, and the relevant A-Z-U directions are highlighted. (c)
DFT-calculated (SOC included) valence maximum bands along ZA and ZU directions. The Rashba
splitting is evident, with ER (≈230 meV) and kR (≈ 0.09 Å−1) Rashba parameters highlighted
(αR = 4.8 eVÅ). (d) Theoretical CEM obtained by cutting the band structure in the ZAU plane
at a binding energy of around −0.4 eV. The sixfold symmetry of the crystal is evident, while
the circulation of the spins (see arrows for the inner and outer branches representing the spin-
expectation value in the ZAU plane) is consistent with the RE. A reversal of the FE polarization
P completely revers the sense of circulation (cfr left and right part). (e) FE hysteresis loop of
GeTe(111) measured by piezo-force microscopy, with P pointing outward with respect to the
sample surface. Inset: FE domains written by an AFM tip. (b) ARPES measured along ZA direction
(for photon energy hν= 20 eV). (c) Comparison between experimental and DFT-calculated surface
(Si) and bulk bands (Bi). (d) Measured CEM close to the Fermi level shows the expected “starlike”
shape, in excellent agreement with theoretical data. Panels (a–d) are adapted from Di Sante et al.
(2013); panels (e–h) are adapted from Liebmann (2016)
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shows a clear FE hysteresis loop along with the possibility to write stable FE
domains by applying a voltage bias to the tip of an atomic force microscope. It was
also shown that the as-grown surface displays a FE stable state with polarization
pointing outward with respect to the sample surface. Spin-ARPES measurements
were performed and showed clearly visible Rashba bands along the ZA direction
(cfr Fig. 7f, g). When performing a theory-experiment comparison, a remarkably
good agreement was achieved, allowing to disentangle surface states and bulk bands
and to conclude that the material shows a giant Rashba splitting both for surface
and bulk bands. Moreover, Fig. 7h shows a constant energy map (CEM) close to
the Fermi level: by probing the spin texture, the spin direction was found to lie
predominantly perpendicular to the k-vector with a sense of circulation consistent
with DFT predictions for an outward polarization, confirming the overall picture of
a gigantic RE.

4.2 Additional Results on FERSC and Discussion

Since the first proposal on GeTe in 2013, many different bulk FE materials have
been theoretically explored in view of possible switchable RE, ranging from oxides
(Davanse da Silveira et al. 2016; Tao et al. 2017), to chalcogenides to small-gap
semiconductors (Di Sante et al. 2016; Narayan 2015) and from “fully 3D” com-
pounds to layered systems (Bruyer et al. 2016). In closer detail, a class of materials
which has attracted an incredible attention in view of groundbreaking performances
for photovoltaics are hybrid organic-inorganic halides, such as methylammonium
lead iodide. Due to the presence of heavy elements (like I, Pb, Sn, etc.), SOC effects
are relevant. This class of materials was therefore put forward as possible FERSC, in
the case of (highly debated (Beilsten-Edmands et al. 2011)) FE ordering of the polar
molecular groups (Stroppa et al. 2014; Kepenekian et al. 2015), with an envisaged
crucial role of the RE for the excellent photovoltaic performances of these materials
(Etienne et al. 2016; Zheng et al. 2015). From the experimental point of view, the
research activity of FERSC is much less advanced, and, to our knowledge, GeTe
remains the only experimentally studied FERSC so far.

5 Remarks and Conclusions

5.1 Theoretical Considerations

The aim of this subsection is to discuss potentialities and limits and advantages and
disadvantages of DFT simulations in the framework of multiferroics and FERSC.

Let us first focus on multiferroics. In addition to the groundbreaking technologi-
cal perspectives and to experimental synthesis/characterization challenges, from the
theoretical point of view, part of the excitement toward this field was driven by
the need to find new microscopic mechanisms that could give rise to the coupling
between dipolar and spin degrees of freedom. As such, DFT with respect to other
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techniques for materials modeling (e.g., devoted to multiscale or time-/temperature-
dependent approaches) was particularly important and adequate. With respect
to microscopic mechanisms, materials modeling in multiferroics has followed
two parallel and complementary approaches, based on the one side on model
Hamiltonians and on the other side on first-principles simulations. Undoubtedly,
model-Hamiltonian approaches can provide a lot of hints on the microscopic origin
of multiferroicity/magnetoelectricity; however, for a quantitative estimate of the
different contributions involved, one needs to perform a DFT analysis, the latter
being the only approach that can take into account all the different quantum-
mechanical degrees of freedom at the same time and within a similar accuracy.

We would like to point out that performing DFT simulations for multiferroics
(and complex oxides in general) is extremely challenging and the demands that the
physics of multiferroics imposes on theory are extremely high. First, one has to deal
with structural complexity: multiferroic oxides often show complicated structures,
in presence of Jahn-Teller distortions, octahedral tilting and rotation of the oxygen
cages, ferroelectric distortions, etc. Second, simulations need to take into account
magnetic complexity: multiferroics often show exotic spin structures, such as non-
collinear spin arrangements, like spirals, cycloids, spin canting, etc. Third, complex
electronic correlations lead to an intricate interplay between spin, charge, and orbital
degrees of freedom. In that case, conventional exchange-correlation functionals (like
LDA (Jones and Gunnarsson 1989) or GGA (Perdew et al. 1996)) are generally
not accurate enough, so alternative approaches such as the Hubbard-like DFT+U
formalism (Anisimov et al. 1997) or hybrid functionals (Heyd 2003) are usually
adopted for a better description of d- or f-electrons. However, both techniques
are not “fully first principles,” as they depend on parameters (the Hubbard-U
and exchange-J within DFT+U (Anisimov et al. 1997) and the percentage of
local vs Hartree exchange in hybrid functionals), usually provided by the users as
external quantities. Finally, delicate relativistic effects have to be properly treated;
for example, SOC is the driving mechanism in many electronic multiferroics, and
simulations need to include SOC to evaluate the FE polarization in TbMnO3.

As for FERSC, the prediction of the energy band gap is often crucial for a
quantitative estimate of the Rashba effect, since the coupling between occupied
and unoccupied states is believed to influence the magnitude of the Rashba spin
splitting (Bahramy 2011). As is well known, DFT within conventional LDA or
GGA exchange-correlation functionals underestimates the size of the gap, due to
inaccurate treatment of excited states. Therefore, more rigorous techniques such as
GW (Hybertsen 1986) or hybrid functionals (Heyd 2003) need to be used. However,
a significant increase in the computational cost arises and makes the simulations
accessible only when the unit cells are relatively small (say, of the order of 100
atoms for hybrid functionals).

As a final note, a word of caution to the reader is in order. Quantitative differences
can occasionally arise in specific cases when comparing theory and experiments
for multiferroics and FERSC, as far as polarization, structural properties, exchange
coupling constants, anisotropy axis, energy band gaps, etc. are concerned. We
however remark that DFT is very seldom incorrect in predicting trends vs strain,
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pressure, doping, chemical constituents, etc. As such, DFT remains the technique
of first choice when performing systematic studies of classes of materials, thereby
including multiferroics and FERSC.

5.2 Outlook

The field of MF, after considerable progress in fundamental understanding in the
last 15 years, is now moving forward to applications, especially in view of low-
power electronics where exploiting electric fields rather than magnetic fields should
bring the highest advantage (Scott 2000; Mundy 2016). Another promising area
for ferroelectrics and MF could be related to energy harvesting in terms of light-
to-electricity conversion, for example, exploiting dissipationless “shift currents”
due to bulk photovoltaic effects in FE materials (Grinberg 2013). Although some
progresses have been made specifically from the first-principles point of view
(Young and Rappe 2012), this emerging field still requires a lot of fundamental
understanding both from phenomenological models and from ab initio approaches.
From the modeling point of view (both at the DFT and more phenomenological
level), certainly an important field is that of FE/magnetic/MF domain walls, where
totally different properties with respect to their corresponding “bulk-like” domains
could be expected: different conductivities, different magnetic orders, and different
tunability upon applied fields, all at the nanoscale (Seidel 2009; Meier et al. 2012).
However, little theoretical work has been done so far, due to severe challenges,
ranging from length scales (i.e., very large for first-principles simulations) to
choosing appropriate boundary conditions, combined with still too few experimental
data to compare with. A certainly exciting topic is the (linear) dynamical ME
response, i.e., extending the static response to different frequency ranges (including
optical one): H(ω)=α(ω)E(ω). This involves the study of electromagnons (Pimenov
2006; Takahashi et al. 2013), spin wave excitations which are electrically active,
where modeling from the first-principles point of view poses several challenges, as
for the difficult treatment of excited and correlated states. Furthermore, nowadays
topology is more and more commonly accepted as an additional degree of freedom
in condensed matter. Little has been done in this respect in the field of MF, even
less from the modeling point of view, although some topological FE insulators
were addressed from first principles (Di Sante et al. 2016; Plekhanov et al. 2014;
Liu et al. 2016). The connection between topology and correlations, gaining an
increasing importance, might see MF to play a relevant role in the coming years.
Within the same topology-related areas, an intriguing field where MF and ME could
play a relevant role is magnetic skyrmions (Skyrme 1961; Roessler et al. 2006).
We recall that skyrmions are vortex-like arrangements of spins (with typical size of
tens of nanometers) whose spin texture is topologically nontrivial in real space and,
being topologically protected macroscopic objects, can be used as nanometer-sized
information carriers for high-memory density devices with low driving currents.
Experimentally, in the chiral lattice of Cu2OSeO3 ferromagnetic oxide (Seki et al.
2012), skyrmions were found to induce FE polarization and could be electrically
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controlled. Skyrmions were also observed in MF lacunar spinels, such as GaV4S8
(Kézsmarki 2015). From the modeling point of view, an outstanding challenge is
the accurate and quantitatively reliable estimate of the DM interaction (Xiang et al.
2013a; Weingart et al. 2012), at the basis of the skyrmion emergence. In correlated
materials, tiny quantities such as relativistic DM might show a strong dependence
on the (often unknown) Hubbard parameters U and J within the DFT+U formalism,
which questions the predictive power of DFT in the field of skyrmions and calls for
other approaches to be developed and tested.

As for FERSC, the field is so new that it is hard to envisage how it will evolve.
First of all, progress should be made from the experimental point of view. Indeed,
GeTe was found (Liebmann 2016) via (spin)-ARPES to show a giant Rashba
spin splitting, but the main concept of FERSC, i.e., an opposite spin polarization
corresponding to opposite FE polarization, could not be detected yet, due to
difficulties in switching ferroelectricity caused by overly conductive samples. In
general, FERSC might evolve along three different lines (modeling being crucial
in all of them): (i) from the fundamental point of view, it is not clear yet how to
optimize/maximize the Rashba spin splitting and which are the main ingredients
that influence it. In fact, the situation is more complex than what can be naively
thought: the Rashba splitting is not simply proportional to polarization or atomic
SOC, but depends on hybridization, orbital character, symmetry constraints, etc. In
this context, the role of orbital angular momentum was put forward, leading to an
“orbital Rashba” effect as a counterpart of the conventional spin RE (Kim 2013).
(ii) From the materials science point of view, there is certainly a large activity
to be carried out, as many FE materials exist and could potentially show large
RE. More (spin)-ARPES studies on different FE compounds should therefore be
performed in order to probe the band structure. (iii) From the technological point of
view, FERSC offer intriguing perspectives in semiconductor spintronics, offering
the appealing possibility to combine computing/logic and memory functions in
a single material and in view of achieving efficient spin-to-charge conversion
(Manchon et al. 2015). Many of the devices based on FERSC still have to be
designed, with only a first conceptual example of a modified Datta-Das spin
transistor reported in Di Sante et al. (2013). The concept of FERSC could also
easily branch into neighboring areas: (1) topology, as SOC plays a crucial role in
both RE and band inversion leading to nontrivial topological properties. Indeed,
SnTe – a prototypical topological crystalline insulator (TCI) – was theoretically
explored along this direction (Plekhanov et al. 2014), with the outcome that FERSC
and TCI behaviors are not mutually exclusive. (2) Phase change materials (PCM)
(Raoux and Wuttig 2009) are compounds which exist in an amorphous phase and in
a crystalline phase. By means of optical pulses or electrical Joule heating, PCM
can be rapidly and repeatedly switched between the amorphous and crystalline
states (with related significant changes of their optical and electronic properties),
which eventually allow them to be used for data storage. Being GeTe one of the
paradigmatic examples of PCM, the connection between FERSC and PCM physics
might be explored in the near future. (3) A plethora of interesting spin-related
effects, in addition to the RE, might arise when inversion symmetry is broken in
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nonmagnetic compounds; most of them are mediated by SOC and range from spin-
valley coupling (Xu et al. 2014; Yamauchi et al. 2015) to electronic nematic phases
in correlated metals (Harter et al. 2017). We also mention the theoretically proposed
concept of “hidden spin polarization” (HSP) (Zhang et al. 2014), starting from the
observation that SOC-induced effects are caused by the local rather than by the
global symmetry of a specific material. Therefore, although in a crystal with SIS,
all the bands are enforced by symmetry to be spin degenerate, the electric field is not
forced to vanish everywhere (e.g., there might be an inversion asymmetry around a
specific atom). As such, it might locally induce a spin polarization in the degenerate
bands. A key feature of HSP is that the contributions to such bands are spatially
localized on different parts/atoms of the unit cell (i.e., “inversion partners”) and
show opposite spin textures, so that an overall compensation of the spin polarization
is present over the bulk crystal (Slawinska et al. 2016).

We conclude by saying that materials modeling in both FERSC and MF has been,
since their birth, absolutely crucial and will likely continue to be so, due to the
complexity of the involved phenomena and to the presence of coexisting/competing
effects. The latter can be hardly addressed, unless a first-principles approach – which
takes into account all the degrees of freedom at the same time – is employed. In
this respect, DFT will undoubtedly play a major role for the future development of
FERSC and MF and for their prospective scientific and technological impact.
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Abstract

The design of modern spintronic applications relies on the accurate simulation
of nanomagnetic structures in realistic situations. Simulations can be partic-
ularly challenging when they need to consider effects that unfold on vastly
different length scales. Multiscale modeling techniques are a powerful way to
treat such cases, especially when the different length scales are coupled, such
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that the coarse length scale cannot be modeled without considering the fine
scale or vice versa. This chapter discusses various approaches and features of
multiscale simulations of the magnetization in micro- and nanomagnetism. It
gives an overview of numerical techniques used in this scientific domain to
bridge different length scales and discusses recent multiscale studies in three-
dimensional nanomagnetism. The transition to three dimensions that is currently
occurring in nanomagnetic research entails new challenges for the modeling
of the magnetization. One of the reasons is the occurrence of Bloch points,
as three-dimensional magnetic switching processes often involve the nucleation
and propagation of these singularities of the magnetization field. Bloch points
are three-dimensional magnetization structures that extend over several tens
of nanometers and which require an atomistic treatment of their core region.
Fully dynamic micromagnetic multiscale simulations with atomistic-continuum
coupling have recently been used to simulate the field-driven motion of Bloch
points. The transfer of multiscale modeling known from other domains of
material science to the simulation of magnetic structures has made it possible
to perform numerical studies providing insight into the structure and dynamics
of Bloch points and their interaction with the atomic lattice.

1 Introduction

Simulation studies play a central role in the research on magnetic nanostructures
and their application in spintronic devices. Modern computer simulations can
provide insight into magnetic processes and structures that are often inaccessible
by experimental observation, and they can thereby support the design of spintronic
applications. To ensure high reliability and ultimately predictive power for such
purposes, simulations must be applicable beyond idealized model cases. In order to
reproduce realistic situations, simulations often have to take into account processes
and effects that occur on disparate length scales. In spite of the ongoing increase
of available computational power and the advent of GPU-based supercomputing,
which has made it possible to perform micromagnetic simulations of ever larger
systems over the past years (Kakay et al. 2010; Li et al. 2010; Lopez-Diaz et al.
2012; Van de Wiele et al. 2012), this progress is, in itself, not sufficient to
achieve multiscale functionality that is capable to bridge length scales differing
by orders of magnitude. Unlike general-purpose simulation algorithms, which
can be applied out-of-the-box to a variety of situations by simply changing the
input parameters, multiscale modeling techniques generally require a thorough
preparation of the model that is used for the specific situation, such as a spatial
subdivision into a fine-scale and a coarse-scale domain. Multiscale modeling tasks
are particularly complicated when the fine scale is treated with a different physical
model than the coarse scale, as is the case in simulations with atomistic-continuum
coupling. This chapter discusses the application of multiscale modeling techniques
to micro- and nanomagnetic systems. It is argued that multiscale simulations of the
magnetic structure could be particularly helpful to address the new challenges which
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arise from the recent trend toward three-dimensional nanomagnetism (Fernández-
Pacheco et al. 2017). In particular, a combination of atomistic and continuum
models is often necessary to reliably simulate magnetic switching processes which
involve the propagation of Bloch points (Arrott et al. 1979). These topological
structures, discussed in detail in Sect. 4, are point defects of the magnetization, and
they represent a singularity in the continuum model. They require atomistic models
to address the features of their core region.

2 Overview of Multiscale Modeling in Magnetism

The literature on multiscale modeling in magnetism comprises a large spectrum
of studies, treating a wide variety of situations and often using vastly different
numerical methods. Before entering deeper into the subject, it is useful to briefly
introduce the main approaches of multiscale simulations in solid-state magnetism.
A detailed classification of the numerous multiscale models applied in the broader
scope of material science can be found in Miller and Tadmor (2009).

Most multiscale simulations are effectively dual-scale, i.e., they do not include a
multitude of different length scales but only two: a coarse scale and a fine scale. In
the implementation, the models representing these length scales can be connected
to each other in different ways. Multiscale techniques are particularly important
in situations where the different length scales are strongly connected, i.e., when
an accurate simulation of the coarse or macroscopic scale is not possible without
considering microscopic effects unfolding on the fine length scale and vice versa.
The usual approach consists in subdividing the problem into distinct regions which
are treated with a different degree of accuracy, according to the local requirements.
A locally higher accuracy can be achieved in the fine-scale region by refining the
discretization cells or by replacing the physical model with a more microscopic one
or both. When different physical models are employed, it is important to define
suitable coupling mechanisms between the fine-scale and the coarse region. In
material modeling, the first multiscale simulations involving an atomistic model
embedded into a macroscopic continuum emerged in the 1990s (Kohlhoff et al.
1991). These models were used to investigate the propagation of cracks in brittle
materials. More recently, many similar types of multiscale methods have been
applied to simulate the spin structure and dynamics in magnetic materials (Jourdan
et al. 2008; Andreas et al. 2014b; De Lucia et al. 2016; Poluektov et al. 2018).

Two main branches of multiscale simulations can be distinguished depending
on whether or not different physical models are employed to treat the coarse scale
and the fine scale, respectively. To emphasize this qualitative difference, the term
multimodel simulations is sometimes used to describe algorithms that combine
distinct modeling paradigms, such as atomistic and continuum.

In simulations involving only one physical model, the main challenge consists
in solving the underlying set of equations in a large domain in which strong spatial
variations of the accuracy requirements need to be considered while keeping the
numerical costs within acceptable limits (Pechstein 2013). This is typically achieved
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by employing discretization cells of strongly varying sizes, where a refined mesh is
used in the fine-scale region. Sometimes the grid in the fine-scale region is said to be
“fully refined,” which means that the cell size is refined down to the atomic scale.
From a technical perspective, it is usually relatively easy to bridge several length
scales by means of local mesh refinement, as long as the underlying equations and
the physical model remain the same. Multimodel simulations, on the other hand, are
more complex as they require a seamless coupling between the fine-scale and the
coarse-scale domains that are governed by different physical models. In the case of
simulations with atomistic-continuum coupling, special strategies must be applied
at the interface region. The coupling strategies typically involve a hybrid transition
region where both models are used and fully refined meshes of the continuum model
near the interface.

Another distinguishing feature of multiscale codes is whether the region of
interest is spatially defined a priori or whether its location has to be determined
automatically by the algorithm. Often the geometrical setup or the physical situation
is such that the location of the critical region which requires a fine-scale treatment
is known beforehand. In these cases, the model can be prepared accordingly, and
the simulation can rely on preprocessed meshes and predefined model parameters.
The situation is more complicated if the location of the region of interest needs to be
determined dynamically. Such cases require a continuous adaptation of the model
during the simulation, controlled by suitable criteria and indicators to identify the
regions necessitating a fine-scale treatment. Because of this difference between the
simulations, the term “dynamic” can be ambiguous in multiscale modeling, since
it may not be immediately clear whether it only refers to the simulation of the
magnetization dynamics or also to the spatial dynamics of the multiscale model.

In some cases, multiscale simulations not only combine effects unfolding on
vastly different length scales but also on very different time scales. A typical
example are the highly complex processes governing the ultrafast laser-induced
magnetization dynamics (cf. e.g., Koopmans et al. 2010), which include electronic,
phononic, and magnetic effects spanning from the femtosecond to the nanosecond
range. Such problems can often be treated in the framework of sequential models
(Sect. 2.4). Usually, however, multiscale simulations refer to the simulation of
systems that are evolving on a common time scale but on different length scales.

2.1 Multiscale Simulation with Adaptive Meshes

In the modeling of magnetic structures, single-model multiscale simulations with
adaptive mesh refinement generally address situations where the domain in which
the solution is sought is much larger than the micromagnetic exchange length,
discussed in Sect. 3.2. This material-dependent length scale is always in the range
of at least several nanometers and is comparable to the extension of fundamental
magnetic structures, like the width of domain walls or the size of vortex cores.
Micromagnetic simulations generally require that the discretization size does not
exceed the exchange length, but in macroscopic samples, it can be prohibitively
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expensive to use cell sizes that are everywhere small enough to resolve this fine
structure of the magnetization. In these cases adaptive mesh refinement strategies
can be used to detect the regions which require a local refinement while using com-
paratively coarse cells where the magnetic structure is sufficiently smooth (Forster
et al. 2002; Hertel and Kronmüller 1998; Hertel et al. 2005). In micromagnetism,
the gain in computational resources obtained by adaptive mesh refinement methods
has become much less important since the advent of GPU-based high-performance
computing (Kakay et al. 2010; Li et al. 2010) which allows for rapid large-scale
computations with desktop computers (Van de Wiele et al. 2012; Gliga et al. 2013).
Moreover, data compression techniques by means of hierarchical matrix methods
(Hackbusch 2015; Börm and Grasedyck 2004) have contributed significantly to the
reduction of numerical costs in micromagnetic finite element modeling, thereby
enabling their application to large-scale simulations (Knittel et al. 2009; Popović
and Praetorius 2005).

In continuum simulations, the size of the discretization cells is merely a numeri-
cal parameter without physical meaning. While a decrease of the cell size generally
reduces the discretization error due to the discrete numerical representation of
the continuum equations, it does not affect the nature of the physical problem.
Accordingly, there is no lower limit concerning the admissible cell size, which
can be chosen even smaller than the atomistic scale. In fact, early micromagnetic
simulation studies attempted to eliminate discretization errors by extrapolating the
results to zero cell size (infinite discretization density) (Rave and Hubert 2000;
Hertel and Kronmüller 2002). Choosing too small discretization cells is normally
a waste of computational resources since the results tend to converge rapidly below
a certain cell size and remain unaffected by further refinement, but there is no
fundamental criterion that would prevent an infinitely fine discretization.

A transition toward an atomistic model is required when the continuum model
ceases to be sufficiently accurate. In such situations, coarse-grained models may
fail to capture essential physical features that can only be described on a more fine-
grained level. The need for a transition from the continuum to an atomistic model
results from physical considerations, which will be discussed in Sect. 3.4.

2.2 Atomistic-Continuum Coupling: Finite Differences

While finite element models are prominent in the continuum modeling of materials
in general, finite difference formulations are widespread in micromagnetic contin-
uum simulations because they provide a convenient framework for the computation
of the long-range magnetostatic interaction. One way to achieve a combination of
atomistic and continuum model in magnetic multiscale simulations based on finite
differences consists in refining the discretization grid down to the atomistic level
and connecting the surrounding continuum region by means of a coarse-graining
procedure. Such models have been applied successfully, e.g., in the simulations
of skyrmions (De Lucia et al. 2017) and grain boundaries (Garcia-Sanchez et al.
2005). In these models, the discretization cells in the atomically refined region are
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Fig. 1 Example of a finite difference multiscale simulation with atomistic resolution in a domain
wall. The cell size is gradually reduced to the atomic scale as the domain wall is approached.
Reprinted figure with permission from (Jourdan et al. 2008) Copyright 2008 by the American
Physical Society

interpreted as atomistic magnetic moments. The interface between the continuum
and the atomistic region can either be sharp (De Lucia et al. 2016) or gradual
(Jourdan et al. 2008) (Fig. 1).

Unlike finite element methods, where a continuous variation of the cell size is
unproblematic, a local change of the discretization size in finite difference formula-
tions involves averaging procedures and assumptions that connect the smaller cells
to the larger ones. In micromagnetic modeling, such coarse-graining procedures
can play the role of an atomistic-continuum interface, where the discretization cells
belonging to the continuum adjacent to the atomistic region effectively represent
coarse-grained atomistic moments. The atomistic cells, on the other hand, can be
coupled to the larger cells by means of “ghost” nodes, i.e., magnetic moments
located inside the continuum cell, thereby creating an overlap between atomistic
and continuum region. This technique can be applied to any level of refinement and
coarsening and is not limited to the atomistic-continuum transition.

In micromagnetic finite difference formulations, the equations applied to the
atomistic region are often very similar to those used in the continuum region, with
the only qualitative difference being the number of interacting neighbors. This
similarity arises from the fact that the discretized version of the continuum term
of the exchange energy takes the same form as the atomistic Heisenberg exchange
model (Donahue and McMichael 1997). Also, the dipolar field can be computed
with the same summation scheme for micromagnetic and atomistic cells (Jourdan
et al. 2008). These types of multiscale formulations therefore share similarities
with mesh refinement techniques (Garcia-Cervera and Roma 2006) applied within
a single modeling paradigm. They can nevertheless be regarded as models with
genuine atomistic-continuum coupling, since the refinement of the cells down to the
atomic scale introduces numerical entities that share sufficient similarities with a
Heisenberg model so that the refined part can be interpreted as an atomistic region.
While a local cell refinement down to the atomic scale provides an acceptable
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model for the atomistic part, it should be noted that the atomic cells in this
type of multiscale simulations are located on a regular cubic grid defined by the
discretization scheme. From a crystallographic perspective, such an arrangement is
unrealistic for magnetic materials, and thus one drawback of this method is that the
cells representing the atomic moments are not placed at realistic atomic positions of
a crystal lattice.

2.3 Atomistic-Continuum Coupling: Finite Elements

In other domains of material modeling, multimodel simulations with atomistic-
continuum coupling often provide a more realistic representation of the atomistic
structure in the fine-scale region (Tadmor and Miller 2012; Zamora et al. 2012).
In these simulations, atomically small cells of the continuum model are used as
an ingredient of the interface region but are not directly identified as parts of an
atomistic model. By using the finite element method for the continuum and finite
difference formulation for the atomistic part, they combine qualitatively different
models, which are adapted to the modeling of the respective scales (Fig. 2, right).

In magnetism, a simulation concept with such atomistic-continuum coupling
was suggested a long time ago by Kronmüller et al. (1997) as a possibility to
treat grain boundaries in composite permanent magnets (Fig. 2, left). The grain
boundary problem has later been treated within a sequential atomistic-continuum
multiscale approach (Hrkac et al. 2010) (cf. Sect. 2.4) and by using finite differ-
ence multiscale simulations with atomistic discretization (Garcia-Sanchez et al.
2005). Finite element implementations of multimodel/multiscale simulations with
atomistic-continuum coupling have been reported only recently in micro- and
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Fig. 2 Left: Schematic representation of a combined finite element/atomistic model to simulate
magnetic grain boundaries. Reprinted from (Kronmüller et al. 1997), Copyright 1997, with
permission from Elsevier. Right: Example of a finite element/multiscale study with atomistic-
continuum coupling, simulating the propagation of a crack in brittle material. The finite element
mesh is gradually refined to the atomistic scale, where it couples to the atomistic region. Reprinted
figure with permission from (Zamora et al. 2012) Copyright 2012 by the American Physical
Society
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nanomagnetism (Poluektov et al. 2018; Andreas et al. 2014b). In such models,
the coupling mechanism between the atomistic fine-scale domain and an adjacent
continuum domain is usually the most complicated aspect. This connection is
typically achieved by means of some kind of overlap of the atomistic region
extending into the continuum domain, which can contain a “handshake” region
where both models are evaluated. The handshake region includes contributions
from the atomistic and the continuum model, which are weighted depending on
the distance from the interface, thereby achieving a smooth transition from purely
continuum to fully atomistic. In addition to these strategies, the continuum domain
is often fully refined at the interface region, such that the cell size is compatible
to the atomic lattice constant. Due to the complexity of the underlying meshes
and their connection within an overlapping region, it is challenging to apply these
models to situations in which the location of the atomistic-continuum interfaces
changes dynamically. Fully dynamic three-dimensional micromagnetic multiscale
code with atomistic-continuum coupling has recently been reported by Andreas
et al. (2014b). In their algorithm, atomistic fine-scale regions are inserted and
displaced automatically according to the peculiarities of the magnetic structure that
develops during the simulation.

2.4 Sequential Models

In micro- and nanomagnetic simulations, the term multiscale modeling is also used
occasionally to describe models that connect different length scales in a sequential
way. Unlike the previously discussed cases, where coarse and fine scale are solved
concurrently, sequential models take the results obtained from the modeling on one
length scale and transfer them as input for subsequent simulations on a different
scale. The classical case of sequential models consists in calculating material
parameters on a microscopic scale and to use them for simulations on a coarser
scale, which is employed to address larger problems. There are several examples
of this type in magnetism, where electronic calculations provide input parameters
for micromagnetic simulations (Schweflinghaus et al. 2016) or where information
is passed from the atomistic scale to the continuum (Kazantseva et al. 2008a; Hrkac
et al. 2010). The opposite situation is also possible, where continuum models yield
information on the magnetic structure, which is then used as an input for electronic
calculations (Seemann et al. 2012). Such sequential multiscale simulations are
mentioned here only for completeness. The rest of this chapter will deal with
concurrent multiscale simulations.

3 Micromagnetic Continuum Theory

Micromagnetic theory (Brown 1963; Aharoni 2000; Hubert and Schäfer 2012;
Kronmüller and Fähnle 2003) plays a central role in the modeling of ferro-
magnetic nanostructures since it provides a theoretical framework to describe
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ferromagnetic solids at mesoscopic length scales. This continuum theory bridges
the gap between the macroscopic Maxwell theory of electromagnetic fields and
the atomistic treatment of condensed matter based on quantum theory. Instead
of using macroscopic effective quantities such as the magnetic permeability or
susceptibility, micromagnetic theory describes the properties of a ferromagnet (like,
e.g., its response to an external field) by analyzing in detail the internal structure of
the magnetization. Micromagnetism is the method of choice to study the properties
of magnetic domains, domain walls, vortices, and other fundamental structures of
the magnetization which are essential in spintronic devices (Zhu and Zheng 2002).

3.1 Basic Assumptions and Fundamental Equations

The range of validity of micromagnetic theory spans over a broad range of length
scales, ranging between a few nanometers and several microns. On the large scale,
the validity is limited mostly by practical considerations and by the resources
that are available for computer simulations. If the problem size is too large, a
micromagnetic treatment is either prohibitive or unnecessary. On the lower scale, the
limits of validity can be reached in cases when the spin structure displays important
features on the atomic scale that cannot be captured within a continuum model.
These situations are rather exceptional in magnetic nanostructures, but they deserve
particular attention. In micromagnetic modeling, situations that require a multiscale
approach are typically located at the boundaries of the validity of micromagnetic
theory. As a continuum theory, micromagnetism traditionally takes the role of the
coarse-scale model in multiscale simulations, with atomistic models being used for
the fine scale. There are however also opposite situations, where the micromagnetic
model represents the fine-scale part of the simulation, while in the macroscopic
part, the ferromagnet is described by effective quantities, such as the magnetic
susceptibility (Bruckner et al. 2013, 2014; Schrefl et al. 2005).

In micromagnetic theory, the magnetic structure is represented as a smooth vector
field of the magnetization M(r, t), which is generally a function of space and time.
The magnetization, defined as the density of magnetic moments, is a directional
field with constant magnitude. Its magnitude is the spontaneous magnetization
Ms = |M|, which is a material-specific constant. Besides the constraint of constant
magnitude |M|, micromagnetic theory relies on the assumption that the magnetic
structure of a ferromagnet remains mostly homogeneous on the atomic scale. This
assumption is justified qualitatively by the dominant influence of the exchange
interaction on short length scales, which tends to avoid strong inhomogeneities,
and it is confirmed quantitatively by the value of the exchange length discussed in
Sect. 3.2, which is much larger than the interatomic distance. The near homogeneity
of the spin structure at the atomic scale allows to introduce the magnetization as a
meaningful spatial average of the magnetic moments and thus to use a continuum
model to describe the magnetic structure.

The fundamental equation of motion of the magnetization is the Landau-Lifshitz-
Gilbert equation (Landau and Lifshitz 1935; Gilbert 2004)
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dM

dt
= −γM ×H eff + α

Ms

(
M × dM

dt

)
(1)

where γ is the gyromagnetic ratio, α is a phenomenological damping constant, and
H eff is the effective field acting on the local magnetization. The effective field

H eff = − 1

μ0

δe

δM
(2)

(μ0 is the vacuum permeability) comprises all micromagnetic energy contribu-
tions to the local energy density e, the most important of which are usually
the ferromagnetic exchange, the magnetocrystalline anisotropy, the Zeeman term,
and the nonlocal magnetostatic interaction energy. A detailed description of the
micromagnetic energy terms and the corresponding effective fields entering the
Landau-Lifshitz-Gilbert equation can be found in, e.g., Refs. (Brown 1963; Hubert
and Schäfer 2012; Aharoni 2000; Kronmüller and Parkin 2012).

Given an initial magnetic structure, the standard task of micromagnetic simula-
tions consists in numerically integrating this equation of motion of the vector field
M in time until a converged state is obtained.

3.2 Exchange Lengths: Intrinsic Length Scale

The problem of different interacting length scales is ubiquitous in micromagnetism,
even in situations which do not require multiscale modeling techniques. At the
nanoscale, the magnetic structure in nanoelements consists of basic topological
entities like domain walls or vortices that are often much smaller than the magnet
itself. In spite of their small size, these fundamental structures generally have a
great impact on the magnetic properties of elements used in spintronic devices,
and it is necessary to use sufficiently fine discretization grids in order to ensure
that these structures are resolved numerically. Vortices and domain walls have
a characteristic extension that results from a balance between the long-range
magnetostatic interaction and the short-range exchange interaction. This interplay
of energy terms acting on different scales leads to a characteristic length scale, the
exchange length,

ls =
√

2A/(μ0M2
s ) (3)

where A is the exchange constant, a material-specific parameter. The exchange
length provides an intrinsic length scale that serves as an estimate of the extension
of micromagnetic structures, like domain walls or vortices (Hubert and Schäfer
2012). In all known ferromagnetic materials, the exchange length is larger than
at least several nanometers (Kronmüller and Fähnle 2003). This is also true for
another type of micromagnetic exchange length that can be defined for magnetic
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materials with strong magnetocrystalline anisotropy (Kronmüller 1962). Magnetic
inhomogeneities in a ferromagnet therefore extend over a range that is much larger
than the atomic lattice constant. Accordingly, atomistic models are unnecessary
to simulate ordinary topological structures like vortices or domain walls. There
may nevertheless be exceptional situations where the magnetic structure in a
ferromagnet develops strong inhomogeneities on atomistic distances. In these cases
the continuum model becomes inaccurate and should be replaced by an atomistic
model that could be combined with a continuum model in a multiscale simulation.
Multiscale micromagnetic simulations with atomistic-continuum coupling are typ-
ically employed in cases where pronounced inhomogeneities of the magnetization
develop only in certain parts of the domain, while most regions of the nanomagnet
can be safely described by means of traditional micromagnetic theory.

Another situation that requires multiscale modeling occurs on the opposite
spectrum of length scales, when the magnetic structure needs to be modeled in
an environment that is of a macroscopic size, i.e., a domain which is by orders
of magnitude larger than the exchange length. This is often the case in the modeling
of recording processes, where the micromagnetic model of the magnetic layer on
a hard disk has to be embedded into macroscopic simulations of the magnetic
field generated by the write head and its macroscopic coil (Schrefl et al. 2005).
Sometimes it is also necessary to include thermal effects in the model, a task which
may involve a description on different length scales if the heat flow is modeled
on a macroscopic scale, while temperature also has an impact on the microscopic
spin dynamics. The latter can be described by the stochastic version of the Landau-
Lifshitz-Gilbert equation (Lyberatos et al. 1993).

3.3 Connection Between Atomistic and Continuum Theory

In the hierarchy of physical theories of ferromagnetic materials, atomistic models
with classical magnetic moments provide the framework with next finer granularity
following micromagnetic theory. This more fine-grained approach is not constrained
by the assumptions that are used in micromagnetic theory: the direction of magnetic
moments at neighboring atomic lattice sites can enclose arbitrarily large angles,
and it is straightforward to extend the model to account for situations where the
magnetic moment is not constant. The latter feature is implemented in the Landau-
Lifshitz-Bloch equation (Chubykalo-Fesenko et al. 2006), which generalizes the
Landau-Lifshitz-Gilbert equation by allowing for temporal and spatial variations
of the magnitude of the magnetic moment. Accounting for a temporal collapse
of the magnetic moment is particularly important in the case of ultrafast, laser-
induced magnetization dynamics (Kazantseva et al. 2008b). In spite of qualitative
differences, atomistic models share many similarities with micromagnetic theory. In
particular, the description of the spin dynamics is governed by an atomistic version
of the Landau-Lifshitz-Gilbert equation which has the same form, with effective
field terms accounting for the various energy terms. The atomistic and the contin-
uum model differ mainly in the form of two energy representations, the exchange
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term and the dipolar (magnetostatic) term, and their respective effective field terms.
Local energy terms like the magnetocrystalline anisotropy or the Zeeman term
remain unaffected by the transition from a discrete to a continuum model.

The continuum form of the energy terms in micromagnetic theory is formally
derived from microscopic principles and is obtained by means of a transition from a
discrete representation to a continuum form. This is achieved by a spatial averaging
procedure through which an ensemble of magnetic moments and magnetic dipoles is
transformed into a continuous magnetization and into a distribution of magnetostatic
volume and surface charges (Brown 1962). Atomistic models, on the other hand,
are located at an intermediate level between the fundamental electronic theory
that provides the basis of the material’s magnetic properties and the continuum
model which removes all granularity by introducing averaged quantities. They
are fine-scaled with respect to the continuum model but large-scaled compared to
the electronic level. Due to this intermediate position, some heuristics is used for
the calculation of the dipolar field in atomistic models. In atomistic models the
magnetostatic field is usually represented by a sum of point dipoles attributed to
the lattice sites, while in the continuum model, the field is typically calculated by
solving the Poisson equation ΔU = ∇ · M for the magnetostatic potential U ,
from which the demagnetizing field is obtained as a gradient field H = −∇U . By
choosing atomistic dipole moments, the atomic model introduces a coarse-grained
representation of the sources of the magnetostatic fields which are of electronic
origin and could in principle be represented by a continuous spin density on the
atomistic scale. However, if the goal is to simulate nontrivial three-dimensional
spin structures that extend beyond a size of several nanometers, a self-consistent
calculation of the electronic spin density is prohibitive, and dipole sums are a natural
and practical solution in view of the granularity of the model. Moreover, since the
impact of the magnetostatic term is almost negligible on short distances, a possible
loss of accuracy introduced by the point dipole model on the atomic scale can be
considered to be insignificant.

The most important difference between the micromagnetic and the atomistic
models concerns the exchange term. In the atomistic case, a Heisenberg model
replaces the continuum expression. The latter considers gradients in the vector field
of the magnetization, while the former contains a sum describing the interaction
between neighboring magnetic moments.

eatomistic
exc = −Jij

∑

i �=j
μ̂i · μ̂j . (4)

Here μ̂i is the normalized magnetic moment at the lattice site i, the sum extends
over nearest neighbor sites, and Jij is the Heisenberg exchange constant, while the
continuum representation is

econtinuum
exc = A

M2
s

[
(∇Mx)2 +

(∇My
)2 + (∇Mz)2

]
. (5)
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These two energy forms are connected since the continuum form (5) can be derived
from the atomistic Heisenberg term (4) by means of a Taylor expansion by assuming
small angles between neighboring magnetic moments (Kittel 1949), i.e.,

∣∣μ̂i − μ̂j
∣∣� 1 . (6)

The validity of the continuum model is challenged whenever this assumption
does not hold. When particularly strong magnetic inhomogeneities develop, the
continuum term should be replaced by the atomistic term.

3.4 Strongly Inhomogeneous Spin Structures

The micromagnetic exchange lengths cease to be suitable a measure when the
assumption of near homogeneity of the spin structure on the atomic scale is not
fulfilled. This can occur, e.g., in heterogeneous, nanocrystalline magnets, where the
spin structure can be strongly inhomogeneous at the grain boundaries. Moreover,
the exchange lengths are derived assuming an energetic balance resulting from a
static energy minimization. Therefore, the scale described by the exchange length
is not meaningful in systems that are far out of equilibrium, like in the case of
laser-induced magnetic switching (Kazantseva et al. 2008b). A further case in which
the magnetization becomes inhomogeneous on length scales that are much smaller
than the exchange length are Bloch points, a special type of three-dimensional
topological structures (Döring 1968; Feldtkeller 1965). Bloch points can form in
homogeneous magnetic material and without thermal excitation. Whenever the
criterion (6) is not fulfilled and the exchange lengths lose their meaning, the
continuum term of the exchange energy (5) cannot be applied reliably. In such
situations the fundamental assumptions of micromagnetic theory are violated, and it
becomes necessary to treat the magnetic structure with a more fine-scaled, atomistic
theory.

Having established that micromagnetic continuum theory is not an accurate
framework to describe microscopic spin structures with inhomogeneities that are
too strong to be negligible on an atomistic scale, a quantitative measure is needed
to determine the degree of inhomogeneity up to which it is acceptable to apply the
continuum theory. Such a measure is an important metric for dynamic multiscale
simulations as it allows to identify regions which contain spin structures that require
an atomistic treatment. To address this question, Andreas et al. have quantified
(Andreas et al. 2014a) the degree of magnetic inhomogeneity beyond which the
continuum form of the exchange energy should be replaced by a Heisenberg
term. Using a one-dimensional spin spiral as a test system, the local error due
to the continuum approximation was calculated as a function of the strength
of the magnetic inhomogeneity. This was achieved by comparing the exchange
energy computed with the continuum expression with the value obtained from the
Heisenberg term. It was found that the local error remains below 0.1% if the spins
rotate by 360◦ within a distance of at least 15 unit cells (Fig. 3).
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Fig. 3 Relative error of the micromagnetic exchange energy with respect to the Heisenberg term
in the case of an ideal spin spiral. The length λ of the spiral is expressed in units of the distance
Δ between neighboring atomic spins along the direction of the spiral. Reprinted with permission
from (Andreas et al. 2014b) Copyright 2014 by the American Physical Society

4 Bloch Point Structures

Over the past years, research in spintronics and nanomagnetism has mostly focused
on the properties of flat magnetic thin film elements. Owing to advances in synthesis
methods, recent research in nanomagnetism has expanded into three dimensions
(Fernández-Pacheco et al. 2017). This development has been further encouraged
by theoretical works predicting new magnetic effects in three-dimensional nano-
magnets (Yan et al. 2012, 2011) which could result in new functionalities (Staňo
et al. 2018; Sanz-Hernández et al. 2017). A transition toward three-dimensional
nanomagnets is accompanied by qualitative changes in the magnetic structure. One
type of fundamental spin structures developing specifically in three-dimensional
nanomagnetism are Bloch points. These complex spin structures display a number
of unusual properties which make it impossible to simulate them accurately with
usual micromagnetic algorithms. They rather represent archetypal examples of spin
structures that can only be modeled reliably by means of multiscale modeling
techniques.

4.1 Characteristic Properties and Importance of Bloch Points

Contrary to what their name suggests, Bloch points are not point-like entities
but genuinely three-dimensional spin structures (Feldtkeller 1965; Döring 1968).
Bloch point structures have a unique combination of topological, structural, and
magnetostatic properties which distinguishes them from usual fundamental micro-
magnetic structures. The terminology originates from the fact that they contain a
point singularity in the continuum picture. Although this point can be regarded as
a zero-dimensional entity, its position cannot be defined without the characteristic
three-dimensional magnetic environment that surrounds it. There is a large family
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Fig. 4 Two different versions of Bloch point structures: (a) vortex and (b) antivortex type. There
exist several further categories (Malozemoff and Slonczewski 1979). Reprinted from (Hertel 2016),
Copyright 2016, with permission from IOP publishing

of possible Bloch point structures, which are discussed in detail in the book by
Malozemoff and Slonczewski (1979). Bloch point structures are characterized by a
circulation of the magnetization around a central point, such that the entire spin
space is covered (Fig. 4). Insofar, they can be considered as three-dimensional
variants of magnetic vortices or antivortices. One of their defining micromagnetic
properties is that any magnetization direction can be found at least once on the
surface of any sphere that contains a Bloch point (Hubert and Schäfer 2012). The
structurally simplest version of a Bloch point is a hedgehog structure, where the
magnetization points radially away from a central point. In the continuum model, the
exchange energy density of such a structure diverges at the central point, although
the total exchange energy remains finite. The core of the Bloch point represents
a topological defect at which the magnetization direction is undefined. In the
continuum model, the singularity describes a region at which the magnetization
is maximally inhomogeneous, i.e., where the magnetization direction changes
by 180◦ on an arbitrarily small distance. The occurrence of such divergences
and singularities is obviously not a physical reality, but rather indicates that the
approximations of the continuum model cease to be valid. In fact, there are no
singularities when Bloch point structures are treated within the framework of
discrete, atomistic models.

Concerning their magnetostatic properties, Bloch points are magnetic monopoles
of the magnetic field H . Note that, since Bloch points are not isolated entities, their
monopolar magnetostatic charge is a real physical feature which does not represent
a violation of fundamental laws of physics (∇ · B = 0 remains valid).

In addition to their magnetostatic charge, Bloch points carry a topological charge
Q, which is similar to that of skyrmions. In a two-dimensional spin skyrmion
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structure, the topological charge is determined by means of a projection of the planar
magnetic structure onto a unit sphere, followed by an integration over the surface of
the sphere (Pfleiderer 2011). The magnetic structure of a skyrmion projected onto a
unit sphere has the same topological property as the magnetization on a unit sphere
that encloses a Bloch point (without performing any projection). Therefore, like
in the case of skyrmions, a nonzero, integer topological charge can be assigned to
Bloch points.

In spite of their topological similarity with skyrmions, Bloch points may also be
regarded as three-dimensional counterparts of magnetic vortex and antivortex struc-
tures in thin films. This is because of the role that they can play in the dynamics of
three-dimensional magnetic structures, which is in many ways analogous to that of
vortices in two-dimensional magnetic thin films. For example, magnetic switching
processes in thin film elements are often mediated by the nucleation, propagation,
and expulsion of magnetic vortices. Similarly, three-dimensional reversal processes
can be accomplished by Bloch points entering, traversing, and exiting the sample. A
classical example thereof is the magnetization reversal of a soft magnetic cylindrical
wire (Arrott et al. 1979). Another similarity between vortices and Bloch points is
that they do not occur below a critical sample size, which in the case of a vortex is
known as the single-domain limit; otherwise these spin structures would dissolve in
order to reduce the ferromagnetic exchange energy. In ferromagnets, these structures
can only exist when they are embedded into a sufficiently large volume, so that the
cumulative impact of the long-range magnetostatic interaction is sufficiently strong
to stabilize them.

4.2 Micromagnetic Modeling of Bloch Points

Accurately simulating Bloch point structures and their dynamics represents a
major challenge for micromagnetic simulations, since two characteristic features
of Bloch points violate the basic assumptions of micromagnetic theory. Firstly,
the topological defect at the center of the Bloch point is in contradiction to the
assumption of a smooth and continuous vector field of the magnetization, and it
is also in disagreement with the constraint |M| = const. More importantly, the
assumption of small variations of the magnetization on the atomic scale is not valid
in the vicinity of a Bloch point. In numerical simulations, this results in important
local errors of the exchange energy density and of the corresponding effective field,
as well as in an artificial pinning of the Bloch point at the discretization grid.

First attempts to address these problems within the framework of micromagnetic
theory consisted in using adaptively refined meshes with a high discretization
density near the Bloch point (Thiaville et al. 2003; Hertel and Kronmüller 2002).
A more sophisticated approach was later presented which consists in extending the
continuum model by adding a degree of freedom that, similar to the LLB equation,
relaxes the constraint of constant magnitude of the magnetization (Elías and Verga
2011; Galkina et al. 1993; Lebecki et al. 2012). In these models, the singularity in
the core is removed by gradually reducing |M| to zero as the center of the Bloch
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point is approached. Although the validity of this phenomenological approach to
reduce the magnitude of the magnetization near the Bloch point center is not firmly
established, these models succeed in removing the difficulties connected with the
micromagnetic simulation of Bloch points and thereby provide a description that is
more reliable than ordinary micromagnetic simulations with local mesh refinement.

Simulating Bloch points in ferromagnets is generally a task of intrinsically
multiscale nature. While standard micromagnetic theory fails to describe the
features in the vicinity of the core region, purely atomistic models, on the other hand,
cannot describe the formation and motion of Bloch points. Unless specific boundary
conditions of the magnetic structure are enforced (Reinhardt 1973), a Bloch point
that is not embedded into a larger micromagnetic continuum dissolves in atomistic
models due to its high energy density. Bloch points are usually stabilized by the
cumulative effect of the long-range magnetostatic interaction within a volume that
is too large to be treated atomistically. Exceptions to this are more exotic materials
with a strong antisymmetric exchange, where the short-range Dzyaloshinskii-
Moriya interaction can stabilize Bloch points (Milde et al. 2013; Rybakov et al.
2015). In these situations purely atomistic models can be sufficient.

Recently, fully dynamical multiscale micromagnetic simulations with atomistic-
continuum coupling have been employed to study Bloch points in an ordinary
ferromagnet. This has provided quite detailed insight into the dynamics of Bloch
points and their interaction with the atomic lattice structure.

4.3 Dynamic Multiscale Model with Atomistic-Continuum
Coupling

Since the core region of a Bloch point structure cannot be described reliably with
continuum micromagnetism, computer simulations of these magnetic structures
should aim at applying an atomistic model in this part of the structure. The magnetic
structure surrounding the central region can be simulated safely with continuum
theory, and it would thus be unnecessarily expensive (and in practice not feasible)
to simulate the entire three-dimensional Bloch point structure atomistically. Purely
atomistic simulations could be used to study artificial situations, where the Bloch
point structure is stabilized by imposing particular boundary conditions of the
magnetization (Reinhardt 1973), but it would currently not be possible to perform
fully atomistic simulations of realistic cases of Bloch point structures propagating
in mesoscopic ferromagnets. Arguably the best strategy to address these situations
is to apply the atomistic model only selectively, i.e., in the regions of the sample
where an atomistic resolution is needed, and to enclose this atomistic part into a
continuum model that describes the overall, mesoscopic magnetic structure. With
such a multiscale approach, it is possible to achieve the required atomistic resolution
in Bloch point cores while keeping the total number of degrees of freedom in the
simulation within acceptable limits.

If the goal of micromagnetic simulation studies is to investigate the dynamics
of Bloch points, the position of the region that is treated atomistically cannot be
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Fig. 5 Exploded view of the multiscale sphere used in Andreas et al. (2014b) The core contains
an atomistic region, which is connected to a fully refined finite element mesh with cell sizes that
gradually increase toward the surface. Right: The multiscale sphere can move within the volume
of the ferromagnetic sample, in this case a thick magnetic nanowire. Reprinted from (Hertel 2016),
Copyright 2016, with permission from IOP Publishing

defined a priori. The problem requires a fully dynamic multiscale simulation with
adaptively moving atomistic-continuum interface. The first report of a code with
these characteristics is due to Andreas et al. (2014b). The authors used GPU-
accelerated multiscale modeling techniques to perform dynamic simulations of the
magnetic structure and succeeded in bridging several length scales. By adhering
to an object-oriented programming approach, the authors encapsulate the multiscale
part of the simulation within a numerical object that they called the multiscale sphere
(Fig. 5). The multiscale sphere has a diameter of about 50 nm and consists of a core-
shell type discretization. It contains a core region that is fully atomistic, enclosed
into a spherical shell which is entirely governed by continuum micromagnetics on
its outer surface. The spherical shape and the discretization within this multiscale
object are optimized for the simulation of Bloch points. To design the multiscale
sphere, the size of the region that requires atomistic accuracy in a static Bloch
point structure was determined by using the function displayed in Fig. 3 as an error
indicator, and the volume of the atomistic core region of the multiscale sphere
was chosen accordingly. The transition between this atomistic central region and
the surrounding continuum model occurs entirely within the multiscale sphere.
By enclosing the atomistic-continuum coupling in a numerical object that can be
dynamically generated, displaced, and removed, it becomes possible to adaptively
apply multiscale modeling techniques where it is needed. In the simulations, this
feature is used to track the position of a Bloch point during its field-driven motion.
This ensures that the core of the structure is always simulated with the atomistic
model. The code first identifies the positions at which the inhomogeneity is so strong
that an atomistic treatment is needed. It then generates or displaces the multiscale
sphere as necessary and removes it when it is no longer required. The multiscale
sphere can thus be thought of as an “atomistic lens” that follows the region of
interest during the simulation. Inserting and displacing the multiscale sphere inside
the volume of the sample is achieved without any time-consuming remeshing of



19 Applications of Multi-scale Modeling to Spin Dynamics in Spintronics Devices 419

the continuum model in the background. Moreover, several multiscale spheres can
operate simultaneously (we used up to 20), with their number being limited by the
available numerical resources. When different multimodel spheres intersect, they
can generate a larger contiguous atomistic region.

Within the multiscale sphere, the coupling between the atomistic region in the
core sphere and the continuum in the outer shell is obtained by means of a hybrid
handshake region. In this interface region, both atomistic and continuum model are
used. The contributions of the two models are weighted according to their position
within the shell, such that the inner part is fully atomistic and the outer part fully
micromagnetic. This coupling, combined with a gradual refinement of the mesh
down to the atomistic scale near the core region, ensures a seamless transition
between the two models. In order to couple the multiscale sphere to the surrounding
“background” continuum that provides the larger magnetic structure, the sphere
receives the magnetic structure from the background at the surface and transfers
the magnetic structure back to the continuum model via the nodes of the unrefined
background mesh that are located within the volume of the sphere. More details on
the model are described in Andreas et al. (2014b).

4.4 Simulated Bloch Point Dynamics, Interaction
with Atomic Lattice

The dynamic multiscale modeling technique described in the previous section has
made it possible to simulate in detail the field-driven motion of a Bloch point in
a cylindrical nanowire, thereby providing insight into a fundamental magnetization
process that was predicted about 40 years ago by Arrott et al. (1979). In cylindrical
geometries, Bloch points are part of a special type of head-to-head domain walls.
These domain walls, sometimes called Bloch point walls (Da Col et al. 2014), are
characterized by an azimuthal vortex structure with the magnetization circulating
around the central axis of the cylinder, and they separate two domains with opposite
magnetization direction aligned along the cylinder axis. The Bloch point is located
in the center of the vortex domain wall and is dragged along the wire as the domain
wall is displaced. The simulations revealed that Bloch points driven by moderate
magnetic fields (less than 100 mT) can propagate at very high velocities (above 1000
ms−1) without hindering the motion of the domain wall that contains them (Hertel
2016). In spite of its vanishing net magnetization in the core region, the Bloch
point structure does not appear to have a significantly inferior mobility than the
domain wall. Moreover, the simulations predict that, under specific circumstances,
the motion of a field-driven Bloch point in a magnetic nanocylinder can change
from a linear displacement along the cylinder axis to a complex spiraling orbit.
As a Fourier analysis shows, this spiraling motion can be decomposed into two
circulations with opposite sign and different amplitudes. This particular gyrating
motion is probably due to the impact of the topological charge of the dynamics, as
described by the Thiele equation (Thiele 1973). This is corroborated by the fact that
a similarly complex motion was also reported for skyrmions, which have the same
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topological charge as Bloch points. In the case of skyrmions, numerical studies have
shown that the topological charge leads to a motion along a hypocycloid trajectory
(Moutafis et al. 2009; Moon et al. 2014; Shiino et al. 2017), which is very similar to
the complex, spiraling motion that occurs for the Bloch point.

In addition to this complex Bloch point dynamics, the studies have brought into
evidence an interaction between the atomic lattice and the Bloch point. In the low-
field dynamics, the relative orientation of the atomic crystal with respect to the
propagation direction can significantly affect the magnetic structure and the propa-
gation velocity of Bloch points. Note that the simulation was performed assuming
vanishing magnetocrystalline anisotropy. Therefore, any interaction between the
lattice and the Bloch point obtained in the simulation is not of relativistic nature, but
a direct consequence of the spatial arrangement of the atomic magnetic moments
in the lattice. The interaction between the crystal lattice and the Bloch point is also
responsible for the occurrence of a depinning field, i.e., a minimal field strength
which is necessary to initiate the motion of a Bloch point. Such a pinning of
Bloch points at preferential sites within the atomic lattice was predicted already
in 1973 (Reinhardt 1973) and is largely confirmed by the multiscale simulations,
which moreover show that the precise value of the depinning field depends on the
orientation of the crystal lattice.

Owing to the atomistic resolution provided by the multiscale simulations, it is
possible to identify the position of the Bloch point within the atomic lattice, in the
static case, as well as in dynamic processes. At any time step of the simulation,
the position can be determined by spatially interpolating the magnetic moments of
the atomic lattice, since the location of the Bloch point can be uniquely defined as
the point at which the interpolated magnetic moment is equal to zero. Using this
definition, one can reconstruct precisely the trajectory of the Bloch point during its
motion through the crystal lattice. If the instantaneous position of the Bloch point,
taken at many different time steps, is projected into a unit cell, a pattern develops
which displays a discrete version of the spatial probability distribution of the Bloch
point in a unit cell (Fig. 6). The set of points that is thereby obtained assembles in the
form of the Wigner-Seitz cell of the crystal lattice of the magnet, thereby showing
that the Bloch point is located on a midplane between two atomic lattice sites.
Further inspection shows that the probability density distribution is not uniform on
the Wigner-Seitz cell. Preferential facets and edges can be clearly recognized, as
well as high-energy facets that the Bloch point tends to avoid during its motion.

The interaction between the Bloch point and the crystal lattice is also evidenced
by adding information on the local velocity to the high-resolution data of the
Bloch point position. A useful representation of the data describing the trajectory
of a Bloch point moving through the crystal lattice is obtained by following the
previously described principle of projecting the current position into a unit cell.
This allows to correlate the local Bloch point velocity and its position within the
unit cell. The result emphasizes the strong tendency of the Bloch point to avoid
high-energy facets: during its motion, the Bloch point may occasionally enter a
high-energy facet of the Wigner-Seitz cell. When this occurs, the Bloch point tends
to leave this unfavorable region very quickly, as it immediately experiences a drastic
acceleration that increases the local velocity temporarily by almost a factor of two.
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Fig. 6 Left: Ensemble of the Bloch positions (displayed in orange) in an atomistic unit cell taken
at different time steps during the field-driven propagation of a Bloch point. Preferred locations of
the Bloch point are the edges and the square facets of the Wigner-Seitz cell. Right: Trajectory of
a Bloch point moving through the crystal lattice, projected into a single unit cell. The color code
displays the local velocity. Strong accelerations occur when the Bloch point enters an energetically
unfavorable facet of the Wigner-Seitz cell

It should be kept in mind that, although it is possible to ascribe a position and
a local velocity to a Bloch point, the analysis of its dynamics is not comparable
to the motion of a particle through the crystal lattice. The position of the Bloch
point is merely a point in space that is geometrically constructed according to the
surrounding spin structure. It is not an isolated entity, but represents the center
of a large, three-dimensional magnetic structure. Remarkably, the relatively large
micromagnetic Bloch point structure is sensitive to the fine structure of the atomic
lattice not only as far as the pinning in the static case is concerned but also during
its high-velocity motion through the crystal.

5 Conclusions

Multiscale modeling techniques are tailored to bridge length scales that differ by
several orders of magnitude. This is achieved by simulating different parts of
the computational region with different degrees of accuracy. In most cases only
two length scales are involved, a fine scale and a coarse scale, which may be
represented by different physical models. Carefully connecting the coarse-scale
and the fine-scale model makes it possible to perform large-scale simulations with
high accuracy. In micro- and nanomagnetism, dynamic multiscale simulations have
recently been applied to combine atomistic and continuum models. Algorithms
with such capabilities could be employed to simulate the spin dynamics in future
spintronic devices. These features are particularly useful in view of the ongoing
technological transition toward three dimensions in nanomagnetism, where Bloch
points often play a central role in magnetic switching processes. Due to their
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inherent multiscale character, Bloch point structures cannot be treated reliably with
traditional micromagnetic simulations. While multiscale simulations with dynamic
atomistic-continuum modeling have long been applied in other domains of material
modeling, they have been developed only recently in magnetic modeling. The suc-
cess of these multiscale simulations in providing insight into the dynamics of Bloch
points and their interaction with the crystal lattice makes them a promising starting
point for future investigations of complex, three-dimensional magnetic structures.
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Abstract

Atomistic spin models describe a class of models which approach a discrete
limit of magnetic materials, where each atom is ascribed a localized atomistic
magnetic moment or spin. These atomic spins interact principally by the Heisen-
berg exchange interaction, leading to long-range magnetic order and resulting in
macroscopic magnetic properties. Here we review the theoretical foundations
and recent developments of atomistic spin dynamics and their application to
advanced magnetic materials, thermal and ultrafast spin dynamics.
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1 Introduction

The theoretical foundations of spin models were established early in the twentieth
century through the discovery of the quantum mechanical property of spin (Gerlach
and Stern 1924) and the formulation of the Heisenberg exchange interaction
(Heisenberg 1928) giving a microscopic origin of the Weiss field (Weiss 1907).
Atomistic spin models were first realized in the model of Ernst Ising (1925) which
was the first attempt to formulate a description of macroscopic magnetic order from
a microscopic level, which was solvable analytically. Spin models only became
practically useful tools with the advent of computational physics, where the finite
size properties of magnets could be studied numerically using Metropolis Monte
Carlo (Metropolis et al. 1953; Binder 1969). A limitation of the Ising model is the
imposition of an infinite anisotropy due to quantization of the spin direction, making
it inapplicable to real magnetic materials. A generalization of the Ising model is to
remove the quantization of spin and treat the atomic spins as purely classical objects,
allowing them to vary freely in 3D space. This allows for more realistic simulation
of magnetic materials with finite anisotropies and more complex interactions than
described by a simple nearest neighbor exchange interaction, enabling Monte Carlo
simulations of equilibrium properties for more realistic systems than the Ising model
could describe.

With the development of general purpose computers and programming languages
such as FORTRAN and C, it became possible to develop more complex algo-
rithms and software capable of performing numerical micromagnetics. Within the
micromagnetic formalism, the atomic magnetic properties are averaged over a small
volume of space typically (2–10 nm)3 by assuming that the magnetization direction
within the cell varies continuously. This approximation is known as a continuum
approximation and allows the translation of the electronic properties to equivalent
large scale micromagnetic equations (Fidler and Schrefl 2000). This first allowed the
solution of the ground state magnetic configuration of complex magnetic structures
through energy minimization and then the development of simulated magnetization
dynamics by numerical solution of the Landau-Lifshitz-Gilbert equation (Fidler
and Schrefl 2000). Today micromagnetics is a standard research tool due to the
availability of user friendly software packages such as OOMMF and MUMAX3 and
the ability to simulate relatively large structures accessible experimentally.

Despite the ubiquity of micromagnetic simulations, they are fundamentally
constrained by the continuum formulation which requires that the magnetization
direction varies slowly in space and time. This limitation means that the dynamics of
ferrimagnets and antiferromagnets cannot be properly simulated since the intrinsic
magnetization direction varies strongly on the atomic scale. At high temperatures
the same problem exists since the thermal fluctuations lead to atomic scale spin
disorder. Many technologically important materials and devices rely on ultrathin
films and structures where the material properties themselves vary on the atomic
length scale and cannot be properly described by the continuum approximation.
Thus, the limited applicability of the micromagnetic formalism presents a barrier to
understanding the dynamics of many magnetic materials and devices.
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A major innovation came with the implementation of atomistic spin dynam-
ics, where the time-dependent behavior of atomic spins is simulated using the
Landau-Lifshitz-Gilbert (LLG) equation (Landau and Lifshitz 1935; Gilbert 1955).
Although pioneered in the late twentieth century (Antropov et al. 1995; Krech et al.
1998), atomistic spin dynamics simulations were too computationally expensive
to be practically useful until the turn of the twenty first century. The theoretical
framework with an assumed classical equation of motion allowed the natural consid-
eration of antiferromagnets and ferrimagnets (Nowak 2007), as well as atomic level
defects found in nanoparticles, surfaces, and interfaces where the magnetization
direction can change significantly at the atomic scale. Atomistic spin dynamics
also enables the natural study of high temperature magnetization dynamics near
and above the Curie temperature where the spins are paramagnetic and also spin
excitations and the spin wave density of states (DOS) (Skubic et al. 2008). All of
these features avoid the fundamental continuum limitation of micromagnetics and
has led to a renaissance of magnetic materials modeling where the macroscopic
properties of magnetic materials can be simulated using a microscopic model with a
direct link to the underlying electronic properties responsible for the emergence of
magnetic interactions.

2 Atomistic Spin Models

The basis of the atomistic spin model is a discrete description of magnetism, where
each atom possess a localized magnetic moment or spin. The validity of localized
spin models is often a topic of historical debate since it seems to conflict with the
Stoner model of magnetism, which explains the existence of non-integer magnetic
moments in metals due to the band structure. The development of first principles
calculations of the spin polarized electron density revealed that in Fe and Co the
electrons responsible for the magnetic moment are well localized to the nucleus and
the bonding electrons tend to have only a small net spin. This supports the localized
moment picture for elemental Fe and Co, while the small moment in Ni suggests
that longitudinal Stoner spin fluctuations are important (Pan et al. 2017). The local
moment approximation is also not well justified for induced magnetic moments such
as those found in Pt and Rh in close proximity to a 3d magnetic metal where the spin
density is distributed over the unit cell volume.

The interactions between atomistic spins are encapsulated in the spin Hamil-
tonian: the full Hamiltonian of the electron system with all spin-independent
terms removed. A typical spin Hamiltonian H consisting of Heisenberg exchange,
uniaxial anisotropy, and coupling to an external applied magnetic field is given by

H = −
∑

i<j

JijSi · Sj −
∑

i

ku (Si · ei )2 −
∑

i

μiSi · Bapp, (1)

where i is the local atomic site, Jij is the exchange interaction between spins, Si is
a unit vector giving the spin direction on atomic site i, Sj is a unit vector giving
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the spin direction on a neighboring atomic site j , ku is the uniaxial anisotropy
constant on site i, ei is a unit vector giving the magnetic easy axis for site i, μi
is the magnitude of the local atomic spin moment on site i, and Bapp is a vector
describing the external applied magnetic (Zeeman) field.

In atomistic spin models, the exchange interaction is typically the strongest
interaction by 2–4 orders of magnitude and is responsible for the alignment of
atomic spins. In ferromagnets where Jij > 0 this is apparent from the formation
of magnetic domains which give rise to classic macroscopic magnetic behavior. In
antiferromagnets where Jij < 0, the atomic spins are aligned antiparallel, and so in
weak external fields, the net magnetization is zero.

For applications the most important factor is often the magnetic stability of the
material and its resistance to losing or changing its magnetic state. The stability of
the material is determined by its preference for aligning along particular crystallo-
graphic orientations, a property usually known as magnetocrystalline anisotropy or
magnetic anisotropy energy (MAE). The simplest form of anisotropy is uniaxial,
where one magnetic axis is preferred over all others. The common magnets Fe and
Ni have cubic anisotropy where the spins prefer to lie along six or eight symmetric
crystal directions.

For small systems with a uniform shape such as nanoparticles, the exchange and
anisotropy represent the most important interactions in the system. However, for
larger systems, thin films, or elongated nanostructures, the dipole field becomes
important and can dominate the magnetic structure. For a magnetic sample consist-
ing of point dipoles, the magnetic dipole field Bidipole at site i can be expressed as

Bidipole =
μ0

4π

⎛

⎝
∑

i �=j

3(Sj · r̂)r̂− Sj
r3

⎞

⎠ , (2)

where r is the separation distance between atomic dipoles i and j and r̂ is a unit
vector in the direction i → j . This long-ranged interaction leads to a demagnetizing
field which minimizes the surface magnetic charges. The main influence of the
dipole field is shape anisotropy, where different shapes have preferred magnetic
orientations. For example, thin films prefer an in-plane orientation of the magneti-
zation or elongated nanoparticles prefer to align their magnetization along the long
axis of the particle.

Numerically dipole fields represent a challenging problem since each and every
dipole interacts with every other, making direct solution of Eq. 2 impossible for
all but the smallest systems with a size of around 10,000 atoms or less. Therefore
approximate solutions are often used treating the dipole fields with a micromagnetic
approximation where the atomic magnetizations are averaged within a small volume
of space (Evans et al. 2014). This allows the separation of time and length scales
from the atomistic spin dynamics while incorporating the important physical effects
of the demagnetizing field.

A realistic spin Hamiltonian for a specific material can invoke a number of
more complex interactions, such as two-ion anisotropy (Callen and Callen 1966;
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Mryasov et al. 2005), surface anisotropy (Yanes et al. 2007), Dzyaloshinskii-
Moriya interactions (Dzyaloshinsky 1958; Moriya 1960), higher-order magne-
tocrystalline anisotropies (Skomski 2012), and higher-order four-spin terms (Barker
and Chantrell 2015). These complex interactions are surprisingly common in
most technologically relevant materials, but their application in spin dynamics
simulations is a very recent development.

3 Spin Dynamics

While the spin Hamiltonian can describe a plethora of magnetic interactions and
properties, by itself it is not especially useful. The many body problem of solving
the time evolution of several interacting spins is not solvable analytically and so
it is necessary to adopt classical simulations where the spin relaxation is treated
adiabatically and without quantum mechanics. It is important to note however that
all magnetic interactions are fundamentally quantum mechanical, and these are
simply approximated as a classical potential with a classical evolution of the spin
states. This allows for classical Monte Carlo simulations to calculate equilibrium
thermodynamic properties, but these are unable to capture the time-dependent
dynamics of the spin system. At the turn of the twenty first century, atomistic
spin dynamics simulations became computationally feasible for the first time and
over the past 20 years have evolved to become a standard modeling technique for
magnetic materials.

The theoretical basis of spin dynamics is the time evolution of a single atomic
spin given by the phenomenological Landau-Lifshitz-Gilbert (LLG) equation, first
derived by Landau and Lifshitz (1935) and then extended by Gilbert to include a
critical damping (Gilbert 1955). The equation incorporates a precession term which
arises from the intrinsic quantum mechanical precession of spins and a relaxation
term which aligns the net spin direction with an externally applied magnetic field.
The LLG atomistic equation (Ellis et al. 2015) is given by

∂Si
∂t

= − γi

(1+ λ2
i )
[Si × Bi + λiSi × (Si × Bi )], (3)

where Si is the classical spin vector of length |Si | = 1, γi = 1.76 × 1011 T−1s−1

is the gyromagnetic ratio, λi is the dimensionless Gilbert damping parameter
representing the coupling to the heat bath, and Bi is the effective magnetic field
in units of tesla. At the atomistic level the, Gilbert damping is a coupling of the spin
to the electronic system and lattice and as the spin precesses and leads to a loss of
energy. Materials containing atoms with strong spin-orbit coupling such as Pt and
Ta will typically have a high Gilbert damping (Pan et al. 2016), while insulating
materials will typically have low damping. In general the lattice contribution to the
Gilbert damping is weak. The effective magnetic field on each atomic spin is given
by the derivative of the total spin Hamiltonian with respect to the local spin moment
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plus a Langevin thermal term representing the thermal spin fluctuations (Brown
1963) and given by

Bi = ζ i (t)−
1

μi

∂H

∂Si
, (4)

where μi is the spin magnetic moment and ζ i (t) is a time-dependent random
thermal field. The thermal fluctuations are represented by a stochastic Langevin
process where the Brownian motion of the spins is simulated by a random thermal
magnetic field. The statistical properties of the thermal field in time are described
by a white noise process given by

ζ i = 〈ζ ai (t)ζ bj (t)〉 = 2δij δab(t − t ′)λikBT
μiγi

, (5)

where

〈
ζ ai (t)

〉 = 0. (6)

This stochastic Landau-Lifshitz-Gilbert equation of motion, often abbreviated to
sLLG, describes the fundamental time dependence of classical spins in a Langevin
heat bath. This enables the simulation of time-dependent phenomena and phase
transitions of complex systems with an almost endless variety of fundamental inter-
actions, properties, and structures. In particular spin waves are modeled explicitly
encapsulating the essential physics of many magnetic materials at the atomic level.

The Landau-Lifshitz-Gilbert equation is the essential equation describing mag-
netization dynamics from atomic to micromagnetic and macroscopic length scales.
The development of numerical micromagnetics required numerical solution of
the LLG equation and over the years has attracted a wide range of numerical
schemes including simple predictor-corrector methods, Runge-Kutta, semi-implicit,
midpoint, and symplectic integration schemes. For micromagnetics the effective
magnetic fields in the LLG equation are generally small (a few Tesla) and slowly
varying and so the integration is essentially limited by the ability to exactly conserve
the magnetization length during integration. For atomistic spin dynamics, the
requirements are somewhat different since the exchange fields are large (typically
100–1000 T), and the thermal fluctuations are of a similar magnitude at high
temperatures due to the atomic values of the spin moment. This firstly requires a
numerical integration scheme that leads to the Stratonovich interpretation of the
stochastic LLG equation, such as the Heun scheme (García-Palacios and Lázaro
1998). Secondly small time steps around 0.1 fs are required to correctly resolve the
dynamics of the spins. This is because spin excitations at elevated temperatures
and in ferrimagnets and antiferromagnets are especially large, leading to a rapidly
changing effective field in both magnitude and direction. The rapidly changing field
means that the fundamental dynamics are not limited by the numerical integration
scheme but by the physics of spin dynamics at the atomic scale. Practically this
means that there is no value in integration schemes more complex than Heun due to
their higher numerical cost. Alternative approaches such as pulsed noise (Garanin
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2017) may alleviate some of the problems with large spin excitations and allow
larger time steps, but it is not yet clear that this is beneficial for antiferromagnets
where the dynamics are intrinsically on the femtosecond timescale.

3.1 Quantum Statistics

In the above classical treatment, all quantum mechanical variables have been
replaced with classical variables. The presence of a Langevin thermostat means
that infinitesimal changes to spin orientations are allowed. In reality of course
spin, transitions are discrete and caused by spin-flip scattering processes induced by
incoming photons or electrons interacting with the spins. This means that there is a
natural gap in the spectrum where low energy electron and photon excitations are
unable to cause a spin flip. This behavior naturally leads to quantum statistics, where
there are distinct spin energy levels that are populated. This can be represented
in a spin model by considering the intensity of thermal fluctuations and changing
their intensity to give the expected magnon distribution (Bergqvist and Bergman
2018) or parametrically by rescaling the effective temperature in the simulation
(Evans et al. 2015) to give the experimentally measured temperature-dependent
magnetization, which is a direct estimate of the magnon population. However,
this still avoids the fundamental nature of the underlying microscopic spin-flip
processes. Therefore, the thermodynamic properties of magnetic materials are only
approximate and pure classical spin models typically give an incorrect temperature-
dependent magnetization curve due to the classical nature of the statistics of the
thermal bath.

4 Advanced Models of Magnetic Materials

Simple spin models are based on a straightforward extension of finite difference
micromagnetics to atomic resolution, where each cell is the size of an atom and the
continuum micromagnetic interactions are replaced with their discrete equivalents
with a simple cubic lattice. While these models are qualitatively useful in describing
thermal effects and atomic scale magnetism, they suffer from a weak relation to
reality where the atomic structure, electronic properties, and magnetism interplay
to give a complex range of magnetic phenomena in a wide diversity of magnetic
materials. To better understand the magnetic properties with a high degree of
specificity, it is necessary to formulate a realistic model of a material including
the correct crystal structure and a realistic model of the magnetic interactions.
Examples of atomistic spin models of specific materials include FePt (Mryasov
et al. 2005), GdFe alloys (Ostler et al. 2011), Fe3O4 (Nedelkoski et al. 2017), FeRh
(Barker and Chantrell 2015), YIG (Barker and Bauer 2016), Nd2Fe14B (Toga et al.
2016), and IrMn (Szunyogh et al. 2009; Yanes et al. 2013), where the structure
and magnetic interactions are included explicitly in the model. For atomistic spin
models, such material-specific models are a relatively recent development, starting
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around 20 years ago. In the future such models will be essential to fully understand
the fundamental and thermodynamic properties of magnetic materials.

4.1 Amorphous GdFe Alloys

One of the main advantages of atomistic spin models over micromagnetics is the
ability to correctly simulate the dynamics of ferrimagnetic and antiferromagnetic
materials. In these materials, the localized atomic spins are exchange coupled in
an antiparallel state. The partial or complete compensation of the magnetization
at the atomic level leads to inertial spin dynamics with a rich variety of behavior
making them particularly interesting at the fundamental level as well as practically
important. Technologically one of the most important ferrimagnetic materials is
GdFe, an amorphous alloy of the rare earth (RE) metal Gd and transition metal
(TM) Fe. Here the Gd and Fe atoms form two magnetic sublattices that oppose each
other and due to the different origin of the magnetic moments, 4f and 3d electrons,
respectively. The Fe atoms draw their magnetic moments from the 3d electrons, and
the spin polarized electron density is quite well localized near the nucleus with an
effective spin magnetic moment of 1.92 μB per atom. The Gd atoms have a magnetic
moment due to the 4f electron shell, which is lower in energy than the 6s and 5d
shells and prefers unpaired filling of the orbitals. This leads to a large effective
spin moment of 7.63 μB per atom. Since the 4f electron shell is located away from
the 5d bonding electrons, the exchange coupling is weaker than in the transition
metal elements, leading to a lower Curie temperature of 298 K for pure Gd metal.
However, when alloyed together as GdFe, the effective Curie temperature is around
500 K which is sufficiently above room temperature to be useful for applications
such as magneto-optical recording. This is because the exchange interaction from
the Fe sublattice polarizes the Gd spin moments causing an increase in the effective
exchange interaction and thus the Curie temperature for the coupled system.

It is possible to model the static and dynamic properties of GdFe alloys using an
extended spin model explicitly considering Fe and Gd spin moments and Heisenberg
exchange coupling (Ostler et al. 2011). Experimentally GdFe alloys are assumed to
be amorphous where the Fe and Gd atoms are almost homogeneously distributed in
the material with no short-range or long-range crystallographic order. This would
add a significant degree of complexity to the simulations, with a wide range of
exchange interaction strengths, coordination number, and density fluctuations. The
simplest approach is to consider a magnetically amorphous material where the Gd
and Fe sites are randomly distributed within a periodic crystal structure which
captures the essence of the magnetic interactions and ferrimagnetic properties.
Alloys used for magneto-optical recording applications typically have a composition
close to Gd25Fe75 to balance the requirement for a low Curie temperature and larger
magnetic moment when heating the material to enable recording of information.
In thin film form when sandwiched between SiN glass, GdFe films have a strong
perpendicular magnetic anisotropy, usually assumed to arise due to interfacial or
surface anisotropy. Having defined the interactions in the systems, we can write
down the spin Hamiltonian
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H = HGd +HFe (7)

HGd = −
∑

i<j

JGdSi · Sj −
∑

i<δ

JGdFeSi · Sδ

−
∑

i

ku (Si · ei )2 − μGd

∑

i

Si · Bapp (8)

HFe = −
∑

ν<δ

JFeSν · Sδ −
∑

ν<j

JGdFeSν · Sj

−
∑

ν

ku (Sν · eν)2 − μFe

∑

ν

Sν · Bapp (9)

which explicitly lists inter-sublattice (JGdFe = −1.09 × 10−21 J/link) and intra-
sublattice (JGd = 1.26 × 10−21 J/link and JFe = 2.835 × 10−21 J/link) exchange
interactions and different couplings to the applied field (Ostler et al. 2011). The
anisotropy is assumed to be uniaxial due to the surface effect of SiN capping layers
used in experiments with a value of ku = 8.07246× 10−24 J/atom. The form given
here is encapsulated in the simplified form in Eq. 1 but is more specific in identifying
relevant sets of interactions and values in the system.

Having defined the interactions in the system, it is then possible to simulate
the equilibrium temperature-dependent properties using atomistic spin dynamics.
Figure 1 shows the calculated temperature dependence of the equilibrium sub-
lattice and total magnetizations and reproduces the main features of the material
seen experimentally: a magnetic compensation point and different temperature-
dependent magnetizations of the Fe and Gd sublattices (Ostler et al. 2011). It
is important to note that the two magnetic sublattices in GdFe have the same
Curie temperature, while their different temperature dependencies come from the
different intrinsic exchange interactions, being much weaker for Gd spins compared
with Fe. At the compensation point, the net magnetization is close to zero and
so macroscopically the system of spins behaves like an antiferromagnet. The
existence of a compensation point is only possible due to the different temperature
dependences of the Fe and Gd sublattices. This arises because the Gd spins are
polarized by the exchange interaction from neighboring Fe spins, which leads to
order in the Gd sublattice above its intrinsic Curie temperature of 298 K. However,
the spin fluctuations on the Gd sites are larger than the Fe sites due to the lower
total exchange, which significantly reduces the Curie temperature of the combined
system.

4.2 Magnetite

Magnetite is the oldest known magnetic material, first documented by the ancient
Greeks and known in medieval times as lodestone and used as a primitive compass.
Despite its long history, the origins of its magnetism are still an active subject
of investigation. Magnetite is an oxide of iron with formula unit Fe3O4 and
has a complex inverse spinel crystal structure, as shown in Fig. 2. The structural
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Fig. 1 Plot of the simulated sublattice temperature-dependent magnetization of Gd25Fe75 random
alloy showing the effect of increased spin fluctuations on the total magnetization. The polarizing
effect of the Fe spins on the Gd spins leads to a different temperature dependence of the
magnetization as seen from the shape of sublattice magnetization curves. The Fe sublattice exhibits
a typical classicalMs(T ) curve showing critical behavior near the Curie temperature TC, while the
Gd sublattice shows an almost linear behavior. The ferrimagnetic nature of the exchange coupling
between the sublattices and the different temperature-dependent magnetizations naturally leads to
a magnetic compensation point where the net magnetization is close to zero. The compensation
point leads to a range of complex behaviors due to the inertial magnetization dynamics

Fig. 2 Visualization of the
inverse spinel crystal
structure of magnetite
(Fe3O4) showing the different
magnetic site symmetries.
(Image courtesy of Daniel
Meilak)
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complexity is typical of the vast majority of magnetic materials and represents
a recent development in materials modeling where the structural and magnetic
properties are strongly related and must be properly represented in the simulations.
In the case of magnetite, the exchange interactions between Fe sites arise due to
the double exchange interaction mediated by the oxygen atoms where its strength
is determined by the relative overlap of the atomic orbitals. The crystal structure
of magnetite contains two distinct sites based on the local oxygen symmetry:
tetrahedral and octahedral. The site symmetries define two distinct magnetic sites
with different coordination number and localized magnetic moments on the Fe ions
due to the different valence states of the Fe. Expanding the spin Hamiltonian into
these components we therefore have

H = H T
Fe +H O

Fe (10)

H T
Fe = −

1

2

∑

i,j

J TT
Fe Si · Sj − 1

2

∑

i,δ

J TO
Fe Si · Sδ

−kc

2

∑

i

(
S4
x + S4

y + S4
z

)
− μT

Fe

∑

i

Happ · Si (11)

H O
Fe = −

1

2

∑

ν,δ

JOO
Fe Sν · Sδ − 1

2

∑

ν,j

J TO
Fe Sν · Sj

−kc

2

∑

ν

(
S4
x + S4

y + S4
z

)
− μO

Fe

∑

ν

Happ · Sν, (12)

where T and O indicate tetrahedrally coordinated and octahedrally coordinated Fe
ions, respectively. The exchange coupling constants J TT

Fe = −2.2 × 10−22 J/link,
J TO

Fe = −5.256 × 10−21 J/link, and JOO
Fe = −1.0206 × 10−21 J/link represent the

super exchange interactions between the tetrahedrally and octahedrally coordinated
spins. Magnetite exhibits cubic crystal symmetry and so cubic magnetocrystalline
anisotropy is included at each Fe site where kc = 8.16×10−25 J/atom is the effective
cubic anisotropy at room temperature. Due to the double exchange interaction, the
leading term J TO

Fe is antiferromagnetic which causes magnetite to be ferrimagnetic
with opposed tetrahedral and octahedral magnetic sublattices. Unlike GdFe there
is no magnetic compensation point in magnetite as the sublattices have a similar
temperature dependence.

5 Applications of Spin Dynamics

The core methodology of spin dynamics has been established for over 20 years,
but its usefulness at that time was previously limited by a lack of fundamental
materials knowledge and the computational expense of modeling reasonably sized
systems with simple serial codes. Materials knowledge has advanced considerably
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in that time, in particular new capabilities of first principles methods such as
the Korringa-Kohn-Rostoker (KKR) method and conventional relativistic density
functional theory (rDFT) to determine magnetic properties and parameters and map
them to an effective Heisenberg model. The development of parallel spin dynamics
codes such as VAMPIRE (https://vampire.york.ac.uk) and UPPASD (http://physics.uu.
se/forskning/materialteori/pagaende-forskning/uppasd/) has enabled the simulation
of much larger systems than previously possible, using thousands of cores for large-
scale simulations at sizes comparable with micromagnetics. These improvements
have enabled spin dynamics simulations to address fundamental challenges in
magnetic materials modeling in a wide range of applications including heat-
assisted magnetic recording (HAMR), magnetic random access memory (MRAM),
nanoparticle magnetism, ultrafast magnetism, permanent magnets, and spintronics.
It is impossible to cover the full range of applications in the present chapter, but
to give a flavor of the capabilities of spin dynamics, we illustrate a few topical
examples from slow to ultrafast magnetic processes.

5.1 Calculation of the Effective Gilbert Damping

The Gilbert damping parameter describes the ability of a magnetic material to
respond to a magnetic field. The intrinsic damping is mainly electronic in origin
(Pan et al. 2016) arising from spin-orbit coupling. However, real materials are often
far from ideal and exhibit enhanced damping due to defects and impurities. Another
important origin of enhanced damping is caused by thermal spin fluctuations, more
commonly known as spin wave scattering. These extrinsic contributions to damping
can be modeled directly using spin dynamics by performing a simple magnetic
relaxation experiment. The idea is to simulate the relaxation of the net magnetization
M toward a magnetic field Bapp after performing an arbitrary rotation of the spin
direction by an angle θ . Since the dynamics of the total magnetization follows
the Landau-Lifshitz-Gilbert equation which has an analytical solution (Evans et al.
2014), it is possible to extract an effective damping constant from the simulation by
fitting to the time-dependent relaxation of the net magnetization.

Here we consider a simple ferromagnetic (10 nm)3 cube of α-Fe with zero
magnetocrystalline anisotropy. The effect of spin fluctuations on the damping is
calculated by simulating the time-dependent relaxation of a small block of material.
The system is first equilibrated at the simulation temperature to thermalize the
spins in a strong field. The net magnetization of the system is then instantaneously
rotated to an angle of 30 degrees to the applied field direction which causes the
net magnetization to precess around the field and gradually relax toward the field
direction. Since the microscopic and macroscopic equations of motion are the
same, in the absence of spin fluctuations, the input and calculated damping are
expected to be the same. The ability to extract the effective Gilbert damping from
the simulation requires that applied magnetic field is much larger than the equivalent
anisotropy field; otherwise, the spin-dependent fields lead to a large error in the
fitting. Zero anisotropy removes any restrictions on the field which can be used,

https://vampire.york.ac.uk
http://physics.uu.se/forskning/materialteori/pagaende-forskning/uppasd/
http://physics.uu.se/forskning/materialteori/pagaende-forskning/uppasd/
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Fig. 3 (a) Plot of the simulated magnetization dynamics of a (10 nm)3 block of α-Fe at T = 800 K
in a 10 T applied field after an instantaneous rotation of the magnetization to 30◦ from the field
direction. The rotation causes the magnetization to precess around the field direction and relax
toward the applied field direction. The intrinsic Gilbert damping at T = 0 K is α = 0.01. (b)
Fitting of the normalized z-component of the magnetization from the analytic solution (Evans
et al. 2014). The effective damping shows a small enhancement due to thermal spin fluctuations at
elevated temperatures

while for materials with a large anisotropy, much larger fields can be applied. The
result of the relaxation simulation for a 10T applied field and intrinsic damping of
λ = 0.01 is shown in Fig. 3 for a temperature of 800 K, a significant fraction of
the Curie temperature of 1048 K where spin fluctuations are relatively large. The
lines show a fit to the analytic solution incorporating a phase shift due to the initial
starting angle of the magnetization of 30◦ from the applied field direction. Here the
thermal spin fluctuations lead to a small increase in the effective damping of around
10%. Modeling other contributions to the Gilbert damping is at an early stage,
but spin-lattice dynamics offer an enticing route to understanding spin-phonon
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interactions, particularly in magnetic oxides such as yttrium iron garnet (Y3Fe5O12)
and magnetite (Fe3O4) where the electronic damping is small.

5.2 Magnetization Dynamics in Fe3O4 Nanoparticles

An important property of nanoparticles is superparamagnetism, where the thermal
fluctuations are sufficiently strong to make the magnetization direction of the
particle unstable. The magnetocrystalline anisotropy of magnetite is relatively small,
and so superparamagnetism is a common feature of nanoparticles in the 5–15 nm
size range typically used for applications in magnetic hyperthermia. Using atomistic
spin dynamics, we are able to directly simulate the thermodynamic properties of
small magnetite nanoparticles. Using the model of magnetite described earlier, we
can build an idealized single-crystal magnetite nanoparticle with an octahedral
particle geometry, as shown in Fig. 4. The particle faceting is representative of
experimental samples where [111] facets are energetically favorable.

The dynamics of the particle are simulated for a total of 10 ns, but even over this
very short timescale, the magnetization is found to be unstable. Due to the cubic
magnetocrystalline anisotropy the, minimum energy directions are along the [111]
crystal directions. This can be seen from the simulations since the magnetization
fluctuates in three dimensions between these eight minima. Extended calculations
such as these provide detailed information about the relaxation rates of the particles
which is important for other modeling techniques which assume a particular
relaxation attempt frequency. Spin dynamics simulations enable this important
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Fig. 4 Visualization of a 12 nm Octahedral magnetite nanoparticle (left) and plot of the simulated
time-dependent magnetization dynamics at T = 300 K (right). The data show fluctuations of the
different magnetization components between the 8 minima along the [111] crystal directions due
to the cubic magnetocrystalline anisotropy, indicated by the dashed lines
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property to be directly simulated for a range of situations such as enhanced surface
anisotropy or in the presence of defects such as antiphase boundaries (Nedelkoski
et al. 2017).

5.3 Ultrafast Demagnetization of Ni

The dynamics of magnetic materials were once thought to be slow, and limited
by the precession frequency of a magnetic spin in a field, given by the Larmor
frequency ω = −γ |B|, where γ = 1.76 × 1011 T−1s−1 is the gyromagnetic
ratio and |B| is the applied magnetic field strength. For everyday magnetic field
strengths of around 1 T and where the Gilbert damping is included, this gives a
characteristic precession time τp = −2π(1+ α2)/(γ |B|) of around 70 picoseconds
(70× 10−12 s). The relaxation time is a multiple of the precession time τr = τp/α,
where the magnetization has to reorient itself with an external magnetic field. For
critical Gilbert damping α = 1, the relaxation time is the same as the precession
time. However most magnetic materials have much lower damping between 0.001
and 0.1 leading to dynamics on the nanosecond timescale.

In 1996, pioneering experiments showed that metallic Ni responded to a fem-
tosecond laser pulse on the sub-picosecond timescale (Beaurepaire et al. 1996).
At the time this was a controversial discovery since it shows magnetic relaxation
three orders of magnitude faster than the intrinsic relaxation time from the known
properties of magnets. The ultrafast relaxation is caused by thermal spin fluctuations
induced through rapid laser heating, though the microscopic mechanism responsible
for the transfer of angular momentum from the spins is still debated. At the time
the transfer of energy to the spins was described with a simple phenomenological
three-temperature (3TM) model (Kirilyuk et al. 2010). The model describes the
coupling of electron, lattice, and spin systems as reservoirs for energy. The laser
pulse interacts directly with the electrons in the material causing a large increase in
their thermal energy. Over the course of a few picoseconds, the hot electrons interact
with the lattice causing an increase in the lattice temperature. The heat capacity of
the electron system is quite small and so the electron system reaches a much high
temperature than the lattice. In a magnetic material, the spins act as another reservoir
which can exchange energy with the electrons and lattice. Atomistic spin dynamics
is able to simulate this thermal energy transfer directly by calculating the effect of
rapid heating, where it can be assumed that the hot electrons interact directly with
the 3d spins in the material. In this case one can use the two-temperature model to
simulate the dynamic response of the electron and lattice temperatures to the laser
pulse. This is expressed by the coupled equations

(
TeCe

∂Te

∂t

)
= −Gel (Te − Tl)+ P(t) (13)

Cl
∂Tl

∂t
= Gel (Te − Tl) , (14)
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where Te is the electron temperature, Ce is the electron heat capacity, Gel is the
electron-lattice coupling, Tl is the lattice temperature, Cl is the lattice heat capacity,
and P(t) is a time-dependent energy source from the laser heating. The electron
heat capacity is assumed to scale with the electron temperature, known as the free
electron approximation. The laser heating is assumed to have a Gaussian profile in
time P(t) given by

P(t) = P0√
2π

exp

(
− (t − t0)

t2p

)
, (15)

where P0 is the laser power, tp is the pulse width, t is the time, and t0 is the arrival
time of the pulse. These equations can now be solved numerically to determine the
response of the electron and lattice temperatures of a Ni surface to a 50 fs laser
pulse. A typical time evolution is shown in Fig. 5a. The smaller heat capacity of
the electron leads to a large transient increase in the electron temperature caused
by the laser energy. After a few hundred femtoseconds, the electron system begins
to transfer energy to the lattice which causes a slower increase in the lattice
temperature. The final equilibrium temperature of the system is much lower than
the peak electron temperature due to the much larger heat capacity of the lattice.

We now simulate the effect of this transient temperature rise caused by the
laser pulse on the magnetization of Ni by coupling the 3d spins to the electron
temperature. We simulate the effect by considering a small segment of the Ni film
(10 nm)3 with periodic boundary conditions in the x − y plane. The response of the
z-component of the magnetization is shown in Fig. 5b. Initially before the pulse,
the magnetization shows incomplete magnetic order due to the natural thermal
spin fluctuations at an ambient temperature of 300 K. When the laser pulse arrives,
there is a rapid decrease in the magnetization due to the rapid temperature rise.
This causes large thermal spin fluctuations at the atomic level and observed as a
transient decrease in magnetic order. A snapshot visualization of the spins during
the maximum demagnetization is shown in Fig. 5c. During this process the net
angular momentum is transferred to the lattice by electron-lattice interactions. After
the pulse has gone, the reduction in the electron temperature leads to a recovery of
the magnetization on a longer timescale than the initial demagnetization process.
At longer timescales the magnetization reaches a new equilibrium value due to the
deposition of heat in the sample by the laser pulse.

Through spin dynamics simulations, we are therefore able to model and under-
stand the basic thermalization process of spins due to laser heating. However, this
leaves several outstanding questions. The light matter interactions are complex due
to the intensity of the pulse, leading to transient changes of the electronic structure
and ultrafast spin currents that are not included within the simple approach above.
Also the model completely neglects the underlying spin-flip scattering processes
that are responsible for the microscopic spin fluctuations and angular momentum
transfer. For the first few fs, the fundamental magnetic parameters are also strongly
time and temperature dependent due to the effects of the laser on the underlying
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Fig. 5 (a) Plot of the
simulated time dependence of
the electron and lattice
temperatures from numerical
solution of the
two-temperature model. (b)
Simulated transient
magnetization dynamics of a
(10 nm)3 block of Ni excited
by a 50 fs laser pulse. The
simulations show excellent
agreement with experimental
measurements (Beaurepaire
et al. 1996). (c) Visualization
of the spin configuration
during demagnetization
showing thermalization of the
spins
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electronic structure (Simoni et al. 2017). This makes the field of ultrafast magnetism
one of the most exciting areas of the field today and will almost certainly lead
to huge advances in our understanding of magnetic processes at the fundamental
atomic level.

5.4 Heat-Induced Switching of GdFe

In the previous section, the thermalization of spins described the demagnetization
of Ni. More recently the ability to completely control magnetic order just with
light was demonstrated in amorphous GdFe (Stanciu et al. 2007). Here pulses of
circularly polarized light were able to change the direction of the magnetization,
rather than just demagnetization. At the time this was thought to be due to the inverse
Faraday effect which induces a net angular moment from the circular polarization
of the light. However, further investigation of the sublattice magnetization dynamics
with X-ray magnetic circular dichroism (XMCD) and complementary modeling
with atomistic spin dynamics (Radu et al. 2011) showed a complex switching mech-
anism where the Fe and Gd sublattice magnetizations demagnetized at different
rates and at some point are aligned in parallel, despite the strong antiferromagnetic
coupling between them. These complex dynamics were confirmed by atomistic
spin dynamics simulations (Radu et al. 2011) and showed that angular momentum
transfer was an important component of the switching process. During the course
of this work, the spin dynamics simulations made a startling prediction that the
reversal occurred in the absence of a magnetic fields and linearly polarized laser
light, essentially heat induced magnetic switching. This was possible due to the
realistic model of the GdFe material that had been developed, explicitly including
the dynamics of Fe and Gd sublattices and their response to an ultrafast heat
pulse. This remarkable prediction was confirmed experimentally (Ostler et al. 2012)
through laser heating and more recently through pure hot electron transport (Yang
et al. 2017), confirming that ultrafast heating alone is sufficient to cause magnetic
switching in GdFe.

We will now reproduce this predictive result with a spin dynamics simulation,
combining the earlier GdFe model with an ultrafast heat pulse. The model parame-
ters are unchanged apart from a more realistic value of the Gilbert damping of λ =
0.1 since we are interested in reproducing realistic dynamics rather than equilibrium
properties. The response of the system to the heat pulse is shown in Fig. 6. As with
the Ni simulation earlier, the initial magnetization shows reduced order before the
pulse due to thermal spin fluctuations. When then laser pulse arrives, the transient
increase in the electron temperature causes rapid demagnetization of the Fe and
Gd sublattices due to the heating. However, due to the different local atomic
magnetic moments, the demagnetization times are different for each sublattice. This
is because the larger magnetic moments on the Gd sites are less strongly affected
by thermal fluctuations responsible for demagnetization. This in turn affects the
magnetization dynamics, making the Gd sublattice slow to respond to the laser
heating pulse. At the same time, the Fe sublattice fully demagnetizes. After the
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Fig. 6 Simulated heat-induced magnetic switching of GdFe be 50 fs laser pulse

pulse is gone, the system attempts to re-magnetize, but the exchange field from
the partially demagnetized Gd sublattice causes the Fe sublattice to precess rapidly.
The Fe precession excites a mutual precession of the Gd sublattice which leads to
a dynamic switching process. A fraction of a picosecond later, the magnetization
recovers sufficiently to cause the sublattices to align with the magnetic easy axis,
completing the switching process (Atxitia et al. 2013). After cooling back to ambient
temperature and pulsing again, this process is repeatable and deterministic. This
concisely demonstrates the predictive power of atomistic spin dynamics simulations
which will only improve over the coming years.

6 The Future

Despite the impressive capabilities of spin dynamics simulations, significant chal-
lenges remain in being able to fully understand the dynamics of magnetic materials
both in terms of atomic structure and magnetic properties. A new class of model has
recently emerged which couples spin and molecular dynamics in a single simulation
(Ma et al. 2008; Perera et al. 2016, 2017). This allows an investigation of spin-
lattice effects in a direct manner including contributions to the Gilbert damping
and magneto volume effects, where the magnetic properties are linked to the lattice
parameter. Such models are more computationally expensive than spin models but
offer significant improvements in our ability to understand the dynamic properties
of magnetic materials.

Another more fundamental limitation of the classical Heisenberg model is the
use of classical statistics for the Langevin heat bath. In reality the underlying
microscopic mechanisms are discrete electron excitations, causing small jumps
in the local spin direction. This process is much better represented by quantum
statistics, where infinitesimal spin fluctuations are forbidden. For larger ensembles
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of spins, the temperature rescaling method includes an average effect of the lack of
infinitesimal spin states by including smaller thermal fluctuations. However, smaller
systems such as molecular magnets or isolated spins will require a better treatment
of spin fluctuations and single spin dynamics.

Another class of magnetic moment not well treated by a fixed spin approximation
induced magnetic moments or moments that are more Stoner-like rather than
Heisenberg-like, where their length varies significantly in time. In this case the
fixed moment neglects an important degree of freedom in the material and is in
most cases a poor approximation. This is most evident in heavy metals such as
Pt which has a relatively strong induced moment due to the magnetic proximity
effect, where a nearby magnetic atom induces a net moment due to the exchange
interaction (Mryasov et al. 2005). Ni also shows some Stoner-like behavior that is
not particularly well represented by a fixed spin approximation. However, models
of variable spin are much more computationally expensive and so are not currently
as widely applicable as standard spin dynamics. In the future models that can better
deal with these induced moments will be needed to better understand their behavior.

7 Conclusion

Spin dynamics is becoming a standard research method in the field of magnetism
and spintronics due to the ability to model a diverse range of magnetic materials and
phenomena, with an increasing ability to be predictive. Through a combination of
advanced materials modeling of the structure of materials, their complex magnetic
interactions, and spin dynamics simulations, it is now possible to model a wide
range of magnetic phenomena which were poorly understood only 20 years ago.
This rapidly developing capability will complement ongoing experimental efforts to
make devices for a range of practical applications.
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Abstract

This chapter describes models and techniques for the simulation of magnetiza-
tion dynamics at elevated temperatures. These can be applied to heat-assisted
magnetic recording systems, or other systems in which magnetic materials are
heated close to or above their Curie temperature. In many cases demagnetization
takes place on picosecond time scales as energy is absorbed by the electrons
responsible for the magnetic moment. As such, an understanding of ultra-fast
magnetization dynamics is important when modelling these systems. Models that
can be used to simulate ultra-fast magnetization dynamics are presented, together
with an overview of heat sources and other mechanisms that can give rise to ultra-
fast dynamics.
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1 Introduction

The growth of the information society has resulted in the creation of vast amounts
of data that need to be stored and processed. This has led to an insatiable demand
for high density, high speed and low cost data storage systems and devices. One
candidate technology that may be used in the future is heat assisted magnetic
recording, which involves localized heating of a recording medium to reduce the
coercivity, allowing information to be stored. If a magnetic material is heated near
to its Curie temperature the magnetization dynamics can be quite different from a
conventional recording system in which recording takes place at room temperature.
Depending on the source and nature of the heating mechanism, the recording
medium may become demagnetized on picosecond time scales and the spins,
electrons and lattice atoms may need to be described by different temperatures.
Hence, models that can account for ultra-fast magnetization dynamics are necessary.
This chapter describes micromagnetic and atomistic models that can be used for this
task.

2 Heat-Assisted Magnetic Recording

To increase the density of data stored on a magnetic disk medium, the size of
the polycrystalline grains comprising the medium should be reduced. For a single-
phase grain with volume V and uniaxial anisotropyKu, the average time,τ , between
random, thermally induced changes of the magnetization direction is given by

1

τ
= f0e

−KuV/kT (1)

where T is the temperature, f0 is the attempt frequency, and k is the Boltzmann’s
constant. The attempt frequency for high energy barriers (KuV � kT ) is given by
Brown (1963)

f0 = γα

1+ α2

√
H 3
k MsV

2πkT
(2)

where γ is the gyromagnetic ratio, α the damping constant, Ms the saturation
magnetization, and Hk = 2Ku/Ms the anisotropy field.

Suppose the attempt frequency is 1010 Hz: if we wish to store data for 10 years
at a temperature of 300 K, the ratio KuV/kT should be about 43 (energy barrier
ΔE = KuV ≈ 1.78×10−12 erg) to ensure that at least half of the grains in a
medium retain their original magnetization. In reality, higher values of KuV/kT
may be necessary to maintain a sufficiently high signal-to-noise ratio (SNR) as
grains may be subjected to magnetostatic fields arising from other medium grains
and external magnetic fields. If the grain volume is reduced, Ku, and therefore Hk ,
must be increased to compensate.
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To record on a magnetic medium, the head field should exceed the anisotropy
field of the medium. However, the recording field that can be generated by a write
head is limited by the saturation magnetization of head materials. The field near the
surface of a magnetic material with magnetization perpendicular to the surface is
2πMs . Therefore, the maximum field in-between two parallel planes of the same
material is 4πMs . In a perpendicular recording system, the air bearing surface
(ABS) of the main pole of the write head generates a fieldHhead = 2πMs and a soft
magnetic underlayer generates an additional field HSUL < 2πMs . Some additional
magnetic flux may also be present from the coil driving the write head, but is ignored
here. The maximumMs of write head materials is around 1910 emu/cm3 (Yun et al.
1996), giving a maximum write field of 24 kOe.

The maximum head field places an upper limit on Ku and a lower limit on V .
More complicated media structures, such as composite or exchange spring media,
can be used to reduce the switching field of a grain, but ultimately a limit is reached
and the grain cannot be made any smaller. To overcome this problem, the concept
of heat-assisted magnetic recording (HAMR) was introduced.

HAMR is a technology that enables recording on media with extremely high
room temperature uniaxial anisotropy. A schematic of a HAMR system is shown in
Fig. 1a. A laser locally heats a portion of the medium during recording, lowering the
anisotropy field below the head field. As the medium cools, the magnetization aligns
with the head field; once the medium returns to room temperature, the anisotropy
field is sufficiently high that the medium is thermally stable. This process is shown

(a)
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Fig. 1 Schematic of a HAMR system (left) (courtesy of Seagate) and recording process (right) (a)
HAMR schematic. (b) Hk vs. T
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in Fig. 1b, in which the temperature dependence of Hk is shown for a medium with
an assumed Curie temperature of 580 K. At room temperature, Hk is about 33 kOe,
far higher than the assumed head field of 10 kOe. Heating the medium near to, or
above, Tc reducesHk below the head field. As the medium cools, data can be written
at temperatures around Trec (545 K in this example), at which point Hk ≈ Hhead.

Factors controlling the quality of the recorded bits and the sharpness of tran-
sitions in a HAMR system are the thermal gradient in the medium, dT /dy; the
rate of change of the anisotropy field in the vicinity of the recording temperature,
dHk/dT ; and the head field gradient, dH/dy, where y is the down-track axis. These
parameters combine to give an effective head field gradient of

dHeff

dy
= dHk
dT

dT

dy
+ dH
dy

(3)

Head field gradients are limited by geometrical considerations to around
500 Oe/nm, whereas thermal gradients of 5 K/nm and dHk/dT of 200 Oe/K are
easily obtained. As a result the head field gradient becomes less important in a
HAMR system and the recording performance is dominated by the thermal gradient
and dHk/dT .

Typical recording media used in HAMR systems are FePt alloys (Weller et al.
2013, 2016). These are favored for their extremely high uniaxial anisotropy,
theoretically allowing grains with diameters of 3–4 nm to be thermally stable at
room temperature for many years.

The above discussion relates to conventional recording systems, but in recent
years, alternative methods of switching the magnetization direction have been
proposed which do not rely on an external magnetic field. For example, in all-
optical recording, circularly polarized light is used to determine the direction of
magnetization switching based on the inverse Faraday effect (Stanciu et al. 2007).
In other experiments multiple light pulses were found to have a cumulative effect
on the magnetization switching in a process ascribed to magnetic circular dichroism
(El Hadri et al. 2016). Electrical pulses may also be used to demagnetize materials
on ultrashort time scales (Wilson et al. 2017).

Whatever the nature of the heat source, the approach to modelling the mag-
netization dynamics is the same: a micromagnetic or atomistic model is used to
model the magnetization, with the stimulus provided by the heat included as an
additional magnetic field term. The difficulty lies in correctly accounting for the
temperature dependence of parameters, such as Ms , Ku, and most other inputs to
the model, as well as accurately calculating the temperature itself. The remainder of
this section deals with the models used to describe magnetization dynamics, while
Sect. 3 considers how to treat the heat absorption.

2.1 The LLG Equation

Standard micromagnetic simulations use the Landau-Lifshitz-Gilbert (LLG) equa-
tion to model the change in direction of a magnetization vector M when subject to
a magnetic field H:
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dM
dt

= −γ
(

M×
(

H− α

γMs

dM
dt

))
(4)

M can represent the magnetization of a single spin or the average magnetization
of a discrete volume (cell) containing many spins (a macrospin). When the
LLG equation is applied to cells containing many spins, a temperature-dependent
function, Ms(T ), must be introduced to reflect the reduction of Ms at elevated
temperatures andMs(T ) should reach zero at the Curie temperature, Tc.

However, if Ms(T ) becomes zero, there would be a singularity in Eq. 4. Strictly
speaking, Ms represents the average magnetization of a number of atoms whose
magnetic moment is independent of temperature. As such, it could be argued
that although the time-averaged magnetization is zero at, or above, the Curie
temperature, the instantaneous magnetization is small, but nonzero. Therefore it is
sufficient forMs(T ) to be a small, nonzero value at T ≥ Tc.

The field H in the LLG equation is not just the external magnetic field applied by
the write head; it also includes the magnetostatic, anisotropy, exchange coupling,
and thermal fields. A detailed discussion of each of these terms can be found
in Greaves (2007). The latter four terms are functions of Ms and are therefore
temperature dependent, while the anisotropy field includes a Ku term which also
varies with temperature.

The thermal field is used to represent the effect of thermal energy on the
magnetization. It is a random value chosen from a Gaussian distribution with an
average value of zero and a standard deviation of

σ =
√

2kαT

MsV γ dt
(5)

The thermal field is uncorrelated in space and time, and new values are
generated at each point every time the LLG equation is evaluated. The effect of
the thermal field is to impart a randomness to the motion of M. If M represents
the magnetization of a single domain particle with uniaxial anisotropy, then at a
temperature of zero Kelvin, M will lie along the easy axis. As the temperature is
increased from zero Kelvin, the thermal field will cause M to fluctuate about the
easy axis such that multiple samples of the angle between M and the easy axis
will form a Maxwell-Boltzmann distribution. Interestingly, this also means that at
nonzero temperatures, M can never be perfectly aligned with the easy axis.

2.2 Temperature-Dependent Parameters

The temperature dependence of various physical parameters must be considered in
heat-assisted recording models. The form of Ms(T ) can be calculated using the
Weiss theory and an appropriate value for J (Weiss 1907). The parameter J is
used in the Brillouin function B(α, J ) to find the value of x ≡ Ms(T )/Ms(0) that
satisfies the relation
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Fig. 2 Reduced saturation magnetization vs. T/Tc. J is the Brillouin function parameter used in
the Weiss theory of ferromagnetism

x = B
(

3JTcx

T (J + 1)
, J

)
. (6)

Figure 2 shows the temperature dependence of Ms calculated using the Weiss
theory of ferromagnetism. Materials such as Fe and Co have a temperature
dependence ofMs which lies close to the curves with J = 0.5 and J = 1.

Alternatively, an analytical function forMs(T ) may be used, with the advantage
that a better fit to the experimental data may be obtained. For example, Kuzmin
(Kuzmin 2005) proposed a function of the form

Ms(T )

Ms(0)
=
(

1− s
(
T

Tc

)3/2

− (1− s)
(
T

Tc

)p)1/3

(7)

where s and p are fitting parameters. For many materials, p = 2.5 and various
values of s were found to give good agreement with experimental data. In the case
of Fe, p = 4 was better.

Having established the temperature dependence of Ms , the uniaxial anisotropy
can often be assumed to follow the relationship

Ku(T )

Ku(0)
=
(
Ms(T )

Ms(0)

)n
(8)

where the power n has been measured in experiments to be n = 2 for FePt and
FeNiPt alloys (Thiele et al. 2002) and n = 3 for CoCr alloy thin films (Inaba et al.
2000). For pure ferromagnetic elements, much larger values of n are appropriate
(Zener 1954; Carr 1958), but these do not make good recording media.
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Exchange coupling is also a temperature-dependent parameter. In a model in
which cells are used to represent the magnetization of individual grains in a
recording medium, the temperature dependence of the exchange coupling energy
density can be described by a linearly decreasing function (Huang and Kryder
2014).

Finally, the damping constant can also vary with temperature. The microscopic
origins of damping are not fully understood, and many different mechanisms
may contribute in larger or smaller amounts to the overall damping. In general,
scattering of conduction electrons by the magnetization and defects are believed
to make the largest contributions (Kambersky 2007). The temperature dependence
of these effects is difficult to calculate, even for pure metals, and can vary
greatly in alloys with different compositions. Examples of measurements on pure
ferromagnetic metals such as nickel (Bhagat and Chicklis 1969) and iron (Cochran
et al. 1991) show the damping constant decreasing with temperature in the former
and increasing with temperature in the latter. Note that the damping constant in
these papers, λ, can be related to the damping constant in the LLG equation, α,
by λ = αγMs . Measurements of the temperature dependence of α can also vary
significantly depending on the shape of the sample and the measurement technique
used. Given these difficulties, determining the effect of α at high temperatures
is perhaps best approached by assuming a simple, linear, temperature-dependent
function α(T ) which will at least allow the modeller to decide if α(T ) has a
significant effect on the system being simulated.

2.3 Atomistic Models

If a micromagnetic model is one in which M represents the average magnetization
of a number of atoms, an atomistic model is one in which every (magnetic) atom
is represented by an individual magnetic moment or spin S. Because the number
of atoms is large in even a small object, e.g., a 4.4 nm cube with a 0.2 nm atomic
spacing contains 10,648 atoms, useful calculations are currently limited to single
grains, collections of grains, or smaller objects. As computing power increases (and
the size of magnetic devices decreases), solving larger problems and modelling of
entire devices become more tractable. If the atoms can be assumed to lie on a regular
lattice, graphics processing units (GPUs) can be used to accelerate computations, in
particular the magnetostatic field calculation.

In an atomistic model, the LLG equation is applied to each spin individually,
with M in Eq. 4 replaced by S and MsV replaced by the magnetic moment of the
atom. The total magnetization is then given by M =∑

i Si. The exchange coupling
calculation may be extended to second and third (or more) nearest neighbors,
depending on the nature of the material being modelled.

In atomistic models the magnetic moments are generally assumed to be inde-
pendent of temperature, with Ms(T ) and the Curie temperature being determined
by the strength of the exchange coupling interaction and the atomic spacing. At
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low temperatures, the exchange coupling field causes the magnetic moments of
neighboring atoms in a ferromagnet to align in the same direction. As the tem-
perature is increased, the thermal energy, represented in the model by the thermal
field, causes the magnetic moments to become disordered, reducing the spontaneous
magnetization. At the Curie temperature, the time-averaged magnetization along
any axis reaches zero, although the magnetization at any particular instant is
likely to be nonzero as

∑
i Si along any particular direction will rarely be exactly

zero.
At low temperatures magnetization reversal proceeds via precessional rotation of

the magnetization, as in the micromagnetic model. Nearer to the Curie temperature,
the reversal mode undergoes a transition to a linear mode. The magnetic moments
of individual atoms continue to precess, governed as they are by the LLG equation,
but the loss of coherency at high temperatures means that the total magnetization,
M, can switch from one direction to the opposite direction without developing
a large orthogonal magnetization component (Barker et al. 2010). In this respect
the atomistic model behaves quite differently to the micromagnetic model. Linear
magnetization reversal can be much faster than precessional reversal, and therefore,
where ultra-fast dynamics are concerned, it is important that the model be able to
represent the linear reversal mode.

A common problem with atomistic models is that the calculated variation ofMs
with temperature follows the J = ∞ curve in Fig. 2, which is not representative
of materials such as Co or Fe. This discrepancy arises due to the way in which the
thermal field is used. As noted in Sect. 2.1, the magnon energies represented by the
thermal fields are chosen from a Gaussian distribution and have a constant power
spectral density, i.e., the thermal energies form a white noise spectrum. As a result
high energy magnon excitations are over represented at low temperatures, leading
to lowerMs(T ) than in real materials. One solution to this problem is to use colored
noise (Woo et al. 2015), although this is nontrivial to generate.

2.4 The LLB Equation

The use of atomistic models is limited by the sheer number of atoms that are
present in all but the smallest objects. An alternative way to model high temperature
magnetization dynamics is to use the Landau-Lifshitz-Bloch (LLB) equation. First
introduced by Garanin (1997), the LLB equation can be used as a replacement
for the LLG equation at high temperatures, allowing larger volumes, e.g., poly-
crystalline grains, to be treated as one discrete object described by an average
magnetization vector.

Various forms of the LLB equation exist: Evans et al. (2012), Tzoufras and
Grobis (2015), and Xu and Zhang (2012). All of them have in common the fact that
at low temperatures, they reduce to the LLG equation, and at high temperatures,
an additional term provides for longitudinal magnetization fluctuations. To take an
example from the first of these three papers, the LLB equation is given as
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Fig. 3 Magnetization reversal of an 8 nm cube at various temperatures. (Data from Greaves et al.
2015)

dm
dt

= −γ (m×H)+ γα‖
m2 (m ·H)m− γα⊥

m2 (m× (m× (H+ η⊥)))+ η‖ (9)

where the η terms represent random, thermal fields and the α terms are temperature-
dependent damping parameters. At T = 0 K α‖ is equal to zero and Eq. 9 is basically
the same as Eq. 4, albeit expressed in a slightly different form.

Another difference between the LLB and LLG equations is that in the LLB
equation, the magnetization vector m does not have a constant length. The average
length of m is equal to Ms(T )/Ms(0), but the actual length fluctuates from one
time step to the next due to the thermal fields. An additional “entropic” field term is
added to H to govern the length of m, such that the entropic field is negative when
|m| > Ms(T )/Ms(0), positive when |m| < Ms(T )/Ms(0), and zero when m is the
correct length.

The second term on the right hand side of Eq. 9 gives rise to longitudinal
magnetization fluctuations at high temperatures, with α‖ = α 2T

3Tc
. The effect of

these fluctuations can be seen in Fig. 3, which shows how the magnetization of an
8 nm cube reverses from the +z direction to the −z direction during the calculation
of a hysteresis loop. At a temperature of 100 K the magnetization reverses via
precessional motion about the z axis, with the magnetization vector lying on the
surface of a sphere. Thus, whenMz is small, the in-plane component ofM is large.
As the temperature is increased, a gradual transformation from precessional to linear
reversal takes place (Barker et al. 2010). At 470 K the magnetization changes from
+z to −z while expressing only a very small in-plane magnetization component,
i.e., the reversal is linear.

The original form of the LLB equation proposed by Garanin supposed that the
temperature dependence of Ms followed the J = ∞ curve in Fig. 2, and this is
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reflected in the formulation of the entropic field equations. To model materials with
different values of J , the expressions in Greaves et al. (2015) can be used to resolve
the discontinuity in the entropic field at Tc inherent in Garanin’s approach when
J �= ∞. Alternatively, a quantum LLB equation has been proposed (Nieves et al.
2014) to achieve a similar result. The form of the quantum LLB equation is the same
as Eq. 9, with changes to the expressions for the damping constants and entropic
field.

One potential problem with the LLB equation is that it cannot be used in an
atomistic model as the length of m is not constant. Therefore, there must be a certain
cell volume below which the LLB equation becomes invalid. However, even a 1 nm3

cell can contain in excess of 100 atoms, and the use of the LLB equation should not
be a problem at these scales, the exception being materials such as dilute magnetic
alloys in which the number of magnetic spins in a given volume is relatively small.

2.5 Other Models

Alternative models for high temperature magnetization dynamics should also be
mentioned. One approach is to renormalize the temperature-dependent parameters,
such as Ms , Ku, α and the exchange coupling constant A, of a block of atoms to
match the values obtained from an atomistic model of the same-sized block (Victora
and Huang 2013). The block size is typically 1–2 nm, i.e., smaller than the grain
size in a recording medium, but allowing much faster calculations than an atomistic
model.

3 Heat Transport

The heat flow equation

dT

dt
= K
C
∇2T + P(t)

CV
(10)

can be used to calculate the change of temperature of an object over time. Like
the LLG and LLB equations, the heat flow equation shares the differential operator
d/dt , and temperature distributions can be calculated in parallel with the LLG or
LLB equations, although it may be necessary to use a different time step. In Eq. 10
K is the thermal conductivity and C is the specific heat capacity. The last term in
the equation is used when heat is added to the medium by an external source, e.g.,
a laser or near field transducer. In that case P(t) is the energy delivered by the heat
source and V the cell volume into which the energy is absorbed. In general P(t)
has a spatial distribution, e.g., the laser spot might have a Gaussian intensity profile
on the surface of the medium and the laser intensity would decay with depth as the
light is absorbed.
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The intensity of light at a depth z within a medium can be calculated using the
extinction coefficient of the medium, ke, as

I (z, t) = (1− R)I (0, t)e−4πkez/λ (11)

where λ is the wavelength of the light, R is the bulk reflectivity, and I (0) is the
intensity of incident light on the surface of the medium. Both R and ke are functions
of λ and ke is the complex part of the refractive index. Equation 11 can be integrated
over the thicknesses of the layers in the model to determine the total energy absorbed
by each layer, giving P(t) in Eq. 10. For a commonly used magnetic material such
as Co, the extinction coefficient for λ= 600 nm is about 4, meaning that 55% of
incident energy is absorbed within the top 10 nm of a medium and 90% within
the top 27 nm. As a result a large vertical temperature gradient can exist within a
medium.

Both the thermal conductivity, K , and the specific heat, C, are functions of
temperature. In the case of pure cobalt and iron, the thermal conductivity decreases
as the temperature is increased, although in the case of alloys of Co and Fe, the rate
of reduction can be much reduced, or even change sign (Terada et al. 2003; Shelton
1934). As data are difficult to obtain, particularly for more complicated alloys, the
temperature dependence of bulk thermal conductivity is often omitted from models
and the same is true for specific heat capacities. There is some evidence that the
specific heat capacity can also depend on the direction of the magnetization and
that the temperature dependence of the specific heat capacity is itself related to the
uniaxial anisotropy, albeit very weakly (Lanchester et al. 1975).

Modern, granular recording media consist of magnetic grains segregated by
nonmagnetic oxides such as SiO2 which have a relatively low thermal conductivity.
As a result thermal conduction through the depth of the film is likely to be higher
than in the film plane, and the model should take account of this anisotropic
thermal conductivity. Experiments using FePt, a common material for heat-assisted
recording media, have shown that the ratio of the vertical to in-plane thermal
conductivities could be as high as 10:1, depending on the FePt grain size (Ho et al.
2013). The use of heat sink layers underneath the recording layer may also increase
the ratio of vertical to in-plane thermal conductivity.

3.1 Two- and Three-Temperature Models

For the study of ultra-fast dynamics, it is not sufficient to calculate only the
temperature of the bulk, or lattice, as effects such as laser-induced demagnetization
take place on a much shorter time scale than changes in the lattice temperature. A
two-temperature model can be used to represent the different temperatures of the
electrons and lattice (Anisimov et al. 1974). The electrons absorb the heat entering
the system, and because they have a much smaller specific heat than the lattice, their
temperature increases much more rapidly. Subsequently, heat is transferred from the
electrons to the lattice and the two temperatures converge over time. Experimental
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Fig. 4 Heat flow between
electrons, spins, and lattice
atoms in the
three-temperature model.
P(t) represents the heat from
a laser or near field light
source
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measurements on metals find the two-temperature model gives a good description
of the behavior of many metals (Hohlfeld et al. 2000), but in magnetic materials, the
temperature of the spins must also be considered.

In the three-temperature model, separate temperatures are ascribed to the elec-
trons, spins, and the lattice atoms (Beaurepaire et al. 1996). Each component has a
different (temperature dependent) specific heat, and coupled differential equations
describe the heat flow between the three components. A schematic of the model is
shown in Fig. 4 with the constants τel , τes , and τsl determining the rate of energy
transfer between the three components and P(t) representing the heat entering the
system.

Equation 12 shows the equations used to calculate the temperatures of the
electrons, spins, and lattice. If necessary, further terms can be added to account
for thermal conduction out of the heated region, although such conduction may take
place on much longer time scales than the picosecond dynamics of the spins and
electrons and could be neglected in many cases:

dTe

dt
= −τel(Te − Tl)− τes(Te − Ts)+ P(t)

Ce(Te)

dTl

dt
= −τel(Tl − Te)− τsl(Tl − Ts)

Cl(Tl)

dTs

dt
= −τes(Ts − Te)− τsl(Ts − Tl)

Cs(Ts)
(12)
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Many experiments have shown that energy transfer between electrons and spins
can be extremely rapid, such that the spin temperature lags the electron temperature
by ≈10–100 fs. In such materials Eq. 12 can be simplified to van Kampen (2003)

dTe

dt
= −τel(Te − Tl)+ P(t)

Ce(Te)

dTl

dt
= −τel(Tl − Te)

Cl(Tl)

dTs

dt
= (Te − Ts)

td
(13)

where td is the delay between the electron and spin temperatures and Eq. 13 is
basically the same as the two-temperature model. This approach has been used in an
atomistic model of spin dynamics to calculate the evolution of the magnetic moment
over femtosecond to nanosecond time scales (Chimata et al. 2012).

Experimental measurements of the specific heat of, e.g., nickel, show a roughly
linear variation of specific heat over the temperature range from 300 to 600 K (Grew
1934), with a sharp peak around the Curie temperature at 631 K. To model this
behavior, as a first approximation, the specific heat of the lattice can be assumed to
be constant, with the electronic specific heat assumed to vary as

Ce(Te) = γ Te (14)

and the total specific heat being the sum of the two. The γ parameter can be used as
a fitting parameter, with values in the literature for nickel ranging from 1.1×103

to 6×103 J/m3K2. Another fitting parameter in the simplified three-temperature
model is τel , which can be of the order 1×1018 W/m3K. The parameter controls
the rate of decay of the electron temperature. In the full three-temperature model,
the other coupling constants were estimated by Beaurepaire et al. (1996) to be τes =
6×1017 W/m3K and τsl = 0.3×1017 W/m3K.

3.2 Heat Sources

The nature of the incident energy source used to heat the medium may also need
to be considered in the model. In many pump-probe experiments, the medium is
heated by an ultra-short laser pulse lasting for less than 100 fs, with the size of the
illuminated area measured in tens of microns. Given that micromagnetic models of
these experiments are generally limited to simulating regions of ≤1μm2, the model
can be simplified by assuming a uniform distribution of the incident laser power
I (0, t) over the surface of the medium. The time dependence of the laser pulse
intensity on the surface of the medium can be represented by a Gaussian of the form

I (0, t) = Imaxe
−( t−tmax

tp
)2

(15)
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where Imax is the maximum intensity, t the time, tmax the time at which the pulse
reaches its maximum intensity, and tp the pulse duration. As the laser intensity is
uniform over the modelled region, there may be no thermal gradient in the plane
of the medium and hence no thermal conduction. A thermal gradient in the vertical
direction will still exist and thermal conduction into the air and substrate should be
considered.

3.2.1 Near Field Transducers
In modern recording systems, the size of written bits, measured in the tens of
nanometers, is much smaller than the minimum (diffraction limited) size of an
optical spot that can be obtained using lenses. Instead, near field transducers
(NFT) are used to generate the extremely small heat spots used in heat-assisted
magnetic recording. Such NFTs usually consist of a thin metallic film, often gold,
in which surface plasmons are induced by incident light from a laser or waveguide.
Depending on the geometry of the NFT, the plasmon energy can be concentrated
into a small area and coupled into an adjacent recording medium.

NFT designs have been studied in detail, with common shapes being “bow tie,”
“E,” “nanobeak,” and “lollipop” (Zhou et al. 2014). Of these the most common
design reported in the literature as being used in actual HAMR systems is the
“lollipop” (Challener et al. 2009). The energy distribution in and around a NFT
can be calculated using a finite-difference time-domain (FDTD) model, such as the
free software MEEP (Oskooi et al. 2010). As a first approximation, the recording
medium can be assumed to consist of homogeneous strata, but a more detailed
analysis would also take account of the granular structure of most recording media,
with different absorption and thermal conductivity characteristics assigned to the
magnetic grains and nonmagnetic grain boundaries (Nakagawa et al. 2007). Such
analyses show energy absorption being concentrated in the grains, raising their
temperature by more than would be expected from a uniform layer model. There
is also recent evidence that the shape of the grains themselves can lead to localized
hot spots, for example, in the vicinity of protrusions or locations around the edge of
a grain with a smaller radius of curvature relative to the rest of the grain.

3.2.2 Alternative Heating Mechanisms
The three-temperature model provides a good representation of how energy from
an incident laser pulse is absorbed by a magnetic material. But in recent years
experiments have revealed alternative heating mechanisms that may induce ultra-
fast magnetization dynamics, and these are briefly discussed here.

Magnetic circular dichroism is a phenomenon in which the absorption (and
reflectivity) of left and right circularly polarized light by a magnetic material
differs depending on the orientation of the material’s magnetization. This means
that if a multi-domain medium with perpendicular anisotropy is subjected to a
circularly polarized light pulse, the “up” domains will absorb more energy than
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the “down” domains, or vice versa, depending on the polarization of the light.
As a result one set of domains will be heated more than the other, creating a
temperature difference between the two. The temperature difference creates a higher
probability of thermally induced magnetization reversal for one of the magnetization
orientations, such that after multiple light pulses, the area or number of the hotter
domains will shrink and that of the cooler domains grow. A simple model for this
process is described in Gorchon et al. (2016). To include the effect in a dynamic
model, a magnetization-dependent absorption term of the form

P(t) = A0 +ΔA×mz/|m| (16)

could be used. Here, A0 is the light energy absorbed by the medium, obtained by
integrating Eq. 11 over the medium thickness; mz/|m| is the normalized, vertical
component of magnetization; and ΔA represents the magnetic circular dichroism.
ΔA is material dependent, but the results in Gorchon et al. (2016) suggest that ΔA
of 0.5% is enough to result in all optical switching after a sufficiently large number
of light pulses.

The Faraday effect (FE) is the action of a magnetic material in rotating the plane
of polarization of light passing through the material. Similarly, the inverse Faraday
effect (IFE) is the induction of magnetization in a material by circularly polarized
light. Expressions have been derived for the magnitude of the IFE in Battiato et al.
(2014) using a quantum mechanical approach. The method has been applied to a
model of magnetization switching in FePt media in John et al. (2017). In that model
the IFE was implemented as an additional contribution to the magnetization with a
characteristic decay time slightly longer than the duration of the light pulse and an
initial magnitude of 3–7% of Ms . The initial magnitude of the IFE depends on the
light intensity, wavelength, helicity, and the magnetic material.

Finally, electrical pulses can also be used to induce ultra-fast magnetization
dynamics. An electric current passing through a resistive material will cause Joule
heating, and this may result in demagnetization of a sample if the Curie temperature
is reached. But it is also possible to demagnetize a sample using ultra-short duration
electric current pulses, where Joule heating of the bulk sample is negligible. The
experiments described by Wilson et al. (2017) compare magnetization dynamics
in samples subjected to ultra-short (ps) light and electric current pulses of similar
energy. In both cases the magnetization dynamics could be described by the three-
temperature model, but the rate of energy transfer between the electrons and the
lattice, τel , had to be about twice as large when electric current pulses were used,
compared with light pulses, in order to fit the experimental results. The reason for
the difference was suggested to be due to how energy is transferred into the medium:
an electric current pulse excites many electrons by a small amount, whereas a light
pulse excites relatively few electrons by a large amount. The resulting difference in
the distribution of electron energies governs the rate of energy transfer τel .
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4 Conclusions

At first glance, creating a model of heat-assisted magnetic recording may appear
daunting due to the large number of parameters that must be considered and the
fact that nearly all of them are temperature dependent. Indeed, it is often difficult
to find appropriate values for many commonly used materials in the literature,
and then there is the question as to whether bulk values are representative of
thin films. However, on ultra-fast time scales, it is often the case that most of the
parameters only have a small influence on the result, meaning that knowledge of
their precise values is unnecessary. Magnetization dynamics for macrospin cells can
be calculated using the LLB model, while the LLG model is suitable for atomistic
calculations. Depending on the size of the illuminated region, thermal conduction
calculations may not be needed, and it may be sufficient to assume a uniform
temperature distribution. Despite these approximations, many experimental results
have been successfully described using micromagnetic and atomistic models, and
once a basic model has been implemented, it is not too difficult to add support for
more exotic phenomena, such as the inverse Faraday effect, or magnetic circular
dichroism, as needed.
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Abstract

The scanning tunneling microscope is a unique tool for injecting electrons
with great energy and spatial resolution. These electrons can interact with local
magnetic moments and reveal the rich phenomena associated with spin-flip
dynamics. This chapter is a review of these interesting effects with emphasis
on physical concepts and recent results. The Kondo effect is of paramount
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importance in condensed matter physics. When Kondo correlations and systems
of spins of increasing complexity are used, new phenomena appear such as
heavy-fermion phases as recently revealed by quasiparticle-interference exper-
iments. New developments showing the relationship between atomic spin entan-
glement and appearance of Kondo correlations are reviewed. Non-equilibrium
Kondo brings in its own features although in the tunneling regime, the Kondo
effect is largely accounted for its equilibrium properties. Kondo peaks, inelastic
electron tunneling spectroscopy, electron paramagnetic resonance of single
atoms, molecules, and atomic objects are explored.

1 Introduction

Adsorbates on solid surfaces can present localized magnetic moments. The proper-
ties of these local magnetic moments give rise to very rich and interesting physics.
Recently, it has been shown that the scanning tunneling microscope (STM) is able
to measure the spectra of magnetic excitations of these adsorbates (Heinrich et al.
2004; Ternes et al. 2009; Gauyacq et al. 2012; Ternes 2015, 2017), having in
this way a probe into the quantum world of atomic adsorbates. Among the rich
properties of this quantum world, the Kondo effect has a predominant role revealing
the complexity of many-body correlations.

The combination of the just-mentioned magnetic spectroscopy, with the atomic
manipulation abilities of the STM, is giving rise to new exciting possibilities.
Atoms can be located on a surface in ways that were never thought of before.
This permits us to show new properties that only existed in theoretical works.
Tantalizing examples are the creation of tailored spin chains with antiferromagnetic
ordering (Hirjibehedin et al. 2006; Loth et al. 2012), with ferromagnetic spin
waves (Spinelli et al. 2014), with exotic XXZ phases (Toskovic et al. 2016), or
with Kondo correlations that did not exist in the isolated components before atom
manipulation (Choi et al. 2017b).

Another example of the fast-track evolution of local magnetic moment physics
and the STM is the advent of electron paramagnetic resonance (EPR) tech-
niques (Manassen et al. 1989; Komeda and Manassen 2008; Balatsky et al. 2012;
Müllegger et al. 2014; Baumann et al. 2015). The measurement of time-resolved
signals with the STM opens a new door to hyperfine interactions (Heinrich, 2017,
personal communication) and to studying spin lifetimes (T1) and decoherence times
(T2) (Delgado and Fernández-Rossier 2017). Pure dephasing times (T ∗2 ) understood
as the component of T2 that deregulate the spin phase via elastic interactions (and
not because the population of a given spin state has been quenched after a time T1)
need to be known and understood before any serious coherent manipulation of spins
can be successfully undertaken in techniques such as quantum computing (Pla et al.
2012).

In the present chapter, we will make a brief review of the Kondo effect of
magnetic adsorbates with special emphasis on developing an understanding of the
underlying physics and on exploring recent results. We will also briefly summarize
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magnetic inelastic effects at the core of single-atom magnetic spectroscopy. We will
show how the study of magnetic impurities can become of increasing complexity
by making them mutually interact leading to correlations, entanglement, and new
states of matter. In particular, the use of quasiparticle-interference (QPI) analysis in
the STM has become a mature technique and is widely used in the study of heavy-
fermion systems caused by Kondo correlations (Morr 2017). Due to the exciting
new developments of single-molecule EPR, we briefly summarize the developing
activities in this area at the end of the chapter.

2 Spin Interaction Between Substrate and Adsorbate

As early as 1930, reports on the behavior of electrical resistivity of noble metals
with temperature showed a perplexing upturn of the resistivity as temperature
decreased (Meissner and Voigt 1930). This finding was clearly at odds with all the
body of knowledge on the electronic and vibrational properties of solids at low
temperatures. As temperature is reduced, the resistivity should diminish as ∼ T 5

due to the quenching of electron-phonon scattering and eventually level off at very
low temperatures due to lattice imperfections (van Sciver 2012). It was soon realized
that a small concentration of magnetic impurities seemed to be responsible for the
anomalous behavior (Kondo 2005). But reports were unclear. In 1964, experimental
research was still active in determining when a minimum in the resistivity with
dropping temperature was found (Sarachik et al. 1964). The origin of the resistivity
upturn became clear the same year, when Jun Kondo computed the resistivity due
to scattering off magnetic impurities (Kondo 1964). These calculations proved that
magnetic impurities were responsible for the resistivity minimum, and they further
showed that coherent spin-flip scattering was the physical process at work. As
temperature was reduced, all excitations in the solid were quenched except the ones
due to spin-flip scattering that gave rise to an increased scattering rate of conducting
electrons. Due to the interaction between the magnetic moments of the electron and
the impurity, the spin of an electron can flip at the same time as the magnetic moment
of the impurity. The electron can change the magnetic moment in one unit of spin
(two Bohr magnetons in magnetic moment units), and the impurity changes in
minus one unit, keeping the magnetic moment constant during the electron-impurity
scattering.

The calculation by Kondo was based on the s-d exchange model developed by
Zener (1951). This model considered the magnetic exchange interaction between
itinerant electrons and a quantum impurity. The itinerant electrons were represented
by the s-band of a free-electron-like host. The d electrons took into account the
localized spin of the impurity. The calculation by Kondo was based on perturbation
theory. The result revealed that the second order of perturbation theory gave rise
to a logarithmic term on the temperature. This is troublesome for the perturbation
scheme because at low temperatures the second order grows as the temperature
is reduced and the perturbation expansion is not converging. Nevertheless, the
logarithmic behavior turned out to be correct. Kondo fit the experimental data
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using an expansion including logarithms, giving very good agreement with experi-
ments (Kondo 1964). In this way, he made a connection between electron scattering
off impurity spins and the resistivity minimum.

Logarithmic scaling with interactions is ubiquitous in Kondo systems. They
reflect complex many-body processes that cannot be solved with simple techniques.
It basically implies that perturbational approaches will fail evaluating the ground
state of the system because the new ground state is fundamentally different from
the non-interacting one. It further means that all behavior with temperature will be
smooth and slow, giving rise to “crossovers” rather than phase transitions.

The new type of ground state is clearly seen by following a renormalization-
group (RG) approach (Bulla et al. 2008). The RG approach is based on the
observation that to evaluate the ground state, higher-energy degrees of freedom can
be effectively considered by a new Hamiltonian. This new Hamiltonian contains
the correct ground state if the interactions are changed while removing the higher-
energy states. As the higher-energy degrees of freedom are removed, the interactions
are renormalized. The evolution or flow of the interactions as the number of
available electronic states is reduced gives clear information on the properties of
the ground state.

The conditions to have a Kondo ground state are that the magnetic impurity
contains internal degrees of freedom that are degenerate and can be switched by
an external electron collision where the spin of the electron changes by 1. This is
an elastic process where the electron produces a spin flip, thanks to an “effortless”
change in the state of the impurity. Kramers theorem (Kramers 1930) warranties that
half-integer spin impurities will present a degenerate ground state. In the presence
of a positive uniaxial magnetic anisotropy, the ground state of the impurity will be
±1/2 and the spin-flip (Δs = ±1) becomes possible.

If the uniaxial magnetic anisotropy is negative, the ground state is±S and cannot
be connected by a spin flip unless S = 1/2. The electrons cannot be correlated via
scattering with the impurity. However, there can be spin flips with the excited spin
degrees of freedom of the impurity. This gives rise to inelastic spin flips. The STM is
an excellent tool to reveal all these spin-flip processes (Heinrich et al. 2004; Ternes
et al. 2009; Gauyacq et al. 2012; Ternes 2015, 2017). The two types of spin flips,
elastic or Kondo and inelastic, can be seen as rapid variations of the differential
conductance measured by an STM. Figure 1 shows a typical example for an STM
junction where a spin is changing due to elastic spin flips that show as a peak at
zero bias or inelastic spin flips that show as sharp steps symmetrically position with
respect to zero bias.

The STM consists of a piezoelectrically controlled electrode (the tip) that can
be sharpened to be atomically terminated. It is a two-electrode setup as sketched
in Fig. 2a. Due to the atomic termination and the sub-Ångström control of the
position of the tip, the STM can drive electric currents within the atoms of the other
electrode, in general a flat metallic substrate. At low bias, the current proceeds in
the tunneling regime because the electrons cannot overcome the vacuum barrier
between the electrodes. This tunneling current is extremely localized, both laterally
and vertically, which are key for detecting changes in the current under subatomic
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Fig. 1 Simulated differential-conductance spectra of an STM over a magnetic adatom displaying
spin-flip processes. At zero bias a clear peak appears due to the existence of a Kondo ground
state. The peak signals the presence of elastic spin-flip events that lead to a correlated ground
state. Symmetrically at positive and negative bias, two steps appear in the differential conductance
signaling the onset of inelastic spin-flip processes. When the spin is excited, new conduction
channels abruptly open, increasing the conductance of the junction

motions of the tip. Scanning the surface while keeping the tunneling current constant
leads to maps of the tip positions that make the usual STM images. Fixing the tip
at a location on the surface and ramping the bias allows to record information on
the propagation of electrons through the system. Ideally, the tip is not perturbing
the substrate and has either a flat electronic structure or a well-known one. In
these cases, the STM gives direct information on how electrons are injected or
extracted from the sample. A perturbation-like calculation assuming that only the
s-wave of the electronic wavefunctions generating at the tip contributes yields that
the conductance is proportional to the local density of states evaluated at some tip
“center.” The local density of states is the number of states per unit energy weighed
by the spatial distribution of each electronic state. This is the Tersoff-Hamann
approximation that allows us to interpret STM data as due to the electronic spectra
of the surface (Tersoff and Hamann 1985). Under the above conditions, the STM is
an excellent tool to measure the spectral properties of a conducting solid surface.

In 1998, the first observations with STM of the Kondo resonance above single
magnetic atoms on a metal surface were reported by two groups. Madhavan et al.
showed that a narrow asymmetric feature near EF appeared in the dI/dV of cobalt
atoms on a Au(111) surface (Madhavan et al. 1998), while Li et al. observed a
characteristic dip around EF with Ce adatoms on Ag(111) (Li et al. 1998). Both
types of spin-flip processes (elastic or Kondo spin-flip and inelastic) can be observed
with the STM on a single magnetic impurity. This is due to the peculiar features
of the spectral function. In the presence of Kondo physics, the spectral function
displays a peak near the Fermi energy (the Abrikosov-Suhl-Kondo or Kondo peak).
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Fig. 2 Sketch of electrodes in a STM setup (a) and in a molecular break-junction one (b).
The limitation of two electrodes in the STM is compensated by the scanning ability of the tip
electrode yielding sub-Ångström resolution. Break junctions can change their gaps, but they cannot
laterally scan. However they can apply a perpendicular electric field that shifts molecular levels and
accordingly change the charge state of the molecule

This corresponds to a feature in the conductance at zero bias, sometimes called
a zero-bias anomaly (ZBA). Since the conductance is not uniquely determined
by the substrate spectral function, the spectral peak can become a general Fano
feature (Fano 1961). In contrast, inelastic peaks generally translate into a step in
the spectral function and in the conductance. In simple terms, the step is due to
the opening of new transmission channels due to the presence of the excitation. At
energies or biases below the excitation threshold, the current proceeds through the
elastic channel. Above the threshold, inelastic channels open producing a sudden
increase of the conductance (Hipps and Mazur 2006). As in the case of the ZBA,
the actual electronic transport process can change the profile with bias producing
more complex behavior than just a step in the conductance. In the cases of large
conductance (generally not in the tunneling regime), the effect of the excitation will
be rather detrimental to transport, and instead of an increase of the conductance at
threshold bias, there will be a decrease.

The original Kondo effect implies a reduction of conductance at low temperature.
However, the STM Kondo effect can be an increase of conductance. At first
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perplexing, the conundrum can be solved by realizing that the conductance of
an extended system with many impurities means the averaging of the scattering
produced by all the impurities. Hence, the increase of conductance over a single
impurity actually means an increased scattering rate that leads to a reduction of
conductance over many impurities. The STM gives special insight over the behavior
of a single magnetic impurity that can be very different from all other techniques
based on averaging procedures.

Before closing this section, it is interesting to mention two different techniques
where the excitation of individual magnetic moments has also been achieved by
electrical means. One of these techniques is the break-junction technique where
a small gap (in the nanometer range or smaller) is filled by adsorbates that
contain a magnetic moment (Yanson et al. 1995; Park et al. 2002). These magnetic
adsorbates interact with the magnetic moment of passing electrons between the
junction electrodes. The other technique is the fabrication of quantum dots (QD),
where metallic and semiconducting structures blend, creating an electronic potential
landscape that can capture individual electrons and thus originate local magnetic
moments. The effect of these local moments on the current can be studied by the
conductance signals of the device. The common feature of these techniques is
that the experimental setup corresponds to a three-terminal junction as sketched
in Fig. 2b. The two electrodes drive a current under the applied bias, and the gate
is also electrically polarized but uncoupled via some insulating layers from the
molecular junction. Its role is to provide an electric field that shifts the molecular
levels without injecting extra charge in the system. This allows to have experiments
complementary to the ones with the STM setup. The advantage is the possibility
to tune electronic states of the junction, while the STM is more precise in the
positioning of the electrodes with the great advantage of being able to scan ample
sets of electrode positions.

In 1998, the Kondo effect was observed for the first time in a QD by two different
groups. A QD is a nanoscale artificial semiconducting box in contact with metallic
leads. A two-dimensional electron gas is confined in the dot and produces a DOS
with discrete energy levels. The number of electrons in a QD can be adjusted by
applying voltage to a gate electrode. The number of confined electrons in the dot
can be odd or even. In the case of an odd number of electrons, the net spin of the dot
is nonzero. Goldhaber-Gordon et al. observed a Kondo effect in a single-electron
transistor containing a GaAs/AlGaAs heterostructure (Goldhaber-Gordon et al.
1998). When an electric field is originated by the gate electrode, the conductance
shows peaks periodic in bias, indicating a quantized number of electrons in the
dot. For an odd number of electrons, a Kondo resonance is detected near EF . This
indicates that a localized magnetic moment is present in the dot and that it interacts
with the free conduction electrons in the leads. The QD therefore closely mimics
the Kondo effect of a magnetic impurity embedded in a metal. Goldhaber-Gordon
et al. also showed that the Kondo resonance is suppressed when the temperature
is increased and that an external magnetic field can produce a Zeeman splitting
of the resonance. As we show here after, these effects are both expected for the
Kondo effect. Cronenwett et al. also published the study of the Kondo effect in a
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QD (Cronenwett et al. 1998). By adjusting the number of electrons in the QD, they
switched the Kondo effect on and off. They studied the temperature and the magnetic
field dependence and showed the influence of magnetic anisotropy by rotating the
external magnetic field.

Break junctions (Yanson et al. 1995; Park et al. 2002) use an actuator to induce
pressure on the gate and mechanically increase the distance between the electrodes
(Fig. 2b). Hence, a break-junction experiment can map the behavior of the molecular
junction under different charging states, like in the above QD setups. Additionally,
they can also change the conductance regime from contact to tunneling by varying
the distance between electrodes.

The energy needed to destroy the Kondo ground state is usually given in terms
of a temperature, TK (see Eq. (4)), signaling the temperature above which the
Kondo effect disappears. The TK in QD systems is very low, about a few hundred
millikelvin, and as a consequence, to observe the Kondo resonance in a QD requires
a higher bias resolution than single-molecule devices where TK ∼ 10 K. The reason
for the lower TK in QD as compared to atomic and molecular adsorbates is the lower
electron confinement, which leads to very small electronic energies as compared
with atomic impurities. In this chapter, we focus on the spin-flip physics of atomic
systems. Due to the very different energies involved as compared with quantum dots,
typical Kondo energies are much higher and easily resolved by low-temperature
scanning tunneling microscopes.

3 The Physics of Spin-Flip Scattering

Let us try to give two physical pictures of the processes at hand. The first one is
a ground-state picture that simply acknowledges the fact that the Kondo effect is
the creation of a new ground state due to the interactions between electrons and
a localized magnetic moment. This ground state is many-body and hence difficult
to grasp, but a simplified model can shed some interesting facts easily contrastable
with what is known of the Kondo effect. The second picture is of a more dynamical
aspect. It treats the Kondo effect as due to coherent spin-flip processes, and it is
a local picture, where only the variations of the impurity’s magnetic moment are
followed during the interaction with the substrate electrons. Finally, we will mention
the Kondo peak, as a valuable spectroscopical source.

3.1 The Ground State: Simple Picture of the Kondo Effect

The presence of spin-flip scattering off a magnetic impurity leads to a new ground
state of the electronic system. The ground state cannot be approximated as a Fermi
sea where one-electron states pile up in energy abiding by the Pauli principle. How
can we understand this? A simple cartoon-like model is given by P. Fulde in his
book on electron correlations (Fulde 1995).

The model assumes a localized electronic state, a, such as we would expect for an
atomic impurity on a solid surface. In the limit of very strong intra-atomic Coulomb
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Fig. 3 Energy diagram of the simplified model of Sect. 3.1. Initially we assume just two electrons
on two different orbitals. The orbital at energy εa is a compact atomic-like orbital, with a large
intra-atomic Coulomb repulsion,U , such that double occupancy of the orbital is not permitted. The
other orbital corresponds to an extended state, with negligible intra-atomic Coulomb repulsion.
When the interaction between the atomic-like and the metallic-like states is zero, V = 0, there
are four degenerate ground states and one excited state. When a hybridization-like interaction is
allowed, V �= 0, a S = 0 ground state is generated, leading to the total screening of the otherwise
spin-polarized atomic state. The low-energy excitations are magnetic

interaction, Ua →∞, this state can only present two occupations, either zero or one
electron. This is immediately a magnetic impurity of spin 1/2. To model the metallic
surface becomes difficult. Let us assume that it is like an electron in an extended
molecular ligand, which is the model that Fulde solves (Fulde 1995). Then our metal
will be a single state that is so delocalized that two electrons easily fit in. In other
words, Umetal = 0. To keep the model simple, we assume we have two electrons
in the full system. Furthermore, we assume a nonmagnetic host in the absence of
impurities; hence two electrons in the metal will pair antiferromagnetically with
spin zero (S = 0).

Figure 3a shows the five possible states of these two electrons over the two
electronic states (metal and a) when there is no interaction between impurity and
metal. In the absence of impurity-metal hybridization, there are four degenerate
states that become the ground state. These corresponds to the four possibilities
of putting one electron on the impurity and one electron on the metal. The four
possibilities are one singlet state (total spin zero, S = 0) and the triplet states (total
spin one, S = 1). The energy of the ground state is εa + εmetal because there is
one electron in a and one in metal. The only excited state is the doubly occupied
metal at 2εmetal. The doubly occupied impurity corresponds to an infinite energy
(2εa + Ua) and is out of our Hilbert space.

When a chemical interaction between impurity and metal is allowed, a one-
electron hybridization term allows electrons to flow back and forth the metal from
the impurity, which we call 〈a|V |metal〉 = V . This is a one-electron term, so
the electron spin is conserved. As a consequence, the new states are still two
singlets (S = 0) and the three S = 1. The interaction couples the two singlets
because the hybridization cannot change the spin as we just said. The corresponding
Hamiltonian in the S = 0 subspace is:

(
εa + εmetal V

√
2

V
√

2 2εmetal

)
. (1)
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When the hybridization term goes to zero (V = 0), we recover the spectrum of the
non-interacting case of the S = 0 subspace of the previous paragraph. Diagonalizing
the new Hamiltonian is simple and yields two states with energies:

EGS = εa + εmetal − 2V 2

εmetal
, (2)

and

Eexcited = 2εmetal + 2V 2

εmetal
. (3)

The new spectra are plotted in Fig. 3b, including the invariant S = 1 states.
We see that the interaction between impurity and metal lifts the degeneracy of the

ground state, and the new ground state is stabilized by an energy − 2V 2

εmetal
. As Fulde

shows in his book (Fulde 1995), this simple model contains many features of the
complex Kondo physics between an impurity and a true metal substrate.

Features of this simplified model:

• The first startling consequence is magnetic screening of the impurity. Indeed, in
the absence of impurity-metal hybridization, the impurity has a local magnetic
moment. When the interaction is switched on, the ground state is nonmagnetic
and the local moment disappears. This is parallel to the screening of the Kondo
effect. In the impurity problem, the magnetic moment of the impurity is screened
because the total ground state is nonmagnetic.

• The low-energy excitations are all magnetic. In the simple model, all excitations

are singlet-triplet excitations. The excitation energy is 2V 2

εmetal
. When the system’s

temperature matches this excitation energy (in the correct units and assuming that
we can define thermodynamic quantities), the ground state is destroyed and the
system is excited. This temperature would correspond to the Kondo temperature
in the correct impurity problem. Obviously the true Kondo temperature is not
proportional to the square of the hybridization potential, V 2.

• The ground state is unique, but the first excitation is triply degenerate. Since

the ratio 2V 2

εmetal
is small because εmetal � V , then we have many excited states

at very low energies. In the impurity problem, this corresponds to the Kondo
peak. Namely, at very low energies (i.e., close to the Fermi energy), there is an
enormous density of states due to magnetic excitations. The Kondo peak is a
consequence of the low-energy magnetic excitations of the system caused by the
hybridization between metal and impurity.

• High-energy excitations correspond to charge transfer from the impurity into the
metal. This energy scale is given by εmetal . Excitations are then separated into
spin (low-energy, Kondo peak) or charge degrees of freedom.

• As temperature increases, the triplets become populated and the magnetic
moment of the impurity is restored.
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Fig. 4 Local picture of the Kondo spin fluctuations due to the hybridization of an atomic orbital
with metallic orbitals. Due to the intra-atomic Coulomb repulsion and the hybridization with the
substrate, the atomic charge fluctuates between zero and one electron. As a consequence of the
charge fluctuations, the atomic spin changes

An extension of the above features to the impurity problem can be easily done
by using a variational approach to the Anderson model (Fulde 1995; Yosida 1966;
Varma and Yafet 1976). In the U → ∞ simplification, the no-hybridization
configurations are, see Fig. 4, (i) a Fermi sea (representing the metal) and an empty
impurity (excited state), (ii) a Fermi sea with a missing electron (hole) and a filled
impurity (excited state), (iii) and a filled impurity with a hole at the Fermi energy
(ground state). Minimizing the expected value of the Anderson Hamiltonian with
respect to the coefficients of the three configurations when the hybridization term is
allowed, we obtain a new ground state that is stabilized by an energy:

kBTK = D exp

(
−π |εa|
Γa

)
. (4)

The electronic bands of the metallic surface are represented by half the bandwidth
D. Here Γa is the width of the impurity level due to the hybridization with the
substrate (Γa = 2π

∑
k V

2
k δ(εa − εk)). The impurity level energy, εa , is now

measured from the Fermi energy, which is εmetal in the above simplified model.
Then we see that as above, the ingredients determining the strength of the Kondo
effect (the ground-state energy) are εa and Γa .

The behavior of εa and Γa is actually intrinsically related with the occupation
of the impurity level on the metal surface. In the case that |εa| � Γa , the level
is completely occupied, and the Kondo temperature, Eq. (4), tends to zero. Hence,
even if there is a magnetic moment on the impurity with a sizeable coupling to the
substrate (large Γa) when the level is always full (|εa| � Γa), there is no Kondo
effect, and the magnetic moment of the impurity remains frozen. This is the local-
moment regime. On the other limit, if |εa| < Γa the level is basically half-filled
(or closed to half-filling). This corresponds to a very large Kondo temperature. As
a consequence the peak of spin excitations (the Kondo peak) will merge with the
peak of charge fluctuations (the resonance derived from the εa level). Indeed the
charge fluctuations will win over the spin ones, and the Kondo effect will not be well
defined. This is the mixed-valence regime. Mixed valence means that the charge in
the impurity is fluctuating among several valence states of the impurity. Finally, the
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Kondo regime takes place in between, for impurity levels that are largely occupied
but allowing charge fluctuations.

The study of charge fluctuations is clearly linked to the study of Kondo physics.
We briefly review this in the next section.

3.2 The Dynamical Spin-Flip Picture

Adopting a local picture immediately leads us to charge fluctuations and their role
in the Kondo effect. P. W. Anderson (1961) soon realized that the s − d exchange
model of Zener and others that Kondo adopted (1964) could be explained in terms
of charge fluctuations of the impurity (Schrieffer and Wolff 1966). The occupation
of the impurity level will change over time as a consequence of the hybridization
with the substrate and the large intra-atomic repulsion (U → ∞ in the above
discussion) if the impurity level is within Γa of the Fermi energy following the
preceding discussion. If the level is very far from the Fermi energy, the charge state
will be frozen and no Kondo effect is possible. But if the average charge state is not
zero or one, the level occupation fluctuates between zero and one electron.

Figure 4 shows a simplified scheme of this system. During charge fluctuation the
spin is initially in one state, say up. After a certain time, the impurity gets empty.
Then it captures another electron with spin up or down with equal probability for
nonmagnetic substrates. And this process is repeated over time. As a consequence,
the spin on the impurity changes randomly over time. If the average charge state
is large, say 90%, then the impurity is 90% of the time occupied, and for a brief
10% of the time, it is empty. An observer would see an impurity that is occupied
but that changes randomly its spin due to its hybridization with the metal substrate.
Effectively this is a s − d exchange interaction: the spin on the impurity flips by
flipping back a spin in the metal. P. W. Anderson (1961) showed that this effective
interaction is of the antiferromagnetic exchange type (trending to antialign spins in
the impurity and in the metal). Later on Schrieffer and Wolff (Schrieffer and Wolff
1966; Hewson 1993) set a rigorous framework to transform between the Anderson
Hamiltonian (describing the impurity hybridization and charge fluctuations) and the
s − d exchange or Kondo Hamiltonian.

The difference between the spin-flip picture and the previous ground-state
calculation is that the spin-flip picture locally evaluates the physics of the impurity.
As a consequence, the construction of the ground state of the full system is
simplified to the local fluctuations of the impurity state. The physics is the same,
but they offer complementary pictures that help understanding the Kondo effect.

3.3 The Spectroscopic Signature: The Kondo Resonance

The spectroscopic signature of the Kondo effect is the Kondo peak. In the STM
this shows as a zero-bias anomaly in the conductance. In photoemission, it is a
peak in the spectra. The peak takes place very close to the Fermi energy because it
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comes from very low-energy excitations of magnetic origin. When the intra-atomic
Coulomb repulsion is finite, hole-like excitations are also allowed and the Kondo
peak actually extends below the Fermi energy. In a symmetric case (symmetric
Anderson model, |εa| = U/2), particle and hole excitations weigh the same in the
spectra, and the Kondo peak is centered on the Fermi energy.

As we show in the simplified model above, not only the ground state is shifted
due to the hybridization but also the metallic states. If we evaluate the square of
the overlap of the metallic state before and after switching on the hybridization,
we find that it is 1 − na for metallic states close to the Fermi energy, where na
is the occupation of the impurity level. In the Kondo regime, na approaches one.
This means that the metal states at the Fermi energy before and after connecting the
hybridization are virtually orthogonal. The metal states become quasiparticles that
actually behave like non-interacting fermions (Hewson 1993).

Actual STM measurements are quite involved, and the complete characterization
of the Kondo peak requires several measurements. However, the Kondo peak has
some unique features that make it totally different from any other source of ZBA.
The Kondo effect disappears with increasing temperature by developing a particular
broadening of the Kondo resonance. The broadening can be shown by measuring
the corresponding decrease of the conductance amplitude at resonance. Changes in
amplitude with temperature can be expressed as (Pustilnik and Glazman 2001):

G(T ) = 2e2

h
t

[
1+ T

2

T 2
K

(21/s − 1)

]−s
+Gel (5)

with s = 0.22, while Gel accounts for a constant background. The free parameters
TK , t , and Gel are found by fitting the experiment. As for the broadening,
assuming a Lorentzian resonance, the full width at half maximum ΔK is approx-
imately (Nagaoka et al. 2002; Ternes et al. 2009):

ΔK =
√
(αkBT )

2 + (2kBTK)2 (6)

where kB is the Boltzmann constant, T is the working temperature, and α =
5.4 (Ternes et al. 2009). When T � TK , then ΔK � 2kBTK .

A second sign that experiments are dealing with the Kondo effect is the peak
dependence with external magnetic field, �B. An external magnetic field induces
a Zeeman splitting of the impurity’s magnetic levels; hence spin-up scattering
is not any longer degenerate with spin-down scattering, and the Kondo effect is
destroyed. However, its destruction is not complete, because electrons of higher
energy can interfere with opposite spin electrons if their energy difference is exactly
the Zeeman splitting. Indeed, we are describing an inelastic effect, and at the energy
threshold of this inelastic effect, the electrons can spin flip coherently, recovering
a Kondo peak, but instead of being centered near the Fermi energy, the new peak
is centered at the energy of the excitation. Since electrons above the Fermi energy
and below (holes) can produce this inelastic effect, there are two new peaks that
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appear, replacing the previous Kondo peak when the magnetic field is applied. For
very large fields, coherence cannot be achieved and all peaks disappear, or in other
words, the impurity’s magnetic moment cannot be screened out at large external
magnetic fields.

Both the temperature and magnetic field behaviors permit us to characterize a
zero-bias anomaly as due to the Kondo effect. However, experiments are further
complicated by the fact that these anomalies are rarely pure peaks. Indeed, they
present Fano line shapes that are more difficult to analyze. The origin of the
Fano line shape comes from the contribution of many electronic states to the
STM conductance other than the impurity’s ones. In STM, the line shape of the
Kondo resonance depends on the quantum interference, or Fano interference, of
the tunneling channels (Fano 1961; Madhavan et al. 2001). One of the tunneling
channels takes place between the tip and the Kondo resonance. The second channel
is tunneling between the tip and the metal surface through a non-Kondo process.
The third channel is directly tunneling into the d-level of the impurity. In this case,
the electron eventually has its spin flipped and is located at the Fermi energy in
its final state. Channels 1 and 2 preserve the spin orientation and therefore can
interfere. This interference is the Fano interference of a localized state with a
continuum. Depending on the relative phases of both processes, the interference
produces the asymmetric line shape of the ZBA. Several workers have devoted
their attention to the appearance of these Fano profiles (Madhavan et al. 2001;
Plihal and Gadzuk 2001; Merino and Gunnarsson 2004; Baruselli et al. 2015; Jacob
2015; Frank and Jacob 2015; Fernández et al. 2016). They all model the previous
interference mechanism but using different numerical tools. Frank and Jacob (2015)
simplify their approach writing a 2 × 2 matrix for the Hamiltonian, including
the above principal scattering channels, and give a very physical account of the
leading terms of the interference for the case of Co adatoms. Previously, similar
calculations (Merino and Gunnarsson 2004) had shown the importance of particular
electronic structure on the continuum states, such as surface states; recently Aligia
and co-workers explain the experimental Fano line shape of a Co atom on confined
surface states following the same rational (Fernández et al. 2016).

4 Inelastic Spin-Flip Spectroscopy

The excitation of spins using the STM is a mature technique with many well-
tested examples and a thorough understanding of its principles. The first IETS was
performed by Heinrich and co-workers (Heinrich et al. 2004) studying Mn atoms
on an Al2O3/NiAl substrate. The oxide layer was proven to be fundamental to
increase the lifetime of the excitation and in this way resolve it in the spectra. The
spectra were a set of steps that split in smaller steps under an external magnetic field,
showing the magnetic origin of the inelastic effect. The steps in the spectra originate
when the applied bias is larger than the inelastic thresholds. At this moment a
new inelastic channel opens, suddenly increasing the conductance. The reason why
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the rise is so abrupt comes from the sharp edge of the Fermi distribution at low
temperatures. Indeed, during tunneling the inelastic effect is a close channel if the
final electron states correspond to an occupied state or, in other words, to an energy
below the Fermi energy. Hence, the Fermi distribution function has a fundamental
role in determining when the inelastic effect takes place; as temperature increases,
the Fermi distribution function smears out, eventually rendering the opening of the
channel, and hence the conductance step, invisible.

Other experiments followed using IETS to characterize magnetic adsorbates and
magnetic interactions at surfaces. The assembly of atomic spin chains of Mn on
Cu2N/Cu(100) was an astonishing example of the capability of the STM to create
new physical objects not explored before (Hirjibehedin et al. 2006). The atoms were
aligned leaving a distance of 3.5 Å between atoms, and they were shown to interact
via a spin-spin Heisenberg interaction of the form J �Si · �Si+1 between the spins of
atoms i and i + 1. The experimental data nicely followed the excitation thresholds
of the above Heisenberg chain, showing the spectroscopic signature of the spin
excitations of each chain.

Single Fe atoms on the same substrate also showed tantalizing magnetic spectra
that were correctly identified as due to the magnetic anisotropy created by the
surface on the Fe atom (Hirjibehedin et al. 2007). These experiments showed that
the strength of the signal, namely, the size of the conductance steps at the inelastic
thresholds, followed the modulus square of the matrix element between initial and
final spin of the total spin vector. This empirical result was theoretically justified by
Mats Persson (2009) and soon after identified with the strong-coupling co-tunneling
arguments of Lorente and Gauyacq (Lorente and Gauyacq 2009; Gauyacq et al.
2012). This last work emphasized the experimental fact that the inelastic changes
in conductance were outstandingly large, easily becoming larger than the elastic
contribution, in contrast to vibrational IETS (Ho 2002; Komeda 2005; Morgenstern
et al. 2013) that rarely yields changes above 10% of the elastic conductance.
The authors justified the efficiency of the inelastic transitions using the following
physical picture (Lorente and Gauyacq 2009; Gauyacq et al. 2012). The tunneling
of electrons leads to the temporary formation of a negative-like (or positive-like
or both) intermediate ion. When the electron leaves the ion, the final state can
have a large probability to be different from the initial one. This is because the
co-tunneling process (an electron jumping in and out of the atom) changes the
spin by one unit, and the overlap of this state with one of the excited states plus
the spin of the outgoing electron is related to Clebsch-Gordan coefficients that
are large numbers, many times larger than one. As a consequence, the transition
probability can become very large. Indeed, the physical process is the one of angular
momentum compositions between the impurity spin and the tunneling electron
spin. Angular momentum composition can lead to large spin transfer and hence
to an efficient spin torque (Delgado et al. 2010; Novaes et al. 2010; Gauyacq et al.
2012).

The �S2 theory for spin excitation is simple and permits a quick rationalization of
experimental spectra. It has become a standard for inelastic spin transition using ab
initio (Hurley et al. 2011a, b) or empirical approaches (Ternes 2015).
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Recent experiments (Ormaza et al. 2017) performed on a nickelocene molecule
show extremely large changes in conductance. Indeed, the step size is more than six
times the elastic conductance. This means that when a current is driven through this
type of molecules, the current is basically inelastic, and any type of rationalization
of the electronic transport of the molecule in terms of elastic currents (i.e., Landauer
approach) will fail. Nickelocene is a S = 1 molecule, with an easy plane anisotropy
due to its internal ligand field. The large inelastic efficiency is a consequence of
the efficient spin transitions due to the actual energy positioning of the conducting
molecular orbitals with respect to the Fermi energy (Ormaza et al. 2017).

Many other experiments have been performed together with theoretical work.
These works have been recently summarized in different review articles (Gauyacq
et al. 2012; Ternes 2015, 2017).

5 Magnetic Molecules in Break-Junction Experiments

A Kondo peak is clearly seen in the differential conductance at different temper-
atures in a Au-C60-Au mechanical controllable break junction, where the Kondo
effect is carried by the C60 molecule (Parks et al. 2007). Despite the very
nonmagnetic nature of fullerenes, a large fraction of contacted molecules showed
Kondo peaks in the conductance measurements. Obviously the difference among
the sets of measurements was the way molecules were contacted by the electrodes.
Fullerenes are known to display large electron affinities, and in the presence of an
electron-rich environment such as metallic electrodes, charge transfer is natural.
The experiments can be largely explained by the transfer of a single electron, in the
cases where the Kondo peak was seen. The implication of these findings is that the
electrode-molecule interface is of great importance determining charge transfer, the
chemical stability, and ultimately the system’s electronic ground state.

Molecules of increasing sophistication have been also studied in break-junction
setups (Gaudenzi et al. 2017). Radical molecules present unpaired electrons which is
a nonstandard molecular electronic structure. As such the spin leaves in a molecular
orbital associated with a group of atoms, contrary to the usual case of local magnetic
moments associated to single magnetic atoms that generally are transition-metal or
rare-earth atoms. The experiment uses the gating electrode to change the charge
state of the molecule, which is beautifully demonstrated by the magnetic IETS at
the different molecular charges. A radical electron in a molecule is very unstable
in front of charge transfer from the electrodes, and hence we generally do not
expect to find any Kondo evidence in organic molecules without metallic centers.
Surprisingly, Kondo peaks in the break-junction traces of these molecules are found.
The conclusion is that these molecules are special radicals that preserve their
open-shell electronic structures despite of not being in solution and in contact with
electrodes (Gaudenzi et al. 2017).

Park et al. (2002) studied the Kondo effect of a molecular break-junction device.
They showed that a Co ion bonded to polypyridyl ligands with different lengths
of insulating tethers, [Co(tpy-(CH2)5-SH)2]2+ and [Co(tpy-SH)2]2+, presented a
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Zeeman-split Kondo resonance with an external magnetic field in the dI/dV . The
splitting amplitude may be tuned by changing the magnetic moment of the molecule
via the gate electrode, while changes of the splitting with external magnetic field
yield a gyromagnetic factor close to 2 as expected for a free electron, showing that
the intrinsic spin-orbit coupling of Co is small.

Break junctions and molecular systems have a rich set of parameters to tune
different Kondo regimes. Work performed in Cornell with theoretical insight from
Bariloche (Parks et al. 2010) showed that different regimes of the Kondo ground
state of a magnetic molecule can be achieved by playing with the mechanical
degrees of freedom of the molecule. Stretching or contracting the molecule shifts
electronic states which change the magnetic moment and the coupling of the
molecule with the electrodes. The consequence is that the molecule can be driven in
a state where the spin is too large for the available number of hybridization channels
with the substrate. The substrate electrons cannot screen the local magnetic moment
completely, and the Kondo effect takes place in the presence of a surviving local
magnetic moment. This underscreened Kondo regime is clearly seen in the splitting
of the Kondo peak. Contrary to the screened Kondo that needs an external critical
magnetic field to split, the underscreened Kondo displays a split peak as soon as the
magnetic field is different from zero (Parks et al. 2010).

6 The Kondo Effect and Interimpurity Interactions

When several local magnetic moments interact on a substrate, they can compose,
creating a new object with different magnetic moment, different spin dynamics, and
different surface spin screening. Their properties can be utterly different from the
initial constituents on the same surface. Here, we briefly review the work performed
with the STM, revealing these interesting phenomena.

6.1 The Two-Impurity Problem

Wahl et al. (2007) used atom manipulation to vary the distance between two Co
adatoms on Cu(100) and recorded dI/dV spectra. For interatomic distances beyond
6 Å, each Co adatom presented individual and unperturbed Kondo resonances.
Below 6 Å, the Kondo ground state of the two Co atoms was perturbed through an
exchange interaction. The sign of the exchange interaction depended on the Co-Co
distance. At 5.12 Å, the exchange coupling was AFM, and the Kondo resonance
splits apart. The resonance splitting was, however, not sufficiently strong to be
detected in the dI/dV spectrum. Rather, a broadened line width was observed.
At 2.54 Å, the two Co atoms coupled instead ferromagnetically. Since no feature
appeared in the dI/dV spectrum, this meant that T NK � T , i.e., the new Kondo
ground state was lost at the working temperature T . In a different study by Bork
et al. 2011, they picked up a Co atom with the tip and approached the tip into contact
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with a Co adatom on a Au(111) surface. By varying the interimpurity distance, the
authors were able to map the phase space of different ground states as the impurity-
impurity interaction changed the Kondo screening.

Another experiment consisted of CoCunCo chains adjusting the distance between
two Co atoms (Néel et al. 2011). Depending on the length of the chain, a different
exchange interaction is produced. For n = 1, the interaction is ferromagnetic; for
n = 2 the interaction is antiferromagnetic. In this last case, no resonance splitting is
observed, but only a broadened feature. An oscillation for TK was evidenced with n
≥ 3 due to an RKKY interaction mediated by the Cu atoms between two Co atoms.

Electrons in different levels of a nano-object such as a cluster of molecules can
also present a complex Kondo effect. This is the case of copper phthalocyanine
(CuPc) molecules on Ag (100) (Mugarza et al. 2010, 2012; Korytár and Lorente
2011). As in the case of point-contact and break-junction setups, the presence of the
surface can induce charge transfer in the adsorbed systems. In CuPc, experimental
and theoretical evidence (Mugarza et al. 2010, 2012; Korytár and Lorente 2011)
show that an electron can be captured by the large organic ligands of the molecule.
The magnetic situation becomes very interesting; there are two different 1/2 spins,
one in the ligand and one in the d9 configuration of the Cu ion, that are weakly
coupled through the molecular structure. Electronic-structure calculations show that
the coupling is ferromagnetic, and this is fully consistent with the Kondo structure
found in the experimental dI/dV. In the experiment a clear Kondo peak is found, very
similar to the one that is found for NiPc. Additionally, the spectra show an electron
satellite as well as a hole one around the main Kondo peak; these two smaller peaks
are absent from the NiPc case. NiPc basically shares the ligand structure with CuPc,
in agreement with the idea that an extra electron is being captured there and this
is the origin of the Kondo peak. However in CuPc there is an extra d electron;
the ferromagnetic coupling with the ligand electron leads to an overall S = 1
that presents an excitation to S = 0. Then above the excitation energy of roughly
25 meV, the injected electrons can excite the molecular singlet and end up at the
Fermi energy of the substrate that holds the Kondo peak. The corresponding large
Kondo density of states leads to a peak at the excitation energy. If the electron is
extracted from the sample, a similar peak is detected at −25 meV. The physical
picture is of a two-impurity problem where one of the spins is strongly screened by
the substrate (Kondo effect), while the other spin is in a compact d orbital with small
interaction with the substrate and, thus, no Kondo screening. This is the scenario of
an underscreened S = 1 Kondo system at present measuring temperatures (few
Kelvins).

The combination of molecules in chains also gives rise to interesting Kondo
physics. In DiLullo et al. (2012), they show the modulation of the Kondo tempera-
ture along the molecular spin chain.

This type of physics turns out to be ubiquitous in molecular adsorbates. The
double-decker TbPc2 also shows a prominent Kondo feature (Komeda et al. 2011)
due to a ligand electron and so does YPc2 (Robles et al. 2012). The large magnetic
moment of the core f-electron of TbPc2 is largely intact. As a consequence the
system is again an underscreened Kondo one.
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6.2 Kondo Lattices

When Kondo impurities interact, arranged in an infinite array, new physics takes
place (Hewson 1993). Below a coherence temperature, T ∗, the Kondo impurities
are coherent and create a full new ground state of the many-electron system. It can
be proved that the new state behaves like a fermion. Given that this new fermionic
state is the result of weakly hybridizing, well-defined Kondo states, we would expect
to find a dispersless state. Indeed this is the case and the lack of dispersion of the
new fermion can be translated in a very large effective mass, typically thousands of
times the electronic mass. Kondo lattices are at the origin of heavy-fermion states.

These states have been achieved (Tsukahara et al. 2011) in arrays of iron
phthalocyanine (FePc) molecules on Au (111). Their Kondo states hybridized,
giving rise to a small gap at the Fermi energy with two dispersless states. But heavy-
fermion compounds are known for a long time (Hewson 1993). The adsorption of
undissociated oxygen molecules with their large spins (Alducin et al. 2010) on Ag
(110) and Au (110) is suspected to give rise to a Kondo lattice and hence to a heavy-
fermion phase as well (Jiang et al. 2011). Another example of a 2-D Kondo lattice
has been reported on fluorinated FePc molecules on Au (111) (Girovsky et al. 2017).

A recent review by Morr (2017) shows the extraordinary progress in classical
3-D heavy-fermion systems, thanks to the study of quasiparticle-interference (QPI)
patterns with the STM. QPI is very sensitive to the small-energy scale of heavy-
fermion excitations about the Fermi energy. Since these excitations originate in the
substrate-mediated coupling of Kondo peaks, they carry all relevant information
on the heavy-fermion structure. The basic principle in QPI is the interference
caused in the extended Fermi states by scattering off defects on the surface of the
solid. This permits a mapping of the Fermi surface (without defects but thanks to
the defects) following the q-vectors of the surface Brillouin zone. Heavy-fermion
superconductivity in compounds, such as CeCoIn5, has been largely attributed to
spin fluctuations, thanks to these studies (Morr 2017).

Recent STM experiments on CeCoIn5 achieve outstanding resolution of Co and
Ce atoms on cleaved surfaces of this material (Kim et al. 2017). The tunneling
measurements show that the STM is only sensitive to the d electrons of the Co
atoms; but when the STM reaches close to the surface, the d electrons of the
Ce atoms become visible, leading to characteristic patterns on the surface. This
study permits to identify the role of the different atoms of the material and give
experimental evidence of the effect of spin fluctuations driving superconductivity.

6.3 Impurity Entanglement and New Quantum Objects

The above cases studied the interaction between Kondo systems. The initial
magnetic moments, despite of being Kondo screened, managed to interact either
via direct exchange interactions or via substrate-mediated interactions. But the
Kondo effect was individually operative for each impurity. Here, we mention new
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experiments where non-Kondo impurities become a new system that can be Kondo
screened. Surprisingly, the individual constituents of the nanostructure are not
Kondo screened.

The experiments (Choi et al. 2017b) consisted in assembling a heterogeneous
atomic chain on a Cu2N/Cu (100) substrate via atom manipulation. On this surface,
Mn and Fe atoms cannot be Kondo screened at accessible temperatures. The reason
of this lies on the anisotropy of these spin systems. Fe is a S = 2 system on
this substrate with a strong easy-axis anisotropy that leads to a nondegenerate
ground state, and Mn is 5/2, also easy-axis (albeit a different direction), and its
ground state is degenerate but very inefficiently coupled via spin flips (indeed the
weight of allowed ΔS = ±1 transitions is tiny). These two types of atoms do
not present measurable Kondo peaks. But when they are forced to interact on a
surface, they develop the characteristic spectra of a Kondo system. Their Kondo
peak is visible from the FeMn system, as soon as two inelastic shoulders also
appear in the spectra (Fig. 5). These inelastic shoulders come from the collective
spin excitations of the two-atom system and are a direct measurement of the strength
of their coupling (Hirjibehedin et al. 2006; Choi et al. 2016b, 2017b). The compound
system has a not well-defined total spin, but their ground state is doubly degenerate
and can be coupled via a spin flip. However, the Sz component of the spin is a
good quantum number, and the ground state is Sz = ±1/2. This can be flipped by a
substrate’s electron. As a consequence, Kondo physics develops (Fig. 5a). A simple-
minded Sz calculation of the FeMn systems easily yields a Sz = ±1/2 ground
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states because the atoms couple antiferromagnetically on this surface (Choi et al.
2016b, 2017b). The ZBA are really Kondo peaks as tested by their behavior with
temperature, following Eqs. (5) and (6); see Choi et al. (2017b).

Two very different evolutions of the spectra follow as more Fe or Mn atoms are
added to the FeMn system (Fig. 5a). Only if FeMnx spin chains are assembled with
x an odd number, Kondo peaks are experimentally found. The parity of x can be
understood from the need to have Sz = ±1/2 ground states. However, MnFex do
not show Kondo peaks. The reason for this last behavior is more subtle and has to do
with the increasing anisotropy of the spin chain as the number of large-anisotropy
Fe atoms increases (Choi et al. 2016b). A larger anisotropy implies less weight
of terms that favor spin flip in the ground-state composition. In the limit of very
large anisotropy, an Ising-like solution with Néel states is favored, but despite their
Sz = ±1/2 character, these states cannot be toggled by a spin flip. The reason is
simple; Néel states are a collection of spin up and down; if we allow one spin flip
of the Sz = 1/2 Néel ground state, we change one only spin flip of the chain. The
resulting state is an excitation orthogonal to the Sz = −1/2 Néel ground state. As a
result, the excited state cannot de-excite into the “other” Néel ground state without
higher-order interactions.

This shows that the actual composition in terms of spin configurations of the
ground state is very important. The number of spin configurations in the ground
state is a measurement of the entanglement of the system. In a bipartite system
(e.g., the Fe atom with the Mnx chain), the entanglement can be determined using
the von Neumann entropy that is an efficient way of computing the amounts of
bipartite configurations entering the ground state. In Choi et al. (2017b) a direct
correspondence is shown between the von Neumann entropy and the strength of the
Kondo peak giving an experimental way of evidencing entanglement in a composite
system of spins.

7 Point Contact and High-Conductance Regime

To study the conductance of atomic-sized contacts, a variety of experiments using
the tip of STM were performed (Pascual et al. 1993; Agraït et al. 1993; Olesen
et al. 1994; Gai et al. 1996). These experiments were carried by bringing the tip
into the pristine surface forming a contact. In these experiments, contact formation
is monitored by recording the current at a fixed junction voltage. Instead of limiting
investigations to tip-surface point contacts, tip contacts can be also performed with
single atoms or molecules adsorbed on a metal surface as shown in some STM
experiments (Limot et al. 2005; Néel et al. 2007a, b, c, 2008a, b; Kröger et al.
2007; Jensen et al. 2007; Kröger 2008). Tip-adsorbate contacts turn out to be highly
reproducible and stable contrary to tip-surface contacts. Single-atom or single-
molecule junctions can be formed in this way with an increased control compared
to other experimental techniques. The electrodes (the tip and the surface) and the
contact constriction (the atom or the molecule) can be in fact characterized prior to
and after the contact.
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Conductance measurements of a point contact formed by an STM tip on a single
atom show surprising stability of the Kondo resonance. The Kondo peak is little
affected by structural changes induced by the tip-atom contact (Néel et al. 2007c;
Vitali et al. 2008; Bork et al. 2011). However, more recent measurements show
that atomic relaxations produced by the tip displacement continuously affect both
the Kondo resonance and the conductance prior to and after tip contact (Choi
et al. 2012). The experimental results show a reproducible exponential variation
of the Kondo width as a function of conductance. The findings demonstrate that the
Kondo effect of single atoms adsorbed on a metal surface, and more generally their
magnetism, may be tuned via the ballistic conductance of the junction.

Recent experiments using the STM to contact a Co atom on Cu (100) with a
sharp nickel tip (Choi et al. 2017b) show a splitting of the ZBA. The ZBA splitting
is a sign of strong magnetic polarization of the tip. The authors argue that in spite
of the strong polarization of the tip, the atom remains largely unpolarized due to
the coupling to the nonmagnetic surface. This leads to the survival of the Kondo
effect despite the injection of spin-polarized electrons from the ferromagnetic tip.
However, the Kondo effect is influenced by the exchange coupling with the tip,
acting like a local magnetic field that effectively splits the Kondo peak. These results
are in line with previous studies of the Kondo effect on ferromagnetic point contacts
that show the survival of Kondo correlations in the presence of spin-polarized
currents (Calvo et al. 2009).

7.1 Non-equilibrium Kondo

Further studies of Co on Cu (100) have been scrutinizing the behavior of the Kondo
effect under non-equilibrium (Choi et al. 2017a). This is typically the case when a
difference of bias is established, and the drop of bias is not complete at the impurity.
In the case of contact experiments, the bias is continuously dropping along the
contact region where the impurity is localized. Two major effects signal the presence
of non-equilibrium processes in Kondo: (i) there are two nearly equivalent Fermi
energies due to the two contacted electrodes; this naturally gives rise to some double
peak structure akin to producing a Kondo peak per electrode; (ii) due to the partial
drop, the Kondo effect can be established with one electrode producing a Kondo
peak well above the other Fermi energy; as a consequence, the scattering electrons
can continue into the second electrode, producing some sort of leakage from the
Kondo effect; this leads to enhanced decoherence of the Kondo spin flips.

Using DFT and non-equilibrium Green’s functions transport calculations, the
different channels were identified as well as the magnetic structure of the atomic
junction (Choi et al. 2017a). Cobalt maintains its magnetic moment of 2μB
regardless of the tip-substrate distance, but the transport properties change as the tip
approaches the sample. In tunneling, transport proceeds by the sp electron structure
of the adsorbate. When the couplings of the atom to tip and substrate equilibrate,
new conduction channels open due to the hybridization of the Co d-electrons to
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Fig. 6 Comparison between the transmission function (a) and (c) (proportional to the spectral
function in the present calculations) and the differential conductance (b) and (d) in tunneling and
in contact, respectively. We see that only in tunnel can the differential conductance be directly
compared with the spectral function that is independent of the applied bias. In (a) ten different
values of the bias are plotted from −0.6 to 0.2 V; no difference can be seen. At contact, (c), non-
equilibrium effects become clearly distinguished in the spectral function, such as splitting of the
Kondo peak and increased broadening due to bias-induced decoherence. The spectral function is
very different for the six plotted values (from 0.1 to 0.6 V). These effects are however difficult
to glean from the differential conductance where the electron transmission contributes for a small
energy window for each bias. (Figure modified and adapted from Choi et al. 2017a)

the tip. At contact one single channel dominates with dz2 character. This orbital
possesses the largest overlap with the holding substrate, making it responsible
for the Kondo signature. Indeed, despite being a S = 1 system, Co on Cu(100) is
basically a S = 1/2 Kondo system due to the single dz2 spin (Choi et al. 2016a;
Baruselli et al. 2015; Jacob 2015).

To treat the non-equilibrium Kondo physics when the tip drives the system
into the contact regime, Choi et al. (2017a) use the non-equilibrium non-crossing
approximation (Hettler et al. 1998). In tunneling, the computed conductance is
shown to be proportional to the tunneling spectral function. Figures 6a, c depict
the electron transmission (proportional to the spectral function for the plotted case)
as a function of electron energy and b and d the differential conductance. Clearly
the spectral function is proportional to the differential conductance in tunneling, in
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agreement with the Tersoff-Hamann picture (Tersoff and Hamann 1985). This is
not true in contact, where the spectral function develops two Kondo peaks when
the applied bias is larger than the Kondo temperature and the peaks decay by bias-
induced decoherence, cases c and d in Fig. 6.

Despite this very different regime, the width of the ZBA conductance is fixed by
the equilibrium spectral function, reflecting the increase of the Kondo temperature
due to the larger couplings to electrodes in the contact regime. Hence, the experi-
mentally obtained widths are indeed proportional to the Kondo temperature of the
system as the point contact increases its atomic coordination (Choi et al. 2017a).

8 Electron Paramagnetic Resonance

Manassen (1989) and Komeda and Manassen (2008) used GHz excitation frequen-
cies to study single magnetic moments in Si. More recently, other experiments also
using STM (Müllegger et al. 2014) showed data that molecular spins could also be
addressed in a GHz pulsed STM.

New highly reproducible data with quantitative measurements and explanation
recently came available in a low-temperature STM setup (Baumann et al. 2015).
Figure 7 shows a simplified scheme of the experiment. Basically, an oscillatory
bias is set between tip and sample that matches the energy between two magnetic
states of the magnetic atom under study. If the current is spin polarized, they can

VRF = V0 cos( t + ) 

 = 2gµBSBz 

M 

B 
S 

Fig. 7 Scheme with the experimental setup to record EPR spectra over a localized magnetic
moment. An STM tip is magnetized with magnetic moment �M following the direction of the
external magnetic field �B. An alternating bias is set between tip and substrate, VRF =V0cos(ωt+δ),
with ω = 2πf . When the applied frequency, h̄ω, matches twice the Zeeman energy of the
z-component of the B-field, the resonance condition is attained between the two low-energy levels
of the local magnetic spin �S under the influence of the external field. This translates into a change
in the tunneling current as a function of the applied frequency ω, roughly following a Lorentzian
shape. Fitting the expression Eq. (8), all the parameters characterizing the EPR signal can be
extracted
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see a change in the current with the frequency of the alternating bias. They showed
compelling evidence that Rabi oscillations were established between two Zeeman-
split spin states of an iron atom on an MgO surface when a GHz modulation
signal was injected on the electron current. Evidence was given that time-dependent
electrons can drive the magnetic oscillations. This is a startling fact that is still under
debate: what is the actual physical process that makes currents and spins interact?
Baumann and co-workers (Baumann et al. 2015) assume that it is the mechanical
deformation of the adsorption configuration that leads to the coupling as induced by
the pulsed electric field between tip and sample. Lado et al (2017) have argued that
it is rather the long-distance dipole-dipole interaction of the tip with the magnetic
moment that drives the EPR signal. Recently, Reina et al. (2018, unpublished)
have produced a model that explains many of the experimental features of EPR
excitation, and it is based on the shifting of the electronic levels of the adsorbate by
the oscillating field. When electrons tunnel in and out of the adsorbate, the levels are
subjected to the oscillating electric field of the tip. This physical mechanism is the
Anderson mechanism for producing the Kondo antiferromagnetic coupling of the
s-d exchange Hamiltonian. It is then very efficient in coupling currents and spins.

The density matrix formalism is particularly well adapted for the study of
EPR (Delgado and Fernández-Rossier 2017). Let us assume that we have two clear
spin states that can be connected via an oscillating driving term (the electric field
between tip and sample in the STM setup). Then the density matrix contains three
independent terms, namely, the population of each state and a cross term between the
two states. This cross term is called the coherence because it is a direct measurement
of how coherent the two spin states are. When this term goes to zero, the two states
are totally disconnected, and there is no connection between the states. The states are
then incoherent and their respective phases randomly change in time. If the phase is
constant (or almost constant) in time, the density-matrix cross term is not zero, and
the two spin states are coherent in time. They will interfere and commonly evolve
in time.

Under this situation there are clearly three time-related quantities that contain all
the physics of the coherent excitation of spin via an oscillatory driving stimulus.
The lifetime of each state is clearly one of the time scales. If we assume we only
have one excited state (as we said above), then there is only one lifetime and it is
called T1. The other obvious lifetime is the pure dephasing time, or the time when
the relative phase between the two spin states is constant. This is generally called
T ∗2 (please be aware that in NV centers a different notation is followed). However,
the phase can also disappear because the excited state has disappeared. Then the
time regulating the evolution will rather be the complete decoherence time, or T2.
Since we are studying the limitation of the phase due to either pure dephasing or
population decay, the simple approach is to assume that the inverse times or rates
add up linearly:

1

T2
= 1

T1
+ 1

T ∗2
. (7)
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This implies that the rate of disappearance of the phase is the sum of the rates of
disappearance due to the destruction of the state T1 and the destruction of the relative
phase T ∗2 .

The third magnitude that enters the density matrix dynamics is the Rabi
oscillation frequency,Ω . This frequency is a direct measuring of the strength of the
coupling between the external driving force and the reaction of the system to that
external field. There is a fourth time that we have not mentioned before, because it
is self-evident; this is the time associated to the energy scale of the system given by
the energy of the excited spin state, f0 (such that the excitation energy is E = hf0
where h is Planck’s constant).

All of the above terms give rise to a particular evolution of the density matrix.
The experiments are performed with spin-polarized currents, so the STM can read
the change of spin state. Hence, we can assume that the change in current due to
the resonant excitation of the spin state will be proportional to the change of density
matrix from the equilibrium situation where the spin state is not excited. In this case,
the classical Bloch equations for magnetic moments are retrieved, and the line shape
with oscillation frequency f , found in the experiments, is reproduced (Delgado and
Fernández-Rossier 2017):

ΔI

I
(f ) = − Ω2T1T2

1+ (f − f0)2T
2
2 +Ω2T1T2

. (8)

The experimental data are being produced at fast pace and with outstanding
quality. Measurement of Cu adsorbates on MgO shows the distinct hyperfine
structure of the Cu nuclear magnetic moment. The STM is now capable of looking
into the magnetic structure of a single atomic nucleus (Heinrich, 2017, personal
communication). More new exciting data are sure to be produced as we write these
lines.

9 Conclusions

The study of individual magnetic impurities on surfaces is revolutionizing the field
of electron correlations in magnetic impurities, thanks to the advent of scanning
probes. The STM permits a complete characterization of the Kondo effect, giving
relevant and complementary information on the spectral features of the Kondo
resonance, as well as its spatial distribution. The STM is flexible enough to be
able to tackle different conductance regimes, permitting us to have new insight on
the non-equilibrium Kondo effect. Together with the atomic manipulation abilities
of the STM, the Kondo effect is suggesting new possibilities in the creation of
nanostructures with specific electronic properties. In this chapter, we have seen how
by creating nanostructures with different species we can tune the degree of spin
entanglement. This permits us to reach very different Kondo regimes as shown by
the tunneling differential conductance.
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New techniques are quickly evolving. Recently, the time domain is yielding new
capabilities to the STM. As a consequence, we have now EPR signals on localized
magnetic moments that will complete our knowledge on the impurity problem.
Moreover, pump-and-probe techniques, together with photon excitation, will be
very interesting techniques to probe the extraordinary correlations due to magnetic
moments.
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Abstract

A unified approach for computing (i) spin-transfer torque in magnetic trilayers
like spin valve and magnetic tunnel junction, where injected charge current flows
perpendicularly to interfaces, and (ii) spin-orbit torque in magnetic bilayers of
the type ferromagnet/spin-orbit-coupled material, where injected charge current
flows parallel to the interface, was reviewed. The experimentally explored and
technologically relevant spin-orbit-coupled materials include 5d heavy metals,
topological insulators, Weyl semimetals, and transition metal dichalcogenides.
This approach requires to construct the torque operator for a given Hamiltonian
of the device and the steady-state nonequilibrium density matrix, where the latter
is expressed in terms of the nonequilibrium Green’s functions and split into three
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contributions. Tracing these contributions with the torque operator automatically
yields field-like and damping-like components of spin-transfer torque or spin-
orbit torque vector, which is particularly advantageous for spin-orbit torque
where the direction of these components depends on the unknown-in-advance
orientation of the current-driven nonequilibrium spin density in the presence
of spin-orbit coupling. Illustrative examples are provided by computing spin-
transfer torque in a one-dimensional toy model of a magnetic tunnel junction
and realistic Co/Cu/Co spin valve, both of which are described by first-principles
Hamiltonians obtained from noncollinear density functional theory calculations,
as well as by computing spin-orbit torque in a ferromagnetic layer described by
a tight-binding Hamiltonian which includes spin-orbit proximity effect within
ferromagnetic monolayers assumed to be generated by the adjacent monolayer
transition metal dichalcogenide. In addition, it is shown here how spin-orbit
proximity effect, quantified by computing (via first-principles retarded Green’s
function) spectral functions and spin textures on monolayers of realistic ferro-
magnetic material like Co in contact with heavy metal or monolayer transition
metal dichalcogenide, can be tailored to enhance the magnitude of spin-orbit
torque. Errors made in the calculation of spin-transfer torque are quantified when
using Hamiltonian from collinear density functional theory, with rigidly rotated
magnetic moments to create noncollinear magnetization configurations, instead
of proper (but computationally more expensive) self-consistent Hamiltonian
obtained from noncollinear density functional theory.

1 What Is Spin Torque and Why Is It Useful?

The spin-transfer torque (STT) (Ralph and Stiles 2008; Locatelli et al. 2014;
Slonczewski 1996; Berger 1996) is a phenomenon in which a spin current of
sufficiently large density (∼107 A/ cm2) injected into a ferromagnetic metal (FM)
(For easy navigation, provided is a list of abbreviations used throughout the chapter:
1D, one-dimensional; 2D, two-dimensional; 3D, three-dimensional; BZ, Brillouin
zone; CD, current-driven; DFT, density functional theory; DL, damping-like; FL,
field-like; FM, ferromagnetic metal; GF, Green’s function; HM, heavy metal; I,
insulator; KS, Kohn-Sham; LCAO, linear combination of atomic orbitals; LLG,
Landau-Lifshitz-Gilbert; ML, monolayer; MLWF, maximally localized Wannier
function; MRAM, magnetic random access memory; MTJ, magnetic tunnel junc-
tion; ncDFT, noncollinear DFT; NEGF, nonequilibrium Green’s function; NM, nor-
mal metal; PBE, Perdew-Burke-Ernzerhof; scf, self-consistent field; SHE, spin Hall
effect; SOC, spin-orbit coupling; SOT, spin-orbit torque; STT, spin-transfer torque;
TBH, tight-binding Hamiltonian; TI, topological insulator; TMD, transition metal
dichalcogenide; WSM, Weyl semimetal; XC, exchange-correlation.) either switches
its magnetization from one static configuration to another or generates a dynamical
situation with steady-state precessing magnetization (Locatelli et al. 2014). The
origin of STT is the absorption of the itinerant flow of spin angular momentum
component normal to the magnetization direction. Figure 1a illustrates a setup with
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Fig. 1 Spin-transfer torque basics: (a) in a ferromagnet/nonmagnetic-spacer/ferromagnet setup,
with noncollinear magnetizations Mfixed of the fixed FM layer and Mfree of the free FM layer, the
transverse spin component of the conduction electrons (red) polarized in the direction of Mfixed
is absorbed as they pass through the free layer, thereby generating a torque on Mfree; (b) device
applications of STT in (a) are based on torque-induced magnetization dynamics that is converted
into resistance variations via the magnetoresistive effects; (c) torques on Mfree where field-like
component of current-driven STT, TFL, is orthogonal to the plane spanned by Mfixed and Mfree
and competes with the effective-field torque Tfield (present also in equilibrium), while damping-
like component of current-driven STT, TDL, is parallel or antiparallel (depending on the current
direction) to Gilbert damping torque Tdamping (present also in equilibrium). The illustration in (c)
assumes particular case where Mfixed and the effective magnetic field are aligned. (Adapted from
Locatelli et al. 2014)

two noncollinear magnetizations which generates STT. This setup can be realized
as FM/NM/FM (NM, normal metal) spin valve, exemplified by Co/Cu/Co trilayer
in Fig. 2a and employed in early experiments (Tsoi et al. 1998; Myers et al. 1999;
Katine et al. 2000), or FM/I/FM (I, insulator) magnetic tunnel junctions (MTJs),
exemplified by Fe/MgO/Fe trilayer and employed in later experiments (Sankey et al.
2008; Kubota et al. 2008; Wang et al. 2011) and recent applications (Locatelli et al.
2014; Kent and Worledge 2015). In such magnetic multilayers, injected unpolarized
charge current passes through the first thin FM layer to become spin-polarized
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Fig. 2 Schematic view of (a) FM/NM/FM trilayer for calculations of STT in spin valves, (b)
FM/HM bilayer for calculations of SOT in the presence of the spin Hall current along the z-axis
generated by the HM layer, and (c) FM/monolayer-TMD for calculations of SOT in the absence of
any spin Hall current. The semi-infinite FM layers in (a) are chosen as Co(0001), and the spacer
in between consists of l (l = 4 in the illustration) monolayers of Cu(111). The trilayer in (a) is
assumed to be infinite in the transverse directions to the current flow, so that the depicted supercell
is periodically repeated within the yz-plane. The bilayer in (b) consists of Co(0001) and Pt(111),
and in (c) it consists of Co(0001) and monolayer MoS2. The bilayers in (b) and (c) are assumed to
be infinite in the xy-plane but of finite thickness along the z-axis. Small bias voltage Vb is applied
to inject electrons along the positive x-axis, so that particle current is perpendicular to interfaces
in (a) and parallel to the interface in (b) and (c)

in the direction of its fixed magnetization along the unit vector Mfixed, and it is
directed into the second thin FM layer with magnetization along the unit vector
Mfree where transverse (to Mfree) component of flowing spins is absorbed. The
STT-induced magnetization dynamics is converted into resistance variations via
the magnetoresistive effect, as illustrated in Fig. 1b, which is much larger in MTJ
than in spin valves. The rich nonequilibrium physics arising in the interplay of
spin currents carried by fast conduction electrons, described quantum mechanically,
and slow collective magnetization dynamics, described by the Landau-Lifshitz-
Gilbert (LLG) equation which models magnetization as a classical vector subject
to thermal fluctuations (Berkov and Miltat 2008; Evans et al. 2014; Petrović et al.
2018), is also of great fundamental interest. Note that at cryogenic temperatures,
where thermal fluctuations are suppressed, quantum-mechanical effects in STT-
driven magnetization dynamics can also be observed (Zholud et al. 2017; Mahfouzi
and Kioussis 2017; Mahfouzi et al. 2017).
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Another setup exhibiting current-induced magnetization dynamics is illustrated
in Fig. 2b, c. It utilizes a single FM layer, so that the role of polarizing FM layer
with Mfixed in Figs. 1a and 2a is taken over by strong spin-orbit coupling (SOC)
introduced by heavy metals (HMs) (Miron et al. 2011; Liu et al. 2012) (such
as 5d metals Pt, W, and Ta) as in Fig. 2b, topological insulators (TIs) (Mellnik
et al. 2014; Fan et al. 2014; Han et al. 2017; Wang et al. 2017), Weyl semimetals
(WSMs) (MacNeill et al. 2017a, b), and atomically thin transition metal dichalco-
genides (TMDs) (Sklenar et al. 2016; Shao et al. 2016; Guimarães et al. 2018; Lv
et al. 2018). The TMDs are compounds of the type MX2 (M = Mo, W, Nb; X = S, Se,
Te) where one layer of M atoms is sandwiched between two layers of X atoms, as
illustrated by monolayer MoS2 in Fig. 2c. The SOC is capable of converting charge
into spin currents (Vignale 2010; Sinova et al. 2015; Soumyanarayanan et al. 2016),
so that their absorption by the FM layer in Fig. 2b, c leads to the so-called spin-orbit
torque (SOT) (Manchon et al. 2019) on its free magnetization Mfree.

The current-driven (CD) STT and SOT vectors are analyzed by decomposing
them into two contributions, TCD = TDL + TFL, commonly termed (Ralph and
Stiles 2008; Manchon et al. 2019) damping-like (DL) and field-like (FL) torque
based on how they enter into the LLG equation describing the classical dynamics
of magnetization. As illustrated in Fig. 1c, these two torque components provide
two different handles to manipulate the dynamics of Mfree. In the absence of
current, displacing Mfree out of its equilibrium position leads to the effective-field
torque Tfield which drives Mfree into precession around the effective magnetic field,
while Gilbert damping Tdamping acts to bring it back to its equilibrium position.
Under nonequilibrium conditions, brought by injecting steady-state or pulse cur-
rent (Baumgartner et al. 2017), TDL acts opposite to Tdamping for “fixed-to-free”
current direction, and it enhances Tdamping for “free-to-fixed” current directions in
Fig. 1a. Thus, the former (latter) acts as antidamping (overdamping) torque trying to
bring Mfree antiparallel (parallel) to Mfixed (note that at cryogenic temperatures, one
finds apparently only antidamping action of TDL for both current directions (Zholud
et al. 2017)). The TFL component induces magnetization precession and modifies
the energy landscape seen by Mfree. Although |TFL| is minuscule in metallic spin
valves (Wang et al. 2008), it can reach 30–40% of |TDL| in MTJs (Sankey et al.
2008; Kubota et al. 2008), and it can become several times larger than |TDL|
in FM/HM bilayers (Kim et al. 2013; Yoon et al. 2017). Thus, TFL component
of SOT can play a crucial role (Baumgartner et al. 2017; Yoon et al. 2017) in
triggering the reversal process of Mfree and in enhancing the switching efficiency.
In concerted action with TDL and possible other effects brought by interfacial SOC,
such as the Dzyaloshinskii-Moriya interaction (Perez et al. 2014), this can also
lead to complex inhomogeneous magnetization switching patterns observed in SOT-
operated devices (Baumgartner et al. 2017; Yoon et al. 2017; Perez et al. 2014).

By adjusting the ratio |TDL|/|TFL| (Timopheev et al. 2015) via tailoring of
material properties and device shape, as well as by tuning the amplitude and
duration of the injected pulse current (Baumgartner et al. 2017), both STT- and
SOT-operated devices can implement variety of functionalities, such as nonvolatile
magnetic random access memories (MRAMs) of almost unlimited endurance,
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microwave oscillators, microwave detectors, spin-wave emitters, memristors, and
artificial neural networks (Locatelli et al. 2014; Kent and Worledge 2015; Borders
et al. 2017). The key goal in all such applications is to actively manipulate
magnetization dynamics, without the need for external magnetic fields that are
incompatible with downscaling of the device size, while using the smallest possible
current [e.g., writing currents �20 μA would enable multigigabit MRAM (Kent and
Worledge 2015)] and energy consumption. For example, recent experiments (Wang
et al. 2017) have demonstrated current-driven magnetization switching at room
temperature in FM/TI bilayers using current density ∼105 A/cm2, which is two
orders of magnitude smaller than for STT-induced magnetization switching in MTJs
or one to two orders of magnitude smaller than for SOT-induced magnetization
switching in FM/HM bilayers. The SOT-MRAM is expected to be less affected by
damping, which offers flexibility for choosing the FM layer, while it eliminates
insulating barrier in the writing process and its possible dielectric breakdown in
STT-MRAM based on MTJs (Kent and Worledge 2015). Also, symmetric switching
profile of SOT-MRAM evades the asymmetric switching issues in STT-MRAM
otherwise requiring additional device/circuit engineering. On the other hand, SOT-
MRAM has a disadvantage of being a three-terminal device.

2 How to Model Spin Torque Using Nonequilibrium Density
Matrix Combined with Density Functional Theory
Calculations

The absorption of the component of flowing spin angular momentum that is
transverse to Mfree, as illustrated in Fig. 1a, occurs (Stiles and Zangwill 2002; Wang
et al. 2008) within a few ferromagnetic monolayers (MLs) near NM/FM or I/FM
interface. Since the thickness of this interfacial region is typically shorter (Wang
et al. 2008) than any charge or spin dephasing length that would make electronic
transport semiclassical, STT requires quantum transport modeling (Brataas et al.
2006). The essence of STT can be understood using simple one-dimensional (1D)
models solved by matching spin-dependent wave function across the junction, akin
to elementary quantum mechanics problems of transmission and reflection through
a barrier, as provided in Ralph and Stiles (2008), Manchon et al. (2008) and Xiao
et al. (2008). However, to describe details of experiments, such as bias voltage
dependence of STT in MTJs (Kubota et al. 2008; Sankey et al. 2008) or complex
angular dependence of SOT in FM/HM bilayers (Garello et al. 2013), more involved
calculations are needed employing tight-binding or first-principles Hamiltonian as
an input. For example, simplistic tight-binding Hamiltonians (TBHs) with single
orbital per site have been coupled (Theodonis et al. 2006) to nonequilibrium Green’s
function (NEGF) formalism (Stefanucci and van Leeuwen 2013) to compute SOT
in FM/HM bilayers (Kalitsov et al. 2017) or bias voltage dependence of DL and FL
components of STT in MTJs which can describe some features of the experiments
by adjusting the tight-binding parameters (Kubota et al. 2008).
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However, not all features of STT experiments on MTJs (Wang et al. 2011)
can be captured by such NEGF+TBH approach. Furthermore, due to spin-orbit
proximity effect, driven by hybridization of wave functions from FM and HM
layers (Dolui and Nikolić 2017) or FM and metallic surfaces of three-dimensional
(3D) TIs (Marmolejo-Tejada et al. 2017), simplistic Hamiltonians like the Rashba
ferromagnetic model (Manchon and Zhang 2008; Haney et al. 2013; Lee et al.
2015; Li et al. 2015; Pesin and MacDonald 2012a; Ado et al. 2017; Kalitsov
et al. 2017) or the gapped Dirac model (Ndiaye et al. 2017) are highly inadequate
to describe realistic bilayers employed in SOT experiments. This is emphasized
by Fig. 3 which shows how spectral function and spin texture on the surface of
semi-infinite Co layer can change dramatically as we change the adjacent layer.
For example, nonzero in-plane spin texture on the surface of semi-infinite Co
layer in contact with vacuum is found in Fig. 3e, despite Co magnetization being
perpendicular to that surface. This is the consequence of the Rashba SOC enabled by
inversion symmetry breaking (Chantis et al. 2007) where an electrostatic potential
gradient can be created by the charge distribution at the metal/vacuum interface
to confine wave functions into a Rashba spin-split quasi two-dimensional (2D)
electron gas (Bahramy et al. 2012). The surface of semi-infinite Co within the layer
embedded into Co/Cu(9 ML)/Co junction illustrated in Fig. 2a does not have any
in-plane spin texture in Fig. 3f since the structure is inversion symmetric, but its
spectral function in Fig. 3b is quite different from the one on the surface of an
isolated semi-infinite Co layer in Fig. 3a. Bringing semi-infinite Co layer in contact
with 5 MLs of Pt or 1 ML of MoS2 transforms its spectral function from Fig. 3a to
the ones in Fig. 3c, d, respectively, while inducing the corresponding spin textures
in Fig. 3g, h due to spin-orbit proximity effect signified by the “leakage” of SOC
from HM or TMD layer into the FM layer.

Note that the spectral function and spin texture at the Co/Pt interface are
quite different from those of the ferromagnetic Rashba Hamiltonian in 2D often
employed (Manchon and Zhang 2008; Haney et al. 2013; Lee et al. 2015; Li et al.
2015; Pesin and MacDonald 2012a; Ado et al. 2017; Kalitsov et al. 2017) in the
calculations of SOT as the putative simplistic description of the FM/HM interface.
When charge current flows within FM monolayer hosting spin textures – such as the
ones displayed in Fig. 3e, g, h – more forward-going electron states will be occupied
and less the backward-going ones which due to spin-momentum locking leads to
nonequilibrium spin density (Edelstein 1990; Aronov and Lyanda-Geller 1989) as
one of the principal mechanisms behind SOT (Manchon et al. 2019). The direction
of the nonequilibrium spin density is easily identified in the case of simple spin tex-
tures, such as the one in Fig. 3e or those associated with simplistic models (Pesin and
MacDonald 2012b) like the Rashba Hamiltonian or the Dirac Hamiltonian discussed
in Sect. 4. Conversely, for complex spin textures within heterostructures of realistic
materials, as exemplified by those in Fig. 3g, h, one needs first principles coupled
with electronic transport calculations (Chang et al. 2015; Johansson et al. 2018).

Thus, capturing properties of realistic junctions illustrated by Fig. 3 requires
first-principles Hamiltonian as offered by the density functional theory (DFT). In
the linear-response regime, appropriate for spin valves or SOT-operated bilayers in



506 B. K. Nikolić et al.
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Fig. 2, one can also employ first-principles-derived TBH as offered by transforming
the DFT Hamiltonian to a basis of orthogonal maximally localized Wannier
functions (MLWFs) in a selected energy window around the Fermi energy EF . This
procedure retains faithfully the overlap matrix elements and their phases, orbital
character of the bands, and the accuracy of the original DFT calculations (Marzari
et al. 2012). Although Wannier TBH has been used to describe infinite-FM-on-
infinite-HM bilayers (Freimuth et al. 2014; Mahfouzi and Kioussis (2018)), its
accuracy can be compromised by complicated band entanglement in hybridized
metallic systems (Marzari et al. 2012). It is also cumbersome to construct Wannier
TBH for junctions in other geometries, like the spin valve in Fig. 2a, or when
FM/HM bilayer is attached to leads made of different NM material. In such cases,
one needs to perform multiple calculations (Shelley et al. 2011; Thygesen and
Jacobsen 2005) (such as on periodic leads, supercell composed of the central
region of interest attached to buffer layers of the lead material on both sides,
etc.) where one can encounter different MLWFs for two similar but nonidentical
systems (Thygesen and Jacobsen 2005), nonorthogonal MLWFs belonging to two
different regions (Thygesen and Jacobsen 2005), and Fermi energies of distinct cal-
culations that have to be aligned (Shelley et al. 2011). Also, to compute the current
or STT in MTJs at finite bias voltage, one needs to recalculate Hamiltonian in order
to take into account self-consistent charge redistribution and the corresponding
electrostatic potential in the presence of current flow. Otherwise, without computing
them across the device, the current-voltage characteristics violates (Christen and
Büttiker 1996; Hernández and Lewenkopf 2013) gauge invariance, i.e., invariance
with respect to the global shift of electric potential by a constant, V → V + V0.

The noncollinear DFT (ncDFT) (Capelle et al. 2001; Eich and Gross 2013; Eich
et al. 2013; Bulik et al. 2013) coupled to nonequilibrium density matrix (Stefanucci
and van Leeuwen 2013) offers an algorithm to compute spin torque in arbitrary
device geometry at vanishing or finite bias voltage. The single-particle spin-
dependent Kohn-Sham (KS) Hamiltonian in ncDFT takes the form

ĤKS = − h̄
2∇2

2m
+ VH(r)+ VXC(r)+ Vext(r)− σ · BXC(r), (1)

where VH (r), Vext(r), and VXC(r) = EXC[n(r),m(r)]/δn(r) are the Hartree, exter-
nal, and exchange-correlation (XC) potentials, respectively, and σ = (σ̂x, σ̂y, σ̂z)

is the vector of the Pauli matrices. The extension of DFT to the case of spin-
polarized systems is formally derived in terms of total electron density n(r) and
vector magnetization density m(r). In the collinear DFT, m(r) points in the same
direction at all points in space, which is insufficient to study magnetic systems where
the direction of the local magnetization is not constrained to a particular axis or
systems with SOC. In ncDFT (Capelle et al. 2001), XC functional EXC[n(r),m(r)]
depends on m(r) pointing in arbitrary direction. The XC magnetic field is then given
by BXC(r) = δEXC[n(r),m(r)]/δm(r).

Once the Hamiltonian of the device is selected, it has to be passed into the
formalism of nonequilibrium quantum statistical mechanics. Its central concept is
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the density matrix ρ describing quantum many-particle system at finite temperature
in equilibrium, or in the presence of external static or time-dependent fields which
drive the system out of equilibrium. The knowledge of ρ makes it possible to
compute the expectation value of any observable

O = Tr [ρO], (2)

such as the charge density, charge current, spin current, and spin density of
interest to spin torque modeling. These require to insert their operators (in some
matrix representation) as O into Eq. (2), where a notation in which bold letters
denote matrix representation of an operator in a chosen basis is used. For the KS
Hamiltonian in ncDFT in Eq. (1), the torque operator is given by the time derivative
of the electronic spin operator (Haney et al. 2007; Carva and Turek 2009)

T = dS
dt
= 1

2i
[σ ,HKS] = σ × BXC. (3)

Its trace with ρ yields the spin torque vector while concurrently offering a
microscopic picture (Haney et al. 2007) for the origin of torque – misalignment
of the nonequilibrium spin density of current carrying quasiparticles with respect to
the spins of electrons comprising the magnetic condensate responsible for nonzero
BXC. This causes local torque on individual atoms, which is summed by performing
trace in Eq. (2) to find the net effect on the total magnetization Mfree of the free FM
layer. Examples of how to evaluate such trace, while using O �→ T in Eq. (2) in
different matrix representations, are given as Eqs. (26) and (27) in Sect. 3.

In equilibrium, ρeq is fixed by the Boltzmann-Gibbs prescription, such as ρeq =∑
n f (E)|#n〉〈#n| in grand canonical ensemble describing electrons with the Fermi

distribution function f (E) due to contact with a macroscopic reservoir at chemical
potentialμ and temperature T , whereEn and |#n〉 are eigenenergies and eigenstates
of the Hamiltonian, respectively. Out of equilibrium, the construction of ρneq is
complicated by the variety of possible driving fields and open nature of a driven
quantum system. For example, the Kubo linear-response theory has been used to
obtain ρneq for small applied electric field in infinite-FM-on-infinite-HM bilayer
geometry (Freimuth et al. 2014; Mahfouzi and Kioussis (2018)). However, for
arbitrary junction geometry and magnitude of the applied bias voltage Vb or injected
pulse current, the most advantageous is to employ the NEGF formalism (Stefanucci
and van Leeuwen 2013). This requires to evaluate its two fundamental objects –
the retarded GF, Gσσ

′
nn′ (t, t

′) = −i$(t − t ′)〈{ĉnσ (t), ĉ
†
n′σ ′(t

′)}〉, and the lesser GF,

G
<,σσ ′
nn′ (t, t ′) = i〈ĉ†

n′σ ′(t
′)ĉnσ (t)〉 – describing the density of available quantum

states and how electrons occupy those states, respectively. The operator ĉ†
nσ (ĉnσ )

creates (annihilates) electron with spin σ at site n (another index would be
required to label more than one orbital present at the site), and 〈. . .〉 denotes the
nonequilibrium statistical average (Stefanucci and van Leeuwen 2013).
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In time-dependent situations, the nonequilibrium density matrix is given
by (Petrović et al. 2018; Stefanucci and van Leeuwen 2013)

ρneq(t) = G<(t, t)/i. (4)

In stationary problems G and G< depend only on the time difference t − t ′ and
can, therefore, be Fourier transformed to depend on energy E instead of t − t ′. The
retarded GF in stationary situations is then given by

G(E) = [E −H−�L(E, Vb)−�R(E, Vb)]
−1 , (5)

assuming representation in the basis of orthogonal orbitals. In the case of nonorthog-
onal basis set |φn〉, one should make a replacement E �→ ED where D is the
overlap matrix composed of elements 〈φn|φm〉. The self-energies (Velev and Butler
2004; Rungger and Sanvito 2008) �L,R(E, Vb) describe the semi-infinite leads
which guarantee continuous energy spectrum of devices in Fig. 2 required to reach
the steady-state transport regime. The leads terminate at infinity into the left (L)
and right (R) macroscopic reservoirs with different electrochemical potentials,
μL − μR = eVL − eVR = eVb. The usual assumption about the leads is that the
applied bias voltage Vb induces a rigid shift in their electronic structure(Brandbyge
et al. 2002), so that �L,R(E, Vb) = �L,R(E − eVL,R).

In equilibrium or near equilibrium (i.e., in the linear-response transport regime at
small eVb � EF ), one needs G0(E) obtained from Eq. (5) by setting VL = VR = 0.
The spectral functions shown in Fig. 3a–d can be computed at an arbitrary plane at
position x within the junction in Fig. 2a using G0(E)

A(E;k‖, x) = − 1

π
Im [G0(E;k‖; x, x)], (6)

where the diagonal matrix elements G0(E;k‖; x, x) are obtained by transforming
the retarded GF from a local orbital to a real-space representation. The spin textures
in Fig. 3e–h within the constant energy contours are computed from the spin-
resolved spectral function. The equilibrium density matrix can also be expressed
in terms of G0(E)

ρeq = −
1

π

+∞∫

−∞
dE Im G0(E)f (E), (7)

where Im O = (O−O†)/2i.
The nonequilibrium density matrix is determined by the lesser GF

ρneq =
1

2πi

+∞∫

−∞
dEG<(E). (8)
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In general, if a quantity has nonzero expectation values in equilibrium, that one
must be subtracted from the final result since it is unobservable in transport
experiments. This is exemplified by spin current density in time-reversal invariant
systems (Nikolić et al. 2006); spin density, diamagnetic circulating currents, and
circulating heat currents in the presence of external magnetic field or sponta-
neous magnetization breaking time-reversal invariance; and FL component of
STT (Theodonis et al. 2006). Thus, the current-driven part of the nonequilibrium
density matrix is defined as

ρCD = ρneq − ρeq. (9)

Although the NEGF formalism can include many-body interactions, such
as electron-magnon scattering (Mahfouzi and Nikolić 2014) that can affect
STT (Zholud et al. 2017; Levy and Fert 2006; Manchon et al. 2010) and
SOT (Yasuda et al. 2017; Okuma and Nomura 2017), here the focus is on the
usually considered and conceptually simpler elastic transport regime where the
lesser GF of a two-terminal junction

G<(E) = G(E) [ifL(E)�L(E)+ ifR(E)�R(E)] G†(E), (10)

is expressed solely in terms of the retarded GF, the level broadening matrices
�L,R(E) = i[�L,R(E) − �

†
L,R(E)] determining the escape rates of electrons into

the semi-infinite leads and shifted Fermi functions fL,R(E) = f (E − eVL,R).
For purely computational purposes, the integration in Eq. (8) is typically sepa-

rated [non-uniquely (Xie et al. 2016)] into the apparent “equilibrium” and current-
driven “nonequilibrium” terms (Brandbyge et al. 2002; Sanvito 2011)

ρneq = −
1

π

+∞∫

−∞
dE Im G(E)f (E − eVR)

+ 1

2π

+∞∫

−∞
dEG(E) · �L(E − eVL) ·G†(E) [fL(E)− fR(E)] . (11)

The first “equilibrium” term contains integrand which is analytic in the upper
complex plane and can be computed via contour integration (Brandbyge et al.
2002; Areshkin and Nikolić 2010; Ozaki 2007; Karrasch et al. 2010), while the
integrand in the second “current-driven” term is a nonanalytic function in the entire
complex energy plane so that its integration has to be performed directly along the
real axis (Sanvito 2011) between the limits set by the window of nonzero values of
fL(E) − fR(E). Although the second term in Eq. (11) contains information about
the bias voltage [through the difference fL(E)−fR(E)] and about the lead assumed
to be injecting electrons into the device (through �L), it cannot (Xie et al. 2016;
Mahfouzi and Nikolić 2013) be used as the proper ρCD defined in Eq. (9). This is due
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to the fact that the second term in Eq. (9), expressed in terms of the retarded GF via
Eq. (7), does not cancel the gauge-noninvariant first term in Eq. (11) which depends
explicitly [through f (E−eVR)] on the arbitrarily chosen reference potential VR and
implicitly on the voltages applied to both reservoirs [through G(E)]. Nevertheless,
the second term in Eq. (11), written in the linear-response and zero-temperature
limit,

ρCD
?= eVb

2π
G0(EF ) · �L(EF ) ·G†

0(EF ), (12)

has often been used in STT literature (Haney et al. 2007; Heiliger et al. 2008) as the
putative but improper (due to being gauge-noninvariant, which is marked by “?” on
the top of the equality sign) expression for ρCD. Its usage leads to ambiguous (i.e.,
dependent on arbitrarily chosen VR) nonequilibrium expectation values.

The proper gauge-invariant expression was derived in Mahfouzi and Nikolić
(2013)

ρCD =
eVb

2π
G0(EF ) · �L(EF ) ·G†

0(EF )−
eVR

π
Im G0(EF )

− 1

π

+∞∫

−∞
dE Im

[
G0

(
eUn − eVL ∂�L

∂E
− eVR ∂�R

∂E

)
G0

]
f (E), (13)

which is given here at zero temperature so that it can be contrasted with Eq. (12).
The second and third term in Eq. (13), whose purpose is to subtract any nonzero
expectation value that exists in thermodynamic equilibrium, make it quite different
from Eq. (12) while requiring to include also electrostatic potential profileUn across
the active region of the device interpolating between VL and VR . For example, the
second term in Eq. (13) traced with an operator gives equilibrium expectation value
governed by the states at EF which must be removed. The third term in Eq. (13)
ensures the gauge invariance of the nonequilibrium expectation values while making
the whole expression non-Fermi-surface property. The third term also renders the
usage of Eq. (13) computationally demanding due to the requirement to perform
integration from the bottom of the band up to EF together with sampling of k‖
points for the junctions in Fig. 2.

Figure 4 shows an example of a left-right asymmetric MTJ, FM/I/FM′, whose
FM and FM′ layers are assumed to be made of the same material but have different
thicknesses. This setup allows us to demonstrate how application of improper ρCD
in Eq. (12) yields linear-response TFL ∝ Vb in Fig. 4b that is incorrectly an order of
magnitude smaller than the correct result in Fig. 4a. This is due to the fact that TFL
in MTJs possess both the nonequilibrium CD contribution due to spin reorientation
at interfaces, where net spin created at one interface is reflected at the second
interface where it briefly precesses in the exchange field of the free FM layer, and
equilibrium contribution due to interlayer exchange coupling (Theodonis et al. 2006;
Yang et al. 2010). The ambiguity in Fig. 4 arises when this equilibrium contribution
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Fig. 4 The angular dependence of the damping-like (i.e., parallel), |TDL|, and field-like (i.e.,
perpendicular), |TFL|, components of the STT vector in Fig. 1c in an asymmetric (Oh et al. 2009)
FM/I/FM′ MTJ computed in the linear-response regime at zero temperature using (a) the proper
gauge-invariant expression Eq. (13) for ρCD and (b) the improper gauge-noninvariant expression
Eq. (12) for ρCD. The FM/I/FM′ trilayer in Fig. 1a is modeled by TBH (Theodonis et al. 2006)
defined on an infinite cubic lattice with a single orbital per site and lattice spacing a. Its insulating
barrier has thickness 5 MLs with on-site potential εn = 6.0 eV; the left FM layer is semi-infinite,
and the right FM′ layer is 20 MLs thick. Both FM layers have the same exchange field J = 0.5 eV.
The symbol � = a2 denotes unit interfacial area. (Adapted from Mahfouzi and Nikolić 2013)

is improperly subtracted, so that current-driven TFL in Fig. 4b is contaminated by a
portion of equilibrium contribution added to it when using improper ρCD in Eq. (12).
On the other hand, since TDL has a zero expectation value in equilibrium, both the
proper and improper expressions for ρCD give the same result in Fig. 4.

Note that in the left-right symmetric MTJs, TFL ∝ Vb vanishes. Since this is
a rather general result which holds for both MTJs and spin valves in the linear-
response regime (Theodonis et al. 2006; Xiao et al. 2008; Heiliger and Stiles 2008)
and it has been confirmed in numerous experiments (Wang et al. 2011; Oh et al.
2009), one can use it as a validation test of the computational scheme. For example,
the usage of improper ρCD in Eq. (12), or the proper one in Eq. (13) but with
possible software bug, would give nonzero TFL �= 0 in symmetric junctions at
small applied Vb which contradicts experiments (Wang et al. 2011; Oh et al. 2009).
In the particular case of symmetric junction, one can actually employ a simpler
expression (Mahfouzi and Nikolić 2013; Stamenova et al. 2017) than Eq. (13) which
guarantees TFL ≡ 0

ρCD =
eVb

4π
G0(EF ) · [�L(EF )− �R(EF )] ·G†

0(EF ). (14)
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This expressions is obtained by assuming (Mahfouzi and Nikolić 2013) the
particular gauge VL = −Vb/2 = −VR . Such special gauges and the corresponding
Fermi surface expressions for ρCD ∝ Vb in the linear-response regime do exist also
for asymmetric junctions, but one does not know them in advance except for the
special case of symmetric junctions (Mahfouzi and Nikolić 2013).

In the calculations in Fig. 4, (T xCD, T
y

CD, T
z

CD) = Tr [ρCDT] was first computed
using the torque operator T akin to Eq. (3) but determined by the TBH of the free
FM layer. These three numbers are then used to obtain FL (or perpendicular) torque
component, TFL = T

y

CD along the direction Mfree × Mfixed, and DL (or parallel)

torque component, TDL =
√
(T xCD)

2 + (T zCD)
2 in the direction Mfree × (Mfree ×

Mfixed). In MTJs angular dependence of STT components stems only from the cross
product, so that ∝ sin θ dependence (Theodonis et al. 2006; Xiao et al. 2008) for
both FL and DL components is obtained in Figs. 4 and 5.

0 30 60 90 120 150 180
Angle θ (deg)

0

50

100

150

200

250

T
or

qu
e 

(μ
eV

b)

ÑI
Sα

ροο

TDL

neq

x

z

y

(a)

(b)

Tunneling Gap MfreeMfixed

Particle Current θ
Mfixed

n =0       1  2  3 . . . ∞

Fig. 5 (a) Schematic view of a 1D toy model of MTJ consisting of the left and the right semi-
infinite chains of carbon atoms separated by a vacuum gap. (b) Comparison of DL component of
STT in this MTJ computed via the spin current divergence algorithm (Theodonis et al. 2006; Wang
et al. 2008) in Eq. (21) and by using decomposition of the nonequilibrium density matrix into ρ

μν
neq

contributions in Eqs. (15), (16), (18), (19), and (20). The DL component of STT, computed in both
algorithms in the linear-response regime, acts on the right carbon chain whose magnetic moments
comprise the free magnetization Mfree rotated by an angle θ with respect to the fixed magnetization
Mfixed of the left carbon chain. Since MTJ is left-right symmetric, the FL component of the STT
vector is zero in the linear-response regime (Wang et al. 2011; Theodonis et al. 2006; Xiao et al.
2008; Oh et al. 2009; Heiliger and Stiles 2008)
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In the case of SOT, TDL ∝ Mfree × f and TDL ∝ Mfree × (Mfree × f), where the
direction specified by the unit vector f is determined dynamically once the current
flows in the presence of SOC. Therefore, f is not known in advance (aside from
simplistic models like the Rashba ferromagnetic one where f is along the y-axis
for charge current flowing along the x-axis, as illustrated in Fig. 9). Thus, it would
be advantageous to decompose ρCD into contributions whose trace with the torque
operator in Eq. (3) directly yields TDL and TFL. Such decomposition was achieved
in Mahfouzi et al. (2016), using adiabatic expansion of Eq. (4) in the powers of
dMfree/dt and symmetry arguments, where ρneq = ρoo

neq+ρoe
neq+ρeo

neq+ρee
neq is the

sum of the following terms

ρoo
neq =

1

8π

+∞∫

−∞
dE [fL(E)− fR(E)]

(
G�LG† −G†�LG

−G�RG† +G†�RG
)
, (15)

ρoe
neq =

1

8π

+∞∫

−∞
dE [fL(E)− fR(E)]

(
G�LG†+G†�LG−G�RG†−G†�RG

)
,

(16)

ρeo
neq =

1

8π

+∞∫

−∞
dE [fL(E)+ fR(E)]

(
G�LG† −G†�LG (17)

+G�RG† −G†�RG
)
≡ 0, (18)

ρee
neq =

1

8π

+∞∫

−∞
dE [fL(E)+ fR(E)]

(
G�LG† +G†�LG+G�RG† +G†�RG

)
.

(19)

The four terms are labeled by being odd (o) or even (e) under inverting bias polarity
(first index) or time (second index) (Mahfouzi et al. 2016). The terms ρoo

neq and
ρoe

neq depend on fL(E)− fR(E) and, therefore, are nonzero only in nonequilibrium
generated by the bias voltage Vb �= 0 which drives the steady-state current. Using
an identity from the NEGF formalism (Stefanucci and van Leeuwen 2013), G(�L+
�R)G† = i(G−G†), reveals that ρeo

neq ≡ 0 and

ρee
neq = −

1

2π

+∞∫

−∞
dE [fL(E)+ fR(E)]Im G. (20)
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Thus, ρee
neq term is nonzero even in equilibrium where it becomes identical to

the equilibrium density matrix in Eq. (7), Vb = 0 ⇒ ρee
neq ≡ ρeq. Since

ρoo
neq is odd under time reversal, its trace with the torque operator in Eq. (3)

yields DL component of STT (which depends on three magnetization vectors and
it is, therefore, also odd) and FL component of SOT (which depends on one
magnetization vector and it is, therefore, also odd). Similarly trace of ρoe

neq with
the torque operator in Eq. (3) yields FL component of STT and DL component of
SOT (Mahfouzi et al. 2016).

In the linear-response regime, pertinent to calculations of STT in spin
valves and SOT in FM/spin-orbit-coupled-material bilayers, fL(E) − fR(E) →
(−∂f/∂E)eVb. This confines integration in ρoo

neq and ρoe
neq expressions to a shell

of few kBT around the Fermi energy, or at zero temperature these are just
matrix products evaluated at the Fermi energy, akin to Eqs. (12), (13), and (14).
Nevertheless, to compute ρCD = ρoo

neq + ρoe
neq + ρeo

neq + ρee
neq − ρeq, one still needs

to perform the integration over the Fermi sea in order to obtain ρee
neq − ρeq, akin to

Eq. (13), which can be equivalently computed as [ρee
neq(Vb) − ρee

neq(−Vb)]/2 using
some small Vb.

To evade singularities on the real axis caused by the poles of the retarded GF in

the matrix integral of the type
+∞∫
−∞

dEGfp(E) appearing in Eqs. (7), (13), and (20),

such integration can be performed along the contour in the upper half of the complex
plane where the retarded GF is analytic. The widely used contour (Brandbyge et al.
2002) consists of a semicircle, a semi-infinite line segment, and a finite number of
poles of the Fermi function fp(E). This contour should be positioned sufficiently
far away from the real axis, so that G is smooth over both of these two segments,
while also requiring to select the minimum energy Emin (as the starting point of
semicircular path) below the bottom of the band edge which is not known in advance
in DFT calculations. That is, in self-consistent calculations, incorrectly selected
minimum energy causes the charge to erroneously disappear from the system with
convergence trivially achieved but to physically incorrect solution. By choosing
different types of contours (Areshkin and Nikolić 2010; Ozaki 2007; Karrasch et al.
2010) [such as the “Ozaki contour” (Ozaki 2007; Karrasch et al. 2010) employed
in the calculations in Fig. 9] where residue theorem leads to just a sum over a finite
set of complex energies, proper positioning of Emin and convergence in the number
of Fermi poles, as well as selection of sufficient number of contour points along the
semicircle and contour points on the line segment, are completely bypassed.

The algorithm based on Eqs. (15), (16), (18), (19), and (20) is compared to often
employed spin current divergence algorithm (Theodonis et al. 2006; Wang et al.
2008; Manchon et al. 2008) using a toy model of 1D MTJ, prior to its application to
STT calculations in Sect. 3 and SOT calculations in Sect. 4. The model, illustrated in
Fig. 5a where the left and right semi-infinite chains of carbon atoms are separated by
a vacuum gap, is described by the collinear DFT Hamiltonian implemented in ATK
package (Atomistix Toolkit 2017) using single-zeta polarized (Junquera et al. 2001)
orbitals on each atom, Ceperley-Alder (Ceperley and Alder 1980) parametrization
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of the local spin density approximation for the XC functional (Ceperley and
Alder 1980), and norm-conserving pseudopotentials accounting for electron-core
interactions. In the absence of spin-flip processes by impurities and magnons or
SOC, the STT vector at site n within the right chain can be computed from
the divergence (in discrete form) of spin current (Theodonis et al. 2006), T αn =
−∇ISα = I

Sα
n−1,n − ISαn,n+1. Its sum over the whole free FM layer gives the total

STT as

T αCD =
Nfree∑

n=1

(I
Sα
n−1,n − ISαn,n+1) = ISα0,1 − ISαNfree,Nfree+1. (21)

Here ISα0,1 is the local spin current, carrying spins pointing in the direction α ∈
{x, y, z}, from the last site inside the barrier (which is the last site of the left
carbon chain in Fig. 5a) toward the first site of the free FM layer (which is the
first site of the right carbon chain in Fig. 5a). Similarly, INfree,Nfree+1 is the local
spin current from the last site inside the free FM layer and the first site of the
right lead. Thus, Eq. (21) expresses STT on the free FM layer composed of Nfree
sites as the difference (Wang et al. 2008) between spin currents entering through
its left and exiting through its right interface. In the case of semi-infinite free FM
layer, Nfree → ∞ and INfree,Nfree+1 → 0. The nonequilibrium local spin current
can be computed in different ways (Wang et al. 2008), one of which utilizes NEGF
expression for ρCD

I
Sα
n,n+1 =

i

2
Tr

[
σα

(
Hn,n+1ρ

n+1,n
CD − ρ

n,n+1
CD Hn+1,n

)]
. (22)

Here Hn,n+1 and ρ
n,n+1
CD are the submatrices of the Hamiltonian and the current-

driven part of the nonequilibrium density matrix, respectively, of the size 2Norbital×
2Norbital (2 is for spin and Norbital is for the number of orbitals per each atom) which
connect sites n and n+ 1.

Combining Eqs. (14), (21), and (22) yields T xCD and T zCD from which we obtain

TDL =
√
(T xCD)

2 + (T zCD)
2 in the linear-response regime plotted in Fig. 5b as a

function of angle θ between Mfree and Mfixed. Alternatively, evaluating the trace
of the product of ρoo

neq and the torque operator in Eq. (3) yields a vector with two
nonzero components, which turn out to be identical to T xCD and T zCD computed from
the spin current divergence algorithm, as demonstrated in Fig. 5b. The trace of ρoe

neq
with the torque operator gives a vector with zero x- and z-components and nonzero
y-component which, however, is canceled by adding the trace of ρee

neq − ρeq with
the torque operator to finally produce zero FL component of the STT vector. This is
expected because MTJ in Fig. 5a is left-right symmetric.

We emphasize that the algorithm based on the trace of the torque operator with
the current-driven part of the nonequilibrium density matrix ρCD is a more general
approach than the spin current divergence algorithm since it is valid even in the
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presence of spin-flip processes by impurities and magnons or SOC (Haney et al.
2007). In particular, it can be employed to compute SOT (Freimuth et al. 2014;
Mahfouzi and Kioussis 2018) in FM/spin-orbit-coupled-material bilayers where
spin torque cannot (Haney and Stiles 2010) be expressed any more as in Eq. (21).

3 Example: Spin-Transfer Torque in FM/NM/FM Trilayer
Spin-Valves

First-principles quantum transport modeling of STT in spin valves (Haney et al.
2007; Wang et al. 2008) and MTJs (Stamenova et al. 2017; Heiliger and Stiles 2008;
Jia et al. 2011; Ellis et al. 2017) is typically conducted using an assumption that
greatly simplifies computation – noncollinear spins in such systems are described
in a rigid approximation where one starts from the collinear DFT Hamiltonian
and then rotates magnetic moments of either fixed or free FM layer in the spin
space in order to generate the relative angle between Mfixed and Mfree (as it was
also done in the calculations of STT in 1D toy model of MTJ in Fig. 5). On the
other hand, obtaining true ground state of such system requires noncollinear XC
functionals (Capelle et al. 2001; Eich and Gross 2013; Eich et al. 2013; Bulik et al.
2013) and the corresponding self-consistent XC magnetic field Bxc introduced in
Eq. (1). For a given self-consistently converged ncDFT Hamiltonian represented in
the linear combination of atomic orbitals (LCAO) basis, we can extract the matrix
representation of Bαxc in the same basis using

BxXC = 2 · Re H↑↓, (23)

ByXC = −2 · Im H↑↓, (24)

BzXC = H↑↑ −H↓↓. (25)

Since LCAO basis sets |φn〉 are typically nonorthogonal (as is the case of the basis
sets (Junquera et al. 2001; Ozaki 2003; Schlipf and Gygi 2015) implemented in
ATK (Atomistix Toolkit 2017) and OpenMX (Openmx) packages employed in the
calculations of Figs. 5, 6, 7, and 8), the trace leading to the spin torque vector

TCD = Tr [ρCDσ × D−1BXC], (26)

requires to use the identity operator 1 =∑
ij |φi〉D−1

ij 〈φj |which inserts D−1 matrix
into Eq. (26) where all matrices inside the trace are representations in the LCAO
basis. In the real-space basis spanned by the eigenstates |r〉 of the position operator,
the same trace in Eq. (26) becomes

TCD =
∫

free FM

d3r mCD(r)× BXC(r). (27)
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Fig. 6 (a), (b) Transmission function, defined in Eq. (28), for Co/Cu(9 ML)/Co spin valve
illustrated in Fig. 2a at two selected transverse wave vectors k‖, as well as (c) summed, as in
Eq. (29), over all k‖ vectors within the 2D BZ. (d)–(f) The corresponding layer-resolved Cartesian
components of the STT vector at an angle θ = 90◦ between the magnetizations Mfixed of the left
Co layer acting as a polarizer and Mfree of the right Co layer receiving the torque. The mesh of k‖
equally spaced points employed in (c) is 51 × 51, and in (f) it is 201 × 201. The symbol � = a2

denotes unit interfacial area, where a = 2.52 Å is the lattice constant of a common 2D hexagonal
unit cell of Co/Cu bilayer (with a lattice mismatch of about 0.65%)

This is a nonequilibrium generalization of the equilibrium torque expression found
in ncDFT (Capelle et al. 2001) where meq(r) = 〈r|ρeqσ |r〉 in ncDFT is replaced
by mCD(r) = 〈r|ρCDσ |r〉. Note that in thermodynamic equilibrium the integral in
Eq. (27) must be zero when integration is performed over all space, which is denoted
as “zero-torque theorem” (Capelle et al. 2001), but meq × BXC(r) can be nonzero
locally which gives rise to equilibrium torque on the free FM layer that has to be
removed by subtracting ρeq to obtain ρCD in Eq. (9) and plug it into Eq. (27).

We employ ATK package to compute STT in Co/Cu(9 ML)/Co spin valve
illustrated in Fig. 2a using ncDFT Hamiltonian combined with Eq. (26). Prior to
DFT calculations, the interface builder in the VNL package (Virtual Nanolab
2017) is employed to construct a common unit cell for Co/Cu bilayer. In order
to determine the interlayer distance and relaxed atomic coordinates, DFT calcu-
lations using VASP (Vienna; Kresse and Hafner 1993; Kresse and Furthmüller
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Fig. 7 The DL component of STT vector in symmetric Co/Cu(9 ML)/Co spin valve in Fig. 2a
driven by current at small bias voltage Vb as a function of angle θ between the magnetizations
Mfixed of the left Co layer and Mfree of the right Co layer. Its value at θ = 90◦ is the sum of
layer-resolved STT shown in Fig. 6f. The non-scf curve is computed from Eq. (26) using the rigid
approximation (Haney et al. 2007; Wang et al. 2008; Heiliger and Stiles 2008; Jia et al. 2011),
where the spin valve is described by collinear DFT Hamiltonian and magnetic moments of the
fixed Co layer are rotated by an angle θ with respect to magnetic moments in the free Co layer.
Conversely, in the computation of scf curve, the DFT Hamiltonian from the rigid approximation
serves as the first iteration leading toward converged self-consistent ncDFT Hamiltonian of the
spin valve

1996) with Perdew-Burke-Ernzerhof (PBE) parametrization (Perdew et al. 1996)
of the generalized gradient approximation for the XC functional and projected
augmented wave (Blöchl 1994; Kresse and Joubert 1999) description of electron-
core interactions are performed. The cutoff energy for the plane wave basis set is
chosen as 600 eV, while k-points were sampled on a 11× 11 surface mesh. In ATK
calculations, PBE XC functional, norm-conserving pseudopotentials for describing
electron-core interactions and SG15 (medium) LCAO basis set (Schlipf and Gygi
2015) are employed. The energy mesh cutoff for the real-space grid is chosen as 100
Hartree.

The layer-resolved Cartesian components of STT vector within the free Co layer
are shown in Fig. 6d–f. The contribution from a propagating state oscillates as a
function of position without decaying in Fig. 6e with a spatial period 2π/(k↓ζ − k↑η )
where ζ (η) denotes different sheets (Wang et al. 2008) of the Fermi surface for
minority (majority) spin. This is due to the fact that noncollinear spin in Fig. 2a
entering the right Co layer is not an eigenstate of the spin part of the Hamiltonian
determined by Mfree, and it is, therefore, forced into precession. However, since
the shapes of the Fermi surface for majority and minority spin in Co are quite
different from each other (Wang et al. 2008), the spatial periods of precession can
vary rapidly for different k‖ within the 2D Brillouin zone (BZ). Thus, summation
of their contributions leads to cancelation and, therefore, fast decay of STT away
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Fig. 8 (a) The arrangement of Bi and Se atoms within a supercell of Bi2Se3 thin film (infinite in
the x- and the y-directions) consisting of five quintuple layers (one such layer contains three Se
layers strongly bonded to two Bi layers in between) and total thickness ≈5 nm along the z-axis.
(b) The vector field of current-driven nonequilibrium spin density SCD(r) within selected planes
shown in (a), generated by injection of unpolarized charge current along the x-axis. The planes 1
and 3 correspond to the top and bottom metallic surfaces of Bi2Se3 thin film, while plane 2 resides
in the bulk at a distance d ≈ 0.164 nm away from plane 1. (c) The vector fields in (b) projected
onto each of the selected planes in (a). The real-space grid of points in panels (b) and (c) has
spacing � 0.4 Å. (Adapted from Chang et al. 2015)

from the interface (Stiles and Zangwill 2002; Wang et al. 2008), as demonstrated by
plotting such sum to obtain the total STT per ML of Co in Fig. 6f.

The propagating vs. evanescent states are identified by finite (Fig. 6b) vs.
vanishing (Fig. 6a), respectively, k‖-resolved transmission function obtained from
the Landauer formula in terms of NEGFs (Stefanucci and van Leeuwen 2013)

T (E,k‖) = Tr [�R(E,k‖)G0(E,k‖)�L(E,k‖)G†
0(E,k‖)], (28)

where the transverse wave vector k‖ is conserved in the absence of disorder. The
total transmission function per unit interfacial area is then evaluated using (�BZ is
the area of sampled 2D BZ)

T (E) = 1

�BZ

∫

2D BZ

T (E,k‖), (29)

as shown in Fig. 6c. The transmission function in Fig. 6a at k‖ = (0, 0) vanishes at
the Fermi energy, signifying evanescent state which cannot carry any current across
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the junction. Nonetheless, such states can contribute (Ralph and Stiles 2008; Stiles
and Zangwill 2002; Wang et al. 2008) to STT vector, as shown in Fig. 6d. Thus, the
decay of STT away from Cu/Co interface in Fig. 6f arises both from the cancelation
among contributions from propagating states with different k‖ and the decay of
contributions from each evanescent state, where the latter are estimated (Wang et al.
2008) to generate�10% of the total torque on the ML of free Co layer that is closest
to the Cu/Co interface in Fig. 2a.

Since the considered Co/Cu(9 ML)/Co spin valve is left-right symmetric, the FL
component of the STT vector is zero. The DL component, as the sum of all layer-
resolved torques in Fig. 6f, is plotted as a function of the relative angle θ between
Mfixed and Mfree in Fig. 7. The angular dependence of STT in spin valves does not
follow ∝ sin θ dependence found in the case of MTJs in Figs. 4 and 5.

Although similar analyses have been performed before using collinear DFT
Hamiltonian and rigid rotation of magnetic moments in fixed Co layer (Haney
et al. 2007; Wang et al. 2008), in Fig. 7 an error made in this approximation was
additionally quantified by computing torque using ncDFT Hamiltonian. The rigid
approximation is then just the first iteration of the full self-consistent field (scf)
calculations leading to the converged ncDFT Hamiltonian. The difference between
scf and non-scf calculations in Fig. 7 is rather small due to large number of spacer
MLs of Cu, but it could become sizable for small number of spacer MLs enabling
coupling between two FM layers.

4 Example: Spin-Orbit Torque in FM/Monolayer-TMD
Heterostructures

The calculation of SOT driven by injection of unpolarized charge current into
bilayers of the type FM/HM shown in Fig. 2b, FM/monolayer-TMD shown in
Fig. 2c, FM/TI, or FM/WSM can be performed using the same NEGF+ncDFT
framework combining the torque operator T, ρCD expressed in terms of NEGFs
and ncDFT Hamiltonian that was delineated in Sect. 2 and applied in Sect. 3 to
compute the STT vector in spin valves. Such first-principles quantum transport
approach can also easily accommodate possible third capping insulating layer (such
as MgO or AlOx) employed experimentally to increase (Kim et al. 2013) the
perpendicular magnetic anisotropy which tilts the magnetization out of the plane of
the interface. However, the results of such calculations are not as easy to interpret as
in the case of a transparent picture (Stiles and Zangwill 2002; Wang et al. 2008)
in Fig. 6d–f explaining how spin angular momentum gets absorbed close to the
interface in junctions which exhibit conventional STT. This is due to the fact that
several microscopic mechanisms can contribute to SOT, such as the spin Hall effect
(SHE) (Vignale 2010; Sinova et al. 2015) within the HM layer (Freimuth et al.
2014; Mahfouzi and Kioussis 2018) with strong bulk SOC and around FM/HM
interface (Wang et al. 2016); current-driven nonequilibrium spin density – the so-
called Edelstein effect (Edelstein 1990; Aronov and Lyanda-Geller 1989) – due to
strong interfacial SOC; spin currents generated in transmission and reflection from
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SO-coupled interfaces within 3D transport geometry (Zhang et al. 2015; Kim et al.
2017); and spin-dependent scattering of impurities (Pesin and MacDonald 2012a;
Ado et al. 2017) or boundaries (Mahfouzi et al. 2016) in the presence of SOC
within FM monolayers. This makes it difficult to understand how to optimize SOT
by tailoring materials combination or device geometry to enhance one or more of
these mechanisms.

An example of first-principles quantum transport modeling of the Edelstein effect
is shown in Fig. 8 for the case of the metallic surface of Bi2Se3 as the prototypical
3D TI (Bansil et al. 2016). Such materials possess a usual bandgap in the bulk, akin
to conventional topologically trivial insulators, but they also host metallic surfaces
whose low-energy quasiparticles behave as massless Dirac fermions. The spins
of such fermions are perfectly locked to their momenta by strong SOC, thereby
forming spin textures in the reciprocal space (Bansil et al. 2016). In general, when
charge current flows through a surface or interface with SOC, the presence of SOC-
generated spin texture in the reciprocal space, such as those shown in Figs. 3e, g,
and h, will generate nonequilibrium spin density which can be computed using

SCD = h̄
2

Tr [ρCDσ ]. (30)

In the case of simplistic Hamiltonians – such as the Rashba one for 2D electron
gas (Winkler 2003), ĤRashba = (p̂2

x + p̂2
y)/2m

∗ + αSO
h̄
(σ̂x p̂y − σ̂y p̂x), or the

Dirac one for the metallic surface of 3D TI, ĤDirac = vF (σ̂xp̂y − σ̂y p̂x) –
the direction and the magnitude of SCD are easily determined by back-of-the-
envelope calculations (Pesin and MacDonald 2012b). For example, spin texture
(i.e., expectation value of the spin operator in the eigenstates of a Hamiltonian)
associated with ĤRashba consists of spin vectors locked to momentum vector along
the two Fermi circles formed in the reciprocal space at the intersection of the
Rashba energy-momentum dispersion (Winkler 2003) and the Fermi energy plane.
Thus, current flow will disturb balance of momenta to produce SCD in the direction
transverse to current flow. The same effect is substantially enhanced (Pesin and
MacDonald 2012b), by a factor h̄vF /αSO � 1 where vF is the Fermi velocity
in TI and αSO is the strength of the Rashba SOC, because spin texture associated
with ĤDirac consists of spin vectors locked to momentum vector along a single
Fermi circle formed in the reciprocal space at the intersection of the Dirac cone
energy-momentum dispersion (Bansil et al. 2016) and the Fermi energy plane. This
eliminates the compensating effect of the spins along the second circle in the case
of ĤRashba. Note that nonzero total SCD ∝ Vb generated by the Edelstein effect
is allowed only in nonequilibrium since in equilibrium S changes sign under time
reversal and, therefore, has to vanish (assuming the absence of external magnetic
field or magnetization).

In the case of a thin film of Bi2Se3 described by ncDFT Hamiltonian, unpolarized
charge current injected along the x-axis generates SCD = (0, SyCD, S

z
CD) on the top

surface of the TI, marked as plane 1 in Fig. 8. The in-plane component SyCD, expected
from back-of-the-envelope calculations sketched in the preceding paragraph, is an
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order of magnitude larger than the out-of-plane component SzCD arising due to
hexagonal warping (Bansil et al. 2016) of the Dirac cone on the TI surface. The spin
texture on the bottom surface of the TI, marked as plane 3 in Fig. 8, has opposite sign
to that shown on the top surface because of opposite direction of spins wounding
along single Fermi circle on the bottom surface. In addition, a more complicated spin
texture in real space (on a grid of points with �0.4 Å spacing), akin to noncollinear
intra-atomic magnetism (Nordström and Singh 1996) but driven here by current
flow, emerges within �2 nm thick layer below the TI surfaces. This is due to the
penetration of evanescent wave functions from the metallic surfaces into the bulk of
the TI, as shown in Fig. 8 by plotting SCD(r) within plane 2.

The conventional unpolarized charge current injected into the HM layer in Fig. 2b
along the x-axis generates transverse spin Hall currents (Vignale 2010; Sinova et al.
2015; Wang et al. 2016) due to strong SOC in such layers. In 3D geometry, spin
Hall current along the y-axis carries spins polarized along the z-axis, while the spin
Hall current along the z-axis carries spins polarized along the y-axis (Wang et al.
2016). Thus, the effect of the spin Hall current flowing along the z-axis and entering
FM layer resembles STT that would be generated by a fictitious polarizing FM layer
with fixed magnetization along the y-axis and with charge current injected along the
z-axis. While this mechanism is considered to play a major role in the generation of
the DL component of SOT (Liu et al. 2012), as apparently confirmed by the Kubo-
formula+ncDFT modeling (Freimuth et al. 2014; Mahfouzi and Kioussis 2018), the
product of signs of the FL and DL torque components is negative in virtually all
experiments (Yoon et al. 2017) (except for specific thicknesses of HM = Ta (Kim
et al. 2013) layer). Although HM layer in Fig. 2b certainly generates spin Hall
current in its bulk, such spin current can be largely suppressed by the spin memory
loss (Dolui and Nikolić 2017; Belashchenko et al. 2016) as electron traverses
HM/FM interface with strong SOC. Thus, in contrast to positive sign product in
widely accepted picture where SHE is most responsible for the DL component of
SOT and Edelstein effect is most responsible for the FL component of SOT, negative
sign product indicates that a single dominant mechanism could be responsible for
both DL and FL torque.

In order to explore how such single mechanism could arise in the absence of
spin Hall current, one can calculate torque in a number of specially crafted setups,
such as the one chosen in Fig. 9a where a single ultrathin FM layer (consisting of
4 or 10 MLs) is considered with the Rashba SOC present either only in the bottom
ML (marked as 0 in Fig. 9a) or in all MLs but with decreasing strength to mimic
the spin-orbit proximity effect exemplified in Fig. 3g, h. The setup in Fig. 9a is
motivated by SOT experiments (Sklenar et al. 2016; Shao et al. 2016; Guimarães
et al. 2018; Lv et al. 2018) on FM/monolayer-TMD heterostructures where SHE is
absent due to atomically thin spin-orbit-coupled material. In such bilayers, clean and
atomically precise interfaces have been achieved, while back-gate voltage (Lv et al.
2018) has been employed to demonstrate control of the ratio between the FL and
DL components of SOT. Note that when bulk TMD or its even-layer thin films are
centrosymmetric, its monolayer will be noncentrosymmetric crystal which results
in lifting of the spin degeneracy and possibly strong SOC effects (Zhu et al. 2011).
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In order to be able to controllably switch SOC on and off in different MLs or to
add other types of single-particle interactions, a setup is described in Fig. 9a using
TBH defined on an infinite cubic lattice of spacing a with a single orbital per site
located at position n = (nxa, nza)

Ĥ =
∑

n

εnĉ
†
nĉn +

∑

〈nn′〉
ĉ†

ntnn′ ĉn′ − J
∑

n

ĉ†
nMfree · σ ĉn. (31)

Here ĉ†
n = (ĉ†

n↑ ĉ
†
n↓) is the row vector of operators which create electron at site n in

spin-↑ or spin-↓ state, and ĉn = (ĉn↑ ĉn↓) is the column vector of the correspond-
ing annihilation operators. The spin-dependent nearest-neighbor hoppings in the
xz-plane form a 2× 2 matrix in the spin space

tnn′ =
{−tI2, for n = n′ + aez,
−tI2 − iγSOσy, for n = n′ + aex, (32)

where γSO = αSO/2a measures the strength of the Rashba SOC on the lat-
tice (Nikolić et al. 2006), I2 is the unit 2 × 2 matrix, and eα are the unit vectors
along the axes of the Cartesian coordinate system. The on-site energy

εn =
[
Un − 2t cos

(
kya

)]
I2 − 2γSOσx sin

(
kya

)
, (33)

includes the on-site potential energy Un (due to impurities, insulating barrier,
voltage drop, etc.), as well as kinetic energy effectively generated by the periodic
boundary conditions along the y-axis which simulate infinite extension of the FM
layer in this direction and require ky-point sampling in all calculations. The infinite
extension along the x-axis is taken into account by splitting the device in Fig. 9a into
semi-infinite left lead, central region of arbitrary length along the x-axis, and semi-
infinite right lead, all of which are described by the Hamiltonian in Eq. (31) with
the same values for t = 1 eV, J = 0.1 eV, and the γSO chosen in all three regions.
Thus, γSO is homogeneous within a given ML, and always present γSO = 0.2 eV
on layer 0, but it can take different values in other MLs. The Fermi energy is set
at EF = 1.0 eV to take into account possible noncircular Fermi surface (Lee et al.
2015) effects in realistic materials.

The SOT is often studied (Manchon and Zhang 2008; Haney et al. 2013; Lee
et al. 2015; Li et al. 2015; Pesin and MacDonald 2012a; Ado et al. 2017; Kalitsov
et al. 2017) using the Rashba ferromagnetic model in 2D, which corresponds to just
a single layer in Fig. 9a. In that case, only FL torque component is found (Manchon
and Zhang 2008; Kalitsov et al. 2017) due to the Edelstein effect and in the absence
of spin-dependent disorder (Pesin and MacDonald 2012a; Ado et al. 2017). This is
also confirmed in the 3D transport geometry in Fig. 9b, d, e where SOT vector,
2J
h̄

SCD × Mfree, on layer 0 has only FL component pointing in the Mfree × ey
direction, as long as the device is infinite, clean, and homogeneous. In addition,
nonzero FL component of SOT in Fig. 9b, d was also found on layers above layer 0
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despite the fact that only layer 0 hosts γSO �= 0. This is due to vertical transport along
the z-axis in 3D geometry of Fig. 9a, but in the absence of the Rashba SOC on other
layers, such effect decays fast as we move toward the top layer, as shown in Fig. 9d
for 10 MLs thick FM film. The presence of the Rashba SOC with decreasing γSO
on MLs above layer 0 generates additional nonequilibrium spin density SCD ∝ ey
on those layers and the corresponding enhancement of the FL component of SOT
on those layers in Fig. 9e.

We note that the Kubo-Bastin formula (Bastin et al. 1971) adapted for SOT
calculations (Freimuth et al. 2014) predicts actually nonzero DL component of SOT
vector for the Rashba ferromagnetic model in 2D due to the change of electronic
wave functions induced by an applied electric field termed the “Berry curvature
mechanism” (Lee et al. 2015; Kurebayashi et al. 2014; Li et al. 2015). Despite being
apparently intrinsic, i.e., insensitive to disorder, this mechanism can be completely
canceled in specific models when the vertex corrections are taken into account (Ado
et al. 2017). It also gives positive sign product (Lee et al. 2015; Li et al. 2015) of
DL and FL components of SOT contrary to majority of experiments where such
product is found to be negative (Yoon et al. 2017). It is emphasized here that
no electric field can exist in the ballistic transport regime through clean devices
analyzed in Fig. 9b, d, e, for which the Kubo-Bastin formula also predicts unphysical
divergence (Freimuth et al. 2014; Mahfouzi and Kioussis 2018; Lee et al. 2015;
Kurebayashi et al. 2014; Li et al. 2015) of the FL component of SOT. Adding
finite voltage drop within the central region, which is actually unjustified in the
case of infinite, clean, homogeneous device, results in nonzero DL component of
SOT also in the NEGF calculations (Kalitsov et al. 2017). However, the same
outcome can be obtained simply by introducing constant potential Un = U0
on each site of the central region acting as a barrier which reflects incoming
electrons, as demonstrated in Fig. 9c, f, g. In the presence of both SOC and such
barrier, spin-dependent scattering (Pesin and MacDonald 2012a; Ado et al. 2017) is
generated at the lead/central-region boundary which results in nonzero component
of SCD in the direction Mfree × ey and the corresponding DL component of SOT
∝ Mfree × (Mfree × ey) acting on edge magnetic moments (Mahfouzi et al. 2016).
This will, therefore, induce inhomogeneous magnetization switching which starts
from the edges and propagates into the bulk of FM layer, as observed in experi-
ments (Baumgartner et al. 2017) and micromagnetic simulations (Baumgartner et al.
2017; Mikuszeit et al. 2015).

Interestingly, Fig. 9g also demonstrates that the signs of the DL and FL compo-
nent are opposite to each other for almost all values of Un = U0 (except when
U0 � J ), as observed in the majority of SOT experiments (Yoon et al. 2017).
Importantly, the spin-orbit proximity effect within the MLs of FM layer close to
FM/spin-orbit-coupled-material interface, as illustrated in Figs. 3g, h and mimicked
by introducing the Rashba SOC of decaying strength within all MLs of FM thin
film in Fig. 9a, enhances both FL and DL components of SOT. This is demonstrated
by comparing solid (γSO �= 0 only on layer 0) and dashed (γSO �= 0 on all
layers 0–3) lines in Fig. 9g. This points out at a knob that can be exploited to
enhance SOT by searching for optimal combination of materials capable to generate
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penetration of SOC over long distances within the FM layer (Marmolejo-Tejada
et al. 2017). In fact, in the case of FM/TI and FM/monolayer-TMD heterostructures,
proximity SOC coupling within the FM layer is crucial for SOT efficiency (Wang
et al. 2017) where it has been considered (Mellnik et al. 2014) that applied current
will be shunted through the metallic FM layer and, therefore, not contribute to
nonequilibrium spin density generation at the interface where SOC and thereby
induced in-plane spin textures are naively assumed to reside.

5 Conclusions

This chapter reviews a unified first-principles quantum transport approach, imple-
mented by combining NEGF formalism with ncDFT calculations, to compute both
STT in traditional magnetic multilayers with two FM layers (i.e., the polarizing
and analyzing FM layers with fixed and free magnetizations, respectively) and SOT
in magnetic bilayers where only one of the layers is ferromagnetic. In the latter
case, the role of the fixed magnetization of the polarizing FM layer within spin
valves or MTJs is taken over by the current-driven nonequilibrium spin density
in the presence of strong SOC introduced by the second layer made of HM, 3D
TI, WSM, or monolayer-TMD. This approach resolves recent confusion (Freimuth
et al. 2014; Kalitsov et al. 2017) in the literature where apparently only the Kubo
formula, operating with expressions that integrate over the Fermi sea in order
to capture change of wave functions due to the applied electric field and the
corresponding interband electronic transitions (Freimuth et al. 2014; Lee et al.
2015; Li et al. 2015), can properly obtain the DL component of SOT. In addition,
although the Kubo formula approach can also be integrated with first-principles
calculations (Freimuth et al. 2014; Mahfouzi and Kioussis 2018), it can only be
applied to a single device geometry (where infinite FM layer covers infinite spin-
orbit-coupled-material layer while current flows parallel to their interface) and in
the linear-response transport regime. In contrast, NEGF+ncDFT approach reviewed
in this chapter can handle arbitrary device geometry, such as spin valves and MTJs
exhibiting STT or bilayers of the type FM/spin-orbit-coupled-material which are
made inhomogeneous by attachment to NM leads, at vanishing or finite applied bias
voltage. In contrast to often employed 2D transport geometry (Manchon and Zhang
2008; Haney et al. 2013; Lee et al. 2015; Li et al. 2015; Pesin and MacDonald
2012a; Ado et al. 2017; Kalitsov et al. 2017; Ndiaye et al. 2017) for SOT theoretical
analyses, it is emphasized here the importance of 3D transport geometry (Kim et al.
2017; Ghosh and Manchon 2018) to capture both the effects at the FM/spin-orbit-
coupled-material interface and those further into the bulk of the FM layer. Finally,
ultrathin FM layers employed in SOT experiments can hybridize strongly with the
adjacent spin-orbit-coupled material to acquire its SOC and the corresponding spin
textures on all of the FM monolayers. Such “hybridized ferromagnetic metals”
can have electronic and spin structure (Fig. 3) which is quite different from an
isolated FM layer, thereby requiring usage of both 3D geometry and first-principles
Hamiltonians [of either tight-binding (Freimuth et al. 2014; Mahfouzi and Kioussis
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2018) or pseudopotential-LCAO-ncDFT (Theurich and Hill 2001) type] to predict
the strength of SOT in realistic systems and optimal materials combinations for
device applications of the SOT phenomenon.

Acknowledgments We are grateful to K. D. Belashchenko, K. Xia, and Z. Yuan for illuminating
discussions and P.-H. Chang, F. Mahfouzi, and J.-M. Marmolejo-Tejada for the collaboration. B.
K. N. and K. D. were supported by DOE Grant No. DE-SC0016380 and NSF Grant No. ECCS
1509094. M. P. and P. P. were supported by ARO MURI Award No. W911NF-14-0247. K. S. and
T. M. acknowledge support from the European Commission Seventh Framework Programme Grant
Agreement IIIV-MOS, Project No. 61932, and Horizon 2020 research and innovation program
under grant agreement SPICE, Project No. 713481. The supercomputing time was provided by
XSEDE, which is supported by NSF Grant No. ACI-1548562.

References

Ado IA, Tretiakov OA, Titov M (2017) Microscopic theory of spin-orbit torques in two dimensions.
Phys Rev B 95:094401
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Abstract

Chapters in this section center on applications of computational methods to
current and emergent materials, especially physically confined systems at the
nanoscale.

1 Emergence

In this section, computational applications to “current and emergent” materials are
presented.

Of course, current materials are ones of contemporary interest such as nanostruc-
tures, topological materials, and restricted dimensional materials such as graphene.
Active research project focuses on such materials for device applications and
fundamental understanding.

The term “emergent materials” is a more problematic one. The concept of an
unanticipated property emerging as the number of atoms increase is not new. A key
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reference in the evolution of this concept is Anderson’s highly cited paper on More
Is Different (Anderson 1972), published almost a half century ago. In his seminal
paper, Anderson noted: “The ability to reduce everything to simple fundamental
laws does not imply the ability to start from those laws and reconstruct the universe.”

Consider a simple example. Atoms carry charge, but not dipoles. The idea that
an isolated atom in free space might carry a dipole would seem to violate the
isotropy of free space. However, when atoms are brought together to form solids,
it is possible for a resulting crystal to be a “ferroelectric,” i.e., the crystal possesses
spontaneous electric polarization or a permanent dipole moment. The manifestation
of ferroelectricity is claimed to be an emergent property as one would not have
anticipated such a property by a study of the constituent atoms. The property only
occurs when large number of atoms interacts. Hence, the title of Anderson’s article
reflects this emergence as “more is different.”

Some have disparaged the use “emergence” in physics as commonly used by
claiming it is ill defined, vague, and utilized solely for the purpose of obtaining
research funding (Kivelson and Kivelson 2016). One aspect of such criticism is
the anthropic nature of the definition, specifically, defining emergence as involving
an“unanticipated” property. An unanticipated property is clearly a subjective judg-
ment. One might argue that a particular “emergent property” should have anticipated
and therefore not “emergent.” Most scientists would argue that definitions of
properties should not be dependent on a subjective judgment.

In this case, one might argue that a property deemed unanticipated by one
scientist might not be so characterized by another scientist. This is not an uncommon
situation. As the author recalls, the Nobel Laureate Linus Pauling once said in
response to a question: “It’s not a difficult problem if you know what you are doing.”
This, it could be argued, is like saying a difficult problem is no longer difficult once
you know the solution. As such one would not characterize a problem as difficult in
a scientific sense.

This said, scientists plainly use anthropic avenues of thought as they are human,
and such loosely defined characterizations are common and widely accepted. For
example, scientists often characterize materials by words such as “complex” or
“advanced,” and these terms are equally problematic in terms of an objective
definition as is the term: emergent. Today’s advanced material may not be so
a decade from now, and terming a material as complex is clearly a subjective
characterization. The argument about terming a property as emergent to obtain
funding may centered more on the judgment of the grant officer than on science
per se. Whatever the arguments about the meaning of an “emergent” property, a
material possessing such a property is likely to be of more general interest than one
not.

With such issues in mind, a recently proposed definition of an “emergent”
property has been proposed that attempts to more objectively quantify the term. An
emergent property should be defined as “a qualitative property that can only occur in
the limit where the number of microscopic constituents tends to infinity” (Kivelson
and Kivelson 2016). This definition is more rigorous as it removes the issue of
whether the property is “unanticipated.” However, this definition does not capture
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the imagination often associated with emergent behavior as implied by colloquial
use and Anderson’s “more is different” perspective.

2 Size, Symmetry, and Restricted Dimensionality in
Materials

Emergent material properties are often associated with issues of size, symmetry,
and restricted dimensionality. The authors of articles in this section for the most
part focus on nanoscale systems which exhibit size-dependent properties, some of
them emergent and some not.

Consider the following thought experiment about size properties. Suppose we
start with a bulk crystal. We can characterize its properties as either “intensive” or
“extensive.” Intensive properties are not dependent on its size. Density is such a
property. If we considered a 1 cm3 sample or a 10 cm3, sample, the density would
be the same. A bandgap of a semiconductor is a similar property as it does not
change in such circumstance. Extensive properties include the mass or volume of
the system. Now suppose we make the size of the system smaller and smaller. As
we do so, we would eventually find some “intensive” properties to be dependent on
the size of the system.

The bandgap of an insulating material is an obvious example. As the material
approaches the nanoscale, the bandgap changes. When an inherently intensive
property becomes dependent on size, one can usually argue that the materials reside
in a nanoscale regime. As a crude estimate for that size regime, consider the “size”
of an excitation in a semiconductor. Typically the Bohr radius of a hydrogenic model
for an electron-hole pair in a semiconductor is around 5–10 nm. For systems smaller
than this size, we expect the bulk bandgap to be significantly modified.

Consider the properties of a silicon nanocrystal. Very small nanocrystals of
silicon are optically active, i.e., they absorb and emit light in the visible spectrum.
By “very small” we mean a few hundred atoms. As the size of such a nanocrystal
increases, two interesting phenomena occur. First, the optical gap becomes inde-
pendent of size and saturates to a given value. Second, the optically active material
becomes optically inactive.

In Fig. 1, we illustrate computations for the ionization potential, IP , and
electronic affinity, EA, along with the highest occupied molecular orbital (HOMO)
and lowest unoccupied molecular orbital (LUMO) levels. The IP and EA energies
are defined by

I = E(N − 1)− E(N)
A = E(N)− E(N + 1)

(1)

where E is the total electronic energy of the nanocrystal.
The quasiparticle gap is the energy to create noninteracting electron-hole pairs

given by IP − EA. This is not the gap we expect for the absorption of light as we
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Fig. 1 Evolution of the
ionization potential (IP) and
electron affinity (EA) with
quantum dot size. Also shown
are the eigenvalue levels for
the highest occupied
molecular orbital (HOMO)
and the lowest unoccupied
molecular orbital (LUMO).
(Chelikowsky in MTM
Chapter 24)

have not included interactions between the electron and hole. Also, we used density
functional theory to compute these energies. They are ground-state energies, but the
functional we used to compute these energies is approximate. The gap decreases as
the size of the nanocrystal increases and eventually approaches the gap given by the
difference in the highest occupied energy level and the lowest unoccupied energy
level.

While the quasiparticle gap is not equal to the actual optical gap, the trends are the
same. The evolution of the gap from a nanocrystal to the bulk is not what we would
call emergent with our working definition. The trend is not qualitatively different
and it is not unanticipated. As the size of nanocrystal decreases, the excitation
is physically confined to a smaller domain. We can argue using the uncertainty
principle that the energy of such an excitation should increase. This can be shown
by a simple model based on a finite well (Chan et al. 2008).

Why does an optically active Si nanocrystal become inactive as the size of the
nanocrystal increases? This effect is illustrated in Fig. 2. The oscillator strength for
optical transitions is reduced by more than an order of magnitude as the diameter of
the nanocrystal increases from 6 to 18 Å. In this sense, the optical properties of bulk
silicon are qualitatively different than for nanocrystal silicon.

The evolution of this property might again have been anticipated. In crystalline
silicon, conservation of crystal momentum prevents the absorption of light at the
bandgap threshold. The conservation of crystal momentum is a direct result of
translational symmetry, which does not exist in the limit of a small nanocrystal of
silicon.

Other nanoscale systems often reflect restricted dimensionality anisotropically
such as nanofilms and nanowires where the systems are confined in one or two
dimensions. A limiting case of a nanofilm includes two-dimensional materials
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Fig. 2 Oscillator strength of
dipole-allowed transitions
near the absorption edge vs
cluster diameter. (Vasiliev
2002)

such as graphene or a single layer of MoS2. By appropriately capitalizing on the
role of quantum confinement in these systems, workers hope to change properties
by changing the physical size of the material and not by changing its chemical
composition.

3 Computational Challenges for Emerging Materials

The study of emergent properties is computationally difficult owing to spanning
length scales and the large number of atoms involved. While the physical size
of a nanocrystal might be small, the number of atoms involved is not. Often
thousands of atoms are involved in nanoscale phenomena. Only within the last
decade have computers and algorithms evolved to the point where it is possible to
consider computations for nanostructures that are comparable in size to those made
experimentally.

A key outstanding issue remains centers on the structural properties of nanostruc-
tures, which are in general not known even for nanocrystals. While it may be safe
to assume that nanocrystal structures are similar to the bulk material, the surface
structure can be problematic. In particular, one of the issues with a confined system
is exactly how to confine it. Often nanostructures are passivated by some agent
to remove chemically active bonds on the surface or the nanocrystals themselves
embedded in inert matrixes.

While one might be able to compute the energy of systems with many atoms,
the near degeneracy of competing states often precludes a definitive prediction of
the ground state. Moreover, the number of degrees of freedoms can be too large
to optimize the nanostructure by energy minimization. Still, we can often learn
about a material by considering energetically accessible structures or an ensemble
of materials that may closely resemble experimental situations. For example, we
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might consider a nanostructure created by a bulk fragment. If this system is
then passivated by “capping atoms” that eliminate dangling bonds, we can obtain
interesting perspectives on the role of quantum confinement.

Computational methods as outlined in the companion set of this Handbook:
(Methods: Theory and Modeling) address many of these issues in detail.

4 Contributions

This section contains contributions that are centered on limited dimensionality at the
nanoscale. The authors use a variety of computational means to examine structural,
electronic, optical, and magnetic properties.

A number of the contributions focus on two-dimensional materials such as
graphene sheets or nanoribbons:

• �Chapter 26, “Functionalizing Two-Dimensional Materials for Energy Appli-
cations” by Bing Huang and Su-Huai Wei. This contributions is focused on
the physical properties of some reprehensive 2D materials. These 2D materials
include graphene, transition metal disulfides and diselenides, black phosphorus,
and other metastable two-dimensional materials.

• �Chapter 25, “Interaction of Hydrogen with Graphitic Surfaces, Clean and
Doped with Metal Clusters” by Julio A. Alonso and María J. López. These
authors review the work on the interaction of molecular and atomic hydrogen
with graphene and graphene nanoribbons and address the effects due to the
presence of metal clusters on the surface because of the evidence of their role
in enhancing hydrogen storage.

• �Chapter 29, “Interlayer Interactions in Low-Dimensional Layered Het-
ero-structures: Modeling and Applications” by Oded Hod. This work provides
an overview of recent developments for constructing reliable, efficient,
and transferable anisotropic interlayer force-fields for homogeneous and
heterogeneous low-dimensional hexagonal layered materials. Applications to
the study of the structural and tribological properties of layered structures are
presented.

• �Chapter 31, “Electronic Structure of Atomically Precise Graphene Nanorib-
bons” by Leopold Talirz and Carlo A. Pignedoli. This chapter guides the reader
through a theoretical toolbox available for modeling the electronic structure of
graphene nanoribbons, including a range of approaches from simple empirical
models to state-of-the-art ab initio methods.

The remaining chapters center on nanostructures confined in two dimensions
(nanowires) or in three dimensions (molecules, clusters, and nanocrystals).

• �Chapter 27, “Spins in Semiconductor Nanocrystals” by Gustavo Martini
Dalpian. Semiconductor nanocrystals can be used as hosts to trap and manipulate
single spins, which can have different properties than their bulk counterparts,
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owing both to quantum confinement. This chapter discusses how spins can be
generated in nanocrystals by the insertion of impurities, either magnetic or not,
or by magnetic polarons present at dangling bonds at their surfaces.

• �Chapter 28, “Excited-State Properties of Thin Silicon Nanowires” by Li Yang.
Nanowires are special in terms of anisotropy as physical confinement occurs in
two directions resulting in a one-dimensional periodic system. Many-electron
interactions can be computed using many-body perturbation theory methods
based on the GW approximation and the Bethe-Salpeter equation. This chapter
illustrates the results found with these computational tools indicating enhanced
electronic interactions owing to restricted dimensionality and depressed elec-
tronic screening.

• �Chapter 30, “Emergence of Functionalized Properties in Semiconductor
Nanostructures” by James R. Chelikowsky. In this chapter computational
methods are discussed that can be used to predict the emergence of nanoscale
electronic properties in semiconductors, both intrinsic and extrinsic, and how
these properties change as the size of the system decreased.
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Abstract

Hydrogen is viewed as a possible alternative to the fossil fuels in transportation.
The technology of fuel-cell engines is fully developed, and the outstanding
remaining problem is the storage of hydrogen in the vehicle. Porous materials,
in which hydrogen is adsorbed on the pore walls, and in particular nanoporous
carbons, have been investigated as potential onboard containers. Furthermore,
metallic nanoparticles embedded in porous carbons catalyze the dissociation of
hydrogen in the anode of the fuel cells. For these reasons the interaction of hydro-
gen with the surfaces of carbon materials is a topic of high technological interest.
Computational modeling and the density functional formalism (DFT) are helping
in the task of discovering the basic mechanisms of the interaction of hydrogen
with clean and doped carbon surfaces. Planar and curved graphene provide good
models for the walls of porous carbons. We first review work on the interaction
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of molecular and atomic hydrogen with graphene and graphene nanoribbons, and
next we address the effects due to the presence of metal clusters on the surface
because of the evidence of their role in enhancing hydrogen storage.

1 Introduction

The interaction of hydrogen with the surface of carbonaceous materials is a topic of
high interest in materials science. Intense work has been motivated by the concern
that oil reserves in our planet may be exhausted in five decades or a bit more. Then,
hydrogen is viewed as a candidate to replace gasoline as a fuel in cars (Ogden 2002).
The engine technology is ready: those cars use an electric motor, based on a fuel cell
in which hydrogen coming from the storage tank reacts with atmospheric oxygen
producing an electric current, and the only emission from the reaction is water.
More specifically, molecular hydrogen is dissociated in the anode of the fuel cell,
the protons go through a proton exchange membrane and the electrons through an
external circuit creating an electric current, and recombination and reaction with
oxygen occurs in the cathode. These novel cars are now fabricated by the major car
companies.

A crucial ingredient in this process is the storage of the hydrogen needed to feed
the cell (Jena 2011). Hydrogen is a gas, and the present challenge is to find efficient
ways to store enough hydrogen in a tank to be able to run the car for 500 or 600 Km.
The technology currently in use consists in storing hydrogen gas in steel tanks at
high pressures of 350–700 bar. However, in the opinion of many engineers, that
method is not the ultimate solution. Hydrogen storage in solid materials is viewed
as a safer and convenient alternative. Storage of hydrogen in light solid porous
materials is a promising method because the storage mechanisms are the physical
or chemical adsorption of hydrogen on the pore walls, and those porous materials
show large specific surface areas up to several thousand m2/g. An interesting class
of porous materials is the family of nanoporous carbons. That family includes
activated carbons synthesized by physical or chemical activation of carbon-organic
precursors or coals (Jordá-Beneito et al. 2008), carbide-derived carbons synthesized
by reacting metal carbides with halogens (Yushin et al. 2006), graphitic nanofibers,
and carbon nanotubes. Experiments have been performed to measure the storage
capacities of those materials, with the result that the amount of hydrogen stored at
low temperatures (around 100 K) approaches the onboard storage targets of 6% of
hydrogen in weight (wt) and 40 g of hydrogen per liter, but the storage capacity is
lower at room temperature, far below the storage targets (Ansón et al. 2004; Jordá-
Beneito et al. 2007; Lueking et al. 2005; Panella et al. 2005).

Experimental work has shown that the storage capacity of porous carbons can be
enhanced by doping these materials with metallic atoms and nanoclusters (Contescu
et al. 2009, 2011). Theoretical calculations and computer simulations have been
performed to shed light on the mechanisms of interaction between hydrogen and
clean or doped porous carbons. In this way, the calculations can help to improve the
materials in the quest of the difficult task of fulfilling the storage targets.
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2 Theoretical Methods

In most theoretical simulations of the interaction of hydrogen with porous carbons,
the inner walls of the pores are modeled as single-layer graphitic-like nanostruc-
tures: graphene when simulating pores with planar surfaces, and carbon nanotubes
or open fullerenes in the case of curved pore surfaces, and this model is supported
by extensive computer simulations of the structure of porous carbons (López et
al. 2011; De Tomás et al. 2017). The method generally used to investigate the
interaction between hydrogen and the carbon substrates (clean or doped) is the
density functional formalism, or DFT (Fiolhais et al. 2003), a method which com-
bines (1) reasonable accuracy in describing the electronic structure and calculating
interaction energies, on one hand, and (2) acceptable computation times, which
allow simulating systems with more than 100 atoms easily, on the other. A key
ingredient in the density functional calculations is the exchange-correlation energy
functional and the corresponding exchange-correlation potential. The description of
electronic exchange and correlation effects has advanced to a mature state, and a
number of practical approximations are available. After the successful use for many
years of the local density approximation (Fiolhais et al. 2003), most works today
use functionals belonging to the family of generalized gradient approximations, or
GGA (Perdew et al. 1996; Becke 2014). Two of the most commonly used exchange-
correlation energy functionals, known as PW (Perdew et al. 1992) and PBE (Perdew
et al. 1996), have been developed by Perdew and coworkers.

The interaction between molecular hydrogen and graphitized surfaces is weak,
and a part of this interaction comes from the van der Waals forces. Consequently,
it is desirable to include dispersion corrections in the DFT calculations, and this
field has been reviewed recently (Klimes and Michaelides 2012; Hermann et al.
2017). One family of DFT-based methods uses nonlocal correlation functionals in
which the dispersion interactions are obtained directly from the electron density. In
a second class of DFT methods, dispersion interactions are included empirically or
semiempirically at different levels of complexity. At present, no particular method
to include dispersion interactions in DFT can be generally preferred over all the
others, and the best option is to restrict attention to the family of materials of interest
in each particular case and perform careful tests of the dispersion methods and
functionals applied to that family of materials. One example is the recent study
of the physisorption of molecular hydrogen on benzene and graphene (Cabria et al.
2017), in which the results of different density functionals have been compared to
ab initio quantum chemistry methods.

3 Molecular Hydrogen on Graphene

When molecular hydrogen interacts with a graphitized carbon surface without
defects, the molecule binds weakly to the surface by a physisorption mechanism.
The measured physisorption energy of H2 on graphene is 0.048 eV (Mattera
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Fig. 1 Relevant
configurations for a H2
molecule on top of a
graphene surface. Three sites:
A, on a carbon atom; B, on a
carbon-carbon bond; H, on
the center of a hexagon. For
each site, three different
orientations of the molecule
axis are shown. The first
subscript on the site index
informs if the molecule axis
is parallel of perpendicular to
the graphene plane. The
second subscript indicates if
the axis is parallel or
perpendicular to two C–C
bonds of the hexagon.
(Reproduced from Cabria et
al. 2017, with permission of
AIP Publishing)

et al. 1980; Costanzo et al. 2012). DFT calculations indicate that the most stable
adsorption sites are at the center of the carbon hexagons with the molecular axis
parallel to the graphene plane (Cabria et al. 2017). The adsorption energy obtained
by the PBE functional corrected by dispersion corrections in a form proposed by
Grimme, PBE-D2 (Grimme 2006), is Eads = 0.051 eV, in good agreement with
experiment, and the equilibrium distance from the molecule to the carbon plane
is de = 2.85 Å. The perpendicular orientation of the molecular axis leads to a
similar adsorption energy, and adsorption energies on other sites shown in Fig. 1,
bridge positions between two C atoms, or positions on top of C atoms, are 0.01 eV
smaller. In summary, adsorption energies depend only weakly on the adsorption site
and orientation of the molecular axis. The adsorption energy can be interpreted as
a sum of several contributions, all of them small. One contribution is due to the
dispersion interactions (interaction between induced fluctuating electrical dipoles).
Another contribution arises from the small overlap of the electron densities of
molecule and substrate. Even in the absence of any rearrangement of the overlapping
densities, electronic exchange and correlation effects produce a small bonding
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contribution (Arellano et al. 2000). In addition, there is a rearrangement of the
electron density (or electronic relaxation) that, although small, also contributes to
binding. Calculations for H2 adsorbed on the outer wall of carbon nanotubes lead
to the same conclusion (Cabria et al. 2006), and an experimental estimation (Brown
et al. 2000) gave Eads = 0.062 eV.

How much hydrogen can be adsorbed on graphene is determined by the
interplay between the H2-graphene and the H2–H2 interaction potentials. The H2–
H2 potential is repulsive for distances d < 3.4 Å between the two molecules and
has a weak attractive tail with a shallow minimum of depth 0.003–0.004 eV at
d = 3.5 Å (Okamoto and Miyamoto 2001). But the distance between the centers
of two neighbor hexagons in graphene is only 2.46 Å, and this means that full
covering of graphene (or a carbon nanotube) with one H2 molecule per hexagon is
not possible. An estimate of the affordable low temperature coverage can be done by
considering a model (Okamoto and Miyamoto 2001) of a two dimensional lattice of
physisorbed molecules interacting through an H2–H2 potential VHH(r) and writing
the energy of N molecules physisorbed on area S as

E = N (−t + γVHH (rnn) /2) . (1)

E is given as a sum of two terms. The first one is the total physisorption energy
of noninteracting molecules, −Nt, written in a way that assumes the same value,
−t, for the physisorption of each molecule; this is supported by the observation
made above that the physisorption energies depend only weakly on the adsorption
site. The second term accounts for the intermolecular H2–H2 interactions. The
H2–H2 interactions are restricted to the nearest-neighbor molecules, and this is
accounted for by the coordination number γ in the lattice (γ = 6 for a triangular
lattice). The number of physisorbed molecules per area S is 1.154 S/rnn

2 for a
triangular lattice. Taking t as a parameter with values between 0.04 and 0.05 eV, and
minimizing E with respect to the nearest-neighbor separation rnn, leads to a coverage
of 4.5–4.6% (weight of adsorbed hydrogen divided by the total weight of hydrogen
and substrate). Since the walls of the pores are essentially graphene nanoribbons,
this estimation, which neglects the effect of temperature, already indicates the
difficulties of reaching the hydrogen storage targets with clean porous carbons.More
precise estimations of the amount of hydrogen stored in porous carbons have been
obtained with methods which combine thermodynamics and quantum mechanics
(Patchkovsky et al. 2005; Cabria et al. 2007, 2011). As a result of pumping in
hydrogen by applying an external pressure Pext, the amount of stored hydrogen
at a temperature T is determined by the thermodynamic equilibrium between a
condensed phase formed by the hydrogen adsorbed on the pore walls and a gas
phase corresponding to the non-adsorbed hydrogen in the material. First, the pores
are modeled as cavities formed by two parallel graphene layers separated by a
distance d (other pore geometries, cylindrical and spherical, have also been studied),
and the potential confining the molecules in the pore is calculated using DFT or
other quantum chemical methods. When d is small, the hydrogen molecules interact
with the two walls and the confinement energy is larger. The quantum states for
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the motion of the H2 molecules in the confining potential well of the pores are
calculated by solving the time-independent Schrödinger’s equation, and the energies
εi of those states are used to evaluate the partition function of the adsorbed H2 phase,

Zads =∑
i

e−
εi
kT , where k is Boltzmann’s constant. The ratio Zads/Zfree = Keq, where

Zfree is the partition function of the gas of compressed free molecules confined in
the volume of the pores, gives the equilibrium constant Keq between the adsorbed
and the compressed phases. Keq allows relating Pext and the pressure of the adsorbed
phase, or internal pressure Pint, through the van’t Hoff equation

Keq = e
1
RT

Pint∫

Pext

Vmolar (P,T )dP

(2)

where R is the gas constant. A key ingredient in this equation is the molar
volume Vmolar (P,T), which is known as a function of P and T from existing
parameterizations of the equation of state of hydrogen. Then, Pint is obtained for
given values of Pext and T from Eq. (2). Finally, using again the equation of state,
the molar volume of the adsorbed hydrogen phase is obtained in terms of T and Pint

(or Pext). The predictions at low temperature are promising (Cabria et al. 2011): at
77 K, the gravimetric and volumetric storage capacities reach values of 3 wt% and
60 g/L, respectively, and the last one fulfills the technological target. Although such
temperatures are too low for automotive applications, the prediction could be useful
for outer space vehicles. Figure 2 presents calculated storage capacities for three
pore shapes, planar, cylindrical, and spherical, at T = 300 K and P = 10 MPa, as a

Fig. 2 Excess gravimetric hydrogen storage capacities of planar, cylindrical, and spherical pores
as a function of pore size, for confining potentials obtained using the Möller-Plesset (MP2) method.
The results correspond to a temperature of 300 K and an external pressure of 10 MPa. (Reproduced
from Alonso et al. 2013, with permission of Cambridge Univ. Press)
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function of the pore size. The gravimetric storage capacities are below 1 wt%, but
this value has to be increased by a factor in between one and two, because computer
simulations indicate that about 50% of the pore walls in the porous carbons expose
their two sides to gas adsorption; that is, those walls are shared by two pores.
Figure 2 shows a maximum in each of the curves; that is, there is an optimum pore
size near 1 nm, although the precise optimal value depends on the pore shape. In
summary, the calculations predict that clean porous carbons do not fulfill the targets
at room temperature, and this is consistent with experiment (Yushin et al. 2006). The
ultimate reason is that the adsorption energies of H2 on pristine graphitic surfaces,
planar or curved, are below 0.10 eV, too small for the purposes of storage.

4 Atomic Hydrogen on Graphene

Atomic hydrogen adsorbs on graphene on top of C atoms, and the C atoms bonded
to H protrude out of the carbon plane by 0.35–0.48 Å in DFT-GGA calculations
(Ferro et al. 2004; Borodin et al. 2011), changing their hybridization partially from
sp2 to sp3. This is a chemisorption state. The chemisorption energies are 0.81–
0.86 eV, although there is an adsorption barrier of 0.2 eV (Jeloaica and Sidis 1999),
confirmed recently (Aréou et al. 2011). Chemisorbed single H atoms have been
observed on graphene supported on SiC (0001) surfaces (Merino et al. 2015). A
physisorption state has been detected in scattering experiments (Ghio et al. 1980),
and the calculations indicate that the physisorbed H atoms sit on top of the hollow
sites at the hexagon centers. The physisorption binding energy is 0.03 eV, a value
close to the thermal energy at room temperature, kT = 0.025 eV, and the activation
energy barrier between the physisorption and chemisorption states is only 0.13 eV
(Psofogiannakis and Froudakis 2009).

Using standard techniques for depositing atomic hydrogen on graphene, the
most probable clusters forming at low temperature for H coverages of 1–2 at.%
are dimers. Two different configurations of dimers have been observed by STM
(Hornekaer et al. 2006; Merino et al. 2015); see Fig. 3, and DFT calculations have
allowed to interpret those two configurations (Hornekaer et al. 2006; Psofogiannakis
and Froudakis 2009; Merino et al. 2015): a structure with the two H atoms
chemisorbed on adjacent C atoms (ortho dimer) and a second structure with the
two H atoms chemisorbed on opposite carbons of an hexagonal ring, that is, as
third neighbors (para dimer). The two C atoms protrude out of the carbon plane.
The para is slightly more stable than the ortho configuration, the chemisorption
energies of the dimers (with respect to two isolated H atoms) being 2.87 and 2.60 eV,
respectively. These values are larger than the sum of the chemisorption energies of
two well-separated H atoms, 1.72 eV, and consequently the two chemisorbed atoms
interact substantially both in the para and ortho configurations. However, the above
values of the dimer chemisorption energies are smaller than the energy required to
split the H2 molecule in two H atoms (4.5 eV), and this means that chemisorption
of H only occurs starting with atomic H. Recombination of the two H atoms
and desorption of the molecule has been observed in temperature-programmed
desorption experiments (TPD). Those experiments indicate that the ortho are more
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Fig. 3 (a) STM images of hydrogen dimers chemisorbed on a graphene layer grown on a SiC
(0001) surface. In (b) the graphene grid has been superimposed, and the suggested position for the
H atoms is indicated. (c) Model hydrogen dimers: para dimer (third-nearest neighbors) and ortho
dimer (first neighbors). (Reproduced from Merino et al.2015, with permission of ACS)

stable than the para dimers under annealing, and this has been interpreted as the para
dimers having a lower recombination energy barrier (Hornekaer et al. 2006).

The barrier for the migration of an isolated H atom from its stable position on
top of a C atom to a position on top of a nearest-neighbor C atom obtained in
DFT calculations is 0.99 eV, slightly less than the desorption barrier of 1.1 eV
(Borodin et al. 2011), and a direct leap to a second nearest-neighbor C atom is
less likely than two nearest-neighbor jumps, because the barrier is higher in the
former case. Consequently, transport of atomic hydrogen on graphene is subject to
a strong competition between diffusion and desorption. Molecular dynamics (MD)
simulations in which the semiempirical Brenner potential (Brenner 1990) was used
to model the interaction between C and H atoms have been performed to study
the competition between diffusion and desorption (Borodin et al. 2011). The tem-
peratures, 1200–2000 K, were high to allow for the observation of desorption and
diffusion events within the simulation times. The simulations reveal that hydrogen
atoms move by diffusion jumps and that the average number of jumps made by
a hydrogen atom during its lifetime (the residence time on the graphene before
it desorbs) is very small, close to one at those temperatures, slightly increasing
as the temperature decreases. This is because the average lifetime increases from
about 8 ps at 2000 K to about 0.5 ns at 1200 K. However, a small fraction of
atoms performs more jumps, up to ten jumps for long lifetime events. Apart from
jumps to first neighbor positions, correlated jump chains over two to five C–C
bonds were observed. Interestingly, extrapolation to room temperature reveals that
a hydrogen atom can travel two or three nanometers before detachment. This affects
the nucleation and growth of hydrogen clusters on graphene: a dimer can grow
by capturing H atoms deposited at distances of several Å or less from the dimer.
Diffusion of H from one side of a graphene layer to the other side through a carbon
hexagon is very unlikely because the calculations predict the existence of a high
diffusion barrier between 3 and 4 eV (Miao et al. 2011).
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Carbon atoms with coordination 2 surrounding vacancies or holes (groups of
vacancies) in graphene and at the edges of graphene nanoribbons have unsaturated
dangling bonds and are highly reactive, acting as catalysts for the dissociation
of H2. This molecule easily dissociates at those regions, because the dissociation
barriers are small: 0.3 eV or less, depending on the particular exchange-correlation
functionals used in the DFT calculations and the inclusion of dispersion interactions
(Bores et al. 2012). The values of the chemisorption energies, measured with respect
to the free molecule, depend on the system: 5.65 eV and 2.53 eV on zigzag and
armchair edges of nanoribbons, respectively (Bores et al. 2012), and 3.06 eV on
graphene vacancies (Granja-DelRío et al. 2017). The reason for the large difference
between the two ribbon edges is that the separation between the two hydrogen
atoms in armchair edges, 1.9 Å, is lower than in zigzag edges, 2.4 Å, and the closer
proximity between the H atoms in the armchair edge weakens the C-H bonds. This
becomes reflected in the changes of the density of electronic states. Adsorption and
dissociation of H2 at zigzag edges do not close the electronic gap at the Fermi level
of the nanoribbons. In contrast, dissociation of H2 at armchair edges introduces
occupied states at the Fermi level and closes the gap, which is a signature of weaker
C–H bonds.

Nanoribbons with zigzag edges support electronic states near the Fermi level
which are localized at one edge of the ribbon (Son et al. 2006). States localized at
one ribbon edge have spin orientation opposite to that of the states localized at the
other edge, and this antiferromagnetic-like arrangement gives a total spin S = 0 to
the ribbon. However, the dissociative adsorption of a hydrogen molecule at a zigzag
edge changes the magnetic character of the nanoribbon, producing a configuration
of non-compensated spins (Bores et al. 2012): the spin orientation of the electrons
supplied by the two hydrogen atoms is opposite to that of the electrons of the edge
states at the adsorbing edge, and then the net spin at the adsorbing edge is reduced,
whereas the localized states at the other edge suffer no changes. As a result, the
nanoribbon gets a magnetic moment of 2 μB. This is reflected in Fig. 4, where
the difference between the electronic densities with spins up and down has been
plotted. The left panel corresponds to a clean nanoribbon with excess of spin up on
the upper edge and excess of spin down on the lower edge, and the right panel shows
that the dissociative adsorption of H2 at the upper edge quenches part of the spin up
excess. Hydrogenation of the nanoribbon edges then provides a way to control the
magnetism of carbon nanoribbons (Kusakabe and Maruyama 2003).

Graphitized glassy carbon grains present in interstellar clouds are believed to
catalyze the recombination of H atoms to produce H2 gas. Molecular dynamics
simulations reveal that graphitized low density glassy carbons (densities lower than
that of graphite) can be viewed as a disordered assembly of planar and curved
graphene-like fragments leaving substantial space (pores) in between (López et al.
2011) and that the number of pores and their size decrease as the density of the
material approaches that of graphite (Alonso et al. 2017). Those planar and curved
fragments bear a substantial amount of defects, and also many open edges, mostly of
zigzag type. Defects play an important role in carbon chemistry, including the above
process of H–H recombination. A common family of defects is formed by holes,
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Fig. 4 Difference between spin up and spin down electron densities, ρ↑
(−→
r
)−ρ↓

(−→
r
)
, of a clean

graphene ribbon (left) and a ribbon with a dissociated hydrogen molecule at the upper edge (right).
Blue and red colors represent positive and negative isosurfaces, respectively, of value 0.01 e/au3

or multi-vacancies, having reactive unsaturated dangling bonds. Experiments have
confirmed the presence of those defects in samples of chemically produced defective
graphene and in samples obtained by ball milling of graphite powder (Cavallari
et al. 2016). The evidence arises from neutron vibrational spectroscopy of the
hydrogenated samples and, more specifically, from the comparison of the measured
inelastic neutron scattering (INS) spectra with the modeled INS spectra obtained
from DFT-based molecular dynamics simulations, which provide the vibrational
spectrum for hydrogen on specific graphene sites. The experimental spectra are
well reproduced by considering in the model a proper proportion of H atoms
chemisorbed at the edges of the flakes and inside small holes. Interestingly, the INS
spectra change significantly with temperature in the temperature range between 5
and 300 K, and this is due to some H atoms moving, that is, changing their local
environment. Because the binding of the chemisorbed H atoms to dangling bonds
on edges or void sites is strong, the only way to understand the local motion of the
H atoms at those temperatures is by quantum tunneling.

Graphene can be saturated with chemisorbed atomic hydrogen and an interesting
new phase results with formula CH, known as graphane. Its existence was predicted
by calculations based on a cluster expansion method (Sluiter and Kawazoe 2003),
and later using DFT (Sofo et al. 2007), and it has been produced by different
experimental methods (Sahin et al. 2015). In graphane, every C atom of the layer is
covalently bonded to an H atom, and as a consequence the hybridization in the
carbon layer changes from sp2 to sp3. The H atoms are bonded to C atoms on
both sides of the carbon plane in an alternating manner, as shown in Fig. 5; that
is, every C–C bond connects C atoms with H attached at opposite sides of the layer.
All the C–H bond lengths are close to 1.10 Å, which is the typical value for C–H
bonds in organic chemistry, and the bond lengths of the C–C bonds are close to
the single C–C bonds in diamond. Graphene is a zero-gap semiconductor; however,
graphane shows an electronic gap, and the best theoretical calculations performed,
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Fig. 5 Structure of graphene
in chair configuration. Dark
and light spheres represent C
and H atoms, respectively.
Notice that each C atom
bonded to an H atom above
the carbon layer is
surrounded by three C atoms
bonded to H atoms below the
carbon layer. (Reproduced
from Sofo et al. 2007, with
permission of APS)

using the many-body GW approximation, predict a value of 5.2 eV (Lebègue et
al. 2009). The binding energy in a GGA calculation is quite large, 6.6 eV per
atom, which means that graphane is more stable than any other hydrocarbon with
the 1/1 carbon/hydrogen atomic composition. The conformation described above is
known as the chair conformation. There are other possible arrangements, but those
alternative isomeric conformations have lower binding energies.

5 Adsorption of Hydrogen on Graphene Doped
with Non-transition Elements

Although the technological hydrogen storage targets are not achieved with clean
graphitized porous carbons, experimental evidence indicates that doping the mate-
rial with metallic atoms, clusters, or nanoparticles enhances the amount of stored
hydrogen (Yang 2000; Bath et al. 2010). On the other hand, when the stored
hydrogen feeds the fuel cell, the H2 molecules are dissociated in the anode, which is
formed by metallic nanoparticles embedded in a porous carbon. For these reasons,
the interest in understanding the details of the interaction of hydrogen with metallic
atoms and clusters supported on graphene (a good model for the carbon pore walls)
has become a priority.

A family of dopants enhancing hydrogen storage is formed by metals with s and
p electrons, like Li or K (Chen et al. 1999; Yang 2000). In this case the beneficial
effect of the dopant atoms consists in increasing the binding energy of the hydrogen
molecule to the pore walls. The most stable adsorption positions for a Li atom on
graphene are the hollow sites above the center of carbon hexagons, and Li rests at
a distance 1.7–1.8 Å above the carbon plane. The bonding, with strength close to
1 eV, is an admixture of covalent and ionic contributions, and the Li atom is partially
ionized, transferring about half an electron to graphene (Khantha et al. 2004). The
adsorption energies of H2 increase substantially on Li-doped graphene compared to
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Fig. 6 Polarization of the
charge of an adsorbed H2
molecule due to the presence
of a Li atom nearby. Black
and white regions indicate
enhancement and depletion of
electronic charge,
respectively, compared to a
free molecule. The position of
the Li atom is indicated by
the small red sphere. Upper
panel, the molecule is placed
above a C–C bond with the
molecular axis perpendicular
to the C layer. Lower
panel, the molecule is placed
above the center of a hexagon
with the molecular axis
parallel to the layer plane

clean graphene, reaching values of 0.17–0.20 eV per molecule (Cabria et al. 2005),
and the same occurs for K-doping (Froudakis 2001). The increase of the adsorption
energies is due to the polarization of the charge of H2 by the electric field of the
neighbor charged alkali atoms. The polarization of the charge of the H2 molecule
is shown in Fig. 6. Due to the increased adsorption energy of H2 in the case of
Li doping, the storage capacity of Li-doped porous carbons becomes enhanced. A
rough estimate along the lines of the method presented in Sect. 3 indicates that the
gravimetric hydrogen storage capacity grows to about 1.5 wt% in the case of slit
pores, twice the value in Fig. 2 (Alonso et al. 2013). A proposed advantage of Li
is that Li atoms do not cluster on a graphitized surface (Sun et al. 2006), because
the experimental (Bréchignac et al. 1994) and calculated (Brito et al. 2014) binding
energies of small Li clusters are smaller than the binding energy of a Li atom to
graphene.

The alkaline-earth dopants Ca and Sr show some similarities with the simpler
alkali dopants. The most stable positions on graphene obtained in DFT calculations
are the hollow sites also, and the adsorption binding energy of Ca atoms amounts
to 0.63 eV using the PBE approximation (Chan et al. 2008) and 0.99 eV using
LDA (Ataca et al. 2009). DFT-PW calculations for Ca adsorbed on C60 predict a
larger binding energy, 1.3 eV, due to the curvature of the fullerene (Yoon et al.
2008). Those values are higher than the binding energies per atom (Eb) of small free
Ca clusters (Dai and Blaisten-Barojas 2008): Eb = 0.07 eV (Ca2), 0.22 eV (Ca3),
0.44 eV (Ca4), 0.48 eV (Ca5), 0.51 eV (Ca6), and 0.62 eV (Ca7). Consequently,
dispersion of Ca on graphene, instead of three-dimensional clustering, is expected.
In contrast, the binding strength of Be and Mg to graphene is too weak. The stronger
bonding of Ca (and Sr) to graphene arises from the transfer of electronic charge from
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the valence s electrons of these atoms to the π* bands of graphene and back donation
to the previously unoccupied d orbitals of the alkaline-earth atoms through their
hybridization with the π* states. The electrostatic repulsion between the charged
dopant atoms prevents clustering, and the most favorable coverage of Ca is 12.5%,
that is, one Ca atom for every four C hexagons, for single-side adsorption (or 25%
for double-side adsorption). The charged dopants generate an electric field favoring
the adsorption of molecular hydrogen around those atoms. DFT calculations predict
that a single Ca or Sr atom attached to C60 can adsorb up to five H2 molecules
with quite constant binding energies, 0.2 eV per molecule in GGA calculations and
0.4 eV in LDA calculations (Yoon et al. 2008). C60 coated with 32 Ca atoms (one on
each face of the fullerene) was explored, and it was found that the system can adsorb
92 H2 molecules, nearly three per Ca atom, with the same binding energies given
above. In the case of graphene, each Ca atom binds up to four or five H2 molecules,
depending on the Ca coverage (Ataca et al. 2009).

Interesting features appear when Ca is adsorbed on narrow graphene nanoribbons
because of the influence of the ribbon edges and for graphene with holes (multi-
vacancy defects). The Ca atoms prefer to occupy the hollow sites on carbon
hexagons on the ribbon edge, instead of hexagons in the central part of the ribbon
(Lee et al. 2010). The charge transferred to the carbon ribbon is more localized in
the first case and leads to a stronger electrostatic interaction between Ca and the
substrate and to larger binding energies. On the other hand, the binding energies on
those sites are sensitive to the type of edges. For nanoribbons terminated in zigzag
edges, the binding energies obtained from DFT-PW calculations are 2.0 eV on the
edges and 1.1 eV on the central part of the ribbon. The electron transfer leaves the
Ca atoms charged, and the electrostatic repulsion prevents the charged atoms from
coming too close together. The calculated optimal separation on zigzag edges is
10 Å. The binding is weaker in the case of nanoribbons with armchair edges: 0.73
and 0.68 eV on the edges and ribbon center, respectively, close to the binding energy
on extended graphene. Consistent with the above results, the binding energy of Ca
on C hexagons surrounding multi-vacancy holes in which the arrangement of the C
atoms is of zigzag type is relatively large, 1.3 eV. The average adsorption energies
of molecular hydrogen around a Ca atom doping the edge of a zigzag nanoribbon
are 0.18, 0.21, 0.20, 0.17, 0.16, and 0.13 eV per molecule for 1, 2, 3, 4, 5, and 6 H2
molecules, respectively.

A few atoms such as nitrogen or boron, which have nearly the same size as
carbon and can easily form three chemical bonds, can replace C atoms in graphene
forming genuine substitutional impurities. Most other atoms are larger than carbon
and do not fit in a graphene vacancy, protruding outward from the carbon plane. The
presence of substitutional boron affects the adsorption of hydrogen on graphene.
Interestingly, the B atoms do not provide stable adsorption sites for atomic hydrogen
(Ferro et al. 2003). However, the presence of B enhances the binding strength of H
on C atoms neighbors to B atoms. Substituted graphene models with compositions
C7B (12.5% B) and C3B (25% B) have been studied (Ferro et al. 2004) using
DFT. The calculated chemisorption energies of atomic H on C7B and C3B are
2.37 and 1.70 eV, respectively, and the protrusion out of the carbon plane of the
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C atom involved in the C-H bond is smaller than in pure graphene. At a first
sight, it may appear that the binding energy of H does not increase with rising
B concentration. However, in those two models the substitutional B atoms are
distributed in such a way that there are no B-B first neighbors. Allowing for the
occurrence of B-B first neighbors in modified models with C3B composition, the
adsorption energy of atomic H is 3.49 eV, indicating that the location of the B
atoms has a strong influence on the layer reactivity. Obviously, the probability of
finding B-B nearest-neighbors in materials prepared in the laboratory increases
with B concentration, so it will be easier to find those pairs in C3B as compared
to C7B composition. Taking this into account, a correlation arises between the
B concentration and the strength of the H bonding which is consistent with the
experimental observation that retention of H in graphitic materials exposed to
hydrogen plasma increases with B concentration (Schenk et al. 1995). Graphitic
materials are exposed to hydrogen plasma, for instance, in experiments of nuclear
fusion in tokamaks because carbon materials coat the walls in contact with the
plasma. B also influences the diffusion of H atoms through a doped graphene layer,
from one side to the other: the activation energy barrier drops from about 4 eV
in pure graphene to 0.91 eV in C7B (through a hexagon having two B atoms)
and to 0.54 eV in C3B (through a hexagon with a B atom). The lowering of the
barrier is also consistent with the increased retention of hydrogen in doped carbon
materials exposed to hydrogen plasma, because the H atoms find the walls more
permeable and penetrate deeply into the solid. For H diffusion on the layer plane,
the activation energy, near 1 eV on pure graphene, drops to 0.5 eV for B-doped
graphene with composition C3B. In the latter case, one possible diffusion path for
H is from a C atom to a first neighbor C. An alternative path is from C to a second
neighbor C atom through an intermediate B atom; in this case the maximum of
the activation barrier occurs when H is on top of the B atom. As discussed above,
substitutional B induces a better H retention capability in graphite. At the same time,
experiments indicate that recombination into molecular hydrogen and desorption
of H2 under heating becomes easier in the B-doped carbons (Schenk et al. 1995).
This result is not in conflict with the larger H chemisorption energies in the doped
material (Ferro et al. 2004): recombination of two H atoms and desorption of H2
on clean and doped graphene are complex processes involving several steps with
activation barriers associated, and the presence of substitutional B lowers those
barriers.

6 Adsorption of Hydrogen on Graphene Doped
with Transition Metal Clusters

Experimental work provides evidence for an enhancement of the storage capacity of
porous carbons doped with transition metal nanoparticles: vanadium (Zacharia et al.
2005), nickel (Wang and Yang 2008), ruthenium (Wang and Yang 2008), palladium
(Contescu et al. 2009; Contescu et al. 2011), and platinum (Kim et al. 2008), among
others. Since the adsorption of hydrogen is a surface process, clustering of the metal
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Table 1 Calculated adsorption energies of metal atoms (M) on graphene, Eads, binding energy per
atom of free trimers, Eb(M3)/at, and hexamers, Eb(M6)/at, and experimental cohesive energy or the
metal, Ec. All energies are given in eV

M Eads [1] Eb(M3)/at Eb(M6)/at Ec

Ti 1.869 2.701 [2] 3.678 [2] 4.85
Fe 0.748 2.1 [3] 3.0 [3] 4.28
Pd 1.081 1.25 [4] 1.96 [4] 3.89
Au 0.096 1.66 [5] 2.56 [5] 3.81

[1] Chan et al. (2008), [2] Kumar et al. (2007), [3] Kima et al. (2014), [4] Cabria et al. (2012), and
[5] Fernández et al. (2004)

atoms to form nanoparticles is usually viewed as a disadvantage. Actually, clustering
of transition metal atoms on graphene or other carbon nanostructures is common;
examples can be found in work on Ti (Sun et al. 2005) and Pd (Cabria et al. 2010).
The reason for clustering is that the binding strength between the dopant atoms is
larger than the adsorption energy of the dopant atom on graphene. This point is
illustrated in Table 1 for a few selected examples: Ti, Fe, Pd, and Au. For all of
them, the adsorption energy of the atom on graphene is not only smaller than the
cohesive energy of the metal but also smaller than the binding energies per atom of
small clusters (the Table reports results for trimers and hexamers). The fact that the
adsorption energies of metal atoms on graphene are lower than the cohesive energies
of the corresponding bulk metals is a general feature, but for a few non-transition
metals, the adsorption energies are larger than the binding energies per atom of
small clusters, as discussed above in the specific case of Ca. The enhancement
of the hydrogen storage in the doped carbons has been generally ascribed to the
mechanism of spillover from the nanoparticle to the substrate (Conner and Falconer
2006; Prins 2012), which is discussed below.

Theoretical work on the interaction of hydrogen with transition metal (TM)
clusters supported on graphene is abundant, and the case of palladium, a dopant
of interest in experimental studies (Contescu et al. 2009, 2011; Zacharia et al.
2005), is selected here to illustrate the main features of the interaction. DFT-GGA
calculations predict that the lowest energy structure of free Pd3 is an equilateral
triangle, Pd4 is a tetrahedron, Pd5 is a trigonal bipyramid (a second structure,
a square pyramid, is very close in energy, only 0.05 eV above), and Pd6 is an
octahedron (Cabria et al. 2012). The magnetic state of all these clusters is a spin
triplet (magnetic moment M = 2 μB). In general, the most stable structure of the
free Pd cluster is also the most stable structure of the cluster adsorbed on pristine
graphene. Supported Pd3 has a triangular structure vertically oriented, Pd4 is a
tetrahedron lying on a triangular face, and Pd6 is an octahedron lying on one of
its faces. The rule also works for selected larger clusters studied, like Pd13 (Blanco-
Rey et al. 2016). The only exception in the small-size range covered above occurs
for Pd5: in this case, the lowest energy structure of the adsorbed cluster is the square
pyramid lying on its base.
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Table 2 Calculated binding energies of Pdn clusters to graphene. Adsorption energies for
molecular adsorption of H2 and dissociated chemisorption (H + H) on Pdn clusters supported
on graphene and dissociation barriers. Energies are given in eV. Adsorption energies are measured
with respect to separated Pdn@graphene and free H2. Dissociation barriers near zero are lower
than 0.03 eV

Pd2 Pd3 Pd4 Pd5 Pd6 Pd13

Eb(Pdn@graph) 1.26 0.76 0.84 0.49a;
0.68b

1.14 1.41

Eads(H2) 1.06 0.53 0.42 0.69 0.56 0.50
Eads(H+H) 1.66 1.95 1.47 1.24 1.19 1.42
Barrier Near 0 Near 0 0.70 0.26 0.30 Near 0

aTrigonal bipyramid
bSquare pyramid

Pdn clusters supported on graphitized surfaces easily adsorb hydrogen. Molec-
ular H2 binds to the cluster usually on top of carbon atoms, and the adsorption
energies vary between 0.5 and 1 eV depending on the cluster size (Cabria et al.
2012). Those binding energies are substantially higher compared to those for H2
adsorbed on clean graphene, but it should be noticed that the molecule is bound to
the cluster. The binding can be interpreted as a mixture of a covalent contribution
(electron density accumulates in the region between the molecule and the Pd atom)
and polarization of the charge of the molecule. The H–H bond length of the adsorbed
molecules becomes slightly elongated compared to free H2, but the molecule is only
activated and the H–H bond is not broken. On the other hand, a dissociated state also
exists with the two atoms separately chemisorbed on the surface of the Pd cluster,
and it is, in fact, more stable than the molecular state, at least for low covering.
Table 2 shows the adsorption energies for molecular and dissociative adsorption. In
a cluster there are usually different adsorption sites with slightly different adsorption
energies, and the adsorption energies of this Table correspond to the highest in each
case. The path to dissociation starting with the adsorbed molecule needs to surmount
an activation barrier whose height depends sensitively on the cluster size, being very
small in some cases.

Table 2 shows that the binding strength between small Pdn clusters and graphene
is not large. Furthermore, the binding becomes weakened after the adsorption of
a hydrogen molecule, and adsorption of additional molecules enhances that effect
(López et al. 2014). For instance, the energies required to desorb H2-Pdn metal-
hydrogen complexes (0.97 eV for H2-Pd2, 0.77 eV for H2-Pd3, 0.63 eV for H2-Pd4,
0.60 eV for H2-Pd5, and 1.0 eV for H2-Pd6) are competitive with the energies
required for desorbing the H2 molecule (the values of Eads(H2) in the Table 2).
This will produce an undesirable contamination effect on the fuel cell in the step
of releasing the adsorbed gas from the container. The problem disappears when
the clusters are anchored to defects on the graphitized pore walls. This is because
graphene defects are very reactive and the binding of the clusters to the defects
is strong: between 5 and 6 eV for Pdn clusters (n = 1–6) anchored to graphene
vacancies (López et al. 2014). In spite of the strong binding, the deformation of the
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structure of the anchored Pd clusters is minor compared with free clusters or with
the clusters adsorbed on perfect graphene. Fortunately, the pore walls of graphitized
porous carbons contain abundant defects which play a double role. First, by tightly
anchoring small clusters, the formation of large clusters is hindered. Second,
the contaminating effect disappears because metal-hydrogen complexes are not
freed.

H2 shows two adsorption modes on Pd clusters anchored to graphene vacancies:
molecular adsorption (H2) and dissociative adsorption (H+H), and there is com-
petition between those two modes. Adsorption of H2 on anchored Pd6 has been
studied in detail (Granja et al. 2015). The most stable structure of Pd6 anchored to
a vacancy is the octahedron resting on one of its triangular faces. That structure
shows only tiny distortions with respect to free Pd6, and the adsorption energy
is 5.62 eV. The graphene layer becomes distorted around the anchored cluster:
the C atoms underneath the Pd cluster protrude out of the carbon layer by 0.5–
0.7 Å toward the Pd cluster, and C atoms of the next shell protrude out by about
0.3–0.4 Å. Up to seven H2 molecules can be adsorbed on the Pd cluster with
sizable adsorption energies: the adsorption energy of the first adsorbed molecule
is 0.74 eV, and the individual adsorption energies of new added molecules steadily
decrease by increasing coverage, reaching the value of 0.26 eV for the seventh added
molecule. Beyond the seventh, new added molecules have very low adsorption
energies.

For a single molecule, however, the dissociative (H+H) adsorption configu-
ration is more stable than molecular adsorption, although dissociation requires
surmounting an activation barrier. Dissociation drives a change of the structure of
the anchored Pd6 cluster: the distance between two neighboring Pd atoms increases,
and the cluster structure changes from the octahedron to an incomplete pentagonal
bipyramid. The dissociative chemisorption energy, measured with respect to the
free H2 molecule and the anchored octahedron, is 1.25 eV. This energy can be
viewed as the difference of two terms: the dissociative chemisorption energy on the
pentagonal bipyramid, 1.36 eV, minus the energy of 0.11 eV required to transform
the anchored octahedron into an incomplete pentagonal bipyramid. The anchored
incomplete bipyramid supports up to three dissociated molecules, plus other six
non-dissociated.

Even if the isolated Pd atom and the Pd metal are nonmagnetic, small Pd clusters
show nonzero magnetic moments (Moseler et al. 2001); see Table 3 for Pdn, n = 3–
6, and Pd13 (Cabria et al. 2012). The magnetic moments can be manipulated by
depositing the clusters on graphitized substrates and by adsorption of hydrogen
(López et al. 2017). The spin magnetic moment of Pd13, μ = 6 μB, is partially
quenched to μ = 4 μB upon depositing the cluster on pristine graphene, but the
magnetic moments of the smaller clusters in the table remain unchanged. Adsorption
of hydrogen on the supported Pd clusters leads to further quenching of the spin
magnetic moment in all cases, although with subtle differences between clusters.
The magnetic moments of supported Pd3 and Pd13 decrease due to the adsorption of
molecular hydrogen (from μ = 2 μB to 0 in Pd3 and from μ = 4 to 2 μB in Pd13).
The subsequent dissociation of H2 does not change the magnetic moment anymore.
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Table 3 Calculated magnetic moments (in units of μB) of Pdn clusters in different situations: free
Pd clusters; Pd clusters deposited on pristine graphene; with molecular hydrogen adsorbed; with
dissociated hydrogen

Pd3 Pd4 Pd5 Pd6 Pd13

Free 2 2 2 2 6
Pdn on graphene 2 2 2 2 4
With H2 0 2 2 2 2
With H+H 0 0 0 0 2

On the other hand, the magnetic moments of Pd4, Pd5, and Pd6 do no change
upon adsorption of molecular H2, and the quenching occurs when the molecule
dissociates.

The mechanism responsible for the enhancement of hydrogen storage on metal-
doped porous carbons is under study. Evidently, the hydrogen adsorbed on the metal
nanoparticles adds up to the hydrogen directly adsorbed on the carbon pore walls.
A mechanism usually assumed in experimental works is spillover (Lueking and
Yang 2004). In this mechanism the incoming H2 molecule first interacts with the
adsorbed nanoparticle, dissociates there, and the two H atoms independently diffuse
through the nanoparticle. After reaching the nanoparticle border, the atoms spill
to the substrate, diffuse further through the substrate surface until coming at rest,
and end up adsorbed on the substrate. This mechanism has been investigated by
performing DFT molecular dynamics simulations for the case of Pd clusters on a
graphene substrate (Blanco-Rey et al. 2016). For incoming translational energies
of 0.125 eV, a fraction of the incident H2 molecules rebound on the cluster and
return to the gas, a second group of molecules end up adsorbed on the cluster, and a
third group dissociates after adsorption on the cluster. However, a sufficiently large
number of simulations were performed, and not a single case of hydrogen spilling
toward the carbon substrate was observed. The ultimate reason is that the activation
barriers for spillover are large (larger than 2 eV in the two clusters studied, Pd6 and
Pd13). This result suggests taking the spillover hypothesis with some care, at least
in the case of Pd nanoparticles.

7 Conclusions

Computational modeling and the density functional formalism (DFT) are useful
tools helping to discover the mechanisms of the interaction of hydrogen with clean
and doped carbon surfaces, modeled as a graphene layer. Understanding those
mechanisms is crucial in the improvement of hydrogen fuel cells, in the development
of efficient hydrogen containers for transportation and in many catalytic processes.
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Abstract

In this chapter, the authors have systemically reviewed the electronic proper-
ties of chemically functionalized two-dimensional (2D) materials for various
applications. Hydrogenation and oxidization of graphene and silicene have been
predicted to be efficient approaches to open sizable band gaps in these 2D mate-
rials, and the values of the band gaps can be tuned by varying the concentration
of chemical absorbers. In this way these materials become very promising for
both low-gap and large-gap energy-related applications. Modulation doping of
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epitaxial 2D materials via substrates provides an alternative way to enhance the
dopant and carrier densities in 2D materials. Meanwhile, the carrier mobility of
the host 2D materials can be largely maintained after doping. The electronic and
magnetic properties of transition-metal (TM)-doped graphene and single-layer
boron nitride (BN) can be effectively controlled by the choice of the TM atoms
and/or the intrinsic surface defects, which make TM-doped 2D materials holding
great potential for spintronic applications. Finally, the authors show that alloying
could be an important way to extend the employment of 2D materials in specific
energy applications.

1 Introduction

2D materials are regarded as a new generation of nanomaterials that can exhibit
unique electronic and optical properties compared to the traditional semiconductors.
As in the case of traditional semiconductors, the use of two-dimensional (2D)
materials for various energy-related applications is strongly dependent on the
possibility of effectively controlling their electronic and optoelectronic properties
via various “external” approaches. In the past years, various concepts and ideas have
been proposed, including chemical functionalization, doping, and alloying, to tune
the electronic properties of 2D materials and especially of graphene-based materials.

In the following, the authors will describe these ideas in several parts: in Sect.
2, the authors focus on the computational methods and models mentioned in this
review chapter; in Sect. 3 the authors focus on hydrogenation and oxidization
of graphene and single-layer silicon (silicene); in Sect. 4, the authors focus on
the substrate-enhanced n- and p-type doping in graphene and magnetic doping
properties in graphene and boron nitride; in Sect. 5, the authors focus on the
discussion of structural and electronic properties of 2D C-N, Si-P, and Si-S alloys;
and in Sect. 6, the authors will give a conclusion of this chapter.

2 Methods and Models

All the density functional theory (DFT) calculations the authors discuss were per-
formed with the VASP code (Kresse and Furthmüller 1996). Projector-augmented-
wave (PAW) potentials are used to describe the core electrons, and the generalized
gradient approximation (GGA) for the exchange-correlation functional with the
Perdew-Burke-Ernzerhof (PBE) functional (Perdew et al. 1996) is selected in our
structural relaxation calculations. The �-centered k-point mesh with sufficient
k-point density is used for the Brillouin-zone integration for all the structures.
All the structures are fully relaxed until the force on each atom is less than
0.01 eV/Å. It is well known that DFT calculations both in the local-density
approximations (LDA) and in the general gradient approximations (GGA) for the
exchange-correlation functional underestimate the band gaps of semiconductors.
Because calculations of the band gaps using hybrid exchange-correlation functionals
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improve the agreement with experiment for both conventional semiconductors and
low-dimensional materials (Garza and Scuseria 2016), the authors adopt the Heyd-
Scuseria-Ernzerhof (HSE06) hybrid functional (Heyd et al. 2003) to calculate the
electronic structures of all the systems the authors study. In particular, it has been
shown that the HSE06 functional can describe the band gaps of new silicon phases
very well, close to GW results (Xiang et al. 2013; Botti et al. 2012). To simulate
the 2D material, a 15-Å vacuum layer is adopted to simulate isolated graphene, BN,
silicene, etc.

To search for the ground-state structures at different alloy concentrations, the
authors treat some of chemical functionalized 2D materials as alloy systems, and
the authors use the cluster expansion (CE) method established in the alloy theory to
describe the system. In the CE approach, the alloy Hamiltonian is mapped onto a
generalized Ising Hamiltonian (Ferreira et al. 1989; Huang et al. 2013a). Generally,
CE is able to represent any alloy energy by an appropriate selection of effective
cluster interactions (J), and then it can predict the absolute lowest-energy structures
within certain supercells. The J values can be determined by fitting them to the
energies of selected configurations computed from first principles (van de Walle et
al. 2002). The cross-validation (CV) score, obtained by a least-square fit, is used
to measure the CE quality, and the authors have made sure that all the CE fittings
in our study can reach a reasonably low CV score. The phase diagram of alloys is
calculated by the Monte Carlo methods (van de Walle et al. 2002).

Some of the alloy structures discussed in this chapter were determined by the
genetic algorithm (GA) in combination with DFT calculations to search for the
global minimum structures with different alloy concentrations (Liu et al. 2007). For
a given supercell with the fixed alloy concentration, the authors first generate tens
of initial structures, and then the authors fully optimize both the cell parameters and
the internal coordinates. To generate a new population, the authors perform the cut-
and-splice crossover operator on parent structures chosen through the tournament
selection. The next generation is chosen from the lowest-energy clusters among the
parents and offspring. The process is repeated until the ground-state structure is
located.

3 Chemical Functionalization of 2D Materials

Graphene, a single layer of carbon atoms arranged in a honeycomb lattice, has been
a focus of recent research efforts (Novoselov et al. 2005, 2006; Zhang et al. 2005)
due to its unique semimetallic zero-gap electronic structure and the massless Dirac
fermion behavior. The unusual electronic and structural properties make graphene a
promising material for the next generation of faster and smaller electronic devices.
However, graphene lacks an essential feature for controlled and reliable transistor
operation and energy applications, namely, a band gap. Several schemes have been
proposed to open a band gap in graphene. Among them, chemical functionalization,
via hydrogen- and oxygen-related chemical groups (-O, -OH, -COOH, etc.), is found
to be a promising way to manipulate the electronic properties of graphene. Similar
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to the studies in graphene system, chemical functionalization of other 2D systems
by hydrogen and oxygen groups has also been extensively studied in the past years.

3.1 Hydrogenation of Graphene

The hydrogenation of graphene, as a prototype of covalent chemical functionaliza-
tion, has been studied extensively (Stojkovic et al. 2003; Tsetseris and Pantelides
2012; Boukhvalov et al. 2008; Slijivancanin et al. 2011; Sofo et al. 2007). However,
the fully hydrogenated graphene, known as graphane C1H1, is an insulator with a
very large band gap (>5 eV) (Sofo et al. 2007), which is unsuitable for most energy-
related applications. Therefore, some ideas were proposed to tune the band gap of
2D graphene by varying the hydrogen concentration.

Firstly, the hydrogenation of infinite 2D graphene is examined. Full hydrogena-
tion of graphene has been extensively studied (Sofo et al. 2007), but the mechanism
of hydrogenation is not well understood. It is well known that hydrogen atoms
tend to absorb on the top of carbon atoms. To find the lowest-energy structure of
graphene with different coverages of hydrogen atoms, Xiang et al. (2009) used the
“cluster expansion” (CE) method (van de Walle et al. 2002). First, they consider the
C2T4 alloy (see Fig. 1a) with the top sites T occupied by H atoms or vacancies.
It is found that there are four important pair interactions as shown in Fig. 1a. The
interaction between two H atoms adsorbed on the same C atom is repulsive (the J
value for this configuration is 0.34 eV). However, the interaction parameter between
two H atoms adsorbed on different sides of the two adjacent C atoms is attractive.
Using the cluster expansion Hamiltonian, they can obtain the energy of a given
alloy configuration and thus the ground-state structure of the partially hydrogenated
graphene. As shown in Fig. 1b–e, the strong H clustering or phase separations
always occur at different H concentrations on graphene surface; therefore, the global
ground state of a partially hydrogenated graphene will divide into graphene and
graphane parts (Xiang et al. 2009).

The strong phase separation in graphene-graphane system can be applied to
modulate the electronic properties of finite graphene, e.g., with 1D edges (Xiang et
al. 2009). First, one can consider the adsorption of a single H atom on a zigzag-edge-
terminated graphene nanoribbon, as shown in Fig. 2a. The calculated adsorption
energies are shown in Fig. 2b, and the positive adsorption energy is a consequence
of the formation of C-H bond. Therefore, the added H atom prefers to locate at the
edge carbon atom (site 1) than other sites by at least 1.1 eV, because the number
of carbon-carbon pz-pz π bonds is the largest in this configuration. Experimentally,
it was found that the atomic layer deposition of metal oxide on graphene grows
actively on edges, indicating that the chemical reactivity at the edges of graphene
is high (Wang et al. 2008, 2009). Interestingly, the dependence of the adsorption
energy on the distance between the adsorbed site and the edge is not monotonic. It
displays an odd-even oscillation with a smaller adsorption energy at even sites, and
the adsorption energy of even (odd) sites increases (decreases) with the distance;
eventually the energy difference between even and odd site adsorptions becomes
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Fig. 1 (a) The C2T4
structure used in the cluster
expansion calculations. T
refers to the top site of
graphene. The important pair
interactions are indicated by
arrows. The numbers (in eV)
give the pair interaction
parameters of the cluster
expansion expression. (b) The
ground-state structure
(graphane) of hydrogenated
graphene with n[H]/n[C] = 1.
(c) The lowest-energy
structure of hydrogenated
graphene with
n[H]/n[C] = 0.5 among all
possible structures with no
more than four carbon atoms
per cell. (d) The
lowest-energy structure of
hydrogenated graphene with
n[H]/n[C] = 0.5 among all
possible structures with no
more than eight carbon atoms
per cell. (e) The ground-state
structure of a very large
graphene cell with 24
adsorbed H atoms. The
enclosed region by dashed
lines denotes the cell.
(Adopted from Xiang et al.
2009)

very small. The smallest adsorption energy at site 2 might be due to the presence of
two rather unstable edge carbon atoms near site 2 that participate in the formation
of only one π-π bond.

A second H atom will adsorb on the opposite site of the carbon atom (site 2)
adjacent to the edge carbon atom (site 1) to which the first H atom is bound, so as
to saturate the broken bond. This configuration is more stable than that with two
H atoms adsorbed on two outermost edge carbon atoms, for which the adsorption
energy is about twice the adsorption energy of a single H atom on an edge carbon
atom. The third H atom is expected to adsorb on the edge carbon atom adjacent to
the carbon atom to which the second H atom is bound. If the number of H atoms is
equal to the total number of edge carbon atoms (on both edges), all the H atoms will
adsorb on the outermost carbon atoms of one edge of graphene, as shown in Fig. 2c.
When the number of H atoms is twice the total number of edge carbon atoms, the
excess H atoms will bind with the outermost carbon atoms of another edge, resulting



572 B. Huang and S.-H. Wei

Fig. 2 (a) The structure of zigzag-edge graphene with numbers indicating different nonequivalent
carbon sites. The supercell adopted in the DFT calculations is denoted by solid horizontal lines.
(b) The adsorption energy of one H atom on different carbon sites as labeled in (a). (c, d) Ground-
state structures of 8-ZGNR with one and two adsorbed H atoms per edge carbon atom, respectively.
(Adopted from Xiang et al. 2009)

in a symmetric configuration (see Fig. 2d). The H atoms adsorb on the outermost
zigzag bare carbon chain of one edge and then on the outermost zigzag bare carbon
chain of the other edge. The process of alternating hydrogenation continues until
no more free H atom is available. It should be noticed that this conclusion is very
general and independent on the specific edge configurations.

To understand the electronic properties of partially hydrogen-functionalized
graphene, Xiang et al. compare partially hydrogenated zigzag-edge graphene
nanoribbon (ZGNR) with four bare zigzag carbon rows and hereafter referred
to as 8-ZGNR-4, with 4-ZGNR without adsorbed H atoms as a representative
example (Xiang et al. 2009). In both cases, they find that the electronic ground
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state is the antiferromagnetic (AFM) state in which each of the two electronic edge
states is ferromagnetically ordered but the two edge states are antiferromagnetically
coupled to each other (Son et al. 2006). Moreover, they have nearly the same
local magnetic moment (∼0.10 μB). Because the density functional theory (DFT)
calculations based on local-density approximations (LDA) or generalized gradient
approximations (GGA) are well known to seriously underestimate the band gap
of semiconductors, they calculate the band structure of partially hydrogenated
graphene by employing the HSE06 functional (Heyd et al. 2003), which was shown
to give a good band gap for many semiconductors including ZGNRs (Hod et al.
2008). The HSE06 band structures calculated for 4-ZGNR and 8-ZGNR-4 in the
AFM state are shown in Fig. 3a, b, respectively. In the energy region of the band
gap, the band structure of 8-ZGNR-4 is similar to that of 4-ZGNR, and the band
gap (1.44 eV) of 8-ZGNR-4 is close to that (1.53 eV) of 4-ZGNR. Therefore, the
electronic properties of partially hydrogenated graphene are determined by those
of its graphene part, i.e., the bare zigzag carbon rows. Moreover, Xiang et al. also
predict that ZGNRs with a small number of bare zigzag carbon rows, e.g., N= 4, are
promising solar cell absorption materials; 8-ZGNR-4 (and N-ZGNR-4 with N > 4)
has a direct band gap that is close to the optimal value (∼1.5 eV) (Thompson and
Frechet 2008) for the solar energy harvesting and high carrier mobility.

Besides double-sided functionalized graphene, which can be realized in a chem-
ical functionalized freestanding graphene, Xiang et al. have studied the single-sided
hydrogen-functionalized graphene (Xiang et al. 2010a), which might be realized
in a functionalized epitaxial graphene. The thermodynamically stable single-side
hydrogenated graphene structures are nontrivial and unexpected, as shown in Fig. 4
for several different H concentrations. This is significantly different from the case of

Fig. 3 Electronic band
structures of (a) 4-ZGNR and
(b) partially hydrogenated
8-ZGNR with four bare
zigzag carbon rows (i.e.,
8-ZGNR-4) in the AFM state
from HSE06 calculations.
The horizontal dashed lines
denote the top of the valence
bands. The insets show the
structures of 4-ZGNR and
8-ZGNR-4. (Adopted from
Xiang et al. 2009)
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Fig. 4 (a and b): The
low-energy structures of two
single-side hydrogenated
graphene at a H concentration
of 1/8. (c) and (d) are two
proposed functionalized
structures in Boukhvalov et
al. (2008) and Slijivancanin et
al. (2011), respectively. The
numbers (in eV/H) in
rectangles denote the average
adsorption energies. The unit
cells are marked. The
hydrogen coverages (Hc) are
shown. (Adopted from Xiang
et al. 2010a)

double-sided functionalization of graphene. The peculiar adsorption configuration
is a consequence of the competition between electronic kinetic energy and elastic
bending strain energy: the hydrogen atoms tend to be close to each other to lower the
kinetic energy of carbon π electrons, while the phase separation between sp3 carbon
part and sp2 graphene is prohibited by the large strain caused by the single-sided
hydrogen adsorption. Previous studies based on the same computational methods
as those of Xiang et al. (2010a) suggested two possible single-side hydrogenated
graphene structures (Boukhvalov and Katsnelson 2008a; Zhou et al. 2009), as shown
in Fig. 4c, d. However, the formation energies are much higher (by at least 0.3 eV)
than the one proposed by Xiang et al. (2010a), as shown in Fig. 4. This suggests
that the macroscopic single-sided hydrogen adsorption on graphene is a cooperative
phenomenon, which can hardly be described by the adsorption preference of a small
number of hydrogen atoms. It should be noted that even with the same H coverage
(0.25 or 0.5), the single-side hydrogenated graphene structure based on the new bent
models has a much lower energy although the single-side hydrogenated graphene is
thermodynamically unstable at this H coverage.

3.2 Oxidization of Graphene

Graphene oxide (GO) is of particular interest since chemical reduction in GO
has been demonstrated as a promising route for mass production of graphene
(Eda et al. 2008; Tung et al. 2009; Li et al. 2008; Gilje et al. 2007; Stankovich
et al. 2006; Brodie 1859). In addition, GO shows promise for use in several
technological applications such as polymer composite (Li et al. 2008), dielectric
layers in nanoscale electronic devices, and the active region of chemical sensors.
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GO, which was first prepared by Brodie in 1859 (Stankovich et al. 2006), consists
of oxidized graphene layers with the hexagonal graphene topology (Wilson et al.
2009). Although it is now widely accepted that GO bears hydroxyl and epoxide
functional groups on its basal plane (Gao et al. 2009), as confirmed by a recent
high-resolution solid-state 13C-NMR measurement (Cai et al. 2008), the complete
structure of GO has remained elusive because of the pseudorandom chemical
functionalization of each layer.

Several first-principles studies (Kudin et al. 2008; Boukhvalov and Katsnelson
2008b; Yan et al. 2009) have been performed to investigate the structure and
energetics of epoxide and hydroxyl groups on single-layer graphene. And some
possible structures were manually selected and examined to obtain a good structural
model for GO. However, the selection of these structures may not be the real ground-
state structure of GO, which may give incorrect conclusions on the electronic
properties of GO in the real samples. Xiang et al. adopted the global structural search
method in combination with density functional theory (DFT) to search the global
minimum structures of oxidized graphene with different oxidation levels (Xiang et
al. 2010b). As a first step, they considered only the arrangement of epoxide groups
on single-layer graphene to simplify the model.

The GA simulations (Xiang et al. 2010b) reveal two low-energy structures of
C1O, as shown in Fig. 5. In both structures, each of the carbon atoms is bonded
to two neighbor carbon atoms and two O atoms; thus there is no sp2 carbon. The
structure shown in Fig. 5b is rather simple. There are epoxy pair chains along the
zigzag direction which are parallel to each other. The authors will refer to this
model as the epoxy pair model (D2h symmetry) hereafter. The formation of an
isolated epoxy pair was suggested in a theoretical study on the graphene oxidative
process (Li et al. 2009; Zhang et al. 2009a). It was also shown that an isolated
epoxy pair is less stable than a carbonyl pair (Li et al. 2009). However, in the fully
oxidized graphene case, it is found in Xiang et al. (2010b) that that the epoxy pair
chain is more stable than the carbonyl pair chain. The lowest-energy structure (C2v
symmetry) (Fig. 5a) of C1O has a lower energy than the epoxy pair model. The
small energy difference suggests that both phases might coexist at certain finite
temperature. In the lowest-energy structure, there are isolated six-membered carbon
rings, which are connected to the neighboring six-membered carbon rings through
two epoxy pairs and four unzipped epoxy groups. For each six-membered carbon
ring, there are two normal epoxy groups. Therefore, the complex structure is termed
as the mix model. One can obtain the epoxy pair model from the mix model by
moving the unzipped epoxy groups on top of the normal epoxy groups.

When the oxygen concentration is reduced, i.e., the O/C ratio is less than 1,
it is found that the strong phase separation occurs, which will separate the COx
(x < 1) structure into CO1 part and graphene part (Huang et al. 2013a; Xiang et
al. 2010b). The origin of this phase separation can be understood by the additional
cluster expansion (CE) calculations (Huang et al. 2013a).

The formation energy (Ef) of selected 120 COx different structures is calculated
using ab initio methods with the maximum O/C ratio of 1, as shown in Fig. 6a.
The J values defining the CE are obtained by fitting to the DFT-GGA energy
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Fig. 5 (a) The structure of the mix model (C2v symmetry) which is predicted to be the lowest-
energy C1O phase. (b) The low-energy C1O phase with the epoxy pair model (D2h symmetry),
which has a higher energy by only 0.06 eV/O than the mix model. “I,” “II,” and “III” in (a) indicate
normal epoxy, unzipped epoxy, and epoxy pair, respectively. The unit cells are enclosed by dashed
lines. The numbers give the formation energy of the oxidized graphene structures. (Adopted from
Xiang et al. 2010b)

values of selected GO structures, and the CE contains 26 J up to four-point
clusters which are shown in Fig. 6b. Apparently, J are dominated by negative
values (attractive interactions for oxygen atoms), and the strengths of negative J are
significantly larger than those of positive ones (repulsive interactions for oxygen
atoms). Interestingly, the authors find that these negative J are largely (>60%)
contributed by the interactions of oxygen atoms at the different graphene sides.
For example, the two largest negative J values for pairs (marked as A and B in
Fig. 6b) are contributed by the interactions between the nearest and third-nearest
oxygen atom pairs at different sides, while the largest negative J for triple cluster
oxygen interaction (marked as C in Fig. 6b) is a combination of A and B, as shown
in Fig. 6c. The constructed CE are then used to calculate the Ef of all enumerated
symmetry-inequivalent structures (∼25,000), and the results are shown in Fig. 6a.
Overall, the authors find that there are no intermediate ground states for 0 < x < 1,
which is consistent with the dominant negative values of J for short-range pairs and
strongly indicates that the ground states of COx (x < 1) will separate into a graphene
phase and a CO1 phase. As the typical values of x in COx in the current experiments
are usually smaller than 0.5, the authors can understand that inhomogeneous phase
generally exists in almost all the GO samples. Our calculations explain quite well
the experimental discovery that thermally reduced GO is separated into unoxidized
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Fig. 6 (a) The calculated formation energies of COx (with respect to graphene and CO1 shown in
Fig. 5b) along with the corresponding CE fits as a function of oxygen concentration x in the GO
system. The formation energies of 25,000 symmetry-inequivalent structures calculated from CE
are also plotted here. Inset: the structure of CO1. (b) Effective cluster interactions J as a function
of cluster diameter, fitted with CE (the empty and point clusters are excluded). (c) The cluster
figures associated with the two largest negative J values for pairs (marked as A and B in (b)) and
the largest negative J value for triple cluster (marked as C in (b)) are shown as different colors.
(d) The MC-calculated phase diagram in COx alloys. The area of phase separation in this phase
diagram is also shaded blue. (Adopted from Huang et al. 2013a)

graphene regions and high-oxidized GO regions that have a quasi-hexagonal unit
cell with an unusually high 1:1 O:C ratio (Mattson et al. 2011).

One may expect to enhance the solubility of GO alloys at high growth tempera-
ture, which is proved to be a very successful idea in the growth of many conventional
alloys like III nitrides (Ho and Stringfellow 1996; Bergman and McHale 2011) and
Cu(In, Ga) Se2 solar cell materials (Wei et al. 1990, 1999). In order to investigate
this possibility, the phase diagram for graphene COx (0 < x < 1) is calculated by
Monte Carlo simulations, as shown in Fig. 6d. The authors find that the miscibility
temperature of GO even at quite low oxygen concentration (x < 0.05) is around
4000 K, which is rather high and close to the melting point of graphite (Bundy
1989). The calculated phase diagram clearly demonstrates that it is impossible to
get homogeneous GOs by the conventional Hummers methods under the typical
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temperature for preparing thermally reduced GOs (Brodie 1859; Wilson et al. 2009;
Gao et al. 2009; Cai et al. 2008).

3.3 Chemical Functionalization of Silicene

Silicon is the leading material in semiconductor industries because of its wide
usage in transistors, solar cells, and other electronic devices. Silicene, the silicon
equivalent of graphene, has recently attracted significant attention because it is
predicted to be stable and has graphene-like electronic structures including the
presence of the Dirac cone at the Fermi level (Takeda and Shiraishi 1994; Fagan et
al. 2000; Guzman-Verri and Lew Yan Voon 2007; Cahangirov et al. 2009; Zhang et
al. 2017) and because of its compatibility with mature Si-based electronics. Recent
experimental data show that epitaxial silicene can be successfully grown on some
metal substrates, such as Ag (Lalmi et al. 2010; Vogt et al. 2012; Feng et al.
2012; Chen et al. 2012), Ir (Meng et al. 2013), and ZrB2 (Fleurence et al. 2012).
Similar to graphene, the feasibility of employing silicene for various electronic
applications depends largely on the possibility of controlling its electronic properties
by chemical functionalization. In contrast to graphene, it is well known that Si
favors sp3 hybridization, whereas sp2 hybridization is dominated in silicene. This
special feature is expected to give rise to very unique properties during chemical
functionalization of silicene. For example, the external adsorbate or dopant may
largely perturb the unfavorable sp2 Si bonds and induce some unexpected structural
transitions.

For silicene, F, O, and H are selected as typical adsorbates for chemical
functionalization because they are successful for modifying the electronic properties
of graphene (Huang et al. 2013b). Our calculations in Vogt et al. (2014) show that
F (H) prefers to stay on the top of the Si atom, while O prefers to stay at the
bridge site of a Si-Si bond, as in graphene. However, because silicene is less stable
than bulk Si, currently, it can only be epitaxially grown on some special substrates
to maintain the 2D structure and avoid the formation of bulk Si. For epitaxial
silicene, the adsorbates are expected to attach only on the top basal plane of silicene.
Therefore, the authors first focus on (single-sided) F- or O- functionalized silicene.

For pristine silicene (inset of Fig. 7a), the calculations in Huang et al. (2013b)
show that the Si-Si bond length is 2.25 Å (shorter than 2.36 Å in bulk Si) and
the buckling height is 0.44 Å, in agreement with previous calculations (Chen et al.
2012). For fluorinated silicene (SiFx), the highest F concentration is x = 1. In the
structure of SiF1 (inset of Fig. 7a), the Si-Si bond length is stretched to 2.41 Å,
and then silicene becomes flat. Although the Si atoms in SiF1 are fully fourfold
coordinated, the bond lengths and bond angles are far from those pertinent to sp3

hybridization in bulk Si. The Ef values of selected 115 SiFx structures are calculated
using first-principles methods, and they are in the range of −0.4 eV∼0.4 eV, as
shown in Fig. 7a. The CE Hamiltonian of SiFx is obtained by fitting to the 115
first-principles energies, and then all the energies of SiFx alloys are calculated
using the CE approach, and the results are shown in Fig. 7a. Interestingly, three
intermediate ground states are discovered, as plotted in Fig. 7c–e for Si12F4, Si6F3,
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and Si12F11, respectively. The intermediate ground states are determined by the fact
that all the Ef of SiFx with the concentrations between two neighboring intermediate
ground states are above the ground-state line. For Si12F4 and Si6F3 (Cs symmetry),
spontaneous structural warping appears after F adsorption; i.e., the arrangement of
the nearly planar honeycomb lattices in silicene is now transformed to some ordered
rippled structures. In the structure of Si12F4 (Si6F3), 8 (5) out of 12 (6) Si atoms
are fourfold coordinated with the neighboring Si and F atoms to maximize the sp3

hybridization and lower the total energies, and the average bond length between
fourfold-coordinated Si is the same as that in bulk Si. For the structure of Si12F11,
the basic honeycomb structure is maintained after fluorination, as shown in Fig. 7e.
The only Si atom without F adsorption in Si12F11 is pushed down and forms a
bond length of 2.35 Å with the neighboring Si atoms to maximize the ideal sp3-like
hybridization.

For the epitaxial SiOx, the highest O concentration is x = 0.5 and its structure is
shown in Fig. 7b. The Ef with a total of 97 alloy structures are calculated using first-
principles methods and fitted by the CE Hamiltonian. Using the CE Hamiltonian,
our search identified a single intermediate ground-state Si14O4, as shown in Fig. 7b.
In the structure of Si14O4 (C2V symmetry), the original hexagonal sublattice shrinks
to a rippled rectangular sublattice, as shown in Fig. 7f. Interestingly, in this structure
all the Si atoms form four bonds with the neighboring Si or O atoms to realize
the sp3 hybridization, while each O atom forms two bonds with the neighboring
Si atoms. This kind of spontaneous structural transition results in a new ground
state. Furthermore, the authors find that chemical functionalization of epitaxial
silicene is irreversible because of the induced structural transitions. This scenario
is significantly different from that of graphene.

It is interesting to understand the chemical functionalization effects on the
electronic properties of silicene. The electronic band structures for these discovered
intermediate ground states of SiFx and SiOx are shown in Fig. 8. The authors find
that Si12F4 is an intrinsic semiconductor with a slightly indirect band gap of 1.11 eV,
similar to bulk Si. However, the energy difference between the direct and indirect
band gaps (0.07 eV) in Si12F4 is extremely small based on the HSE06 calculations,
compared to that of bulk Si (2.3 eV in experiments or HSE06 calculations),
indicating that it may replace bulk Si for optoelectronic applications. The CBM and
VBM of Si12F4 are mainly contributed by the electrons of the threefold-coordinated
Si atoms. Interestingly, Si6F3 behaves as an n-type semiconductor with an indirect
band gap of 0.51 eV. In Si6F3, there is only one Si atom that is threefold coordinated,
and the structure could be considered a silicon fluoride system with an F (anion)
vacancy. The anion vacancy state has one unpaired electron close to the conduction
band and is strongly hybridized with the conduction band. Similar to Si6F3, Si12F11
can also be considered a silicon fluoride with an F vacancy, but the defect state in this
2D structure is quite localized and is resonant inside the valence band. As a result,
Si12F11 behaves as a p-type semiconductor with a direct band gap of 2.17 eV. Si14O4
shows unexpected metallic behavior (negative band gap), partially because of the
large sublattice distortion. The band crossing the Fermi level is mostly contributed
by the hybridized 3s and 3Pz states from the Si atoms (those that are not bonded
with oxygen atoms).
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Besides single-layer silicene, bilayer silicene has also been synthesized in the
experiments (Vogt et al. 2014). Especially, bilayer silicene is more stable than
single-layer one. Therefore, the authors have also studied the chemical function-
alized bilayer silicene. By using a similar process for the study of chemical
functionalized monolayer silicene, the authors have studied hydrogenated bilayer
silicene. Interestingly, for single-sided hydrogenation, six intermediate ground
states are discovered, as plotted in Fig. 9 for Si16H2 (C2v symmetry), Si28H6 (C1
symmetry), Si24H6 (C2 symmetry), Si28H8 (C2 symmetry), Si12H4 (C2v symmetry),
and Si16H6 (C2v symmetry). One common characteristic of these ground states is
that the adsorbed H atoms on the top of some specific Si atoms break the underneath
Si-Si bonds and induce some local structural distortions. The average Si-Si bond
length (2.34 Å) and bond angle (106◦) at the structural distortion sites are close to
those in bulk Si, which indicates that the induced distortion is to generate the sp3

hybridization and lower the total energies. Generally, the hexagonal sublattice of
silicene is kept during hydrogenation, which is significantly different from that of
hydrogenated single-layer silicene (Huang et al. 2013b) and consistent with the fact
that bilayer silicene is more stable than single-layer silicene.

For double-sided SiHx, six intermediate ground states are discovered at spe-
cific H concentrations, which are quite different from chemically functionalized
double-sided graphene (Huang et al. 2013a). Usually, there are no intermediate
ground states in chemically functionalized freestanding 2D materials with single-
atom thickness because the existence of strong double-sided adsorbate-adsorbate
interactions can give rise to the clustering of adsorbates (Huang et al. 2013a).
For double-sided hydrogenated bilayer silicene, the formation of the sp3 bond
on one side and the subsequent increase in the layer-layer distance significantly
reduce the strength of the attraction of H on opposite sides. This explains why
some intermediate ground states can form in double-sided hydrogenated bilayer
silicene. As shown in Fig. 4, those structures are Si16H4 (D6h symmetry), Si12H4
(D2h symmetry), Si8H4 (D2h symmetry), Si12H8 (D2h symmetry), Si16H12 (D2h
symmetry), and Si12H10 (D3h symmetry). In these six ground states, it is found that
H atoms prefer to symmetrically adsorb on the top and bottom sides of silicene,
giving rise to relatively higher structural symmetry compared to single-sided
hydrogenation. Similar to single-sided SiHx, H adsorption breaks the underneath
Si-Si bonds, and the local structural distortion around Si atoms can generate the
ideal sp3 hybridization. The calculated average binding energy between H atoms and
bilayer silicene in these ground states is around 820 meV/H. Generally, the ground

�
Fig. 7 (a) The calculated formation energies (Ef ) of epitaxial SiFx along with the corresponding
CE fits as a function of x. The Ef of 6000 symmetry-inequivalent structures calculated from CE
are also plotted here. Inset: the top and side views of the structures of silicene and SiF1. (b) is the
same as (a), but for epitaxial SiOx, the 10,000 symmetry-inequivalent structures calculated from
CE are shown. The top and side views of the structure of SiO0.5 are shown as an inset in (b). The
top and side views of the four discovered intermediate ground-state structures for (c) Si12F4, (d)
Si6F3, (e) Si12F11, and (f) Si14O4. In these structures, the blue, green, and red atoms represent the
Si, F, and O, respectively. The three-bonded Si atoms are highlighted by orange color, and the unit
cells are marked by a dashed line. (Adopted from Huang et al. 2013b)
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Fig. 8 The electronic band structures for these discovered ground states of epitaxial SiFx and
SiOx: (a) Si12F4, (b) Si6F3, (c) Si12F11, and (d) Si14O4. The positions of CBM and VBM are
highlighted by red dots. The Fermi level is set to zero. (Adopted from Huang et al. 2013b)

state of a single- or double-sided SiHx structure with an arbitrary concentration
could be phase separated into its neighboring ground states. For example, the
ground state of any double-sided SiH0.4 structure can be the combination of Si12H4
(x = 1/3, Fig. 10b) and Si8H4 (x = 1/2, Fig. 10c) structures. This kind of phase
separation is also experimentally observed in chemically functionalized graphene.

In Fig. 11, the authors have plotted the calculated band gaps of these single-
sided and double-sided SiHx ground states as a function of H concentration. For
some special indirect band-gap semiconductors, if the gap differences between the
indirect band gap and minimum direct band gap are less than 0.1 eV, the authors
call them quasi-direct gap semiconductors. Quasi-direct band-gap systems may
behave as direct band-gap systems in most optoelectronic applications (Watanabe
et al. 2004). As shown in Fig. 11, the authors find that there are large oscillations
for the band gaps of single-sided SiHx as a function of H concentration, which
is significantly different from that of double-sided SiHx. Single-sided Si28H6 and
Si24H6 have direct (or quasi-direct) band gaps of 1.01 and 1.30 eV, respectively,
and double-sided Si16H4 and Si12H4 structures have direct (or quasi-direct) band
gaps of 1.52 and 1.46 eV, respectively. Clearly, these four SiHx compounds have
suitable band gaps for solar-absorbing applications. Interestingly, it is also found
that double-sided Si8H4, Si12H8, Si16H12, and Si12H10 have direct (quasi-direct)
band gaps of 1.85, 1.99, 2.43, and 2.85 eV, respectively, which lie within red, orange,
green, and blue colors, as shown in Fig. 11b. Because Si8H4, Si16H12, and Si12H10
can realize the red, green, and blue colors, in a LED application, it may be possible
to mix them in order to realize white color. Today, III-nitride materials, e.g., InGaN
alloys, have become the front-runner for achieving phosphor-free white LEDs via
the combination of RGB emitters because the alloys with different compositions
can, in principle, produce blue, green, and red LEDs. However, it is known that
it is exceedingly difficult to obtain red InGaN LEDs, and the efficiency of green
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Fig. 9 The top and side views of six intermediate ground-state structures for single-sided
(a) Si16H2, (b) Si28H6, (c) Si24H6, (d) Si28H8, (e) Si12H4, and (f) Si16H6. (Adopted from Huang
et al. 2014)

LEDs using InGaN is also relatively low. This is partially because there is a large
lattice mismatch (>10%) between GaN and InN, which can induce significant phase
separations and dislocations during the formation of InGaN alloys. Obviously, the
well-ordered SiHx-layered structures the authors discovered here could overcome
the large lattice-mismatch issue in InGaN alloys for high-efficiency white lighting.
Moreover, it is found that layered materials have unique advantages over the
conventional bulk materials for lighting because of the very strong optical transition
rates at their band edges (Watanabe et al. 2004; Huang et al. 2012a).

4 Doping of 2D Materials

4.1 Enhanced Dopant and Carrier Densities in Graphene via
Substrate

Controlling the type and density of charge carriers by doping is at the heart
of graphene-like 2D electronics. However, the development of reliable chemical
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Fig. 10 The top and side views of six intermediate ground-state structures for double-sided (a)
Si16H4, (b) Si12H4, (c) Si8H4, (d) Si12H8, (e) Si16H12, and (f) Si12H10. (Adopted from Huang et
al. 2014)

Fig. 11 The calculated band gaps of (a) single-sided SiHx and (b) double-sided SiHx ground
states as a function of hydrogen concentration. In panel (b), a sketch of light spectrum is overlaid
to aid visualization of the size of the band gap. (Adopted from Huang et al. 2014)
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doping methods in graphene is still a real challenge. Direct doping of graphene with
substitutional dopants is rather difficult, because the strong covalent C-C bonds
make graphene one of the strongest materials in the world (Geim and Novoselov
2007). Until recently, doping of graphene has mainly been achieved through reactive
molecular or atomic adsorbates in experiments, which is difficult to implement
under current device technology. Moreover, direct doping usually suppresses the
high carrier mobility of graphene evidently (Peres 2010). Comparing to mechanical
exfoliation of graphene from graphite, large area epitaxial growth of graphene
layers on a silicon carbide (SiC) surface shows huge application potentials and
has apparent technological advantages over the mechanical exfoliation method.
Interestingly, the authors find that substitutional doping could be strongly enhanced
in epitaxial graphene grown on SiC substrate compared to that of freestanding
graphene (Huang et al. 2011a). The formation energies of dopants can reduce by as
much as ∼8 eV. The type and density of carriers in epitaxial graphene layer could
be effectively manipulated by suitable dopants and surface passivation. Contrasting
to direct doping of freestanding graphene, the carriers of epitaxial graphene are
weakly scattered by dopants due to the spatial separation between scattering centers
(dopants) and the conducting channel (epitaxial graphene).

The carriers in graphene could be manipulated by p-/n-type dopants, like in
conventional semiconductors. Al, B, P, and N are considered as substitutional
dopants, as they are widely used in C- and Si-based materials. The calculated
formation energy differences for graphene-SiC system are shown in Fig. 12.
Interestingly, Al prefers to substitute the Si atom of the SiC substrate or substitute
the C atom of the interface buffer layer, and the formation energy of Al decreases
dramatically by ∼8.26 eV compared to freestanding graphene case. B and P atoms
prefer to substitute C atoms of the buffer layer, and the formation energies of
dopants decrease largely by 2.36 and 5.27 eV, respectively, compared to freestanding
graphene cases. Besides doping in the buffer layer, the formation energies of B and
P at SiC surface are also reduced by 1.46 and 4.87 eV, respectively, compared to
freestanding graphene cases. Contrary to the cases of Al, B, and P doping, N atom
prefers to substitute the C atom of top SiC substrate with a reduction of formation
energy by 3.52 eV, as shown in Fig. 12d. The similar phenomenon of substrate-
enhanced doping is also found on the SiC (0001) surface, with the Ef of dopants
decreased by as much as 10.8 eV.

These quite different doping behaviors between different dopants and different
layers in the graphene-SiC system could be understood by considering the structural
strain in the various epitaxial graphene-SiC layers, the different atomic covalent
radiuses, and the electronegativity of dopants. Since the interface buffer layer is
under large tensile strain, Al, B, and P atoms could be easier to substitute C atoms
in this layer due to the larger covalent radiuses of Al, B, and P than sp2 C. The
rippled (deformed) structure reduces the doping difficulty in the buffer layer to
some extent. Furthermore, because the electronegativity of C is larger than that of
Si in SiC, Si behaves as positively charged cation, and C acts as negatively charged
anion. Al atom has lower electronegativity and a little larger covalent radius than Si,
so it would prefer to substitute Si atom in the SiC matrix to increase the negative
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Fig. 12 The calculated formation energy differences of dopants (a) Al, (b) B, (c) P, and (d) N
in a graphene-SiC system as a function of different layers. The formation energies of dopants
in freestanding graphene (FSG) are also plotted in these figures for comparison. (Adopted from
Huang et al. 2011a)

Coulomb interaction between Al and C. Differing from Al, B, and P, the structural
tensile strain increases the difficulty of N doping in the graphene layer because N
has a smaller covalent radius than C. The N atom has even higher electronegativity
than C, so it would prefer to substitute the C atom in the SiC matrix to increase
the negative Coulomb interaction between Si and N, which is in agreement with
the calculated trend of formation energy in Fig. 12d. The above results and analysis
show that overcoming the doping difficulty with significant enhanced dopant and
carrier densities in graphene could be generally achieved through substrates, and it
can also be applied to other layered or thin-film systems.

4.2 Magnetic Properties of Transition-Metal Doping in Graphene

Control of magnetism is the key issue of spintronics. 2D materials could have some
advantages relative to conventional 3D materials used for controllable magnetism.
In this section the authors demonstrate that strain and electric field can be applied to
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control the magnetic moments of 2D materials effectively, which might open a new
door for spintronics.

Transition-metal (TM) doping in graphene can induce magnetism, and strain
can be further applied to modulate the magnetic properties of TM-graphene system
(Huang et al. 2011b). The authors take the case of a single Mn atom adsorption on
graphene as a primary example to demonstrate the strain effect on the TM-graphene
system. The calculated strain-dependent magnetic moments are shown in Fig. 13a.
A biaxial strain η is applied to the graphene system. A positive (negative) η means
the TM-graphene system is under tension (compression). For pristine graphene (PG)
without vacancies, the Mn atom prefers to stay at the hollow site (above the carbon
hexagon center) of PG, and the total magnetic moment of the Mn atom is 5.7 μB,
indicating that the Mn atom is in a high-spin state. The height and average bond
length between Mn and its nearest C atoms are 2.09 Å and 2.54 Å, respectively, as
shown in Fig. 13b, c. The binding energy of Mn on PG is about 0.45 eV, as shown
in Fig. 13d. When a biaxial tensile strain η is applied for Mn-PG, interestingly, the
magnetic ground state changes from high spin to low spin (∼3.1 μB) abruptly at
the critical strain of η = 0.05, as shown in Fig. 13a. Accompanying the magnetic
transition, the height and average bond length between the Mn atom and its nearest
C atoms decrease sharply to 1.50 and 2.16 Å, respectively, as shown in Fig. 13b, c.
The binding energy of the Mn atom increases to 1.15 eV when η= 0.05. In contrast
to the sharp transitions of spin states and local adsorption structures, the binding
energy increases continuously as a function of η, as shown in Fig. 13d.

TM atoms on PG have low migration barriers based on DFT-GGA calculations so
that it may be mobile at room temperature (Krasheninnikov et al. 2009). However,
our climbing-image nudged-elastic band calculations (Cai et al. 2008) based on
DFT-GGA calculations show that the migration barrier for the Mn atom on PG
increases from 0.36 eV to 0.89 eV under a tension of η = 0.10, giving rise to a
decrease of more than eight orders of magnitude in the diffusion coefficient at room
temperature, which implies that the migration can be suppressed significantly. It also
indicates that an adequate variation of strain can be used to control the patterning
of TM atoms on graphene. Furthermore, it is known that the mobility of the TM
atom becomes markedly reduced in the presence of vacancies (Cretu et al. 2010).
For instance, the migration barriers for TM atoms on vacancies are larger than 3 eV
(Krasheninnikov et al. 2009).

Similar to the case of Mn on PG, a similar magnetic transition between high-spin
and low-spin states is found for Mn atoms adsorbed near the single-vacancy (SV)
sites in graphene (Mn-SV). Unlike the Mn-PG case, the unstrained Mn-SV is in a
low-spin state with the magnetic moment of∼3 μB, as shown in Fig. 13a. The local
adsorption structures of the Mn atoms are shown in Fig. 13e. The binding energy of
the Mn atom is 6.4 eV, which is much larger than the Mn-PG case, indicating that the
Mn-SV system is quite stable. Interestingly, a compression of η=−0.04 can convert
the magnetic ground state from low spin (∼3 μB) to high spin (∼5 μB) for Mn-SV.
Under compression, the graphene layer produces a spontaneous rippling with the
formation of a C-C dimer bond near SV, as shown in Fig. 13e. As results, the height
and the average bond length between Mn and its nearest C atoms increase signifi-
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Fig. 13 (a) Magnetic moments of Mn atom adsorption on pristine graphene (PG) and defective
graphene with a single vacancy (SV) as a function of strain. (b) Heights between Mn atoms and the
nearest C atoms as a function of strain for Mn-PG and Mn-SV systems. (c) Average bond lengths
between Mn atoms and the nearest C atoms as a function of strain for Mn-PG and Mn-SV systems.
(d) Binding energies of Mn atoms on graphene as a function of strain for Mn-PG and Mn-SV
systems. (e) Local structural transition for Mn-SV system from η = 0 (up structure) to η = −0.04
(down structure). (Adopted from Huang et al. 2011b)

cantly under compression, which weakens the binding. In general, the authors find
that tensile (compressive) strain can enhance (reduce) the binding strength between
TM atom and graphene, which is consistent with experimental observation (Geim
and Novoselov 2007). It is interesting to observe that the electronic and magnetic
structures of the Mn atom depend strongly on the strain of graphene layer, thereby
leading to the strain-induced sudden change of the magnetic ground state. The
strain affects the local geometry of carbon atoms around the Mn atom in two ways.
It changes the height of Mn atom above the graphene layer and generates a ripple
structure under the compressive strain. The change of the local environment, which
determines the distance and symmetry of C p orbitals with respect to that of Mn d
orbitals, can lead to a dramatic change in the magnetic d orbitals due to the strong
spin-dependent hybridization between Mn d and C π orbital states.

The strain control of the magnetism generally exists for almost all the TM atoms
from Sc to Zn on graphene. The range of magnetic moments of TM-graphene
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Fig. 14 The range of magnetic moments of TM atoms adsorption on graphene (a) without vacancy
and (b) with SV under strain. The intrinsic magnetic moments of TM graphene without strain
are shown as green lines, while the maximum and minimum magnetic moments of TM graphene
caused by compressive (or tensile) strain (in unit of %) are shown by blue (or red) line. (Adopted
from Huang et al. 2011b)

systems under realistic strain −0.05 < η < 0.10 is shown in Fig. 14. The transition
of magnetic states for TM-PG systems under strain could be either continuous
(e.g., V, Ti, and Cr) or abrupt (e.g., Sc, Mn, Fe, and Cu), as shown in Fig. 13a,
which is mainly due to different strain-dependent ligand splitting and hybridization.
Interestingly, strain can also control the adsorption sites of TM atom, for example,
the adsorption site of Cu (Sc and Fe) on graphene converts from C-C bridge (hollow)
site to hollow (C-C bridge) site at η > 0.08 (η < −0.04). The spin transition is
even more remarkable in the TM-SV cases, as shown in Fig. 3b. For example,
compressive strains of−0.04,−0.04, and−0.035 could transfer Ti-, V-, and Cr-SVs
from low-spin to high-spin states, respectively, similar to Mn-SV. Tensile strains of
0.025, 0.06, and 0.07 could transfer Cu-, Sc-, and Ni-SVs from low-spin to high-spin
states, respectively. It should be noticed that at least 66% (50%) of total magnetic
moments of the Cu-SV (Ni-SV) system originates from the nearest C atoms around
vacancy.

4.3 Magnetic Properties of Transition-Metal Doping in Boron
Nitride

Because of the lack of band gap in graphene, as demonstrated in Fig. 13, the TM
d orbitals strongly couple with the conduction or valence bands of graphene, and
further control of the charge and magnetic states of TM/graphene system is quite
difficult, but the reliable control of the charge and magnetic states of a magnetic
material is a key step for spintronics and quantum information devices. Naturally,
one may expect to solve this difficulty by replacing metallic graphene layer with
some semiconducting layers, e.g., BN. Owing to the large chemical difference
between cation B and anion N atoms, these ionic layer structures display large
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heteropolar band gaps. Because the energies of TM 3d orbitals can exist inside the
band gap, i.e., not in the conduction or valence band as in the case of TM/graphene,
the authors expect that these in-gap TM 3d orbitals may be easier to be controlled
by various approaches and the BN layer systems might be considered as preferential
magnetic materials for low-dimensional spintronics. As for the case of graphene, the
authors now focus on BN with intrinsic defects.

Depending on the position and symmetry of in-gap levels induced by vacancies,
it is expected that they can interact with the adsorbed TM atom to achieve the
controllable charge and magnetic states of TM/BN. For instance, since the energies
of TM 3d orbitals are roughly located at the middle of the gap of BN, they
could behave as TM3+ ion after coupling to triple-acceptor VB or TM2+ ion after
interacting with double-acceptor VBN. Since the in-gap levels induced by VN are
comparable to that of 3d orbitals of TM in energy, instead of charge transfer,
hybridization effect can play a critical role in determining the magnetic states of
TM-VN.

When a TM atom is adsorbed at these vacancies (Fig. 15a), the binding energy
of a TM atom on VB is significantly larger than that of a TM atom on VBN and VN,
which could be understood by the larger charge transfer effect in TM-VB. Among
these 3d TM atoms studied in Huang et al. (2012b), Sc is the one with the largest
binding energy on VB, as shown in Fig. 15b, consisting with the fact that the 3d
orbitals of Sc are highest in energy than other 3d TM atoms and the large energy
gain corresponds to charge transfer from Sc to BN. For TM atoms adsorption on
VBN, two electrons of TM atom transfer to VBN, giving rise to TM2+ charge state.
The alignment of the remaining 3d levels exactly follows the Hund’s rule, as shown
in Fig. 15d. For TM atoms adsorption on VB, TM atoms exactly exhibit TM3+ state
after three electrons transfer to VB. The trend of magnetic moment of TM-VN can
be understood by the competing between crystal field splitting and exchange energy
splitting (Huang et al. 2012b).

The understanding above suggests that the magnetic properties of TM/BN can be
tuned if the authors can effectively adjust the relative energy positions of TM and/or
defective BN. Especially, applying an external electric field Eext can shift the relative
energy-level positions because TM and BN are not in the same plane and because
TM and BN can have opposite charge states when BN is defective. Taking Mn-VB
as an example (Fig. 16), Mn-VB exhibits a high-spin configuration without an Eext
(Fig. 15d). A positive Eext exerts a force on the system, pushing the Mn closer to the
BN because Mn is positively charged and BN is negatively charged. This increases
the crystal field splitting. Remarkably, when Eext is increased to 1.0 V/nm, the height
of Mn atom on VB is decreased suddenly from 1.6 Å to 1.5 Å. The large increase of
the crystal field splitting causes a spin crossover, i.e., charges are transferred from
the spin-up channel to the spin-down channel (Fig. 16c), and the spin configuration
converts from high spin to low spin, as shown in Fig. 4b. This low-spin state is
found to be a metastable one with a total energy of 360 meV higher than that of the
high-spin state in the absence of Eext. Therefore, a negative critical Eext is required
to convert the low-spin state to high-spin one to achieve the spin crossover. The
similar physical mechanism results in the spin configuration of Co-VBN transfer
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Fig. 15 (a) The schematic structure of TM atoms adsorbed on VB, VN, and VBN in BN. (b) The
binding energies of TM atoms adsorption on VB, VN, and VBN in BN. (c) The height of the TM
atoms above the BN surface when TM atoms adsorb on VB, VN, and VBN. (d) The magnetic
moments of BN with TM atoms adsorption on VB, VN, and VBN. (Adopted from Huang et al.
2012b)

from high spin to low spin when Eext is about 3.0 V/nm (Fig. 16b). The fact that
larger Eext is required for the Co-VBN system than the Mn-VB system is consistent
with the fact that the Co-VBN is less ionized, i.e., less charge transfer between TM
and BN, than Mn-VB. It is worth to notice that the small critical Eext in these systems
indicates that it is possible to achieve this spin-crossover effect in experiments
(Zhang et al. 2009b). The calculations show that this spin-crossover effect exists
generally in TM/III–V and TM/II–VI layer structures, which strongly suggests that
these TM/ionic layer systems could be used for electromagnetic applications such as
Eext-driven nonvolatile memory or energy devices.

5 Alloying of 2D Materials

Besides chemical functionalization and doping, alloying could be another choice to
modulate the electronic properties of 2D materials for various energy applications
(Xiang et al. 2012; Huang et al. 2015a, b; Zhu et al. 2015; Yang et al. 2017a, b; Luo
et al. 2011).
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Fig. 16 (a) The model of a TM-BN system under an Eext. An Eext is oriented normally to BN
surface and is assumed to be positive when it is directed downward. (b) The magnetic moments
of Co-VBN and Mn-VB as a function of Eext. (c) The energy shift of d orbitals for Mn-VB as a
function of Eext. The Fermi level is set to zero. (Adopted from Huang et al. 2012b)

5.1 2D C-N Alloy

First, the authors focus on the 2D C-N alloy systems. Based on the CE method,
Xiang et al. identified two intermediate ground states, i.e., C3N and C12N, as
shown in Fig. 17. To further confirm the CE results, a global minimum structural
optimization method based on particle swarm optimization (PSO) is adopted to
confirm the CE-proposed structures. In 2D PSO simulations (Yang et al. 2017a), the
graphene lattice structure is not assumed, which is different from the CE method.
Instead, random structures (both atomic positions and cell parameters) are generated
to initialize the simulations. The initial structures are subsequently relaxed before
the PSO operations are performed. The PSO simulations show that the most stable
2D nitrogen-carbon alloy structure with 25% N concentration is indeed the structure
(a p6mm plane group of 2D systems) shown in Fig. 17a. The PSO simulations
for the 2D nitrogen-carbon alloy structure with 7.7% nitrogen concentration do not
give structures more stable than the C12N shown in Fig. 17b. This result supports
the stability of the proposed C12N structure. The authors note that the formation
energies of C3N and C12N are positive if graphene and the N2 molecule are taken
as the references. However, many experiments have shown that N atoms can be
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Fig. 17 (a) The ordered N-doped graphene superstructure for C3N. (b) The ordered N-doped
graphene superstructure for C12N. Unit cells of the superstructures are enclosed by dashed lines.
Each right panel displays the enlarged view of the structure that is enclosed by a red circle in the
left panels. The numbers denote the bond lengths (in Å). The Clar formulas are specified by the
circle, solid, and dashed lines. (Adopted from Xiang et al. 2012)

incorporated into graphene. What the authors have demonstrated is that C3N and
C12N are the most stable structures once N atoms are incorporated into graphene.

The band structures for the C3N and C12N superstructures from the LDA
calculations are shown in Fig. 18. Interestingly, both superstructures are found to
be semiconductors: C3N has an indirect band gap (about 0.26 eV from the LDA
calculation). C12N has instead a direct band gap (about 0.62 eV from the LDA
calculation) at the M point. Because the pz orbital of a nitrogen atom will be almost
fully occupied by the two π electrons, the mechanism for the band-gap opening
in graphene induced by nitrogen doping can be understood by examining only the
bonding situation of carbon π electrons.

The Clar’s theory of the aromatic sextet (Wassmann et al. 2010) has been
shown to be a simple and powerful tool to predict the stability and the elec-
tronic/magnetic structure of graphene-related systems. According to Clar’s rule,
for a given system, the representation with a maximum number of Clar sex-
tets, called the Clar formula, is the most representative one. Here, the authors
show the Clar formulas for C3N and C12N in the right panels of Figs. 17a
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Fig. 18 (a) The LDA band
structures for (a) C3N and (b)
C12N. The horizontal green
dashed lines denote the VBM
levels. The contributions from
N pz orbitals to the wave
functions are indicated by the
radii of the solid spheres.
(Adopted from Xiang et al.
2012)

and 18b, respectively. In C3N, each six-membered ring forms a Clar sextet.
C3N has one unique Clar formula and thus belongs to the class 1CF of the
(pseudo)-all-benzenoid structure. In contrast, C12N has no Clar sextets and thus
is non-benzenoid. Because each nitrogen atom forms three single bonds with the
neighboring carbon atoms, the nitrogen atoms are excluded when the authors
construct the Clar formula. The Clar formulas shown in Fig. 17 are in good
agreement with the C-C bond lengths of relaxed structures from the DFT cal-
culation. All the C-C bond lengths in C3N are the same: 1.393 Å. For C12N,
some C-C bonds (marked by an additional solid line) have shorter bond lengths,
1.388 Å, which can be considered a normal C-C double bond; and there are weak
C-C double bonds (marked by an additional dashed line) with bond lengths of
1.406 Å; all the other C-C bonds are single bonds. Therefore, the authors can
understand that there is a large band gap between the occupied carbon π states
and the unoccupied carbon π states in both C3N and C12N. Our analysis for the
wave-function characters indicates that the highest occupied band near π is mainly
contributed by nitrogen pz orbitals, and there are some contributions from carbon pz
orbitals when the Brillouin-zone boundary is approached. The lowest unoccupied
band is mostly contributed by the carbon pz orbitals. The gap between the highest
occupied carbon π state and the CBM is larger than 1.5 eV (in LDA) in both C3N
and C12N, which is in accord with Clar’s theory. Therefore, the authors predict that
collective nitrogen doping can induce exotic semiconducting behavior in graphene
instead of n-type doping behavior. The real band gap should be larger because the
LDA functional underestimates the band gap. It is well known that LDA seriously
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underestimates the band gap of semiconductors; thus, the authors calculate the
electronic structures of C3N and C12N by employing the screened HSE06 hybrid
functional, which has been shown to give a good band gap for many semiconductors.
Our HSE06 calculations show that C3N and C12N have the band gaps of 0.96 eV
and 0.98 eV, respectively. The authors note that the band gaps of the nitrogen-doped
graphene are close to the band gap (about 1.12 eV) in silicon.

5.2 2D Si-P Alloy

As 2D Si and P have been achieved in the recent experiments, an interesting
question is whether stable 2D silicon phosphide (SixPy) monolayers with different
stoichiometries can exist in the Si-P phase diagram. If so, what kinds of stable
stoichiometries can they have, and do they have more attractive electronic properties
than that of 2D Si or P? The answers to these questions are not only scientifically
important to extend our current knowledge of 2D materials, but also can provide an
approach for the discovery of new 2D functional materials beyond the existing mate-
rials. By combining global structural search (PSO) and first-principles calculations,
the authors have found several stable or metastable semiconducting SixPy monolay-
ers, which can only be formed at the stoichiometries of y/x≥ 1, as shown in Fig. 19.

When y/x ≥ 1, a large number of SixPy monolayers with negative �H emerge,
and most of these satisfy the classical electron counting rule, i.e., Si atoms are
fourfold coordinated, while P atoms are threefold coordinated to realize full sp3

hybridization. For Si1P1, the lowest-�H phase has a GaSe-type (P-6m2) structure
with �H = −0.159 eV/atom, as shown in Fig. 20a. The P-3ml and P21/m phases
(Fig. 20b, c) have a slightly higher �H value than that of the P-6m2 phase. When
the P composition is further increased to the stoichiometry of Si1P2, seven Si1P2
with negative H values appear in the phase diagram. The lowest-�H phase has Pm
symmetry. As shown in Fig. 20d, the Pm Si1P2 structure can be considered as the
stacking of one zigzag P chain on the h-BN-like SiP monolayer in each unit cell.
The second lowest-�H phase is P-421m Si1P2, which has a slightly higher�H than
that of the Pm phase. Interestingly, the Si2P3 pentagon is the basic building block
to form the P-421m Si1P2 structure, as shown in Fig. 20e. For the stoichiometry of
Si1P3, the authors find two structures with negative�H, and the lowest-�H one has
C2/m symmetry, as shown in Fig. 20f.

In terms of the calculated �H values of all the 2D SixPy, the authors can
obtain the ground-state convex hull of 2D SixPy, as shown in Fig. 19. Obviously,
P-6m2 Si1P1 and Pm Si1P2 are located on the convex hull, indicating that they are
stable against disproportioning into other neighboring compounds. It is important
to compare the thermal stabilities of the predicted monolayer SixPy to the existing
bulk SixPy phases. For the stoichiometry of Si1P1, the bulk Cmc21 phase has a
negligibly lower �H value than the predicted monolayer P-6m2 phase, while the
bulk F-43m phase has a significantly positive �H value. For the stoichiometry of
Si1P2, the predicted monolayer Pm phase also has a quite similar �H value as the
bulk Pbam and Pa-3 phases.
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Fig. 19 Thermodynamic stability of 2D SixPy indicated by the calculated formation enthalpies
(�H) of various 2D SixPy compounds with respect to elemental decomposition into diamond
silicon and black phosphorus. The solid blue circles represent the predicted lowest-�H SixPy at
each P composition. The half-solid green circles represent other predicted SixPy compounds with
negative �H values. The ground-state convex hull of 2D Si-P compounds is denoted by the solid
lines. For comparison, the calculated�H values of four previously known bulk SixPy compounds,
i.e., F-43m Si1P1, Cmc21 Si1P1, Pbam Si1P2, and Pa-3 Si1P2, are also plotted as red triangles.
(Adopted from Huang et al. 2015a)

5.3 2D Si-S Alloy

One promising approach for the discovery of new materials is “atomic transmute”
in which one type of elements is transmutated into its neighboring elements in
the periodic table but the total number of valence electrons is kept unchanged.
In 2D materials, it is well known that by transmutating two C atoms in group
IV graphene into one B atom and one N atom, monolayer groups III–V material
h-BN can be obtained with wide band gap and new functionalities. Similarly, it is
possible to replace two P atoms in phosphorene or in monolayer blue phosphorus
by one Si atom and one S atom and predicted new 2D materials α-SiS and β-SiS
with interesting properties (Zhu et al. 2015). However, it is not clear whether these
are the ground-state structures for these materials.

To identify the ground-state structures of SiS, Yang et al. have performed the
global structural search method, which can effectively catch the global ground-state
structure of a compound (Yang et al. 2017a). The lowest-energy structure of Si2S2
(Pmma symmetry) obtained from this search is shown in Fig. 21a. In Pmma-SiS, Si
atoms form zigzag chains along b directions (see bc-plane projections in Fig. 21a),
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Fig. 20 Structures of 2D SixPy. The top view (upper) and side view (lower) of (a) P-6m2 Si1P1,
(b) P-3m1 Si1P1, (c) P21/m Si1P1, (d) Pm Si1P2, (e) P-421m Si1P2, and (f) C2/m Si1P3. Violet
and yellow spheres are P and Si atoms, respectively. The unit cells are marked by the red dashed
lines. (Adopted from Huang et al. 2015a)

which are sandwiched and also connected by two S layers. Each Si atom is bonded
to two other Si atoms and two S atoms, while each S atom is bonded to two Si
atoms. As a result, the system obeys the “octet rule,” which means that both S and
Si atoms have eight valence electrons to fully occupy the outmost sp shells and each
bond (including S dangling bonds) contains two electrons; thus this structure should
be chemically stable. However, the calculated phonon spectrum for this Si2S2 cell
shows that there is one small imaginary frequency around X point, which implies
that periodicity of atomic arrangements along a direction should be doubled. Indeed,
the authors found by structural search that Si4S4 (Pma2 symmetry) is dynamically
more stable, as shown in Fig. 21c. In Pma2-SiS, both top and bottom S atom
layers are alternatively slightly rotated around the a axis or titled toward positive
and negative b direction. This long-range periodicity in S layers lowers the total
energy slightly and removes the imaginary frequency from the phonon spectrum.
Consequently, the structure in Fig. 21c is both chemically and dynamically stable.
Besides Pmma-SiS and Pma2-SiS, it is also found that another interesting structure
in Si2S2 unit cell, as shown in Fig. 21b, can exist. In this structure, all the Si
atoms are in ab plane and form stretched honeycomb lattices with top and bottom
S layers inserted into Si-Si bonds. Because of the similarity between this structure
and unbuckled silicene and graphene oxide, the authors name it as silicene sulfide,
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Fig. 21 Top and side views of structures for (a) Pmma-SiS, (b) silicene sulfide of Cmmm
symmetry, and (c) Pma2-SiS. Blue is for Si and yellow is for S atoms. (Adopted from Yang et
al. 2017a)

which has Cmmm symmetry. In this structure, both Si and S atoms also obey “octet
rule,” and thus it should be chemically stable.

The band structures and density of states of Pma2-SiS and silicene sulfide are
shown in Fig. 22. Clearly, both of them are direct band-gap semiconductors with
band gaps of 1.22 and 1.01 eV for Pma2-SiS and silicene sulfide, respectively,
from the HSE06 calculations. The authors also performed G0W0 calculations for
our structures and then obtained the optical band gaps of Pma2-SiS and silicene
sulfide are 1.35 and 1.14 eV, respectively. Because their optical band gaps are close
to the optimal values required for solar cell absorbers, they can be good candidate
semiconductors for photovoltaic applications.

6 Conclusions

In conclusion, the authors have described the electronic properties of functionalized
2D materials that are useful for various applications, including solar applica-
tions, spintronic applications, and solid-state lighting. Our review clearly shows
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Fig. 22 Band structures and (partial) density of states for (a) Pma2-SiS and (b) silicene sulfide.
(Adopted from Yang et al. 2017a)

that first-principles (density functional theory based) calculations are powerful
approaches to understand the fundamental physical properties of 2D materials.
For examples, our calculations and analysis have allowed us to propose new
approaches to modify the optoelectronic properties of several 2D materials via
chemical functionalization, to suggest a new way to enhance the doping efficiency
in graphene via substrate doping and carrier injection, to show the possibility of
using 2D materials in spintronic applications via magnetic atom doping, as well
as to reveal that alloying can dramatically expand the exploitation of 2D materials
in energy applications. Our review is intended not only to present current research
activities on chemical functionalized 2D materials but also to generate new ideas
in the field. In the future study of 2D materials, the authors expect that more
attention will be paid to design new functionalized 2D materials by heterojunction
engineering and discover novel 2D topological materials, such as quantum spin hall
insulators. The authors believe that investigation with more advanced computational
methods will further extend the applications of 2D systems in energy and spintronic
domains.
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Abstract

Semiconductor nanocrystals are being used as hosts to trap and manipulate
single spins. Spins in nanocrystals can have different properties than their bulk
counterparts, owing both to quantum confinement and surface effects. We will
show that spins can be generated in nanocrystals by the insertion of impurities,
either magnetic or not, or by magnetic polarons present at dangling bonds at their
surfaces. This chapter reports theoretical contributions to this field, where the
density functional theory is used to simulate these functionalized nanocrystals.

1 Introduction

During the last 30 years, the development of nanoscience has led to the possibility
of manipulating nanostructures at the atomic level. Nanocrystals can be grown in
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a wide variety of geometries and shapes, and for many of the known compounds,
leading to the possibility of fine-tuning their properties. When the relatively-new
field of nanoscience met with the mature area of magnetism, new phenomena arose.
Having magnetic spins in nanocrystals leads to the possibility of controlling and
manipulating single spins in an atomic level. Besides the exciting fundamental
challenges related to single-spin manipulation, there is also a wide variety of
possible applications of this type of technology, going from spin filters (Efros et al.
2001) to single electron transistors (Qu and Vasilopoulos 2006). The ability to
manipulate quantum processes at the level of single impurities forms the basis of
an area of research called solotronics (Kobak et al. 2014).

Understanding the nature of spins in semiconductor nanocrystals is, conse-
quently, an important task in order to successfully manipulate them. Theoretical
and computational tools based on the density functional theory (DFT) and on
pseudopotentials methods are a suitable choice for modeling these materials since
they combine precision with the possibility of simulating the nanostructures in
similar ways as they occur in the laboratory. Modern methodologies can simulate
nanostructures with thousands of atoms, both with and without periodic boundary
conditions.

In this text, we will qualify two different types of spins in semiconductor
nanocrystals and report theoretical, DFT-based results on them. The first type of spin
involves the insertion of extrinsic elements into the semiconductor host, in a proce-
dure very similar to what is done for semiconductors (Dietl 2010). The most popular
impurities are transition metal atoms, which usually have large exchange splittings,
leading to large local magnetic moments. Besides these magnetic elements, it is
also possible to observe spins and a magnetic response by inserting nonmagnetic
impurities into the nanocrystal, such as carbon or nitrogen in ZnO. This might have
advantages since standard elements used for magnetic semiconductors are often
toxic and very expensive.

The second way of obtaining spins in nanocrystals is through the intrinsic
existence of surfaces in these materials. Dangling bonds present at these surfaces
might act as localized spins of magnetic ions, producing a similar effect as the
insertion of transition metals into the host nanocrystal.

2 Doped Nanocrystals

Most bulk semiconductors can also be grown as low dimensional nanostructures.
Even materials that have only been studied more deeply in the last few years, as
the Halide Perovskites, have already been synthesized in the form of nanocrystals
(Castañeda et al. 2016). The same is true for other, more traditional, semiconductors
such as Si, ZnO, CdTe, CdSe, and so on. In order to broaden the possibility
of applications of these nanostructures, it is important to functionalize them.
Doping is one of the most conventional ways of functionalizing semiconductors
and should also be a suitable path for semiconductor nanocrystals. However,
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this can be a formidable task owing to kinetic limitations and self purification
mechanisms.

Turnbull, in 1950, was the first one to argue that small droplets would have a
smaller concentration of defects when compared to bulk (Turnbull 1950). He was
interested in understanding the formation of crystal nuclei in liquid metals. This
crystallization is usually induced by the presence of impurities or interfaces. His
arguments were basically statistical: the probability of having impurities inside very
small droplets should be much smaller than in larger crystals. In 2005, Erwin et
al. (2005) argued that the limiting factor for doping a semiconductor nanocrystal
was the binding energy of the impurity to the surface of the nanocrystal. In 2006,
Dalpian and Chelikowsky (2006) showed that the formation energy of the impurity
increases as the size of the nanocrystal decreases. This is a direct consequence
of the fact that the impurity levels get deeper as the size of the nanocrystal
decreases. This pinning of the impurity levels has also been observed experimentally
(Norberg et al. 2006). Using DFT calculations, effective mass models, and magnetic
circular dichroism spectroscopy, it has been shown that the donor binding energies
of Co2+ impurities in ZnSe quantum dots are pinned irrespective of the size of
the nanocrystal. This occurs owing to the smaller effect of quantum confinement
in the localized Cod levels when compared to the HOMO (highest occupied
molecular orbital) and the LUMO (lowest unoccupied molecular orbital) of the
nanocrystal.

A lot of advances in the area of doped nanocrystals happened in the last decade,
leading to the successful control of doped nanocrystals from an experimental
perspective (Mocatta et al. 2011).

From a theoretical perspective, in order to simulate semiconductor nanocrystals,
one has to build molecular models that resemble what happens in these
nanostructures. In this chapter, nanocrystals are generated by cutting spherical
regions from a bulk crystal, as schematically shown in Fig. 1a. This nanocrystal
will be defined by its center (that can be a bond, interstitial position or an atom)
and its radius. Depending on the definition of the center of the nanocrystal, its
symmetry might be changed (Dalpian et al. 2006). The generated structure, shown in
Fig. 1b, will present a high density of surface dangling bonds, which will certainly
interfere in the final results. Later on this chapter, the importance of these surface
dangling bonds will be discussed. However, at this point, we are mostly interested
in quantum confinement effects, and we would like to avoid surface states. To do
that, the nanocrystal’s surface atoms are saturated with pseudo-hydrogen atoms,
carefully generated with fractional charges in order to maintain electron counting.
Details about this theoretical procedure were thoroughly described by Huang et al.
(2005a).

Within the methodology described above, one can easily obtain information
about the quantum confinement effects in nanocrystals, such as the increase of
the bandgap as the size of the nanocrystals decreases. Quantum confinement
effects on doped nanocrystals can also be explored through these methods by
inserting impurities into them. This procedure will be described in the next
section.
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Fig. 1 Procedure used to generate spherical ZnO nanocrystals: (a) and (b) a spherical region
is cut from the bulk crystal; (c) the surface dangling bonds are saturated with pseudo-hydrogen
atoms. Red and grey circles represent oxygen and Zn atoms, respectively. The small, white circles
represent the pseudo-hydrogen saturation

2.1 Magnetic Impurities

To simulate magnetic impurities inside nanocrystals, we substitute one of the inter-
nal atoms of the nanocrystal by a transition metal impurity. This process has been
successfully done experimentally for a variety of materials and dopants, providing
a large quantity of experimental results for comparison. These results include Mn in
ZnS (Donegá et al. 2002), Mn in CdS (Nag et al. 2010), Co and Ni in ZnO (Schwartz
et al. 2003), Co in ZnSe (Norberg and Gamelin 2005), and many others.

From a computational point of view, one of the first works dedicated to under-
stand the spintronic properties of nanocrystals was performed by Huang, Makmal,
Chelikowsky, and Kronik in 2005 (Huang et al. 2005b). They studied the magnetic
properties of Mn-doped Ge, GaAs, and ZnSe nanocrystals using real space ab initio
pseudopotential methodologies (Chelikowsky et al. 1994), based on the density
functional theory. These calculations were performed with the PARSEC code
(Kronik et al. 2006). In this chapter, we will not detail the methodology used for per-
forming these calculations, since this has already been discussed in other chapters.
However, it is important to mention that real space methods have the advantage of
avoiding the need to use large supercells, with large vacuum layers, that are usually
needed in plane wave codes. The important parameter in this case is the grid spacing,
which might influence in the final calculated properties (Chelikowsky et al. 2011).

When Mn is inserted into these semiconductor nanocrystals, the half-metallicity
trends observed in the bulk are preserved. Substituting a Ge atom by Mn will
introduce Mnd orbitals into the band gap of the nanocrystal. Owing to the crystal
field, these d levels will split into a tri-degenerated t2 and a two-degenerated e level.
The picture is very similar for GaAs and ZnSe. For Ge, there will be two holes
in the t2 level, whereas substituting Ga by Mn in GaAs will insert one hole. No
holes are inserted when Mn substitutes Zn in ZnSe. This effect has been studied
for four different sizes of nanocrystals: X9MnY10, X18MnY19, X40MnY41, and
X64MnY65, where X = Ge, As or Zn and Y = Ge, As or Se, respectively, and the
index indicates the number of atoms of that type in the nanocrystal. It was observed
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that, as the impurity states are highly localized, they are less affected by quantum
confinement than the delocalized host states, such as the HOMO and the LUMO. As
the size of the nanocrystals decreases, the Mn-related levels become deeper inside
the band gap. This causes the ferromagnetic stabilization to be dominated by double
exchange mechanisms via localized holes.

The insertion of Mn atoms into II-VI semiconductor does not insert carriers
(holes) into the system, since Mn is isovalent to the type-II atom. Consequently, Mn
substitution into ZnO nanocrystals does not induce a ferromagnetic response. How-
ever, May et al. (2012) have shown that a ferromagnetic response can be obtained by
the insertion of external p-type dopants. This can be done by photoexcitation of elec-
trons or by atomic substitution. May suggested that doping ZnO quantum dots with
N (at the oxygen site) would lead to a ferromagnetic response in Mn-doped ZnO.

Owing to the localized nature of transition metal impurities, a frequent concern
relies on the appropriateness of density functionals to simulate such materials.
Whereas the generalized gradient approximation (GGA) or local density approxi-
mation (LDA) are very popular amongst chemists and physicists, they should not
be applied in a straightforward manner for all systems. In order to elucidate this
issue, Badaeva et al. (2008) tested several density functionals to better understand
the properties of Co-doped ZnO nanocrystals. They have compared experimental
data for the dopant-carrier magnetic exchange interactions with LSDA, GGA, and
hybrid PBE1 functionals (Perdew et al. 1997). Hybrid functionals include a fraction
of Hartree-Fock exchange, leading to a better description of localized states and
of bandgaps. The overall conclusion was that hybrid functionals are usually better
suited to study this type of system, although qualitative responses are already
obtained with other functionals.

2.2 Nonmagnetic Impurities

In the previous section, we discussed spins in semiconductor nanocrystals that were
created by the insertion of transition metal atoms. However, it is also possible to
get spins in semiconductor nanocrystals by inserting nonmagnetic atoms into the
nanocrystals or by the presence of other types of defects.

One of the first theoretical reports on ferromagnetism in nondoped semiconduc-
tors was made by Pemmaraju and Sanvito (2005), in a study about intrinsic point
defects in HfO2. They have observed that oxygen vacancies are spin-polarized in
this kind of system and that there are exchange interactions between neighboring
vacancies, leading to the possibility of a macroscopic magnetization of the whole
crystal. This result was important to help understand experimental observations of
magnetism in nondoped samples of HfO2.

As intrinsic defects, which happen spontaneously in the crystal, can lead to a
macroscopic magnetization, one could use similar principles to engineer magnetism
into nanocrystals without the need of transition metal atoms. This task can also
be obtained by inserting nonmagnetic impurities, such as Carbon or Nitrogen, into
quantum dots. To test this idea, Kwak and Cheliwkoswky (2009) studied Carbon-
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doped ZnO nanocrystals. In this case, Carbon atoms enter in substitution to oxygen,
inserting two holes into the system. The ground state of C-doped ZnO is spin-
polarized, with a magnetic moment of 2μB, originated from its 2p states. As these
are mainly localized states, it has been shown that quantum confinement has limited
effect on the defect states, making ferromagnetism robust through different sizes of
nanocrystals.

3 Surface Magnetization in Semiconductor Nanocrystals

The surface saturation described previously in Fig. 1c is a theoretical artifact to
remove the nanocrystals’ surface states from the energy gap. This is only performed
to isolate the effects of quantum confinement. Although the effects of quantum
confinement are modeled correctly within this model, the surface does not represent
what happens in experiment. This type of saturation models a perfect saturation,
where the density of dangling bonds at the surface tends to zero. Although this
methodology is precise to study quantum confinement effects, we lose the rich
nature of the surface of the nanocrystals. In order to analyze the surface effects
on nanoparticles and their implications on properties, we have removed all surface
saturation and then optimize these structures, allowing all atoms to move to their
minimum energy positions. The surface of a nanocrystal can reconstruct in several
new arrangements. Owing to these structural changes, and the presence of dangling
bonds, the electronic structure of the nanocrystal is also altered, and a magnetic
signal, or spin polarization, can also be observed. This magnetization is usually
termed as d0 ferromagnetism, similar to the case of nonmagnetic doping described
previously.

From an experimental perspective, there are several observations of ferromag-
netic responses in materials that should be nonmagnetic. This phantom ferromag-
netism (Coey et al. 2008) was first reported in 2008. For nanocrystals, Garcia
(Garcia et al. 2007) showed that nondoped ZnO nanoparticles could have a small
ferromagnetic response, depending on the way the nanocrystals are saturated. When
the nanocrystal is covered with Thiol molecules, a larger magnetization is observed
than when the nanocrystals are covered with TOPO. These different signals are
explained by different surface saturations, leading consequently to a different
density of surface dangling bonds.

The nanocrystals observed in these experiments represent a saturation that is
in between the two saturation limits mentioned above: (i) full pseudo-hydrogen
saturation and (ii) no saturation. By studying nonsaturated nanocrystals, we will
be able to learn about the properties of these dangling bonds and infer about what
happens in experiment.

Spins on dangling bonds at the surface of CdSe colloidal nanocrystals have been
recently reported and studied (Biadala et al. 2017). These spins have been called
“magnetic polarons.”
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3.1 Surface Reconstructions

To simulate the surface of nanocrystals, after carving a spherical nanocrystal in a
bulk region, as shown in Fig. 1a, we minimize the forces on all atoms letting the
surfaces reconstruct. We have analyzed ZnO nanocrystals in the zinc blende (ZB)
and the wurtzite (WZ) structures and were able to observe several different types
of reconstructions and several different structural motifs for ZnO nanocrystals. We
have studied different sizes of nanocrystals, with diameters ranging from 0.9 nm to
1.5 nm. The surface of each nanocrystal was reconstructed in a different way, giving
us a broad range of different defects, including planar faces, steps, kinks, adislands,
adatoms, dimers, and others. We have considered the majority of possible motifs
present at any nanocrystal surface.

The most frequent motifs are the formation of planar faces and of dimers. Fig-
ure 2 shows a structural model of a saturated ZnO nanocrystal with 147 atoms and
of the nonsaturated, optimized counterpart. This planar reconstruction on ZnO has
also been reported for thin films (Tushe et al. 2007). Most of these reconstructions
occur to reduce the dangling bond density at the surface. The formation of dimers,
as also observed in Fig. 2, is very common to several surfaces, including Si(001).

Besides surface reconstructions, removal of bond saturation leads to the striking
observation of surface magnetization in these structures. The magnetization is
strongly localized at the surfaces of the nanocrystals, with almost no signal at their
interior. Figure 3 is an illustration of this phenomenon. The figure shows the radial
distribution function of the spin density for different sizes of ZnO nanocrystals. The
insets show the spin charge density, i.e., the total charge density for spin up minus
total charge density for spin down. This radial distribution clearly shows that the
magnetization in these nanostructures is mostly localized at the surface.

Although many motifs that present magnetization were observed, the sur-
face magnetization was not observed in all of our simulated nanocrystals. Our
conclusion is that some kind of atomic order inside the nanocrystal is needed for

Fig. 2 Illustration of planar faces that occur in some nanocrystals after the passivation is removed.
In this figure, the ZnO nanocrystal has 147 Atoms
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Fig. 3 Radial distribution of the spin density for three sizes of ZnO nanocrystals:
(a) 4 Å; (b) 6 Å; (c) 7 Å. The inset shows a real space representation of the spin density distribution
within the nanocrystal

the magnetization to be observed. For nanocrystals which structure was strongly
reorganized, almost resembling an amorphous structure, no magnetization was
observed (Schoenhalz et al. 2009 and 2010). Besides testing different sizes of
nanocrystals (with up to 238 atoms), we have also tested different crystal structures.
The ground state crystal structure of bulk ZnO is the wurtzite structure, although the
energy difference to the zinc blende structure is not large. On Table 1 we report the
total magnetization of the studied nanostructures.

Other nanostructured ZnO materials have also been shown to present a ferro-
magnetic ordering without the need of magnetic impurities. This is the case of ZnO
nanowires (Podila et al. 2010), where the surface magnetization can also be used to
explain the observed results.

As surfaces are delocalized and spread over the whole material, this effect should
suffice to explain the observed magnetization in nondoped ZnO nanostructures
(Garcia et al. 2007). Other extended defects such as grain boundaries and dislo-
cations should also be able to hold a macroscopic magnetization.



27 Spins in Semiconductor Nanocrystals 613

Table 1 Total magnetization
for nonsaturated ZnO
nanocrystals (in Bohr
magnetons). The number of
atoms in the nanocrystal and
the structure (ZB = zinc
blende and WZ = wurtzite) is
also shown (Schoenhalz et al.
2009)

Number of atoms Structure Total magnetization

35 ZB 2μB

87 ZB 4μB

147 ZB 2μB

38 ZB 0
86 ZB 2μB

238 ZB 0
39 WZ 0
92 WZ 2μB

34 WZ 0
88 WZ 0

3.2 Interaction Between Surfaces and Magnetic Impurities

As demonstrated so far, spins in semiconductor nanostructures can be observed
when impurities are inserted into the nanocrystal or by the simple fact that they
exhibit large surface:volume ratios and that the surface is not perfectly saturated,
presenting dangling bonds. A larger degree of complexity appears when both impu-
rity spins and surface magnetizations are considered. This leads to the possibility
of an exchange interaction between the delocalized spins at the surface and the
localized impurity states.

A prototype case for studying this system is Co-doped ZnO nanocrystals
(Schoenhalz and Dalpian 2013). There are plenty of theoretical and experimental
results for the bulk system, with strong controversies about its ground state. Co has
seven d electrons, and when inserted into ZnO, these d levels will be placed at the
band gap. The total magnetic moment per Co atom is 3μB, because the e levels are
lower in energy than the t2 levels. Figure 4 shows the most important eigenvalues
of three different nanocrystals and a comparison to the nondoped nanocrystals. For
bulk ZnO, as the band gap is reduced in ab initio calculations, the Co d levels might
be incorrectly placed away from the bandgap. Nanocrystals, with larger bandgaps,
do not suffer from these problems.

When two impurities are present inside the nanocrystal, the most stable magnetic
coupling is antiferromagnetic, since no carriers are present. This leads to a contro-
versy because experimental results report a ferromagnetic configuration for this kind
of system. Our results indicate that this ferromagnetism can be understood by the
existence of the surfaces, as reported before for pure ZnO nanocrystals.

To simulate the effect of the surfaces on doped nanocrystals, we have used a
procedure similar to the one used for nondoped nanocrystals: we remove the surface
saturation, insert an impurity inside the nanocrystal, and optimize its structure.
A very rich variety of spin configurations has been observed, depending on the size,
structure, surfaces, and number of dopants inside the nanocrystal. Besides the usual
hybridization and crystals field splittings observed in bulk ZnO and on saturated
ZnO nanocrystals, in nonsaturated nanocrystals we also observe a strong interaction
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Fig. 4 Comparison of energy
levels of a doped and
undoped zinc blende NC. The
set of eigenvalues in the left
are for the pure, undoped
nanocrystal, and the second
and third sets represent the
majority and minority spin
channels, respectively. The
undoped NC has (a) 35,
(b) 87, and (c) 147 atoms of
Zn and O. The doped NC had
one of the Zn atoms (the most
central) substituted by a Co
atom for each nanocrystal
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the spin density for ZnO
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between the Co atom and the surface states, lowering the symmetry and tuning the
occupation of the impurity atoms.

Figure 5 presents the radial spin density distribution for a Co-doped ZnO
nanocrystal. In this case, there is only one impurity inside the nanocrystal. The
curve in green is for the doped nanocrystal, with one Co atom near the center
of the nanocrystal. For this case, we observe a magnetization both at the center
(Co atom) and at the surface of the nanocrystal. For the sake of comparison, we also
show the magnetization for the non-doped nanocrystal. In this case, only the surface
magnetization is observed.
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For the doped nanocrystal case, the removal of the surface saturation had two
main effects. The first one was to induce a surface magnetization, as shown in
Fig. 5. The second effect is related to the magnetic coupling between two Co
impurities inside the nanocrystal. For the saturated case, as there are no carriers
in Co-doped ZnO, the most stable configuration between the spins of the Co atoms
is antiparallel, i.e., antiferromagnetic. For unsaturated, reconstructed nanocrystals,
the lowest energy configuration is when the spins of the Co atoms are parallel to
each other, i.e., a ferromagnetic configuration. This occurs owing to the strong
hybridization of the Co atoms with the surfaces, which might act as donors or
acceptors changing the magnetic ground state. (Schoenhalz and Dalpian, 2013)

4 Conclusions and Perspectives

The results presented in this chapter show the complex nature of spins in semi-
conductor nanocrystals. Owing to quantum confinement and surface effects, the
behavior of these spins might be very different from their bulk counterparts. New
phenomena are observed. Also, due to the reduced size of the nanocrystals, one
has the possibility of inserting single impurities into them, leading to the possibility
of single spin manipulation. This has potential applications ranging from quantum
computing to spintronic devices.

The results presented in this chapter clearly show the importance of considering
both quantum confinement and the surface structure for understanding the ground
state properties of doped nanocrystals. As there are limited experimental methods
that can precisely track the properties of these surfaces, theoretical methods become
indispensable tools to understand their properties.

Acknowledgments This work was supported by Brazilian agencies FAPESP, CNPq, and CAPES.
GMD also thanks all the co-authors of the works reported in this chapter. Special thanks to Dr.
A. L. Schoenhalz, whose PhD thesis focused on quantum confinement and surface effects in ZnO
nanocrystals.

References

Badaeva E, Feng Y, Gamelin DR, Li X (2008) Investigation of pure and Co2+-doped ZnO quantum
dot electronic structures using the density functional theory: choosing the right functional. New
J Phys 10:055013

Biadala L et al (2017) Magnetic polaron on dangling-bond spins in CdSe colloidal nanocrystals.
Nat Nanotech 12:569

Castañeda JA et al (2016) Efficient biexciton interaction in perovskite quantum dots under weak
and strong confinement. ACS Nano 10:8603

Chelikowsky JR, Troullier N, Saad Y (1994) Finite-difference-pseudopotential method: electronic
structure calculations without a basis. Phys Rev Lett 72:1240

Chelikowsky JR, Alemany MMG, Chan TL, Dalpian GM (2011) Computational studies of doped
nanostructures. Rep Prog Phys 74:1



616 G. M. Dalpian

Coey JMD, Wongsaprom K, Alaria J, Venkatesan M (2008) Charge-transfer ferromagnetism in
oxide nanoparticles. J Phys D Appl Phys 41:134012

Dalpian GM, Chelikowsky JR (2006) Self-purification in semiconductor nanocrystals. Phys Rev
Lett 96:226802

Dalpian GM, Tiago ML, del Puerto ML, Chelikowsky JR (2006) Symmetry considerations in CdSe
nanocrystals. Nano Lett 6:501

Dietl T (2010) A ten-year perspective on dilute magnetic semiconductors and oxides. Nat Mat
9:965

Donegá CM, Bol AA, Meijerink A (2002) Time-resolved luminescence of ZnS: Mn2+ nanocrys-
tals. J Lumin 96:87

Efros AL, Rashba EI, Rosen M (2001) Paramagnetic ion-doped nanocrystal as a voltage-controlled
spin filter. Phys Rev Lett 87:206601

Erwin SC, Zu L, Efros AL, Kennedy TA, Norris DJ (2005) Doping semiconductor nanocrystals.
Nature 436:7047

Garcia MA et al (2007) Magnetic properties of ZnO nanoparticles. Nano Lett 7:1489
Huang X, Lindgren E, Chelikowsky JR (2005a) Surface passivation method for semiconductor

nanostructures. Phys Rev B 71:165328
Huang X, Makmal A, Chelikowsky JR, Kronik L (2005b) Size-dependent spintronic properties of

dilute magnetic semiconductor nanocrystals. Phys Rev Lett 94:236801
Kobak J et al (2014) Designing quantum dots for solotronics. Nat Commun 5:3191
Kronik L et al (2006) PARSEC–the pseudopotential algorithm for real-space electronic structure

calculations: recent advances and novel applications to nano-structures. Phys Status Solidi B
243:1063

Kwak H, Chelikowsky JR (2009) Size-dependent induced magnetism in carbon-doped ZnO
nanostructures. Appl Phys Lett 95:263108

May JW, McMorris RJ, Li X (2012) Ferromagnetism in p-type manganese-doped zinc oxide
quantum dots. J Phys Chem Lett 3:1374

Mocatta D, Cohen G, Schattner J, Millo O, Rabani E, Banin U (2011) Heavily doped semiconduc-
tor nanocrystal quantum dots. Science 332:77

Nag A et al (2010) Size-dependent tuning of Mn2+ d emission in Mn2+-doped CdS nanocrystals:
bulk vs surface. J Phys Chem C 114:18323

Norberg NS, Gamelin DR (2005) Influence of surface modification on the luminescence of
colloidal ZnO nanocrystals. J Phys Chem B 109:20810

Norberg NS, Dalpian GM, Chelikowsky RJ, Gamelin DR (2006) Energetic pinning of magnetic
impurity levels in quantum-confined semiconductors. Nano Lett 6:2887

Pemmaraju CD, Sanvito S (2005) Ferromagnetism driven by intrinsic point defects in HfO2. Phys
Rev Lett 94:217205

Perdew JP, Burke K, Ernzerhof M (1997) Generalized gradient approximation made simple. Phys
Rev Lett 78:1396

Podila R et al (2010) Origin of FM ordering in pristine micro- and nanostructured ZnO. Nano Lett
10:1383

Qu F, Vasilopoulos P (2006) Spin transport across a quantum dot doped with a magnetic ion. Appl
Phys Lett 89:122512

Schoenhalz AL, Dalpian GM (2013) Cobalt-doped ZnO nanocrystals: quantum confinement and
surface effects from ab initio methods. Phys Chem Chem Phys 15:15863

Schoenhalz AL, Arantes JT, Fazzio A, Dalpian GM (2009) Surface magnetization in non-doped
ZnO nanostructures. Appl Phys Lett 94:162503

Schoenhalz AL, Arantes JT, Fazzio A, Dalpian GM (2010) Surface and quantum confinement
effects in ZnO nanocrystals. J Phys Chem C 114:18293

Schwartz DA, Norberg NS, Nguyen QP, Parker JM, Gamelin DR (2003) Magnetic quantum dots:
synthesis, spectroscopy, and magnetism of Co2+- and Ni2+-doped ZnO nanocrystals. J Am
Chem Soc 125:13205

Turnbull D (1950) Formation of crystal nuclei in liquid metals. J Appl Phys 21:1022
Tusche C, Meyerheim HL, Kirschner J (2007) Observation of depolarized ZnO (0001) monolayers:

formation of unreconstructed planar sheets. Phys Rev Lett 99:026102



28Excited-State Properties of Thin Silicon
Nanowires

Li Yang

Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 618
2 Excited-State Properties of SiNWs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 619

2.1 DFT Results of SiNWs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 619
2.2 Quasiparticle Band Structure and Band Gap of SiNWs . . . . . . . . . . . . . . . . . . . . . . 621
2.3 Optical Absorption Spectra and Excitonic Effects . . . . . . . . . . . . . . . . . . . . . . . . . . 623
2.4 Exciton Spectrum and Fine Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 628
2.5 Extrinsic Factors and “Cancellation” Effect . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 629

3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 630
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 630

Abstract

Calculating many-electron interactions is crucial in determining excited-state
properties of low-dimensional structures and is often beyond the capability of
density functional theory, which is a ground-state theory. First-principles many-
body perturbation theory can better describe many-electron effects and has
been successfully employed to study excited-state properties of a wide range
of solids. Such properties include quasiparticle energies, excitonic effects, and
optical absorption spectra. In one-dimensional ultrathin silicon nanowires, which
have been regarded as building blocks of nanoscale devices, many-electron
interactions are substantially enhanced because of reduced dimensionality and
weak electronic screening. If we employ many-body perturbation theory based
on GW calculations for a silicon nanowire with a diameter of 1.2 nm, the
quasiparticle band gap is 3.2 eV. This value is twice of that calculated from
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density functional theory. Excitonic effects and optical absorption spectra, which
cannot be obtained solely from GW calculations, are obtained by solving the
Bethe-Salpeter equation. The calculated electron-hole binding energy is 1.2 eV
for the same sized silicon nanowire. This binding energy is about two orders of
magnitude larger than those found in bulk semiconductors. Our results agree well
with recent measurements.

1 Introduction

Many-electron interactions are crucial in understanding excited states and are of
fundamental importance in the exploration of new physics and device applications.
Bare electrons interacting with other electrons and nuclei form single-particle
excitations known as electron “quasiparticles.” Excited electrons and holes can
attract each other by Coulombic interactions to form two-particle excitations, which
are called excitons. Interacting excitons may form four-particle excitations called
“biexcitons.” An exciton can also interact with an extra electron or hole to form
a three-particle excitation called a “trion.” These many-body excitations serve as
the foundation for a diverse assortment of electric, transport, magnetic, and optical
properties of solids.

To date, numerous low-dimensional structures have been successfully fab-
ricated and intensively studied, which include zero-dimensional (0D) quantum
dots and nanocrystals; one-dimensional (1D) nanowires (NWs), nanotubes (NTs),
and nanoribbons (NRs); and two-dimensional (2D) structures such as graphene,
transition metal dichalcogenides, and black phosphorous. Among these structures,
single crystalline silicon nanowires (SiNWs) have attracted significant attention
as they are potential building blocks for nanoscale devices, such as field-effect
transistors, logic circuits, sensors, lasers, and light-emitting diodes (Cui and Lieber
2001; Sirbuly et al. 2005). Consequentially, understanding and predicting excited-
state properties in SiNWs are of fundamental interest.

Many-electron interactions are substantially enhanced in nanostructures owing
to quantum confinement and weak electronic screening. As a result, excited-state
properties, such as quasiparticle band gaps and optical spectra, are significantly
different from those of bulk structures. For example, photoluminescence (PL) data
reveal a substantial blueshift in semiconducting NWs with decreasing size (Katz
et al. 2002). Scanning tunneling spectroscopy (STS) data show a significant increase
of the electronic band gap of thin semiconducting SiNWs (Ma et al. 2003).

First-principles approaches based on density functional theory (DFT) (Hohen-
berg and Kohn 1964; Kohn and Sham 1965) are an extremely successful tool to
study atomic and electronic structures of solids (Cohen and Louie 2016). However,
DFT is a ground-state theory and cannot accurately capture many-electron effects
and excited-state properties. In contrast, many-body perturbation theory (MBPT)
(Louie and Rubio 2005) has been proven reliable for calculating and predicting
excited-state properties of a broad range of systems. These systems include many
molecules, quantum dots, 1D structures, 2D structures, and bulk crystals (Hybertsen
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and Louie 1986; Rubio et al. 1993; Blasé et al. 1995; Onida et al. 1995; Oğüt et al.
1997; Albrecht et al. 1998; Rohlfing and Louie 1998, 2000; Spataru et al. 2004a;
Park et al. 2006; Neaton et al. 2006; Yang et al. 2007c, 2009; Qiu et al. 2013; Tran
et al. 2014).

The computational framework of MBPT consists of three steps. DFT is employed
to calculate the ground-state properties, e.g., to obtain minimum-energy atomic
structures and Kohn-Sham eigenvalues and wavefunctions. Then quasiparticle
energies are evaluated within the GW approximation to provide band gaps and
band-edge energies. Finally, the Bethe-Salpeter equation (BSE) is solved to obtain
the two-particle excitation (exciton) energies, exciton wavefunctions, and optical
absorption spectra. Thin SiNWs will be used as an example to present details of
MBPT simulations and excited-state properties of 1D nanostructures. Our DFT
calculations were performed using the Quantum Espresso package (Giannozzi et al.
2009). Our MBPT calculations were performed using the BerkeleyGW package
(Deslippe et al. 2012).

2 Excited-State Properties of SiNWs

2.1 DFT Results of SiNWs

Substantial advances have been achieved in fabricating single-crystal SiNWs with
diameters as small as 1 nm and lengths of a few tens of μm (Ma et al. 2003).
Numerous experiments, such as PL and STS, have shown unique transport and
optical properties of SiNWs, which dramatically deviate from those of bulk silicon
(Katz et al. 2002; Ma et al. 2003). Given the vital role played by silicon in
the semiconductor industry and the characteristic size of future microelectronic
devices (sub-10 nm), understanding quantum-confinement effects and predicting
their impacts on excited-state properties of ultrathin SiNWs are of broad interests
for both fundamental science and device applications.

SiNWs synthesized in experiment often grow along specific crystallographic
directions. The wires have a roughly cylindrical shape along with a chemically
passivated surface (Morales and Lieber 1998; Homles et al. 2000). Self-purification
processes can also occur in SiNWs. In such processes, impurities or defects
spontaneously migrate from the interior of the wire to the surface (Dalpian and
Chelikowsky 2009) and improve the single-crystalline purity.

In computational approaches, the cylindrical wire model is constructed with a
bulk-like structure in the interior. Dangling bonds on the surface are passivated by
hydrogen atoms so that no complex of SiH3 occurs (Zhao et al. 2004). Shown in
Fig. 1a is a ball-and-stick model for a SiNW growing along the [110] direction with
a diameter of 1.2 nm. Surface reconstruction can happen in SiNWs and affect its
electronic and optical properties. For example, as shown in Fig. 1a, a full structural
relaxation calculated within DFT in the local density functional approximation
(LDA) shows that the direction of Si-H2 bonds on the SiNW surface must be tilted
to avoid soft phonon modes (Yang and Chou 2011).
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Fig. 1 (a) Side and top views of the ball-and-stick model of a H-passivated SiNW along the [110]
direction. The diameter is around 1.2 nm. (b) DFT/LDA-calculated band structure of the 1.2-nm
SiNW. The energy of the top of the valence band is set to be zero

Many new, important features of the electronic structures of SiNWs are found
even at the DFT/LDA level. The DFT/LDA band structure of the 1.2-nm SiNW is
presented in Fig. 1b. First, quantum confinement significantly increases the band
gap: the DFT/LDA value is about 1.6 eV, which is much larger than that of the indi-
rect DFT/LDA band gap of bulk silicon (∼0.5 eV). Second, the band gap is direct
in this thin SiNW. This feature may be of great help to broaden the range of silicon
applications because the indirect band gap limits the use of bulk silicon in relevant
optical applications. Further analysis (Zhao et al. 2004) has shown that this direct
band gap is a band-folding effect; the conduction band minimum along the � − X
direction of bulk silicon is folded into the zone center of SiNWs. Interestingly,
not all thin SiNWs exhibit the direct-gap feature. Other first-principles calculations
predict that the direct/indirect band gap feature is sensitive to the orientation of
SiNWs. For instance, the band gap can be indirect for thin SiNWs along the [111]
direction (Yan et al. 2007). Finally, the degeneracy of light and heavy holes of the
valence band maximum (VBM) of bulk silicon is eliminated. This is a quantum
confinement effect because the energy levels of a free particle in a quantum well are
inversely proportional to the particle mass. As a result, light holes and heavy holes
experience different quantum conferment effects, and the degeneracy of energy
levels is eliminated. Similar features have been predicted for the electronic structure
of other types of ultrathin NWs, such as germanium NWs (Beckman et al. 2007).

In addition, studies based on DFT calculations have suggested various
approaches for tuning the band gap and the absolute band-edge energies (referred
to the vacuum level) of SiNWs. For example, applying axial strain can modulate
the band gap, direct/indirect band-gap transitions, and band offsets of SiNWs
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(Wu et al. 2009). Surface passivation and shape engineering can be utilized to
control the band structure of SiNWs. For instance, OH passivation can enhance
the band gap by a few hundred meV (Nolan et al. 2007). Tapered structures have
been proposed to engineer quantum confinement and tune the absolute band-edge
energies to realize charge separation within a single SiNW (Wu et al. 2008), which is
useful for photovoltaic applications. Finally, motivated by studies of gated graphene
nanoribbons (Son et al. 2006), an electrostatic gate field has been reported to be able
to efficiently control the band structure of SiNWs (Nduwimana and Wang 2014).

2.2 Quasiparticle Band Structure and Band Gap of SiNWs

The GW approximation within MBPT (see Chap. 15, “Modeling Excited States
of Confined Systems” of MTM by Hung and Öğüt) has proven successful in
providing reliable quasiparticle band gaps of solids. Hedin suggested using MBPT
to expand the self-energy into a product of the screened Coulomb interaction, W,
and the single-particle Green’s function, G, namely � ≈ iGW, which is called the
GW approximation (Hedin 1965). In the 1980s, first-principles GW calculations
were established by Hybertsen and Louie (Hybertsen and Louie 1986). Since this
pioneering work, GW theory has been successfully applied for obtaining reliable
quasiparticle energy gaps of a wide range of solids (Hybertsen and Louie 1986;
Shirley and Louie 1993; Blasé et al. 1994, 1995; Onida et al. 1995; Oğüt et al. 1997;
Delerue et al. 2000; Zhao et al. 2004; Neaton et al. 2006; Yang et al. 2007c; Qiu
et al. 2013)

We employ a non-self-consistent G0W0 calculation to calculate quasiparticle
band gaps of a free-standing 1.2-nm SiNW. The computation setups of such GW
calculations are critical to obtain converged quasiparticle energies (Shih et al. 2010;
Peelaers et al. 2011; Ping et al. 2012 Qiu et al. 2013). The k-point sampling grid in
the reciprocal space is set to be 1 × 1 × 32. The static polarizability is calculated
within the random-phase approximation (RPA), and the dynamic screening is
obtained by the general plasmon pole (GPP) model (Hybertsen and Louie 1986).
Usually the calculations of static polarizability and the Coulomb-hole part of
self-energy require a sum of all unoccupied (conduction) states. Here a modified
static-remainder approximation is applied to achieve the converged summation with
a finite number of conduction states (Deslippe et al. 2013). Finally, a slab Coulomb
truncation scheme is utilized to remove artificial interactions between neighboring
periodic cells to mimic a free-standing SiNW (Ismail-Beig 2006; Rozzi et al. 2006).
It is worth noting that the drawback of G0W0 is its dependence on the starting point.

In Fig. 2a, GW-calculated quasiparticle energies are presented according to their
DFT/LDA energies. The most important feature is that many-electron interactions
induce a significant self-energy correction: a 1.62 eV correction to the 1.6-eV
DFT/LDA band gap, nearly a 100% enhancement. This self-energy correction is
significantly larger than that of bulk silicon, which is about 0.7 eV. Such an enhanced
GW correction agrees with other studies of 1D CNTs (Spataru et al. 2004a) and
h-BN nanotubes (Park et al. 2006), in which the self-energy correction is also

https://doi.org/10.1007/978-3-319-44677-6_96
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Fig. 2 (a) The quasiparticle energy vs the DFT/LDA energy. The linear fits are applied to those
of valence states and conduction states, respectively. (b) The quasiparticle band structure of the
1.2-nm SiNW along the [110] direction. Those interband transitions, which are prominent in the
optical absorption spectrum, are marked by “I,” “II,” and “III”

1∼3 eV. The reduced dimensionality and weak electronic screening of free-standing
SiNWs are reasons for the enhancement of self-energy corrections. In fact, the
dielectric function of free-standing SiNW is very different from that of bulk silicon.
The diagonal components of the dielectric function of free-standing SiNWs are
substantially smaller than those of bulk silicon (Yang et al. 2007a). Particularly
within the long-wave limit, the dielectric function of free-standing thin SiNWs
approaches the vacuum value (1). This is substantially smaller than the known static
permittivity of bulk silicon, which is about 12.

The self-energy correction is an approximately linear function of the DFT/LDA
energy in Fig. 2a. This behavior is similar to the one calculated in bulk semiconduc-
tors and 1D CNTs (Hybertsen and Louie 1986; Spataru et al. 2004a). As a result,
linear functions can be used to fit GW corrections to the DFT/LDA band energies.
With these fitted results, the whole quasiparticle band structure of a 1.2-nm SiNW
can be plotted in Fig. 2b. Compared with the DFT/LDA band structure (Fig. 1b), the
GW correction mainly increases of the band gap, and the important direct band-gap
feature is kept.

Computing the quasiparticle band gap as a function of the diameter of SiNWs
is of broad interest. Unfortunately, the simulation cost of GW calculations is
proportional to N4, where N is the number of electrons per unit cell. This is
substantially more expensive than that of DFT computations, which scales as N3

in principle, although slightly less than that in practice. With contemporary compu-
tation facilities, GW calculations of SiNWs with significantly larger diameters are
formidable. An interpolation approach can be applied to approximate a solution to
this problem. For instance, the quasiparticle band gap can be fit by



28 Excited-State Properties of Thin Silicon Nanowires 623

Eg = Ebulkg + A
/
dα
, (1)

where d is the diameter of SiNWs, and A and α are fitting parameters. The exponent
α is usually about 1.4∼1.8 (Zhao et al. 2004; Yan et al. 2007), which depends on
the orientation of SiNWs, and smaller than 2, indicating that many-electron energy
does not follow the simple scaling law of kinetic energy of a single particle within
an infinite quantum well.

Additionally, the quasiparticle band gaps of SiNWs growing along different
orientations have been calculated (Yan et al. 2007). Enhanced quasiparticle band
gaps were identified. Interestingly, despite different orientations, GW corrections of
SiNWs with similar diameters are found to be nearly identical.

The absolute quasiparticle band-edge energies referred to the vacuum level are
important for broad applications. For example, SiNWs can be potentially useful
for renewable energy applications such as water splitting (Zhang et al. 2011a), in
which the absolute band edge energies are crucial for electron transfers and redox
reactions. GW calculations for SiNWs with a diameter less than 2 nm result in
absolute energy of the valence band maximum (VBM) lower than −5.5 eV, making
such wires useful for water splitting (Yan et al. 2007).

GW quasiparticle band gaps also agree well with measurements. The STS
measurements (Ma et al. 2003) showed that the band gap of ultrathin SiNWs with
a diameter around 1 nm can reach 3.4 eV, which is very close to the GW-calculated
value of 3.2 eV of 1.2-nm [110] SiNW (Zhao et al. 2004).

2.3 Optical Absorption Spectra and Excitonic Effects

In semiconductors, an electron can be promoted from a valence band to a conduction
band by an incident photon, resulting in optical absorption. The excitation creates
a positively charged “hole” in the valence band, which interacts with the excited
electron owing to the screened Coulombic interaction. The interacting e-h pair forms
an exciton. Excitonic effects are important for understanding optical properties
of semiconductors and insulators. For example, as illustrated in Fig. 3a, without
considering excitonic effect, the E1 peak around 3.5 eV is notably absent in the
calculated single-particle spectrum. When excitonic effects are included, the E1
peak is resolved, and the overall optical absorption spectrum agrees well with
experiment (Albrecht et al. 1998; Rohlfing and Louie 2000). Excitonic effects
are also crucial for applications. The photovoltaic performance of solar cells is
strongly influenced by exciton generation, diffusion, and dissociation (Gregg 2003).
Previous work has demonstrated the importance of excitons in carbon and h-BN
nanotubes (Spataru et al. 2004a; Park et al. 2006), semiconductor quantum dots,
and nanocrystals (Oğüt et al. 1997). In the following, optical absorption spectra,
excitonic effects, and fine structures of e-h pairs of thin SiNWs will be presented.

Single-particle results:
The single-particle optical absorption spectrum can be obtained within the RPA:
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Fig. 3 (a) Optical absorption spectra and (b) density of excited states of bulk silicon with and
without excitonic effects included. Experiment data (Philipp 1972; Aspnes and Theeten 1980;
Lautenschlager et al. 1987) are included in (a). A Lorentzian broadening with a width of 0.10 eV
is applied

ε2 (ω) = 16πe2

ω2

∑

v,c

∣∣∣∣
⇀

λ ·
〈
v|⇀v |c

〉∣∣∣∣
2

δ (ω − (Ec − Ev)) , (2)

where
⇀

λ is the polarization vector of incident light, v and c are valence and

conduction states, respectively, and
⇀
v is the velocity operator. Ec and Ev are the

quasiparticle energies of conduction states and valence states, respectively. Only the
interband transitions between conduction and valence states with the same crystal
momentum are considered because the momentum of incident photon is usually
much smaller than the size of the first Brillouin zone.

The single-particle optical absorption spectrum of the 1.2-nm SiNW along the
[110] direction is illustrated in Fig. 4a. Twelve valence bands and 12 conduction
bands are included in interband transitions for the converged absorption spectrum
up to 8 eV. Although the direct band gap is around 3.2 eV, the single-particle optical
absorption is not significant until 4.5 eV. This feature indicates that the optical
interband transition between the VBM and CBM is very weak, and the direct band
gap of SiNWs remains optically inactive. In fact, the interband transitions between
band edges are forbidden by the face-centered cubic symmetry of silicon lattices,
and the band-folding-induced direct band gap does not change the corresponding
optical selection rule. As a result, in addition to the fundamental band gap, a
symmetry gap exists in the optical absorption of SiNWs.

When compared with bulk silicon, new features emerge in the single-particle
optical absorption spectrum of SiNWs. As marked in Fig. 4a, there are three
dominant peaks (P1, P2, and P3), which are different from the known double-peak
(E1 and E2) feature of bulk silicon (Fig. 3a). These significant absorption peaks in
SiNWs have complex origins associated with interband transitions. For example,
the P1 peak arises mainly from those transitions marked by “I” in Fig. 2b and the P2
peak comes mainly from those transitions marked by “II” and “III.”
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Fig. 4 (a) The single-particle optical absorption spectrum of the 1.2-nm SiNW along the [110]
direction. (b) That with e-h interaction included. Both spectra are for incident photo polarized
along the axial direction. The band gap (Eg) and the lowest-energy singlet exciton (A1) are marked
by arrows, respectively. (c) The joint density of single-particle states and the density of excitonic
states. (d) The optical absorption spectrum of photon polarized vertically to the axial direction of
the SiNW. Excitonic effects are included. A Lorentzian broadening with a width of 0.10 eV is
applied to all these figures

A more detailed analysis (Yang et al. 2007a) shows that the transitions of II
and III correspond to the E1 peak in bulk silicon at 3.5 eV, which is blueshifted,
enhanced, and split in thin SiNWs. The bulk E1 peak is owing to transitions in the
neighborhood of the L point in the bulk Brillouin zone between the top valence
band and the nearly parallel lowest conduction band along the [111] direction. In
the [110] SiNWs, the bulk L points map to either the � point or the zone boundary.
Therefore, the corresponding transitions appear around k = 0 transitions labeled
by II and between parallel bands in the 1D Brillouin zone (transitions labeled by
III). The peak marked by P3 relates to the bulk absorption peak E2. It consists
of many complicated interband transitions in the SiNW, which are not labeled in
Fig. 2. Similar results of shifted and split absorption peaks have been observed
in other semiconducting nanostructures, e.g., InP nanowires (Yu et al. 2003) and
nanocrystals (Vasiliev et al. 2002).

Two-particle results:
Excitons are crucial for understanding the optical properties of semiconductors

and insulators. Exciton eigenvalues and wavefunctions can be obtained by solving
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the corresponding Dyson’s equation. Under the Tamm-Dancoff approximation
(Fetter and Walecka 1971), the wavefunction of exciton S in a crystal can be written
as

χS
(−→
x e,

−→
x h

) =
∑

k

hole∑

v

elec∑

c

ASvckψck
(−→
x e
)
ψ∗vk

(−→
x h

)
, (3)

where ASvck is the exciton amplitude, and ψck
(−→
x e
)

and ψvk
(−→
x h

)
are the electron

and hole wavefunctions, respectively. These single-particle wavefunctions are usu-
ally obtained by DFT (LDA or GGA) calculations. k is the wave vector of periodic
systems. The Dyson’s equation for the two-body Green’s function can be written as

(Eck − Evk)ASvck +
∑

k′v′c′
〈vck|Keh ∣∣v′c′k′〉ASv′c′k′ = �SASvck, (4)

which is called the BSE. Many-body effects of e-h interactions are included into
the interaction kernel Keh that is a four-point energy-dependent function (Rohlfing
and Louie 2000) and contains two types of e-h interactions, the bare e-h exchange
interaction and the direct (screened) attractive interaction. The GW-calculated
dielectric screening will be used in constructing the e-h interaction kernel Keh. For
most intrinsic semiconducting materials, since the plasmon energy is much larger
than the e-h interaction energy, the static approximation is employed to eliminate
the energy dependence of the interaction kernel (Rohlfing and Louie 2000), which
substantially simplifies the simulation to solve BSE.

Once the BSE (Eq. 4) is solved, the two-body optical absorption spectrum can be
obtained by

ε2 (ω) = 16πe2

ω2

∑

S

∣∣∣∣∣
−→
λ ·

∑

vck

ASvck 〈vk| −→v |ck〉
∣∣∣∣∣

2

δ (ω −�S) , (5)

The BSE approach has been used to compute excitonic states and corresponding
optical absorption spectra for a wide range of nanostructures and bulk crystals
(Onida et al. 1995; Albrecht et al. 1998; Rohlfing and Louie 1998, 1999, 2000;
Spataru et al. 2004a; Capaz et al. 2006; Neaton et al. 2006; Park et al. 2006;
Yang et al. 2007b, 2009; Qiu et al. 2013; Tran et al. 2014). The calculation of
e-h interaction kernel is very time-consuming, so an interpolation scheme is usually
adopted (Rohlfing and Louie 2000; Spataru et al. 2004b). The e-h interaction kernel
is first calculated on a coarse k-grid in the reciprocal space and interpolated onto a
finer k-grid, to improve the convergence of exciton eigenvalues and eigenfunctions.
For the 1.2-nm SiNW a 1× 1× 32 coarse k-grid is used to obtain the e-h interaction
kernel, and an interpolated 1 × 1 × 128 fine k-grid is used for the convergence of
exciton energies (to within 0.1 eV). Truncation of the Coulomb interaction is also
necessary to mimic a free-standing nanostructure (Ismail-Beig 2006; Rozzi et al.
2006).
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Enhanced excitonic effects have been calculated in ultrathin SiNWs (Yang
et al. 2007a; Bruno et al. 2007) and Si/Ge NWs (Palummo et al. 2010a) using
the described BSE approach. The two-particle optical absorption spectrum of a
1.2-nm SiNW is presented in Fig. 4b, in which the polarization of incident light
is along the axial direction. e-h interactions drastically change the single-particle
absorption spectrum. All three main peaks are generally redshifted by about
1∼1.5 eV after inclusion of e-h interactions. This excitonic effect is substantially
different from that observed in the spectrum of the bulk. There the e-h interaction
mainly enhances the E1 peak while the whole optical absorption spectrum does
not significantly shift. In contrast, e-h interactions dramatically shift and reshape
optical spectra in semiconducting nanostructures. If excitonic effects are neglected,
the calculated optical spectra of nanostructures are not qualitatively correct in either
energies or profiles.

Electron-hole binding energy is a direct measure of excitonic effects. As marked
in Fig. 4b, the lowest-energy exciton (A1) is located at 2 eV. Given that the
quasiparticle band gap is ∼3.2 eV, the e-h binding energy is about 1.2 eV, which
is about two orders of magnitude larger than that of bulk silicon (∼14 meV). Two
reasons contribute to this enhanced e-h interaction: (1) The result in Fig. 4b is for a
suspended thin SiNW. In such a free-standing 1D structure, most electric field lines
are outside. Consequently, the overall dielectric screening is much weaker than that
of bulk structures. (2) The thin SiNW effectively confines electrons and holes within
a 1D geometry that physically enhances their proximity. For example, 1D hydrogen
model with a bare Coulomb interaction will give a bound state with infinite binding
energy. This has been noticed in understanding enhanced excitonic effects of free-
standing CNTs (Spataru et al. 2004a).

When both the joint density of states (JDOS) of single particles and the DOS
of excitons are plotted in Fig. 4c, the excitonic effect shifts the DOS by about
0.3 eV, which is different from the DOS in bulk silicon (Fig. 3b). Compared with
the enhanced e-h binding energy of the exciton between the VBM and CBM, the
small shift of DOS indicates that, despite enhanced e-h interactions, most excitonic
states do not have a large e-h binding energy. From the substantial change of optical
absorption spectrum shown in Fig. 4a, b, one can infer that the optical absorptions
spectrum is dictated by a small number of excitons having both large e-h binding
energies and significant optical oscillator strength.

SiNWs have lower symmetries than bulk Si. In contrast to the isotropic optical
absorption spectrum of bulk silicon, anisotropic optical spectra of SiNWs have been
reported at the level of single-particle absorption (Zhao et al. 2004). A notable
excitonic effect is that the e-h interactions can enhance the anisotropic response. As
shown in Fig. 4d, the optical absorption spectra of the incident light with different
polarization directions vary dramatically. The absorption spectrum for the incident
light polarized vertically to the axial direction is strongly suppressed (Bruneval
et al. 2005; Yang et al. 2007a). This feature is known as a “local field effect.” A
strong depolarization field is developed vertically to the axial direction because the
wavelength of the incident photon is much larger than the diameter of nanostructures
(Spataru et al. 2004b). The e-h exchange interaction is essential to capture this local
field effect, as shown in Fig. 4d. On the other hand, such a highly polarized optical
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response enhances the use of SiNWs and many other 1D semiconductors for optical
and radio applications (Gudiksen et al. 2002; Dresselhaus 2004).

Because of the strong e-h interaction, the quasiparticle band gap and the energy
of the optical absorption edge (the so-called optical band gap) are significantly
different. In bulk semiconductors with direct band gaps, the optical band gap is
nearly the same as the quasiparticle (transport) band gap owing to the weak e-h
binding energy. However, in this 1.2-nm SiNW, the quasiparticle band gap is about
3.2 eV while the “optical band gap” is about 2.0 eV (the energy of the lowest-
energy exciton). Therefore, it is necessary to differentiate these two concepts before
studying the electronic structure of nanomaterials.

The electronic self-energy correction increases the quasiparticle band gap while
enhanced e-h interactions contribute to large exciton binding energies, which
substantially redshift the optical absorption spectrum. Both effects are significant,
but they affect the final optical spectrum in opposite directions, which results in
some cancellation. Significant absorption peaks remain around the 3∼5-eV range
for a SiNW with a diameter of as small as 1.2 nm (Yang et al. 2007a). This energy
range of the significant optical absorption spectrum calculated by the GW-BSE
approach is similar to the DFT/LDA result, although the profiles of optical spectra
and the physics behind are very different.

2.4 Exciton Spectrum and Fine Structure

An analysis of the sequence of e-h binding energies forms the foundation for
constructing simple models that are widely employed to understand excitonic effects
in nanostructures. For example, the e-h binding energy of monolayer WS2 can be
extrapolated from the measured sequence of exciton peaks according to a non-
hydrogenic energy series (Chernikov et al. 2014). The role of quantum confinement
on exciton spectra and corresponding e-h models of 1D SiNWs (Zhang et al. 2011b)
are of fundamental interest.

The most interesting excitons are those associated with transitions between
the CBM and VBM around the � point in the SiNW. Since the CBM and
VBM have quadratic dispersions, a hydrogenic model based on the effective mass
approximation should accurately describe the sequence of band-edge excitons. First-
principles BSE calculations have identified four bound excitons which are labeled
as A1, A2, A3, and A4. They are associated with transitions around the band edges
at the zone center. The binding energies of these excitons are plotted in Fig. 5a and

also a fitting using a hydrogenic-like model (dashed line), namely scaling as 1
/
nx ,

where n is the main quantum number. The fitting exponent x turns out to be 1.8
(Yang et al. 2007a), which is surprisingly close to the value 2 of the hydrogenic
model. This hydrogen-like exciton spectrum is helpful for the modeling of e-h
pairs in other 1D semiconducting structures thus avoiding expensive first-principles
simulations.

In Fig. 5b, excitonic wavefunctions of these four states are plotted in real space.
According to Eq. (3), an exciton is a two-body excitation with six spatial degrees
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Fig. 5 (a) The e-h binding energy of excitons relative to the band edge around the � point. The
green dash line is the fitting curve. (b) The real-space excitonic wavefunctions. The hole is fixed at
the center of each plot. The length unit is the Bohr radius

of freedom. In Fig. 5b, the hole position is fixed at the center of the figures, and the
corresponding electron wavefunction is plotted. As the quantum number increases,
more nodal structures develop along the wire direction, in a way similar to the 1 s,
2 s, 3 s, and 4 s of hydrogenic states. This similarity confirms that the sequence
of excitonic levels can be described by hydrogen-like models, despite the role of
quantum confinement.

Enhanced singlet-triplet splitting: When an exciton forms, the spins of the
electron and the hole may have various configurations. If the total spin is zero, the
exciton is in the spin-singlet state; if the total spin is one, the exciton is in the spin-
triplet state. The energy difference between singlet and triplet excitons is determined
by the bare-exchange interaction between the electron and hole wavefunctions. The
singlet-triplet (exchange) splitting dictates many important optical properties of
nanomaterials (An et al. 2007; Srivastava et al. 2008). For instance, the spin-singlet
exciton can be optically bright and exhibits a shorter radiative lifetime whereas
the spin-triplet exciton is optically dark and exhibits a longer radiative lifetime. In
SiNWs with strong quantum confinement, the e-h exchange interaction is increased
by the enhanced overlap between electron and hole wavefunctions. Using a first-
principles BSE approach, the enhancement of the singlet-triplet energy splitting is
calculated to be as large as 90 meV (Palummo et al. 2010b) in thin SiNWs, while
that of bulk silicon is less than 5 meV.

2.5 Extrinsic Factors and “Cancellation” Effect

Substrates and encapsulations used in fabricating nanostructures may change the
role of excitonic effects in nanostructures. Studies have shown that these supporting
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environments can significantly modify both self-energy corrections and excitonic
effects. The final absorption spectra, however, are usually not changed significantly
owing to cancellation effects between self-energy corrections and e-h interactions
(Neaton et al. 2006; Ugeda et al. 2014).

Another common extrinsic factor is the role of doping. Doping is unavoidable in
semiconductors and is essential in controlling functional devices. Doped carriers
will form 1D or 2D plasmon that can strongly couple with quasiparticles and
excitons (Spataru and Léonard 2010; Liang and Yang 2015; Gao et al. 2016).
As a result, both quasiparticle band gaps and excitonic effects are substantially
renormalized in doped nanostructures by a few hundred meV even under moderate
doping. This cancellation effect will roughly maintain the energy of excitons,
although the e-h binding energies and the profile of optical absorption spectrum
are substantially modified.

3 Conclusions

The excited-state properties, i.e., quasiparticle energies and excitons, of nanostruc-
tures are of critical importance in understanding a wide range of measurements
and designing functional devices. The low dimensionality strengthens the effective
Coulomb interaction and many-electron effects in nanostructures. In this chapter,
we focus on the correlated quasiparticles and excitons in semiconductor SiNWs.
First-principles calculations are performed for an isolated hydrogen-passivated
SiNW with a diameter of 1.2 nm. The quasiparticle states are calculated within
the many-body perturbation theory with the so-called GW approximation, and the
e-h interaction is evaluated with the BSE. Significant electron-electron interactions
enlarge the band gap from the DFT/LDA calculated value of 1.6–3.2 eV. The
enhanced Coulomb interaction in this confined system results in a significant exciton
binding energy and a large shift (1–2 eV) of the optical spectrum as well as
a significant increase in certain absorption peak intensity. These results predict
fundamental excited-state properties that may impact future applications of SiNWs.
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Abstract

The field of nanoscale material science has experienced a true revolution over the
past 30 years with the discovery of the quasi-zero- and one-dimensional cage-
like structures of fullerenes and nanotubes. The successful isolation of graphene
about a century ago has further triggered an avalanche of studies unraveling
its unique physical and chemical properties. This, in turn, has led to numerous
breakthroughs of basic science nature as well as diverse potential technological
applications in the fields of nanoscale electronics, flexible displays, solar cells,
DNA sequencing, chemical sensing, composite materials, solid lubrication, and
many others.

Following extensive studies of the properties of graphene, much attention
was recently paid to other members of the two-dimensional (2D) hexagonal
layered materials family including hexagonal boron nitride (h-BN) and several
transition metal dichalcogenides. Interestingly, stacking individual layers of these
materials to form homogeneous and heterogeneous structures results in unique
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physical characteristics that depend on the specific chemical composition of
the system and can be tuned via the application of external perturbations. This
opens numerous opportunities for combinatorial materials design with versatile
structure-function relations. Understanding what determines the properties of
such complex structures and how to control them remains a challenge yet to be
met in order for these materials to fulfill their full potential.

Theory and computation may offer a valuable microscopic perspective toward
achieving this goal. The reduced-dimensions of materials at the nanoscale allow
for a unique interplay between theory, computation, and experiment. Here, accu-
rate fully atomistic simulations can complement experiments both in analyzing
and rationalizing experimental results and in providing reliable predictions that
can minimize the need for demanding trial and error experimental efforts.

Such theoretical treatments of 2D materials require special attention to their
anisotropic nature characterized by a strong in-plane covalent bonding network
and weaker interlayer interactions. While state-of-the-art quantum mechanical
approaches can simultaneously describe these interactions with high accuracy,
their computational demand often limits their applicability to relatively small
systems. An efficient alternative can be provided by carefully tailored classical
force-fields. When appropriately parameterized against experimental results
or high accuracy calculations of small model systems, these can provide a
reliable description of the structural, mechanical, tribological, and heat transport
properties of realistic nanoscale systems with atomic scale resolution. Such
force-fields that provide a proper description of intralayer interactions in a variety
of 2D materials have been developed over the years and are accessible via
standard molecular dynamics simulation codes. Surprisingly, despite the great
scientific interest in 2D layered materials, complementary interlayer force-fields
that can accurately capture both their binding and sliding energy landscapes are
currently available for a very limited set of systems.

In the present chapter, I provide a brief review of recent developments
of reliable, efficient, and transferable anisotropic interlayer force-fields for
homogeneous and heterogeneous low-dimensional hexagonal layered materials.
To demonstrate the performance of these methods, a few applications to the
study of the structural and tribological properties of quasi-one- and quasi-two
dimensional layered structures will be presented.

1 Introduction

The successful isolation of graphene, a one atom thick hexagonal carbon layer,
by Novoselov and Geim in 2004 marked the opening of a new era in materials
science (Novoselov et al. 2004; Geim and Novoselov 2007; Li and Kaner 2008;
Geim 2009; Rao et al. 2009). The study of its unique physical properties including
exceptional mechanical strength (Lee et al. 2008), superlubric tribological charac-
teristics (Dienwiebel et al. 2004; Koren et al. 2015), remarkable room temperature
electron mobilities (Novoselov et al. 2005a; Morozov et al. 2008), high thermal
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conductivity (Balandin et al. 2008; Cai et al. 2010; Xu et al. 2014), quasi-relativistic
electronic structure (Geim and Novoselov 2007), and controllable optical properties
is flourishing even more than a decade later. Nevertheless, despite this wealth of
outstanding material characteristics, the semi-metallic nature of graphene limits
its applicability in switchable nanoscale electronic devices. This has triggered the
scientific community to search for graphene alternatives within the diverse family
of layered inorganic materials (Novoselov et al. 2005b, 2016; Deng et al. 2016).

Currently, two-dimensional (2D) inorganic materials are at the forefront of
scientific research with an ever-growing number of chemical compositions includ-
ing hexagonal boron nitride (h-BN), germanene, silicene, phosphorene, transition
metal dichalcogenides, such as molybdenum and tungsten disulfide (2H-MoS2 and
2H-WS2) and diselenide (2H-MoSe2 and 2H-WSe2), among others (Heine 2015;
Li and Zhu 2015). Similar to graphene, these materials exhibit diverse physical
properties and appear in many structural forms ranging from planar configurations
to nanotubes, scrolls, onions, and cones.

The recently demonstrated ability to stack such 2D materials in homogeneous
as well as heterogeneous few-layered structures (Novoselov et al. 2016; Deng
et al. 2016; Dean et al. 2010; Geim and Grigorieva 2013; Wang et al. 2014; Das
et al. 2015) opens a vast combinatorial material space enabling the design of novel
structures exhibiting desired physical properties. Furthermore, electromechanical
manipulation of such structures can be used to gain control over their physical
properties – a basic requirement for their future technological application (Koren
et al. 2015, 2016; Leven et al. 2013).

Here, theory and computation play a prominent role in efficiently scanning the
vast material space, identifying potential candidates that are expected to exhibit
the desired physical properties, and studying their sensitivity towards external
perturbations. This can focus the demanding experimental efforts on a selected
group of predesigned structures and increase the probability of obtaining the
required 2D material functionality. Moreover, a synergic cooperation between
theory, computation, and experiment, where experimental data are used to refine
theoretical models and computational algorithms that, in turn, provide more accurate
predictions, can formulate a feedback cycle that will considerably enhance the
efficiency of 2D materials design.

An accurate theoretical account of the physical and chemical properties of
layered (and other) materials requires a full quantum mechanical treatment of their
electronic structure. Computational methodologies that may provide such ultimate
accuracy include wave function-based configuration interaction or coupled clusters
methods as well as quantum Monte-Carlo procedures (Nightingale and Umrigar
1999; Pang 2016). These methods, however, are quite unfavorable in terms of the
scalability of their computational burden with system size and are hence limited to
very small molecular structures. Green’s function-based methods that can efficiently
sum high-order terms in a perturbative expansion scale better with system size and
hence can treat somewhat larger systems (Sakai et al. 2015). Density functional
theory (DFT) (Hohenberg and Kohn 1964; Kohn and Sham 1965) is currently
probably the most popular method to study the physical properties of large systems
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(Sakai et al. 2015). While being exact in principle, its practical approximations
provide a good balance between computational efficiency and accuracy. Nowadays,
DFT calculations of material properties involving hundreds of atoms are being
routinely performed in many research groups (Barone et al. 2011). If one desires
to treat even larger systems on a fully atomistic and quantum mechanical basis,
accuracy is often further compromised to gain computational efficiency. Here,
methods like the variational Hartree-Fock formalism (Szabo and Ostlund 1989),
semi-empirical approaches (Pople 1970), density functional based tight-binding
approximations (Porezag et al. 1995; Kwon and Tománek 2000; Miró et al. 2013;
Zahid et al. 2013), or empirical tight-binding (Szabados et al. 2006; Carlson and
Dumitrică 2007) can be used to provide approximate descriptions of 2D material
properties.

Often, however, a fully quantum mechanical treatment is not required and a much
simplified classical picture is sufficient to efficiently and accurately describe many
material properties. Specifically, when considering static structural and mechanical
properties of various materials (Chen et al. 2013; Butz et al. 2014; van Wijk et al.
2015) as well as their dynamic tribological (Guo et al. 2007; Guerra et al. 2010;
Reguzzoni et al. 2012a; Vanossi et al. 2013; van Wijk et al. 2013; Xu et al. 2013;
Ze 2014; Kang and Lee 2014) and heat transport characteristics (Jiang 2014a),
Newtonian dynamics with carefully designed force-fields (FF) can provide valuable
insights (Frenkel and Smit 2002; Allen and Tildesley 2009; Rapaport 2009).
Obviously, this results in considerable computational gain enabling the treatment
of extremely large atomistic models including tens of thousands of atoms for rela-
tively long timescales. Furthermore, it allows for devising multiscale approaches,
where the information gained from fully atomistic calculations serves to design
coarse-grained and continuum models. Nevertheless, this comes at the expense of
neglecting explicit quantum mechanical effects and even more importantly the need
to design system specific interatomic potentials with limited transferability.

With this respect, the formulation of dedicated force-fields for 2D materials and
their layered constructs has to account for their inherent structural anisotropy. The
individual layers can be viewed as a network of covalently bonded atoms organized
in a periodic hexagonal lattice structure. Upon stacking, each layer interacts with its
neighboring counterparts via long-range dispersion and electrostatic interactions.
Hence, a strategy involving a separate treatment of intralayer and interlayer
interactions is often invoked.

2 Intralayer Interactions

The intralayer force-field term usually involves six main ingredients including (see
Fig. 1): (http://cbio.bmt.tue.nl/pumma/index.php/Theory/Potentials; Rappe et al.
1992) (i) bonded two-body interactions describing the bond stretching and com-
pression energy; (ii) bonded three-body interactions accounting for angle bending
penalties; bonded four-body interactions depicting (iii) improper and (iv) dihedral

http://cbio.bmt.tue.nl/pumma/index.php/Theory/Potentials
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Fig. 1 Illustration of several intralayer force-field term contributions: (a) Bond stretching and
compression; (b) angle bending; (c) improper angle deformation; (d) torsional angle deformation;
(e) van der Waals interactions; (f) electrostatic interactions

torsional deformations; (v) nonbonded van der Waals (vdW) interactions; and (vi)
nonbonded electrostatic interactions.

The first two components are often represented by simple harmonic springs of the

form V
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atomic centers i, j and k (see Fig. 1a, b), r0

ij and θ0
ijk are the equilibrium ij pair

interatomic distance and ijk triad angle, respectively, and kij and kijk are the corre-
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where φijkl is the dihedral angle (see Fig. 1d), k(iv)ijkl is the corresponding force

constant, φ0
ijkl sets the equilibrium dihedral angle, and ηijkl is the multiplicity

factor signifying the number of minima that this potential term possesses. The
nonbonded vdW term is often described by the two-body Lennard-Jones (LJ)

potential of the form V
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where εij and
6
√

2σij are the binding energy and equilibrium distance of the ij atomic pair,
respectively (see Fig. 1e). Note that this expression accounts not only for the
long-range attractive vdW interactions but also for short-range repulsions. Finally,
interatomic monopolar electrostatic interactions are calculated using Coulombs law
V
(vi)
ij

(
rij
) = qiqj /

(
4πε0rij

)
, where ε0 is the vacuum permittivity and qk is the

effective partial charge of atom k (see Fig. 1f).
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It should be noted that while the expressions described above are commonly used
to describe the intralayer interactions in layered materials they are, by no means, the
only ones available. For example, if a reactive force-field is required, the harmonic
bonded two-body terms can be replaced by an anharmonic potential that allows for
bond breaking and formation. Furthermore, the force-field parameters can be varied
according to the local chemical environment, thus providing flexibility to describe
different bond-orders and accounting for various chemical binding schemes.

The various force-field parameters have to be determined separately for each
material. The fitting procedure can be performed against experimentally measured
material properties, such as the Young modulus, the shear modulus, lattice constants,
phonon spectra, and heats of formation. Alternatively, they can be calibrated to
fit results of higher accuracy methods such as state-of-the-art DFT calculations.
Dedicated intralayer force-field parameterizations are available for a variety of
layered materials including graphene and its derivatives (Al-Jishi and Dresselhaus
1982; Tersoff 1988; Brenner 1988, 1990; Stuart et al. 2000; Brenner et al. 2002;
Los and Fasolino 2003; Ghiringhelli et al. 2005a, 2008; Los et al. 2005; Perebeinos
and Tersoff 2009; Lindsay and Broido 2010; Jiang 2015; O’Connor et al. 2015),
h-BN (Sevik et al. 2011), and 2H-MoS2 (Jiang 2015; Wakabayashi et al. 1975;
Jiménez Sandoval et al. 1991; Brunier et al. 1992; Morita et al. 2008; Liang et al.
2009; Varshney et al. 2010; Jiang et al. 2013; Nicolini and Polcar 2016), many of
which are implemented in open source or commercial software packages. These
have been successfully used to describe a variety of material properties including
the structural and mechanical behavior (Tersoff 1992; Lu 1997; Hertel et al. 1998;
Fasolino et al. 2007; Bets and Yakobson 2009; Costamagna et al. 2012; Singh et al.
2013, 2015; Bucholz and Sinnott 2013; Jin-Wu et al. 2013; Jiang 2014b; Jiang and
Park 2014), thermal transport characteristics (Varshney et al. 2010; Che et al. 2000;
Mohamed and Deepak 2001; González Noya et al. 2004; Yao et al. 2005; Lindsay
and Broido 2011), crack propagation (Xiaonan et al. 2015), and melting dynamics
of 2D monolayers (Singh et al. 2015).

3 Interlayer Interactions

The interlayer force-field term usually involves three main contributions: long-
range attractive vdW interactions, short-range Pauli repulsions, and electrostatic
interactions. The latter, which is required when atoms in different layers have a
sizable partial charge, can often be described by a simple Coulombic term similar to
the V (vi)

ij intralayer expression given above (see Fig. 1f). To describe the attractive
vdW and repulsive Pauli interactions, the LJ (or Morse (Los and Fasolino 2003; Los
et al. 2005; Ghiringhelli et al. 2005b; Karssemeijer and Fasolino 2011)) potential
is often chosen similar to the intralayer V (v)ij expression (see Fig. 1e) (Nicolini
and Polcar 2016; Lebedeva et al. 2011a; Shibuta and Elliott 2011; Ye et al. 2012,
2015; Jayasena et al. 2013; Liu et al. 2015; Kushima et al. 2015). With appropriate
parameterization, this expression can provide a good description of the interlayer
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Fig. 2 Anisotropic Pauli repulsion term: (a) illustration of the anisotropic pz orbital overlap
variations during interlayer sliding; (b) definition of the lateral interatomic distance; (c) definition
of the local surface normal. (Reprinted with permission from Oz et al. (2016). Copyright (2016)
American Chemical Society)

binding energy curve (Szabados et al. 2006; Jiang 2015; Brunier et al. 1992;
Varshney et al. 2010; Jiang et al. 2013; Lu 1997; Bucholz and Sinnott 2013; Jiang
and Park 2014; Singh et al. 2015; Girifalco and Lad 1956; Green et al. 1974; Weiss
and Phillips 1976; Kuzuba et al. 1985; Lu et al. 1992; Tersoff and Ruoff 1994; Kwon
and Tománek 1998; Buldum and Lu 1999; Girifalco et al. 2000; Girifalco and Hodak
2002; Qian et al. 2003; Michel and Verberck 2011; Tolga et al. 2016). However,
using the same parameters to study relative interlayer sliding fails to reproduce
the corrugated sliding energy landscape and results in too shallow energy barriers
(Carlson and Dumitrică 2007; Stuart et al. 2000; Palser 1999; Kolmogorov and
Crespi 2000, 2005; Shtogun and Woods 2010; Lebedeva et al. 2011b; Reguzzoni
et al. 2012b; Neek-Amal and Peeters 2014; Strutyński et al. 2014; Korhonen and
Koskinen 2015; Jiang and Park 2015). Hence, the ability of LJ type potentials to
reliably describe many structural, mechanical, and tribological properties of layered
materials may be considerably hindered.

The origin of this deficiency in the LJ potential was identified by Kolmogorov
and Crespi (KC) to be the use of isotropic expressions that depend only on
interatomic distances to describe an anisotropic material property (Kolmogorov and
Crespi 2000, 2005; Lebedeva et al. 2011b). Focusing on graphene, KC realized that
when two layers slide upon each other, electron clouds associated with the pz orbitals
around carbon atoms residing on adjacent layers overlap as the atoms pass each
other (see Fig. 2a). This, in turn, induces Pauli repulsion variations resulting in a
corrugated sliding energy landscape. Since the electron density overlap depends on
the lateral distance between the crossing atoms, an interlayer pair-potential of the
following form was suggested (Kolmogorov and Crespi 2005):

V KC (rin, ρin) = e−λ(rin−z0) [C + f (ρin)+ f (ρni)]− A(rin/z0)
−6. (1)

This expression includes a LJ type long-range attractive term scaled by
A = 10.238; an isotropic Morse-like short-range exponential repulsive term with
the equilibrium interlayer distance z0 = 3.34 Å, exponent λ = 3.629 Å−1, and
scaling factor C = 3.030; and an anisotropic short-range Gaussian repulsive term
of the form f (ρ) = e−(ρ/δ)2�nc2n(ρ/δ)

2n that depends on the lateral distance, ρ,
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between each pair of atoms on adjacent layers scaled by δ = 0.578 Å. The nonzero
coefficients of the polynomial multiplying the Gaussian are given by c0 = 15.71,
c2 = 12.29, and c4 = 4.933. The lateral distance, ρin, is defined as the shortest
distance between atom n on one layer and the surface normal at atom i residing on
an adjacent layer (see Fig. 2b). For a hexagonal lattice, the simplest definition of
the local surface normal at a given atomic position is the unit vector perpendicular
to the triangle formed by its three nearest neighbors (see Fig. 2c). Since for curved
systems generally ρin �= ρni the pair potential is symmetrized to fulfill Newton’s
third law. With the inclusion of the anisotropic repulsive term, the KC potential
was shown to simultaneously provide a good description of both interlayer binding
and sliding energy landscapes (see Fig. 3) (Kolmogorov and Crespi 2000, 2005;
Reguzzoni et al. 2012b).

Despite this notable success and the ever growing interest in 2D materials, the KC
approach (and related methods (Lebedeva et al. 2011b, 2012; Popov et al. 2011)) has
not been extended to describe other layered materials for more than a decade since
its inception. Recently, however, the transferability of the method was demonstrated
where a KC type potential was applied to the graphene/h-BN hetero-structure (van
Wijk et al. 2014; Woods et al. 2016). In this study, the FF parameters have been set
to reproduce experimentally observed moiré superstructures arising from the 1.8%
intralayer lattice constant mismatch between graphene and h-BN. This indicated the
ability of the KC force-field to describe the structural properties of homogeneous
and heterogeneous junctions of 2D materials.

To harness the full predictive capabilities of KC-type FFs to describe the inter-
layer interactions in a variety homogeneous and heterogeneous layered materials
structures, a slightly modified functional form, termed interlayer potential (ILP),
was recently suggested. The ILP accounts for monopolar electrostatic interactions
and allows for simple parameterization against state-of-the-art first-principles calcu-
lations based on pair-wise (Tkatchenko and Scheffler 2009; Marom et al. 2011) and
many-body dispersion corrected (Tkatchenko et al. 2012; Ambrosetti et al. 2014)
screened-hybrid (Heyd et al. 2003; Heyd and Scuseria 2004a, b) density functional
theory calculations (Leven et al. 2014, 2016a; Maaravi et al. 2017; https://pubs.acs.
org/doi/10.1021/acs.nanolett.8b02848).

The ILP consists of a modified KC short-range anisotropic repulsive term of
the form:

VRep (rin, ρin)=Tap (rin)×eαin
(

1−rin
βin

) [
εin+Cin

(
e
−
(
ρin
γin

)2

+e−
(
ρni
γin

)2
)]
, (2)

where εin and Cin are constants setting the energy scales associated with
the isotropic and anisotropic repulsion, respectively, β in and γ in set the
corresponding interaction ranges, and αin is a parameter defined to set
the steepness of the isotropic repulsion term. Note that for computational
efficiency, the 4th degree polynomial multiplying the anisotropic Gaussian
repulsion term appearing in the original KC expression (see Eq. (1) above)

https://pubs.acs.org/doi/10.1021/acs.nanolett.8b02848
https://pubs.acs.org/doi/10.1021/acs.nanolett.8b02848
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Fig. 3 Interlayer (a) binding and (b) sliding energy curves of bilayer graphene calculated using
the LJ (full blue circles) and KC (full black circles) interlayer potentials compared to a reference
dispersion corrected DFT calculation (full green squares). (Reprinted with permission from
Reguzzoni et al. (2012b). Copyright (2012) by the American Physical Society)

is replaced by a constant factor. Furthermore, a taper function of the form
Tap(rin) = 20(rin/Rcut)7 − 70(rin/Rcut)6 + 84(rin/Rcut)5 − 35(rin/Rcut)4 + 1, which
provides a continuous (up to third derivative) cutoff for interatomic separations
exceeding Rcut, is used to damp the long-range contribution of the repulsive term.
These modifications simplify the FF expressions and reduce the computational cost
while providing a satisfactory description of the interlayer interactions (Leven et al.
2014, 2016a; Maaravi et al. 2017).

To treat the long-range attractive interactions, the Tkatchenko and Scheffler
(TS) dispersion correction scheme to DFT is considered (Tkatchenko and Scheffler
2009). Within this approach, widely used semi-local or hybrid exchange-correlation
density functional approximations that are known to provide an inadequate
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description of long-range van der Waals (vdW) interactions are augmented by a
term that decays asymptotically with the interatomic distance as r−6. This term
is damped at short distances to avoid double-counting of short-range correlation
effects. In the ILP, the following pair-wise long-range attractive term is adopted:

VAtt (rin) = Tap (rin)

{
−
[

1+ e−d
[(
rin/

(
SR ·reffin

))
−1

]]−1

· C6,in

r6
in

}
. (3)

Here, reffin is the sum of effective equilibrium vdW atomic radii of atom i and
atom n residing on different layers, C6, in is the pair-wise dispersion coefficient of
the two atoms in the solid-state environment, and d and SR are unit-less parameters
defining the steepness and onset of the short-range Fermi-Dirac type damping
function. Similar to the repulsive term, long-range taper damping is implemented to
reduce computational burden. This specific form is chosen as it allows the extraction
of the various parameters directly from first-principles calculations avoiding the
need for experimental data that is macroscopic by nature, very difficult to obtain,
and mostly unavailable for many 2D layered materials and hetero-structures thereof.

In cases where atoms residing on the interacting layers bear sizable effective
charges, electrostatic contributions should be taken into account. To this end, the
formalism implemented in the ReaxFF scheme can be utilized (van Duin et al.
2001). Within this approach, a shielded Coulomb potential term of the form:

VCoul (rin) = Tap (rin)×
[
kqiqn/

3
√
r3
in + (1/λin)3

]
(4)

is used. Here, k is Coulomb’s constant and λin is a shielding parameter introduced
to eliminate the short-range singularity of the classical monopolar electrostatic
interaction expression. This shielding takes effect in regions where Pauli repulsions
between overlapping electron clouds dominate the interlayer potential and hence
has minor influence on the results. When considering periodic systems, the long-
range taper cutoff can be replaced by Ewald summation techniques (Ewald 1921;
Toukmaji and Board 1996) in order to avoid conditionally convergent sums (Hod
2012a).

In many cases, the effective ionic charges, qi and qn, can be treated as constant
values throughout the simulation. Nevertheless, in order to provide a general
description, they can be dynamically evaluated using the electronegativity equal-
ization method (EEM) (van Duin et al. 2001; Mortier et al. 1986; Njo et al. 1998;
Bultinck et al. 2002). This method relies on a principle formulated by Sanderson
stating that when a molecule or a solid is formed, the electronegativities of the
constituent atoms equalize to give a global electronegativity of the entire system
(Sanderson 1951, 1983). Hence, the electronegativity of a given atom within the
molecular or solid environment (χ i) is written in terms of the corresponding
isolated atom electronegativity (Parr et al. 1978)

(
χ0
i

)
and hardness (Parr and

Pearson 1983; Sanderson 1976)
(
η0
i

)
as χi =

(
χ0
i +�χi

) + 2
(
η0
i +�ηi

)
qi +
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∑
j �=i kqj /

3
√
r3
ij +

(
1/λij

)3. Here, �χ i and �ηi represent the electronegativity and
hardness variations due to the embedding molecular or solid environment and the
last term represents the electrostatic potential induced by all other atoms in the
system (Weismiller et al. 2010). The effective atomic charges can then be obtained
by enforcing the guiding principle that within the molecular or solid environment all
atomic electronegativities should equal the equilibrated molecular electronegativity
χ i = 1 . . .N = χeq. To this end, the following matrix equation is solved:

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

2
(
η0

1 +�η1
)

k/ 3
√
r3

12 + (1/λ12)
3 · · · k/ 3

√
r3

1N + (1/λ1N )
3 −1

k/ 3
√
r3

21 + (1/λ21)
3 2

(
η0

2 +�η2
) · · · k/ 3

√
r3

2N + (1/λ2N )
3 −1

.

.

.
.
.
.

. . .
.
.
.

.

.

.

k/ 3
√
r3
N1 + (1/λN1)

3 k/ 3
√
r3
N2 + (1/λN2)

3 · · · 2
(
η0
N +�ηN

) −1

1 1 · · · 1 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛

⎜⎜⎜⎜⎜⎜⎜⎝

q1

q2

.

.

.

qN

χeq

⎞

⎟⎟⎟⎟⎟⎟⎟⎠

= −

⎛

⎜⎜⎜⎜⎜⎜⎜⎝

χ0
1 +�χ1

χ0
2 +�χ2

.

.

.

χ0
N +�χN
−Q

⎞

⎟⎟⎟⎟⎟⎟⎟⎠

,

(5)

where the isolated atomic electronegativities and hardnesses, χ0
i and η0

i , their
corresponding molecular or solid environment variations �χ i and �ηi, and the
total charge, Q, are provided as input. The latter is dictated by the modeled system,
whereas the former are used as fitting parameters.

While originally parameterized for homogeneous h-BN and graphene junc-
tions (Leven et al. 2014; Maaravi et al. 2017), as well as for heterogeneous
junctions thereof (Leven et al. 2016a), with appropriate parameterization the
ILP should be transferable to a variety of layered materials such as different
graphene allotropes including pentaheptite, haeckelite, dimerite, and octite (David
et al. 2010); graphane; graphyne; germanene; silicene; stanene; phosphorene; and
members of the transition metal dichalcogenides family such as molybdenum and
tungsten disulfide and diselenide. As demonstrated in the next section, such an
extension will make the ILP a versatile and powerful simulation tool for the study of
the structural, mechanical, dynamic, and heat transport properties of homogeneous
and heterogeneous layered material structures.

4 Applications

An illustrative demonstration of the performance of classical ILPs for studying
interlayer interactions in layered materials is the case of the graphene/h-BN
heterojunction. This heterojunction has gained great attention from the scientific
community in recent years (Geim and Grigorieva 2013; Wang et al. 2014; Das
et al. 2015; Leven et al. 2016a) due to its rich physical properties that include a
controllable electronic band-gap (Chen et al. 2014; Fan et al. 2011; Jung et al.
2015; Yankowitz et al. 2012), ultrahigh electron mobility (Dean et al. 2010;
Levendorf et al. 2012; Tang et al. 2013), the demonstration of Hofstadter’s butterfly
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phenomenon (Ponomarenko et al. 2013; Dean et al. 2013), and the manifestation of
controllable hyperbolic meta-material characteristics (Dai et al. 2015).

Owing to the intrinsic lattice-constant mismatch between graphene and h-BN, the
former tends to deform when placed on a multilayer h-BN substrate in order to adapt
to the underlying crystal lattice (van Wijk et al. 2014; Yankowitz et al. 2012; Dean
et al. 2013; Yang et al. 2013; Woods et al. 2014). The resulting moiré superstructures
alter graphene’s electronic and optical properties thus opening new opportunities for
technological applications (Jung et al. 2015; Kumar et al. 2015). Naturally, modeling
such superstructures from first-principles is a prohibitively demanding task. This, in
turn, calls for the utilization of classical ILPs.

Figure 4 presents the fully relaxed structure of a free-standing graphene/h-BN
bilayer supercell calculated using the graphene/h-BN ILP (Leven et al. 2016a). A
clear moiré superstructure is obtained (see panel (d)), where regions of optimal
interlayer registry (blue regions in panel (a)) and distance (blue regions in panel (b))
and intralayer bond lengths (red regions in panel (c)) are separated by sharp domain
walls characterized by increased interlayer distance and compressed intralayer bond
lengths in accordance with experimental findings (Yankowitz et al. 2012; Woods
et al. 2014). Furthermore, due to the lack of rigid support, the calculation predicts
that the entire structure should become highly corrugated. This latter observation
was recently verified experimentally (Argentero et al. 2017).

Such moiré superstructures are expected to have considerable effect on the
tribological properties of the heterojunctions. To investigate this, the graphene/h-
BN ILP (Leven et al. 2016a) has been recently used to simulate the frictional

a b

d

c3.49 Å

Interlayer distanceLRI Intralayer distance
1.423 Å

1.4175 Å

1.41 Å

3.385 Å

3.28 Å

Fig. 4 Fully relaxed graphene/h-BN free-standing bilayer. (a) Local registry index map, where
blue and red colors represent optimal and worst interlayer stacking, respectively. The calculation is
performed using the registry index method that defines a purely geometric quantitative measure of
interlattice commensurability (Leven et al. 2013, 2016a; Koren et al. 2016; Marom et al. 2010; Hod
2010, 2012b, 2013; Blumberg et al. 2012; Garel et al. 2012; Oz et al. 2016; Leven et al. 2016b);
(b) interlayer distance map; (c) graphene intralayer bond-length map; and (d) overall structure of a
fully relaxed, free-standing, graphene/h-BN bilayer. (Reprinted with permission from Leven et al.
(2016a). Copyright (2016) American Chemical Society)
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behavior of the heterojunction (Mandelli et al. 2017). It was found that for the
aligned interface (where the lattice vectors of the two layers are parallel), with
contact size below the characteristic lateral dimension of the elevated superstructure
ridges, the junction behaves like its homogeneous counterparts with friction forces
that grow linearly with the contact area. Superlubricity sets in due to the progressive
appearance of moiré patterns resulting in a transition to collective stick-slip motion
of the ridges that eventually turns into smooth soliton-like sliding with increasing
contact size (see Fig. 5). For angularly misaligned contacts (where the lattice
vectors of the two layers are rotated with respect to each other), incommensurability
effects, also appearing in homogeneous junctions, are enhanced and the friction
coefficients further drop by orders of magnitude and remain extremely low, even
under external loads. These simulations indicated the potential of achieving robust
superlubricity, independent of the relative interfacial orientation, and sustainable
under external loads, in practical applications utilizing two-dimensional layered
materials heterojunctions.

A similar phenomenon is found to occur in homogeneous multiwalled nanotubes,
where the lattice mismatch results from the curvature difference between adjacent
nanotube walls. Due to the frustrated geometry of the tube’s circumference, this
may result in a pronounced faceted superstructure, where the circular cross-section
is deformed into a more stable polygonal one (Garel et al. 2012, 2014; Liu and
Cowley 1994; Gogotsi et al. 2000; Zhang et al. 2003, 2005; Celik-Aktas et al. 2005a;
Golberg et al. 2007a, b; Nigues et al. 2014). For narrow nanotubes, the excessive
stain involved in the formation of sharp vertices is not compensated by the energy
gain of forming the planar facets; hence, faceting is suppressed. However, above
a certain nanotube diameter, typically of 12 nm (Garel et al. 2012), the standard
circular cross section can be strongly distorted and faceting may appear (see Fig. 6).

Here, as well, modeling such systems from first-principles is impractical and
classical ILPs serve as a viable alternative for studying their structural and mechan-
ical properties. Hence, to decipher the mechanism that underlies facet formation
and dictates their character, elaborate geometry relaxations of a wide set of double-
walled carbon and boron nitride nanotubes were performed (Leven et al. 2016b).
It was found that regardless of the nanotube identity (namely, diameter, and
chemical composition), chiral angle matching between adjacent layers is a necessary

Fig. 5 Snapshots of the soliton-like smooth sliding motion of the moiré superstructure ridges
occurring upon shearing of a graphene/h-BN junction. (Reprinted with permission from Mandelli
et al. (2017). Copyright (2017) American Chemical Society)
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Fig. 6 Schematic representation of achiral double-walled carbon (top two rows) and boron-
nitride (bottom two rows) nanotubes, showing their structure and local registry patterns prior to
and after geometry relaxation. Each frame shows seven double-walled nanotubes with diameters
in the range of 5–20 nm. Five groups of double-walled nanotubes are presented (from left to
right): ZZ@ZZ (n,0)@(n + 8,0); AC@AC (n,n)@(n + 4,n + 4), (n,n)@(n + 5,n + 5) and
(n,n)@(n + 6,n + 6); and ZZ@AC. For the ZZ@ZZ systems the n = 55, 80, 105, 130, 155,
180, and 243 nanotubes are chosen. For the AC@AC systems the n = 31, 46, 60, 75, 89, 104,
and 140 are chosen. For the ZZ@AC systems, the following set is considered: (54,0)@(36,36),
(80,0)@(51,51), (104,0)@(65,65), (130,0)@(80,80), (154,0)@(94,94), (179,0)@(108,108), and
(241,0)@(144,144). The local registry index color bar (right) ranges from blue to red, representing
the optimal and worst stacking modes of graphene and h-BN, respectively. Grey, pink, and
blue spheres on the right-hand-side represent carbon, boron, and nitrogen atoms, respectively.
(Reprinted with permission from Leven et al. (2016b). Copyright (2016) by the American Physical
Society)

condition for the formation of faceting. Considering first achiral nanotubes, where
both nanotube walls are of the same type (either zigzag (ZZ) or armchair (AC)), it
was found that above a critical diameter that corresponds well with experimental
observations (Garel et al. 2012), evenly spaced extended axial facets form (see
Fig. 6). Notably, the number of facets equals the interlayer difference in number
of circumferential unit-cells. Interestingly, similar axial facets are formed also
for mono-chiral double-walled nanotubes, where both nanotube walls are chiral
but share the same chiral angle (see left column in Fig. 7). Elongated helical
facets, similar to those commonly observed in experiment, appear in nanotubes
that exhibit small interlayer chiral angle mismatch (see middle columns in Fig. 7).
These are gradually suppressed with increasing interwall chiral angle difference
resulting in outer layer corrugation, which is induced by the moiré superlattice, in
agreement with experiments (Schouteden et al. 2013). Since multiwalled boron-
nitride nanotubes exhibit better interwall chiral angle matching (Celik-Aktas et al.
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Fig. 7 Schematic representation of (120,100)@(126,105) (leftmost column), (60,60)@(66,65)
(second column), (70,70)@(77,74) (third column), (68,68)@(75,70) (fourth column), and
(71,71)@(80,72) (rightmost column) double-walled boron-nitride nanotubes showing their local
interlayer registry patterns before (top row) and after (middle row) geometry relaxation. The color
bar on the right refers to the interlayer spacing of the different systems presented in the bottom row.
The colors used in the local registry index patterns are the same as in Fig. 6 above. The chiral angle
difference between the inner and outer shells is indicated at the top of each column. (Reprinted with
permission from Leven et al. (2016b). Copyright (2016) American Chemical Society)

2005a; Golberg et al. 1999, 2000; Celik-Aktas et al. 2005b) than their carbon
counterparts (Schouteden et al. 2013; Zuo et al. 2003; Li et al. 2003; Koziol et al.
2005; Hashimoto et al. 2005; Xu et al. 2006; Ducati et al. 2006; Hirahara et al. 2006;
Gao et al. 2006; Guo and Guo 2007; Guan et al. 2008), these findings rationalize
the experimental observation of relative abundance of faceting in the former (Celik-
Aktas et al. 2005a, b; Golberg et al. 1999, 2000).

In resemblance to the effect of moiré structures on the interlayer sliding friction
of planar interfaces, nanotube circumferential faceting is expected to have a notable
impact on the interwall sliding friction. When the relative axial or angular alignment
of adjacent nanotube walls is varied, the corresponding interwall lattice registry
changes. If the nanotube is faceted, then this modification results in rearrangement
of the faceted superstructure (Guerra et al. 2017). In the case of achiral or mono-
chiral double-walled nanotubes, where the facets are axially aligned, a series of
unfaceting and refaceting events occurs during the interwall motion accompanied
by facet rotation and reconfiguration (see Fig. 8a, b). For bi-chiral systems, where
helical facets appear, interwall telescoping results in rotation of the entire faceted
superstructure akin to a rotating Archimedean screw (see Fig. 8c). These global
structural variations introduce new dissipative channels that enhance interwall
friction (Guerra et al. 2017). This, along with the above-mentioned fact that faceting
is more abundant in multiwalled boron-nitride nanotubes than in their carbon
counterparts, may rationalize recent experimental measurements showing that the
former exhibit enhanced interwall friction (Nigues et al. 2014).
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Fig. 8 Facet reconfiguration during interwall pull-out and rotation in (a) armchair
(104,104)@(109,109); (b) zigzag (180,0)@(188,0); and (c) bichiral (70,70)@(77,74) double-
walled boron-nitride nanotubes. θ , z, and # values appearing in panels (a) and (b) indicate the
relative angular and axial positions of the outer and inner walls and the corresponding facet
rotation angle, respectively. The two configurations appearing in panel (c) have relative interwall
angular and axial orientations of 0.2◦/2.4 Å (left) and 0.2◦/3.2 Å (right). These correspond to
configurations close to the maximum and minimum of the interwall sliding-rotation potential
energy surface, respectively. Red, white, and blue atom false coloring indicate low, average, and
high atomic interlayer energy, respectively. (Reprinted with permission from Guerra et al. (2017).
Copyright (2017) American Chemical Society)

5 Summary

Two-dimensional hexagonal layered materials are of the most promising systems in
the field of material science to deliver new technological breakthroughs. The large
variety of members in this family and their diverse chemical and physical properties
form a vast playground for the design of homogeneous and heterogeneous systems
presenting novel structure-function relations. The small dimensions characterizing
this field of research call for a synergic interplay between experiment, theory,
and computation. With this respect, carefully tailored classical force-field may
provide valuable insights on the atomistic nature of different structural, mechanical,
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dynamical, and tribological phenomena found in these systems. In the present
chapter, a review of recent advances in the field of anisotropic force-fields for
describing the interlayer interactions in hexagonal layered materials has been
provided. The performance of such force-fields was demonstrated via several
applications that address the structural and frictional properties of planar hetero-
junctions of graphene and h-BN as well as faceted double-walled nanotubes.
The good agreement obtained with several experimental observations indicates
the predictive power of the developed interlayer force-fields and their ability to
rationalize experimental results. The extension of such dedicated force-fields to treat
other layered materials is an ongoing effort that, when fulfilled, is expected to enable
the discovery of novel low-dimensional structures. Furthermore, the utilization of
such force-fields within the framework of multiscale modeling as a source of reliable
atomistic information for coarse grained and continuum treatments (Leven et al.
2013; Koren et al. 2016; Leven et al. 2016a; Jung et al. 2015; Kumar et al. 2015;
Marom et al. 2010; Hod 2010; Hod 2012b; Blumberg et al. 2012; Garel et al. 2012;
Hod 2013; Oz et al. 2016; Leven et al. 2016b; Girifalco 1992; Last et al. 1999;
Shenoy et al. 2008; Lu et al. 2009; Yang et al. 2011; Chenxi et al. 2014; Ruiz
et al. 2015; Ward 2016; Lebedev et al. 2016) may lead to the development of new
nano- and microelectromechanical systems with diverse functionalities based on the
promising concepts of 2D layered materials.
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Abstract

The role of functionalizing properties of semiconductor materials in the bulk
by doping is reasonably well understood. However, as the length scale of
merit approaches the nano-regime, the interplay of restricted dimensionality and
quantum confinement can complicate the role dopants play in altering electronic
properties. In particular, well-known rules for describing defects in the bulk may
become inoperative at the nanoscale. We illustrate how computational methods
can be used to predict the emergence of nanoscale electronic properties in
semiconductors and how these properties change as the size of the system is
decreased.
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1 Introduction

“Functionalization” of material properties is accomplished by changing the chem-
ical makeup of a material so that it possesses a desirable property. In organic
materials this can be accomplished by adding functional groups. A similar process
occurs in semiconductor materials by the controlled addition of impurities, i.e.,
doping. Indeed, without precise control of the electronic properties using dopants,
solid-state devices would not exist.

A classic example of functionalized electronic materials is the construction of
a pn junction diode (Kittel 2005). A pn junction relies on the existence of an
interface between p-doped and n-doped materials. The p-doped material can be
created by adding boron atoms to bulk silicon, and the n-doped material can be
created by adding phosphorous atoms to bulk silicon. The addition of these doping
atoms results in profound differences in the silicon host material. For example, one
boron atom for every hundred thousand silicon atoms increases the conductivity of
pure silicon by a thousandfold at room temperature (Kittel 2005). In a pn junction,
the electronic states of the host are modified so that an internal field occurs. When
an external field is applied, the internal field can be increased or decreased to control
the flow of electrons (or holes) so that the resulting current is rectified.

The process and control of such impurity atoms like boron and phosphorous
account for the phenomenal progress in the electronics industry with the creation
of devices ranging from a simple transistor some 50 years ago to contemporary
nanoscale integrated circuits containing billions of transistors. As a consequence,
the computational power present in a typical cell phone or handheld personal data
device vastly exceeds that of the first electronic computers.

However, as we place more transistors on a chip, the physical dimensions of
a transistor become smaller. At a certain point, the size of a transistor will start
to affect its physical property. Specifically, size-dependent quantum mechanical
phenomena will occur. This was recognized some time ago. In 1959, Richard
Feynman presented a seminar (Feynman 1992) in which he stated: “When we get
to the very, very small world—say circuits of seven atoms—we have a lot of new
things that would happen that represent completely new opportunities for design.
Atoms on a small scale behave like nothing on a large scale, for they satisfy the
laws of quantum mechanics. So, as we go down and fiddle around with the atoms
down there, we are working with different laws, and we can expect to do different
things. We can manufacture in different ways. We can use, not just circuits, but some
system involving the quantized energy levels, or the interactions of quantized spins,
etc.” Feynman’s comments had little impact in directing new work (Toumey 2005)
as the technological framework for nanoscale control took time to implement. Today
his comments appear prescient.

The design rules that work successfully at macroscopic dimensions may not
be operative at nanoscale dimensions as the physical properties of nanoscale
materials can be significantly different than the bulk material. For example, an
optically inactive material such as silicon can become optically active at the
nanoscale (Canham 2000; Shirley et al. 2000).
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The use of “size” to modify the physical properties of materials, without
changing their chemical composition technological implications in a number of
areas: sensors for bioimaging (Michalet et al. 2005), energy devices such as solar
cells (Gur et al. 2005; Ellingson et al. 2005), and wavelength tunable lasers (Klimov
et al. 2007).

In general, functionalization at the nanoscale whether by exploiting quantum
confinement or by doping is of great importance, but the nanoscale presents new
and challenging issues. The inclusion of just one dopant atom in a thousand-atom
nanocrystal might exceed the solubility expected for a bulk crystal; in the case of
P-doped Si, a doping concentration of one part in a hundred thousand atoms would
be considered extremely heavy doping.

Physically, it seems plausible that dopants would interact differently with
nanocrystal hosts as a function of size (Beaulac et al. 2010). As the nanocrystal
decreases in size, the ratio of surface to bulk atoms grows. The interaction of
the dopant with the surface can allow a decrease in any strain energies as the
surface atoms are more readily displaced than the bulk atoms, owing to their
lower coordination number. Moreover, as the nanocrystal becomes smaller, quantum
confinement increases the bandgap and can effectively turn a small bandgap
semiconductor into a large gap semiconductor, which is known to be difficult to
dope (Chadi 1994; Neumark 1997; Troparevsky and Chelikowsky 2001).

Understanding the doping process at the nanoscale requires a better picture
of both thermodynamics and kinetics. Computational methods can be used to
solve the electronic structure problem and address some of these issues. In the
case of Si, computational work has accurately predicted many properties, and
there is no reason to believe that these studies would not describe the nanoscale
with similar accuracy. In the early 1980s, it was conclusively demonstrated that
one could determine accurate structural energies of silicon. For example, the
energetics of a number of different phases of silicon were examined (Yin and
Cohen 1980) with the equations of states for dense phases carefully mapped out
and found to be in agreement with high-pressure experiments. Moreover, these
studies predicted the existence of superconductivity in a high-pressure form of
Si. This prediction was confirmed by the experiment within a few years (Chang
et al. 1985). Shortly after the realization that accurate structural energies
could be computed, methods for ab initio molecular dynamics were introduced
(Car and Parrinello 1985).

While these computational methods have greatly enhanced our understanding
of bulk materials, their application to the nanoscale is often problematic. Nanos-
tructures are still “large,” in a quantum sense. The number of atoms contained
within a “smallish” 10 nm nanocrystal of Si is roughly 50,000. Current methods
for electronic structure descriptions are ill-suited for such systems as one would
have to solve for over 100,000 energy levels. The memory required and the
computationally intensive nature of such a problem are often beyond the state of
the art, although such systems are becoming within our computational grasp. Here
we illustrate how computational approaches and advances can be used to illuminate
the quantum behavior and the physical properties of dopants at the nanoscale
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for systems approaches containing thousands of atoms using electronic structure
methods discussed in Volume 1 of this handbook (Chap. 24 “Extending the Scale
with Real-Space Methods for the Electronic Structure Problem” of the MTM set by
Chelikowsky).

2 Defect Levels in Doped Nanocrystals

Phosphorus atoms added to bulk silicon represent the leading example of an n-type
semiconductor. Phosphorous induces defect energy states very close in energy to the
conduction band. For such shallow donor states, i.e., states within a few kT of the
conduction band, electrons can be easily thermally excited. These carriers greatly
enhance the conductivity of the original pure semiconductor.

As one considers making device materials at smaller length scales, a central
question is whether this picture will continue to be valid (Pavesi and Turan
2010). Quantum confinement in this size regime is expected to alter the electronic
properties of doped Si nano-crystals (Yoffe 2001; Melnikov and Chelikowsky 2004;
Chan et al. 2008; Chelikowsky et al. 2011). Important questions arise. For example,
will the defect energy levels continue to shallow or not. Also, is there a length scale
where device construction based on macroscopic guidelines fails? These are the
questions that Feynman intuited in the late 1950s.

In Si nanocrystals, the bandgap,EG, increases as the crystal size decreases owing
to quantum confinement as depicted in Fig. 1a. After doping with P, a defect energy
level is created within the bandgap. Since P atom has one more electron than a
Si atom, the extra electron creates a donor state. The binding energy of the donor
within a bulk crystal can be defined as the energy difference between the defect
energy level and the conduction band minimum. Within a confined system, this
definition is problematic because the electron in the lowest unoccupied state remains
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Fig. 1 (a) The dependence on the nanocrystal radius of the energy gap EG in Si nanocrystal(�),
the binding energy EB (•), the energy difference between the defect level and the highest
doubly occupied level EG(P ) in P-doped Si nanocrystal(�). (b) Ionization energy of P-doped Si
nanocrystal(�) and electron affinity of pure Si nanocrystal(�) plotted as a function of nanocrystal
radius
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physically localized near the P atom. The corresponding definition of the binding
energy at the nanoscale is the energy required to ionize a P-doped Si nanocrystal by
removing an electron minus the energy gained by adding the electron to a pure Si
nanocrystal.

One can calculate the ionization energy Id for P-doped Si nanocrystals as

Id = EP (n− 1)− EP (n), (1)

where n is the number of electrons in a neutral P-doped Si nanocrystals. EP (n)
and EP (n− 1) are the ground-state total energy of a neutral and positively charged
P-doped Si nanocrystals, respectively. The electron affinity of pure Si nanocrystals
can be determined by

Ap = ESi(n− 1)− ESi(n), (2)

where ESi(n − 1) and ESi(n) are the ground-state total energy of a neutral and
negatively charged Si nanocrystals, respectively. The binding energy EB for the
donor electron is the difference between these two quantities:

EB = Id − Ap. (3)

The calculated ionization energy and electron affinity as a function of nanocrystal
size are illustrated in Fig. 1b. The electron affinity of pure Si nanocrystal decreases
with size owing to the increase of kinetic energy of the added electron by quantum
confinement, which can be considered a consequence of the uncertainty principle.
We note that the ionization energy of P-doped Si nanocrystal depends weakly on
nanocrystal size, i.e., it is effectively pinned to the vacuum level, and remains close
to the bulk value of ∼4 eV.

In Fig. 1a, the size dependence of the energy difference (EG(P )) between the
singly occupied defect energy level and the highest doubly occupied level for the
doped Si nanocrystal is plotted. The binding energy EB of P-doped Si nanocrystal
as a function of size is also shown. As the size of the nanocrystal increases, the sum
EG(P ) for the doped nanocrystal and the binding energy EB should converge to the
bulk Si bandgap.

In nanocrystals, the defect electron is found to be more tightly bound as
nanocrystal size decreases. This is largely due to the weak screening (Öğüt
et al. 1997, 2003) in quantum dots. For nanocrystal up to 6 nm in diameter, the
binding energy is significantly larger than kT at room temperature. A fit to the
calculated binding energy EB scales as R−1.1. By extrapolating to a large radius,
EB tends to a limiting “bulk” value of 0.06 eV, which is somewhat higher than the
experimental value of 0.044 eV; however, the difference is within the fitting error
and likely fortuitously close since density functional theory was used to perform the
computations.
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2.1 Characterization of the Defect Wave Function

In Fig. 2a, the defect-state charge density is plotted along the [100] direction. As
the nanocrystal size increases, the defect wave function becomes more delocalized.
The maxima of the charge density at around 0.2 nm correspond to the bond length
between the P at the origin and its first Si neighbors. We can remove these atomic
details by spherically averaging the defect wave function as shown in Fig. 2b.
The defect wave function exponentially decays from the origin in Fig. 2c, and
the decay corresponds very well to the conventional understanding of defects in
semiconductors: the defect ion and the defect electron form a hydrogen-like system
with the wave function described as ψ ∼ exp

(−r/aeff
B

)
.

From the decay of the defect wave function, we can obtain an effective Bohr
radius aeff

B and its dependence on nanocrystal size as plotted in Fig. 2d. The effective
Bohr radius varies nearly linearly with nanocrystal radius, R, up to 3 nm where R
is approximately five times aeff

B . Nonlinearity can be observed for very small Si
nanocrystals, and aeff

B appears to converge to ∼0.2 nm as R → 0. The limit tends
to the size of a phosphorus atom while retaining an sp3 configuration. The effective
Bohr radius aeff

B is not expected to remain linear with the radius R for large Si
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Fig. 2 (a) Charge density for the dopant electron along the [100] direction for three P-doped Si
nanocrystals with different radii. x is the coordinate along that direction. Their spherically averaged
charge densities are plotted in (b). A log-linear plot of (b) is illustrated in (c). Effective Bohr radius
aeff
B corresponding to the dopant electron is plotted in (d) as a function of nanocrystal radius
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nanocrystals. In the bulk limit, aeff
B is∼2.3 nm assuming a dielectric constant of 11.4

and effective electron mass of 0.26 times the free electron mass. The dependence on
R should achieve this bulk limit for large Si nanocrystals, which are removed from
the size regime as shown in our figure.

2.2 Hyperfine Splitting of Defects

If the defect wave functions are known, one can compare to the experiment by
computing the hyperfine splitting (HFS), which arises from an interaction of an
electron spin with a nuclear spin (Feher 1959). The isotropic HFS constant a can be
calculated from

a = 2

3
μ0gμBgNμN |ψ(0)|2, (4)

where μ0 is the permeability of free space; g and gN are the electron and the P
nucleus g-factor, respectively; μB and μN are the Bohr and nuclear magneton; and
|ψ(0)|2 is the defect charge density evaluated at the P position (Weil and Bolton
2007). Pseudopotential calculations do not yield the true core charge density, which
can differ strongly from the all-electron potentials within the core region. This
deficiency can be overcome using a scheme from Van de Walle and Blöchl that
utilizes the pseudopotential wave functions as input (Van de Walle and Blochl 1993).
The correct amplitude of the wave function at the P core (positioned at the origin)
can be obtained from

|ψ(0)|2 = |ψps(0)|2 |φ
s
AE(0)|2
|φsps(0)|2

, (5)

where ψps(0) is the defect wave function evaluated at the P position using
pseudopotential and φsAE(0) and φsps(0) are the all-electron and pseudo-s-wave for
an isolated P atom in free space. This formalism assumes that the impurity state is
localized on the impurity atom, which need not be the case as discussed later in this
review.

The calculated HFS is plotted in Fig. 3 for P atom located at the center of Si
nanocrystal. Very good agreement between experimental data (Fujii et al. 2002) and
the theoretical calculations is observed (Chan et al. 2008). For nanocrystals with
radius between 2 to 3 nm, the HFS is around 100 G, which considerably exceeds the
bulk value of 42 G. Moreover, the HFS continues to increase as the nanocrystal
size decreases. This is a consequence of quantum confinement as illustrated in
Fig. 2. The defect wave function becomes more localized at the P site as the radius
decreases, leading to a higher amplitude of the wave function at the P nucleus.
For small nanocrystals, the HFS can be significantly changed by atomic relaxation
owing to the influence of a relatively large surface area.
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Fig. 3 Calculated hyperfine
splitting for P-doped Si
nanocrystals as a function of
nanocrystal radius is plotted
together with experimental
data(�) from Fujii et al.
(2002). Calculated results
corresponding to structures
arising from an unrelaxed
exact bulk-like geometry(•)
and to structures relaxed to a
local energy minimum(�) are
shown in the figure 0.5 1 1.5 2 2.5 3
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Effective mass theory has yielded similar results (Debernardi and Fanciulli
2009), although such methods cannot readily determine structural energies of the
P substitutional sites. The most favorable structural position of the P impurity in a
Si nanocrystal is problematic. Studies have verified that the symmetry of the P away
from the surface is substitutional with the tetrahedral symmetry unbroken. After
substituting the center Si atom by P, one can intentionally perturb the position of
the P atom randomly such that the symmetry of the system was broken. However,
on relaxation to a local energy minimum, the four P-Si bond lengths are preserved,
and a tetrahedral geometry has been observed (Chan et al. 2008). Depending on the
size of the nanocrystal, the P-Si bond varies from 0.236 to 0.238 nm (the calculated
bulk Si-Si bond length is 0.236 nm) (Chan et al. 2008). Hence, the introduction of
P atom does not break the symmetry of the system, and the relaxation is small, The
P-Si bond length between different nanocrystals varies at most by 0.002 nm. The
resulting HFS is illustrated in Fig. 3. For Si nanocrystals with radius larger than
1.5 nm, the effect of relaxation diminishes, and the difference between unrelaxed
and relaxed results is within ∼10%.

We can consider the structural energetics of the doping site by varying the P
position along the general [100] direction as illustrated in Fig. 4. Since the details
of the nanocrystal surface are unknown, the P atom is not allowed to replace a Si
on the surface of the nanocrystal that is passivated by a H atom. For the remaining
sites, it is possible to relax the nanocrystals to an energy minimum. Results for
five small nanocrystals are shown in Fig. 5. We see that for Si nanocrystals with
a diameter smaller than ∼2 nm (the number of Si atoms is less than a hundred), P
tends to substitute Si near the surface. Otherwise, the center of the nanocrystal is
the energetically most favorable position. This suggests that a “critical size” exists
for nanocrystals; below this size, P atoms will be energetically expelled toward the
surface.

The presence of the P defect creates stress to the Si nanocrystal, and the doped
nanocrystal can relieve this stress by expelling the P atom toward the surface, where
surface relaxation or reconstruction may accommodate the stress. In contrast, if the
P atom is not at the center of the nanocrystal, the defect wave function is distorted



30 Emergence of Functionalized Properties in Semiconductor Nanostructures 669

Fig. 4 A perspective view of
a Si nanocrystal. The lightly
shaded atoms correspond to
Si atoms, and the small atoms
on the surface of the
nanocrystal are H atoms. The
heavily shaded atoms
correspond to the Si atoms
that will be substituted by P.
The numbers measure the
distance away from the origin
in the unit of Si bond length

and less localized around P, leading to a loss in Coulomb energy between the P ion
and the defect electron. Hence, for the slightly larger nanocrystals (the number of Si
atoms more than around 150), a basin of attraction extending several Si bond lengths
can be observed that favors a site for P atom near or at the center of the nanocrystal.

The HFS evaluated for different P positions inside the Si nanocrystal is shown in
Fig. 5. There is a general trend for the HFS to drop notably as the P atom gets close to
the surface of the nanocrystal. For a P site away from the surface, smaller variations
in the HFS can be observed. However, for large Si nanocrystal, we can see that the
HFS varies within ∼10% of the value with P at the center position. In comparing
with the experimental results in Fig. 3, we find it unlikely that the synthesized Si
nanocrystals have P located near the surface, as this will result in much smaller
HFS than those calculated. P-doped Si nanocrystals are made experimentally by
sputtering followed by annealing at high temperature (Fujii et al. 2003). The P atom
resides in energetically favorable locations, which in general are close to the center
of the Si nanocrystal, during the annealing process.

3 Self-Purification of Defects in Semiconductors

Doping of nanocrystals is often a difficult task (Stowell et al. 2003; Mikulec et al.
2000; Beaulac et al. 2010). “Self-purification” mechanisms are claimed to make
this task even more difficult, i.e., a defect or impurity atom can be expelled from the
nanocrystal to the surface leaving the interior of the nanocrystal defect-free (Dalpian
and Chelikowsky 2006). Several reports in the literature support this thesis as there
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is a tendency for impurities to cluster at the surface of the nanocrystals. To avoid
this situation, specialized synthesis procedures have been developed to inhibit the
diffusion of a dopant to the surface (Pradhan et al. 2005; Yang et al. 2008; Nag et al.
2008).

Computational work regarding theoretical mechanisms for doping at the
nanoscale remains somewhat limited owing to the many degrees of freedom
involved in any simulations. One proposal suggests that the incorporation of
impurities is predominantly limited by the kinetics of the adsorption on the surface
of the nanocrystals (Erwin et al. 2005). Another proposal focuses on thermodynamic
effects in order to understand difficulty in doping in nanocrystals (Dalpian and
Chelikowsky 2006; Chelikowsky et al. 2011).

Under thermodynamical equilibrium, the population of impurities or defects in a
given host material is given by

N = Ns exp
{
(Gf /kbT )

}
(6)

where Ns is the total number of impurity sites in the lattice, Gf is the Gibbs
free formation energy of the impurity, kb is the Boltzmann constant, and T is the
temperature. Assuming that the entropic contribution will be similar for several
configurations of a similar defect, one can substituteGf by the formation energy of
the defect: ΔHf .

Consider the case of a Mn atom replacing a Cd atom in CdSe as an example
appropriate for synthesizing a dilute magnetic semiconductor. The formation energy
of a substitutional Mn impurity in a host CdSe material is a function of the elemental
chemical potentials of the impurity and the host constituents and also a function of
the Fermi energy of the system (Zhang and Northrup 1991; Wei 2004).

When using ab initio total energy methods, this formation energy can be
calculated as follows:

ΔHf = EMnT − ET + (ECd + μCd)− (EMn + μMn), (7)

where EMnT is the total energy of the host with the impurity, ET is the total energy
of the host without the impurity, ECd and EMn are the elemental energies of Cd
and Mn, and μi is related to the range of the chemical potentials in different
thermodynamic limits.

For nanoscale materials, such as nanocrystals, the number of available sites
where the impurities can be localized (Ns) can be as much as 20 orders of magnitude
smaller than in standard bulk materials. Consequently, as the number of available
sites for the impurities to be localized is much smaller than bulk, we would expect
that nanostructures should have a smaller number of impurities than bulk materials.
This can be understood by considering that Ns in Eq. 6 is small. For example,
if the probability of defect in a bulk crystal is 1 in 10,000, the probability of
a hundred-atom nanocrystal having such a defect would be small. This was first
proposed by Turnbull in 1950, many decades before the advent of nanoscience and
nanotechnology. Although this is a simplistic approach, e.g., it ignores the role of
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a surface altogether, it represents one of the first attempts to explain why “small”
systems might have a negligible probability of containing defects.

Besides the number of available sites, the formation energy (Hf ) can also
play a role in the population of defects in a nanocrystal. The formation energy
of a certain impurity depends on the position of the impurity inside the
nanostructure, i.e., it varies from the surface of the nanostructure or at its core
(as indicated for P in Si in Fig. 5). The formation energy also depends on the size
of the nanostructure. Quantum confinement effects, which are larger in smaller
nanocrystals, can lead to an increased formation energy, leading to smaller impurity
concentrations. For example, quantum confinement effects are observed in DX−
centers in GaAs quantum dots (Li et al. 2005; Besteiro et al. 2010); B- and P-
doping in Si nanoclusters (Cantele et al. 2005) and nanowires (Peelaers et al. 2006);
donors, acceptors, and isovalent impurities in ZnSe (Li et al. 2008); Mn impurities
in InAs nanocrystals (Arantes et al. 2008); and Mn in CdSe nanocrystalsChan
et al. (2009). Similar effects have also been reported for B and N impurities in
SiC nanowires (Santos de Oliveira and Miwa 2009) and Mn impurities in InP
nanowires (Schmidt 2008).

For the specific case of Mn impurities in CdSe nanocrystals, calculations have
indicated a small tendency for impurities to be localized at the surface of the
nanocrystals (Chan et al. 2009). For example, an energy gain of 0.02 eV was found
for a Mn atom moving from the center of the nanocrystal toward its surface. This
trend is observed in small nanocrystals (Cd30Se28) and for larger nanocrystals
(Cd79Se68). For the larger nanocrystals, an structural anisotropy for the stability of
the impurities was observed. The energy gain is larger when the impurity moves
along the 〈100〉 direction than when it moves along the 〈111〉 direction. This
anisotropy occurs owing to a more effective strain relief in the 〈111〉 direction. By
construction, the nanocrystals used in these calculations (Chan et al. 2009) present
a dipole moment in the 〈111〉 direction, whereas this does not happen in the 〈100〉
direction. This dipole moment can affect the energetics of the Mn defect inside
the nanocrystal. In Fig. 6a, we show the calculated self-consistent potentials along
two different directions inside the nanocrystal. As can be observed, this potential is
anisotropic along the 〈111〉 direction, which is the cause for the difference in the
energetics of the impurities along these two directions. It is possible that impurities
could be manipulated by subjecting these systems to a directed electric field (Chan
et al. 2009).

In Fig. 6 the energy difference for some of the studied positions for the Mn atom
inside the nanocrystal is illustrated in different directions. The insets (a) and (b)
show the direction in which the positions are tested. In (c) we show the variation of
the total energy for these positions (Chan et al. 2009).

Although the fact that the Mn atom prefers to be localized at the surface of the
nanocrystal clearly indicates that at equilibrium the impurities would all tend to
be localized at these positions, i.e., would be expelled from the nanocrystal, this
diffusion of the impurity into the surface might be kinetically inhibited. This might
happen because the diffusion barrier for the Mn atom to move toward the surface
might be large, and it would take a long time for a single jump to occur. Diffusion
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Fig. 6 (a) and (b) An atomic model of a Cd79Se68 nanocrystal in two different perspectives. The
Cd atoms are colored gray, Se in yellow, and the small blue atoms at the surface correspond to
the capping atoms. The number labels the Cd atom to be substituted by Mn. (c) The change in
total energy of the Cd78Se68Mn nanocrystal as Mn moves toward the surface. (d) A plot of the
self-consistent potential VSCF (averaged in the plane perpendicular to the plotting direction). The
troughs in the potential correspond to Se atoms, while the peaks correspond to the Cd atoms for
the (100) direction and the shoulders close to the peaks are the positions of the Cd atoms for the
(111) direction. The dotted lines indicate the boundary of the nanocrystal

barriers for the bulk material are usually of the order of a few eV, leading to
diffusion hopping times as large as 1 h (Norris et al. 2008). To assess this problem for
nanoscale materials, the diffusion barrier for a Mn atom for a bulk CdSe crystal and
inside a CdSe nanocrystal have been calculated (Chan et al. 2009). The mechanism
involving the diffusion of a Mn can be quite complex, including kickout mechanisms
and exchange of atoms. However, previous work suggests that the diffusion of Mn
in bulk GaAs and CdSe involves interstitial defects (Edmonds et al. 2004). In Fig. 7,
we illustrate the calculated barrier for interstitial diffusion in bulk CdSe and for the
(Cd30Se28) nanocrystal. This diffusion barrier is related to the trajectory of a Mn
atom from a tetrahedral interstitial position, where the Mn atom is surrounded by
four Cd atoms (TCd ) to an interstitial position where there are four Se (TSe) atoms
around the Mn atom. Each intermediate structure was obtained by fixing one atom
in the nanocrystal and the x coordinate of the Mn atom: all other coordinates were
optimized. A total of 11 geometries were used in order to obtain the diffusion barrier
and the saddle point in each path. The diffusion barrier for the nanocrystals was
calculated to be 0.35 eV, and for bulk we obtain a value of 0.84 eV. As the diffusion
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Fig. 7 Diffusion barriers of
the Mn atom for the Cd30Se28
nanocrystal and for bulk
CdSe. The ball and stick
models at the bottom indicate
the diffusion pathway

barrier in nanocrystals is dramatically smaller than in bulk, the expulsion of the
defect to the surface might easily take place in nanocrystals. Another interesting
observation from Fig. 7 is that the Mn atom prefers to be localized at the TSe position
as opposed to the TCd site for the bulk limit. This preference disappears in the
nanocrystals owing to the larger localization of the Mnd levels in quantum confined
systems.

Studies have also revealed that there might be a significant change in the stability
of an impurity inside a nanocrystal as the size of the nanocrystal changes (Dalpian
and Chelikowsky 2006). We have observed that, for smaller nanocrystals, where
quantum confinement effects are stronger, the formation energy of an impurity
is usually larger than in bulk or in larger nanocrystals. In Fig. 8, we illustrate the
variation of the formation energy, compared to bulk value, for several different types
of impurities in different host materials taken from several different sources. As can
be observed in these examples, the formation energy usually increases (becomes
less favorable) when the size of the nanocrystal decreases. For some impurities
this effect is larger than for others, such as when large valence differences exist,
although this trend is present in all defects shown. As this effect is observed in
several different kinds of impurities, its origin might be related to several different
effects. One of the most important effects is related to the increased localization of
the impurity levels in smaller nanocrystals. This would increase the energetic cost
to form these defects as the size of the nanocrystal decreases.

4 Raman Spectroscopy of Nanocrystals

Raman spectroscopy is a particularly useful technique for characterizing the prop-
erties of nanostructured Si materials (Li et al. 2000; Volodin et al. 1998; Nesheva
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et al. 2002) as it is a well-established experimental technique for characterizing
a wide range of materials. It is highly sensitive to both the atomic and electronic
structure of the substrate. Consequently, materials have unique Raman signatures,
which can be used in identifying different species.

Inelastic scattering of light, or Raman scattering, is conceptually simple. When
light interacts with matter, such as a molecule, most of the light is scattered
elastically. This is called Rayleigh scattering. A small fraction, (10−6), either
gains or loses energy during the collision by moving the molecule into a different
vibrational mode. The shift in wavelength corresponds to the energetic difference
between the vibrational modes. Generally, at ambient temperatures, the majority of
molecules are in the lowest energy mode and are excited to a higher mode by the
photons. As a result, the exiting radiation is lower energy than the incident radiation.
This is called Stokes Raman and is typically more prevalent than the opposite effect,
anti-Stokes Raman.

Not every vibrational mode is Raman active. A mode is only Raman active if
the derivative of the polarizability with respect to the normal coordinate is nonzero
at the equilibrium point. As a rule of thumb, stretching modes that lengthen bond
lengths and change the size of the molecule are generally Raman active. Symmetric
bending modes that do not change bond length are usually not Raman active
(Li et al. 2000; Volodin et al. 1998; Nesheva et al. 2002).
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Raman spectroscopy has many advantages as an experimental technique. Raman
analysis can be performed on samples in gas, liquid, or solid phase. It is useful for
biological materials and can be performed on aqueous solutions without interference
from the water solvent. One of the foremost disadvantages of Raman spectroscopy
is that the signal strength is very weak.

Si nanostructures can be optically active by demonstrating a strong visible
photoluminescence (Zhang et al. 1995, 1994; Wolkin et al. 1999; Furukawa and
Miyasato 1988) in striking contrast to the bulk phase, making them suitable
for use as optoelectronic devices (Pavesi et al. 2000). Also, their compatibility
with existing Si-based technologies enhances their utility in nanoscale electronics
applications (Tiwari et al. 1996; Choi et al. 1998). In addition to changes in the
optical properties of bulk materials at the nanoscale, changes in the vibrational
modes of a nanocrystal also exist owing to a physically constrained nanostructure.
An analysis of Raman spectroscopy centers on understanding a combination of
changes in the optical and vibrational properties of Si nanostructures. A striking
feature of the Raman spectra of Si nanocrystals is that the main optical Raman peak
red-shifts and broadens as the nanocrystal size is decreased.

To explain such observations, Richter, Wang, and Ley (RWL) proposed a
phenomenological model attributing these confinement effects to a relaxation of
the wave-vector selection rule (Richter et al. 1981). This model is widely accepted
and used extensively in the calculation of Raman spectra and interpretation of
experimental data (Wei et al. 2007; Faraci et al. 2005, 2006; Valentin et al.
2008). More sophisticated techniques such as the partial density method and bond
polarizability approximation have also been used to study the Raman spectra of Si
nanocrystals (Zi et al. 1996, 1997, 1998; Cheng and Ren 2002). These techniques
give better results than the RWL theory; however, they still rely on parameters
derived from bulk calculations, and their transferability is not guaranteed.

The two primary pieces of information needed to calculate a Raman spectrum
are the vibrational modes and the dielectric susceptibility, both of which can be
calculated from first principles using pseudopotentials and density functional theory.
The computational methods used for the Raman work outlined here are discussed
elsewhere in this handbook (Chap. 24 “Extending the Scale with Real-Space
Methods for the Electronic Structure Problem” of the MTM set by Chelikowsky)
and in the literature (Steele 1971; Wilson et al. 1980; Khoo et al. 2010; Bobbitt and
Chelikowsky 2016a, b). The vibrational properties of nanocrystals can be computed
by the force constant method (Parlinski et al. 1997), and Raman spectra were
evaluated using the Placzek approximation (Porezag and Pederson 1996; Umari and
Pasquarello 2005; Parlinski et al. 1997; Bobbitt and Chelikowsky 2016a, b).

We can illustrate the vibrational modes of Si nanocrystals by computing the
dynamical matrix. As an example, we consider Si nanocrystals Si87H76, Si147H100,
and Si281H163 having diameters 1.4, 1.7, and 2.2 nm, respectively, that were selected
for our study. These nanocrystals were generated by cutting atom-centered spheres
out of bulk Si and passivating dangling bonds on their surfaces with H atoms. The
nanocrystals are illustrated in Fig. 9.

We plot the calculated Si vibrational density of states (VDOS) for each nanocrys-
tal in Fig. 10. VDOS contributions from passivating H atoms have been excluded

https://doi.org/10.1007/978-3-319-44677-6_57
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Si87H76 (1.4 nm) Si147H100 (1.7 nm) Si281H172 (2.2 nm)

Fig. 9 Ball and stick model for relaxed structures of H-passivated Si nanocrystal

Fig. 10 Si VDOS per atom
for Si nanocrystals and
bulk Si
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as they are irrelevant to the problem. We also computed the VDOS of bulk Si to
represent the limit of infinite nanocrystal size.

There are two prominent peaks in the Si VDOS, a low-frequency acoustic peak
centered in the range of 100–150 cm−1 and a high-frequency optical peak in the
vicinity of 480 cm−1. As the nanocrystal size gets smaller, the acoustic peak is
red-shifted, and the amplitude of the high-frequency optical peak is decreased.
Both these observations point toward a shift of VDOS to lower frequencies
with decreasing nanocrystal size. The total shift in VDOS frequencies is due
to the competing influences of surface atom under-coordination and bond length
contraction (Khoo et al. 2010). Under-coordinated Si surface atoms have a greater
impact on nanocrystal vibrational frequency than bond length contractions. It can be
argued that the red shift of Si VDOS for nanocrystals with decreasing nanocrystal
size (as seen in Fig. 10) is due to their larger surface-to-volume ratios, as this leads
to a larger proportion of under-coordinated surface atoms that lower vibrational
frequencies.

In Fig. 11, we plot the calculated Raman cross sections as a function of frequency
for the Si87H76, Si147H100, and Si281H172 nanocrystals with a broadening of
2.5 cm−1. The main Raman peak in the range of 500–520 cm−1 is asymmetrically
broadened and red-shifted with decreasing nanocrystal diameters, consistent with
experimental observations. Our calculated optical mode frequency for bulk Si is
522 cm−1, as indicated by the dashed line, and it is in good agreement with
experimental values (Iqbal and Veprek 1982). Among the nanocrystals we have
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arrows in (b) denote nanocrystal eigenmodes corresponding to the Γ -point bulk optical mode

studied, only Si281H172 (diameter 2.2 nm) is large enough to be compared directly
with the experiment, and our calculated peak frequency of 513 cm−1 agrees well
with the experimentally measured value of 514 cm−1 for nanocrystalline Si of
diameter 2.3 nm (Ossadnik et al. 1999).

Also in Fig. 11, we plotted the Raman cross-sectional contribution from each
nanocrystal mode as a function of mode frequency without broadening. It can be
seen that the number of vibrational modes that contribute to the Raman spectra
increases as the nanocrystal diameter is decreased and this leads to an asymmetric
broadening and partial red shift of the Raman peak. These observations are consis-
tent with the RWL theory, which predicts an increasing number of vibrational modes
contributing to the Raman spectra for decreasing nanocrystal diameters. However,
it is also clear from the figure that most of the Raman red shift does not originate
from the activation of lower-frequency modes. Peak frequencies in the broadened
Raman spectra of Fig. 11 follow closely the frequencies of three nearly degenerate
vibrational modes with the largest Raman cross-sectional contributions (marked
by arrows). By projecting these eigenmodes onto bulk phonon eigenvectors, we
have identified them as originating from the optical modes in bulk, and it is the
lowering of these mode frequencies with decreasing nanocrystal size that leads to
the Raman red shift. The softening of these eigenmodes results from the presence
of under-coordinated Si atoms on the nanocrystal surface, as noted before. Our
explanation represents a qualitative departure from the RWL theory, which attributes
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Fig. 12 The vibrational
density of states for Si87H76
and Si86H76P nanocrystals
with P-dopant near the
surface and center positions

Table 1 Force constants and
atomic masses of the Si and P
atoms at the center of the
Si87H76 and Si86H76P
nanocrystals

Force constant
(eV/Å2)

Atomic mass
(amu)

Si 14.3 28.1

P 12.9 31.0

the Raman red shift to a relaxation of the wave-vector selection rule. Instead, the size
dependence of nanocrystal vibrational frequencies has a much stronger effect on the
Raman peak frequencies in Si nanocrystals.

Suppose we replace a Si atom by a P in a Si nanocrystal. We can also compute
the Raman spectra for different sites and assess whether the Raman spectra change.
In Fig. 12, we illustrate the vibrational density of states results for P at different
sites within the Si87H76 nanocrystal. The results may seem odd as nothing of note
happens, i.e., most of the vibrational modes remain unchanged. We can compute
the force constants for P and Si atoms in equivalent sites, and to verify this is the
case. For the center atom of the nanocrystal, the force constants associated with an
infinitesimal displacement of a Si atom and a P atom are listed in Table 1, along
with the corresponding atomic masses.

The force constants are very similar for both atoms. The P constant is smaller and
we expect that. First, the mass of the atom is slightly higher than Si. Second, P has an
extra electron. There is no bonding orbital for the extra P electron; all the bonds are
saturated. This weakens the bonds between the P atom and neighboring Si atoms.
This can indeed be verified on close inspection of the peaks at 100 and 480 cm−1 in
Fig. 12. If one moves the P atom from the center of the nanocrystal to the surface;
we do not find significant differences. As a consequence, the vibrational modes do
not offer a means to either detect or locate the P atom. This is not the situation for
the Raman spectra (Khoo and Chelikowsky 2014). In Fig. 13, the Raman spectra are
illustrated with and without a P-dopant. Two dopant cases are presented with the P
atom at the center of the nanocrystal and near the surface.

The Raman spectra for the undoped case are dominated by a single prominent
peak at 503 cm−1 originating from the so-called Γ -point optical mode. This
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Fig. 13 Raman cross section
for Si87H76 and Si86H76P
nanoclusters with P-dopant at
the center and near the
surface

frequency is slightly red-shifted relative to the bulk-Si value of 522 cm−1 owing
to vibration softening and selection rule effects in a finite system.

The introduction of a P-dopant leads to qualitative changes in the calculated
Raman spectra. The number and positions of the peaks are changed depending on
the position of the dopant in the nanocrystal. For the center-doped nanocrystal, the
main feature in the spectrum is a peak at about 400 cm−1. For the surface-doped
case, there are multiple peaks appearing at the frequencies 70, 320, 380, 450, and
480 cm−1.

The electric susceptibility and its derivative with respect to nuclear displacements
play an important role in understanding Raman spectra. This assumption is consis-
tent with the increase in magnitude of the Raman spectra, as we expect P-doping to
increase the responsiveness of Si to external electric fields. Raman can be used as a
tool to predict where dopants may reside, whereas the vibrational modes cannot.

5 Summary

As the physical size of electronic materials decreases, quantum-related properties
emerge. One goal of simulation and computation is to consider systems of increasing
size and complexity to address how properties emerge. Advances in physical
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concepts, algorithms, and computational hardware allow us to consider larger
and larger systems. Conversely, experimentalists can synthesize and characterize
smaller and smaller nanostructures. These trends have “crossed” for many electronic
materials allowing theorists to simulate systems that are larger than the smallest
ones made by experimentalists. This cross-point will have significant long-term
consequences for understanding quantum mechanical phenomena that results from
the physical confinement of the system. As Feynman noted such an understanding
is important as the design rules that work successfully at macroscopic dimensions
may not be operative at nanoscale dimensions.

Acknowledgments This work is supported by the US Department of Energy (DoE) for work
on nanostructures from grant DE-FG02-06ER46286 and on algorithms by a subaward from the
Center for Computational Study of Excited-State Phenomena in Energy Materials at the Lawrence
Berkeley National Laboratory, which is funded by the US Department of Energy, Office of Science,
Basic Energy Sciences, Materials Sciences and Engineering Division under Contract No. DE-
AC02-05CH11231, as part of the Computational Materials Sciences Program. Computational
resources are provided in part by the National Energy Research Scientific Computing Center
(NERSC) and the Texas Advanced Computing Center (TACC).

References

Arantes JT, Dalpian GM, Fazzio A (2008) Quantum confinement effects on Mn-doped InAs
nanocrystals: a first-principles study. Phys Rev B 78:045402

Beaulac R, Ochsenbein ST, Gamelin DR. (2010) Colloidal transition-metal-doped quantum dots,
chap. 11. In: Klimov VI (ed) Nanocrystal quantum dots, 2nd edn. (CRC Press)

Besteiro LV, Tortajada L, Tiago ML, Gallego LJ, Chelikowsky JR, Alemany MMG (2010) Efficient
n-type doping of zinc-blende III-V semiconductor quantum dots. Phys Rev B 81:121307

Bobbitt NS, Chelikowsky JR (2016a) First-principles study of vibrational properties and Raman
spectra in Li-doped Si nanocrystals. Chem Phys Lett 646:136

Bobbitt NS, Chelikowsky JR (2016b) Real-space pseudopotential study of vibrational properties
and Raman spectra in Si-Ge core-shell nanocrystals. J Chem Phys 144:124110

Canham L (2000) Gaining light from silicon. Nature 408:411
Car R, Parrinello M (1985) Unified approach for molecular dynamics and density functional theory.

Phys Rev Lett 55:2471
Cantele G, Degoli E, Luppi E, Magri R, Ninno D, Iadonisi G, Ossicini S (2005) First-principles

study of n- and p- doped silicon nanoclusters. Phys Rev B 72:113303
Chadi DJ (1994) Doping in ZnSe, ZnTe, MgSe, and MgTe wide-band-gap semiconductors. Phys

Rev Lett 72:534
Chan T-L, Tiago ML, Kaxiras E, Chelikowsky JR (2008) Size limits on doping phosphorus into

silicon nanocrystals. Nano Lett 8:596
Chan T-L, Zayak AT, Dalpian GM, Chelikowsky JR (2009) Role of confinement on diffusion

barriers in semiconductor nanocrystals. Phys Rev Lett 102:025901
Chang KJ, Dacorogna MM, Cohen ML, Mignot JM, Chouteau G, Martinez G (1985) Supercon-

ductivity in high-pressure metallic phases of Si. Phys Rev Lett 54:2375
Chelikowsky JR, Alemany MMG, Chan TL, Dalpian GM (2011) Computational studies of doped

nanostructures. Rep Prog Phys 74:046501
Cheng W, Ren SF (2002) Calculations on the size effects of Raman intensities of silicon quantum

dots. Phys Rev B 65:205305
Choi BH, Hwang SW, Kim IG, Shin HC, Kim Y, Kim EK (1998) Fabrication and room-temperature

characterization of a silicon self-assembled quantum-dot transistor. Appl Phys Lett 73:3129



682 J. R. Chelikowsky

Dalpian G, Chelikowsky JR (2006) Self-purification in semiconductor nanocrystals. Phys Rev Lett
96:226802

Debernardi A, Fanciulli M (2009) Confinement effect in P doped spherical Si nanocrystals. Solid
State Sci 11:961

Edmonds KW, Bogusławski P, Wang KY, Campion RP, Novikov SN, Farley NRS, Gallagher BL,
Foxon CT, Sawicki M, Dietl T, Buongiorno Nardelli M, Bernholc J (2004) Mn interstitial
diffusion in (Ga,Mn)As. Phys Rev Lett 92:037201

Ellingson RJ, Beard MC, Johnson JC, Yu PR, Micic O, Nozik AJ, Shabaev A, Efros AL (2005)
Highly efficient multiple exciton generation in colloidal PbSe and PbS quantum dots. Nano Lett
5:865

Erwin SC, Zu LJ, Haftel MI, Efros AL, Kennedy TA, Norris DJ (2005) Doping semiconductor
nanocrystals. Nature 436:91

Faraci G, Gibilisco S, Russo P, Pennisi AR, Compagnini G, Battiato S, Puglisi R, La Rosa S (2005)
Si/SiO2 core shell clusters probed by Raman spectroscopy. Eur Phys J B 46:457

Faraci G, Gibilisco S, Russo P, Pennisi AR, La Rosa S (2006) Modified Raman confinement model
for Si nanocrystals. Phys Rev B 73:033307

Feher G (1959) Electron spin resonance experiments on donors in silicon. I. Electronic structure
of donors by the electron nuclear double resonance technique. Phys Rev 114:1219

Feynman RP (1992) There’s plenty of room at the bottom (data storage). J Microelectromech Syst
1:60–66

Fujii M, Mimura A, Hayashi Sh, Yamamoto Y, Murakami K (2002) Hyperfine structure of the
electron spin resonance of phosphorus-doped Si nanocrystals. Phys Rev Lett 89:206805

Fujii M, Toshikiyo K, Takase Y, Yamaguchi Y, Hayashi S (2003) Below bulk-band-gap photolu-
minescence at room temperature from heavily P- and B-doped Si nanocrystals. J Appl Phys
94:1990

Furukawa S, Miyasato T (1988) Quantum size effects on the optical band gap of microcrystalline
Si:H. Phys Rev B 38:5726

Gur I, Fromer NA, Geier ML, Alivisatos AP. (2005) Air-stable all-inorganic nanocrystal solar cells
processed from solution. Science 310:462

Iqbal Z, Veprek S (1982) Raman scattering from hydrogenated microcrystalline and amorphous
silicon. J Phys C Solid State Phys 15:37

Kittel C (2005) Introduction to solid state physics, 8th edn. Wiley, Hoboken
Khoo KH, Chelikowsky JR (2014) First-principles study of vibrational modes and Raman spectra

in P-doped Si nanocrystals. Phys Rev B 89:195309
Khoo KH, Zayak AT, Kwak H, Chelikowsky JR (2010) First-principles study of confinement

effects on the Rahman spectra of Si nanocrystals. Phys Rev Lett 105:115504
Klimov VI, Ivanov SA, Nanda J, Achermann M, Bezel I, McGuire JA, Piryatinski A (2007) Single-

exciton optical gain in semiconductor nanocrystals. Nature 447:441
Li GH, Ding K, Chen Y, Han HX, Wang ZP (2000) Photoluminescence and raman scattering of

silicon nanocrystals prepared by silicon ion implantation into SiO2 films. J App Phys 88:1439
Li J , Wei SH, Wang LW (2005) Stability of the DX− center in GaAs quantum dots. Phys Rev Lett

94:185501
Li J, Wei SH, Li SS, Xia JB (2008) Origin of the doping bottleneck in semiconductor quantum

dots: a first-principles study. Phys Rev B 77:113304
Melnikov DV, Chelikowsky JR (2004) Quantum confinement in phosphorus-doped silicon

nanocrystals. Phys Rev Lett 92:46802
Michalet X, Pinaud FF, Bentolila LA, Tsay JM, Doose S, Li JJ, Sundaresan G, Wu AM, Gambhir

SS, Weiss S. (2005) Quantum dots for live cells, in vivo imaging, and diagnostics. Science
307:538

Mikulec FV, Kuno M, Bennati M, Hall DA, Griffin RG, Bawendi MG (2000) Organometallic
synthesis and spectroscopic characterization of manganese-doped CdSe nanocrystals. J Am
Chem Soc 122:2532

Nag A, Chakraborty S, Sarma DD (2008) To dope Mn2+ in a semiconducting nanocrystal. J Am
Chem Soc 130:10605



30 Emergence of Functionalized Properties in Semiconductor Nanostructures 683

Nesheva D, Raptis C, Perakis A, Bineva I, Aneva Z, Levi Z, Alexandrova S, Hofmeister H (2002)
Raman scattering and photoluminescence from si nanoparticles in annealed SiOx thin films.
J Appl Phys 92:4678

Neumark GF (1997) Defects in wide band gap II-VI crystals. Mater Sci Eng R 21:1–46
Norris DJ, Efros AL, Erwin SC (2008) Doped nanocrystals. Science 319:1776
Ossadnik C, Veprek S, Gregora I (1999) Applicability of Raman scattering for the characterization

of nanocrystalline silicon. Thin Solid Films 337:148
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Abstract

Atomically precise graphene nanoribbons promise to combine the outstanding
electronic properties of graphene with an electronic bandgap that is sufficiently
large for digital-logic applications at room temperature. After a brief introduction
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to nanoribbon nomenclature, experimental synthesis, and characterization, this
chapter guides through the theoretical toolbox available for modeling their
electronic structure, starting from simple empirical models and ending with state-
of-the-art ab initio methods.

1 Introduction

1.1 Terminology

Graphene nanoribbons (GNRs) are strips of graphene with nanoscale widths,
meaning widths below 100 nm. While the term is firmly established today, Fig. 1a
illustrates that, historically, authors have been using alternative terms, such as
carbon nanoribbons, nanographite ribbons, or one-dimensional graphite. Besides
the width limit, the term GNR imposes no hard geometrical constraints in terms of
length, aspect ratio, or edge shape and thus applies to a diverse set of graphene-
derived nanostructures.

1
2

3
...
N
Z=

6

1 2 3...NA=7

CNTs graphene

n

cis-polyacetylene

2-AGNR

n

poly-(para-phenylene)

3-AGNR

n
polyphenanthrene

4-AGNR

n

poly(para-phenylene vinylene)

—
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trans-polyacetylene

1-ZGNR
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polyacene
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a b

c

Fig. 1 Graphene nanoribbon (GNR) nomenclature. (a) Scientific articles related to GNRs from
1997 to 2017, indicating the discovery of carbon nanotubes (CNTs) and graphene. Counted
are publications with graphene nanoribbon(s) in their title, abstract, or keywords (black).
Alternative terms (gray) include, in descending order of frequency, graphene ribbon(s), carbon
nanoribbon(s), nanographite ribbon(s), graphite ribbon(s), graphitic ribbon(s), one-dimensional
graphite, graphene nanostrip(s), nanographene ribbon(s), and graphene nanowiggle(s). Source:
Web of Science. (b) GNRs with armchair (red), zigzag (black), and chiral (blue) edges, shown on
a graphene sheet. (c) GNR-type polymers with their chemical and GNR nomenclature
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One defining characteristic of a GNR is the direction, along which a graphene
sheet would need to be cut in order to produce it. Graphene has two high-symmetry
directions, termed armchair and zigzag after the shape of the edges they produce.
Fig. 1b shows examples of ribbons cut along the armchair direction (red) and the
zigzag direction (black). Ribbons cut along any intermediate direction (blue) are
termed chiral.

By convention, the width of armchair GNRs (AGNRs) is given as the number
NA of carbon dimer lines across the ribbon and the width of zigzag GNRs (ZGNRs)
as the number NZ of carbon zigzag lines. While dedicated notations exist for GNRs
with specific edge shapes, there is no generally accepted notation covering GNRs
with arbitrary edge shape.

The freedom in the edge shape also differentiates GNRs from the closely related
single-walled carbon nanotubes (CNTs): only a subset of GNRs can be rolled up to
form a defect-free CNT, and a CNT can be unzipped in multiple ways, producing
different GNRs. As a consequence, the notation used to classify CNTs based on the
chiral vector (n,m) cannot simply be transferred to GNRs.

The GNRs produced from the bottom-up through linking of molecular building
blocks belong to the family of polymers, and some of the most narrow GNRs
listed in Fig. 1c are well-known in polymer science. As polyacetylene still lacks
benzenoid rings, it is debatable whether its trans and cis configurations should be
considered the narrowest zigzag and armchair GNR, respectively. The wider poly-
acene (2-ZGNR) and poly(para-phenylene) (3-AGNR), however, already satisfy
this criterion.

Finally, GNR terminology often stops at defining the carbon backbone, although
the decoration of the GNR edge by other chemical species can significantly impact
the properties of a GNR. If no other information is provided, GNR edges are
often implicitly assumed to be decorated by hydrogen such as to passivate any
dangling bonds. Nevertheless, there are other relevant possibilities, and a complete
specification of a GNR needs to include information on the edge passivation.

1.2 Why Graphene Nanoribbons?

Theoretical investigations of the electronic structure of GNR-type polymers can be
traced back to the 1980s, when extending the carbon backbone of trans- and cis-
polyacetylene was considered a promising avenue for improving the environmental
stability of these π -conjugated conductive polymers (Yamabe et al. 1982; Tanaka
and Yamabe 1985; Tanaka et al. 1987; Lowe et al. 1986).

In the 1990s, GNRs were reintroduced as a convenient theoretical model to study
the effect of edge shape on the electronic and magnetic properties of nanoscale
graphene, in view of their relevance for porous carbon and defective carbon
nanotubes (Volpilhac and Hoarau 1978; Klein 1994; Fujita et al. 1996; Nakada et al.
1996).

In the 2000s, the seminal experiments on the electric field effect in graphene
(Novoselov et al. 2004) renewed interest in GNRs – this time not as organic



688 L. Talirz and C. A. Pignedoli

conductors but as “semiconducting graphene.” Graphene field-effect transistors
have been shown to operate at frequencies beyond 400 GHz (Cheng et al. 2012)
by leveraging the high mobility of charge carriers in graphene. The lack of a
bandgap, however, limits the on/off ratio of graphene transistors to ≈10 at room
temperature, which is far too low for many applications, both in high-frequency
signal amplification and in digital electronics (Schwierz 2010, 2013). Cutting
graphene into nanoribbons offers a natural way of opening a bandgap via quantum
confinement.

The first key question is how narrow these ribbons need to be in order to
exhibit significant electronic bandgaps. A rudimentary estimate of how quantum
confinement affects the bandgap can be derived directly from the linear dispersion
relation of graphene near the Fermi level:

E(q) ≈ ±h̄vF q (1)

where the plus sign corresponds to the π∗ conduction band, the minus sign
corresponds to the π valence band, vF ≈ 106m

s
is the Fermi velocity (Grüneis

et al. 2008), and q = k − K the crystal wave vector measured relative to the Dirac
point K.

In a GNR of width w, the transverse component of k = (k⊥, k‖) is quantized to
discrete values k⊥n = nπw = nΔk, n ∈ N. This limits how closely k can approach
the Dirac point in reciprocal space. If the Dirac point falls midway between k⊥n and
k⊥n+1, the closest distance to the Dirac points is Δk/2, thus yielding a bandgap

Δ = 2|E(Δk/2)| = h̄vFΔk ≈ 2 eV nm/w (2)

Room-temperature digital-logic applications require on/off ratios in the 104−106,
which can be translated into a minimum bandgap of 0.4 eV (Kim et al. 2011).
Equation (2) indicates that in order to open a bandgap of this magnitude in graphene,
the graphene ribbons indeed cannot be more than a few nanometers wide.

While Eq. (2) is useful as a rule of thumb (Berger et al. 2006), it has numerous
shortcomings, which are pointed out and addressed over the course of this chapter,
working toward a computational model of the electronic structure of GNRs that is
suitably accurate for comparison to experiments on atomically precise GNRs.

1.3 The Race for Atomic Precision

Opening a bandgap by quantum confinement offers the exciting prospect of tuning
the value of the bandgap to just the right value for the intended application,
simply by controlling the width of the GNRs. However, this path is not quite as
straightforward as one might anticipate.

At a width of 5 nm, a GNR is just about 50 carbon atoms across. Patterning
structures of such small dimensions is a major challenge for state-of-the-art
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lithography (Hwang et al. 2015). On top of this, the electronic structure of these
one-dimensional systems is also sensitive to the atomic structure of their edges, and
even weakly irregular edges are predicted to give rise to scattering and localization
of electrons (Gunlycke et al. 2007; Stampfer et al. 2009). If the high charge carrier
mobilities of the parent material graphene are to be maintained, the GNR edges –
meaning both the carbon skeleton and its passivation – should be made atomically
precise.

Cutting graphene into atomically precise nanoribbons clearly is a daunting
task, and so bottom-up approaches have been explored that aim at synthesizing a
GNR from molecular precursors. Unfortunately, traditional polymerization chem-
istry faces a solubility problem with conjugated macromolecules containing some
hundreds to thousands of atoms: as the width and length of the GNR increases, so
does the strength of intermolecular π -π interactions, promoting aggregation (Yang
et al. 2008; Narita et al. 2015).

One way to overcome this problem is to combine solution-based synthesis of
specifically designed molecular precursors with on-surface synthesis of the GNRs,
as sketched in Fig. 2a: the precursor molecules are evaporated onto a crystalline
noble metal surface, which activates their docking sites. The activated molecules dif-
fuse on the surface and undergo polymerization. At elevated temperature, additional
carbon-carbon bonds form via cyclodehydrogenation, yielding the target GNR (Cai
et al. 2010). By design, the precursor defines the GNR width, edge structure, and
edge passivation down to the single atom, i.e., it defines its electronic structure. This
ability to produce GNRs with uniform electronic properties is a crucial prerequisite
for GNR-based technology (ITRS 2013).

The on-surface approach has not only been successful in providing a growing
range of atomically precise GNRs (Fig. 2b) (Talirz et al. 2016a) but also has the
advantage of producing the GNRs on a clean surface, where they can be studied by
high-resolution surface-probe techniques, such as atomic force microscopy (AFM)
and scanning tunneling microscopy (STM). As these techniques make it possible
to determine both the atomic structure and the electronic structure of individual
GNRs experimentally, they provide important benchmarks for the accuracy of
computational modeling efforts.

1.4 Computational Challenges

Synthetic routes to a number of GNRs have been found, but their exploration is tech-
nically challenging, time-consuming, and expensive. This provides opportunities for
computational modeling in the form of the following challenges:

1. Predicting which GNR targets are worth pursuing for a given application
2. Evaluating possible synthetic routes to a target GNR
3. Guiding the interpretation of complex measurements

In the context of atomically precise GNRs, the focus has only recently shifted
from their synthesis to their incorporation into field-effect transistors (Bennett et al.
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Fig. 2 On-surface synthesis of atomically precise GNRs. (a) Molecular Lego: deposition of the
molecular building block (1) onto a crystalline noble metal surface at temperature T = T1 activates
their docking sites (2) by removing the halogen atoms. The activated radicals diffuse across the
surface and polymerize (3). At elevated temperature T2 > T1, additional chemical bonds form (4),
yielding the planar GNRs. (b) Selection of successful synthetic routes toward a B-doped 7-AGNR
(Kawai et al. 2015), 9-AGNR (Talirz et al. 2017), 6-ZGNR (Ruffieux et al. 2016), and chevron-type
GNR (Kawai 2013). Shown are sketches of precursor molecules and the GNR structure, together
with atomically resolved images of the GNRs, obtained using non-contact atomic force microscopy
(AFM) with CO tips. Scale bar 1 nm. AFM images are reproduced from corresponding references
with permission
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2013; Chen et al. 2016; Llinas et al. 2017). While electronic structure calculations
do inform the decisions on which GNR targets to pursue, those calculations tend
not to consider the GNRs’ environment in a device, since the atomistic details of
this environment in current prototype devices are still unknown. As the production
of field-effect transistors using atomically precise GNRs matures, however, this first
challenge will become increasingly important.

The second challenge has been recognized for some time, and efforts have been
directed toward it (Talirz et al. 2016b). In practice, however, computational insight
does not yet play a major role in the selection of synthetic strategies. Predicting
the reaction path of a complex molecule on a noble metal surface still is a difficult
problem, and it is outside the scope of this chapter.

It is the third challenge, where computational modeling has made the greatest
contribution so far, in terms of rationalizing nontrivial observations in microscopy
and spectroscopy. In view of this fact, it is instructive to briefly go through the
experimental tools available for studying the electronic structure of atomically
precise graphene nanoribbons and the observables they provide access to (Fig. 3).

On the one hand, there are “ionizing” spectroscopies, which excite the sample
through the removal or the addition of electrons, thus leaving the sample in a
charged excited state. This family includes scanning tunneling spectroscopy (STS,
electron removal or addition), photoelectron spectroscopy (PES, electron removal),
and inverse photoelectron spectroscopy (IPES, electron addition). The minimum
energy required to remove an electron from the neutral GNR is termed ionization
energy I , and the maximum energy that can be gained by adding an electron to the

+-

e
h
hν

Fig. 3 Characterizing the electronic structure of GNRs from on-surface synthesis: (a) photoelec-
tron spectroscopy (PES). Electrons are ejected from the sample using X-ray or ultraviolet lasers.
The distribution of kinetic energies of ejected electrons provides access to the density of states of
the sample. In angle-resolved PES (ARPES), detection is recorded as a function of the polar angle
ϑ (and azimuthal angle ϕ), which allows to resolve the energy-momentum relation of the initial
states. (b) Scanning tunneling spectroscopy (STS): electrons tunnel from the sample to a sharp
tip or vice versa, depending on the applied bias voltage. By scanning the tip across the sample
surface, the derivative of the tunneling current with respect to the bias voltage provides a map
of the local density of states. (c) Reflectance difference spectroscopy (RDS): electron-hole pairs
are created by excitations via a tunable laser, and reflectance is recorded as a function of photon
energy. The optical absorption by the GNR is isolated by measuring the difference in reflectance
between incoming light polarized along the GNRs (which must be uniformly aligned) and light
polarized perpendicular to the GNRs
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neutral GNR is the electron affinity A. Their difference defines the electronic (band)
gap Δel = I − A, also known as transport gap or fundamental gap.

On the other hand, there are “optical” spectroscopies, in which the sample is
excited through absorption of a photon of energy hν < I and thus remains charge-
neutral. This family includes reflectance difference spectroscopy, a technique
adapted particularly to the study of surface-adsorbed GNRs. After an optical
excitation, the sample contains both an excited electron and the hole it left behind.
It can therefore be viewed as a combination of two independent charged excitations:
one that adds the hole and one that adds the electron. The simultaneous presence
of electron and hole, however, leads to a Coulomb attraction between the two
oppositely charged particles which reduces the energy required to create the charge-
neutral excitation. If the electronic gap is a direct one (i.e. the corresponding optical
transition is not forbidden by momentum-based selection rules), then the optical gap
Δopt = Δel − Eb is reduced by the exciton binding energy Eb.

The better a material can screen the Coulomb interaction between the electron
and hole, the lower is the exciton binding energy. While exciton binding energies in
bulk inorganic semiconductors are often negligibly small (<25 meV for Si, GaAs
and GaN Dvorak et al. 2013), the weaker electronic screening in nanomaterials can
give rise to substantial exciton binding energies in excess of 1 eV.

This has two important consequences for the quantitative modeling of GNRs:
First, there is no single band structure that describes all electronic excitations in a
GNR, and any viable theoretical approach needs to consider the type of excitation
(in the following, we use Δ for the gap of non-interacting theories and add the
appropriate subscripts only where the method takes the type of excitation into
account). And second, in any real-world scenario, the material surrounding the GNR
(which every atom of the GNR is in direct contact with) plays a crucial role in
determining how charges are screened inside the GNR. While the study of GNRs
in isolation provides important insights into their intrinsic electronic structure, for
challenges 1 and 3 it is indispensable to take the influence of their surrounding into
account.

2 Empirical Models

2.1 Clar’s Theory: π -Electrons with Pen and Paper

Clar’s theory of the aromatic sextet provides a simple formalism to predict the
distribution of π -electrons in polycyclic aromatic hydrocarbons (PAHs) (Clar 1972).
It is based on the insight that π -electrons in PAHs tend to delocalize. The π -electron
distribution in PAHs is therefore not properly represented by one particular Kekulé
structure consisting of single and double bonds. A more appropriate representation
is provided by the superposition or resonance of all possible Kekulé structures.

The Clar sextet shown in Fig. 4 provides an intuitive visual representation of
the delocalized nature of the six π -electrons in an aromatic cycle – two possible
configurations of single and double bonds are replaced by one ring. This notation
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Fig. 4 The Clar sextet,
representing the superposition
of two complementary
Kekulé structures

Fig. 5 Clar formulas for (a)
triphenylene, (b) anthracene,
and (c) graphene. The unit
cell of graphene is shown in
gray

allows to cover the different possible Kekulé structures of a given molecule with
significantly less effort, simply because a structure containing n Clar sextets
represents 2n Kekulé structures. It also introduces a natural hierarchy: the more
Clar sextets a structure contains, the more Kekulé structures it represents and thus
the higher its weight in the superposition.

The Clar structure (or Clar cover) with the maximum number of sextets is termed
the Clar formula. It is shown in Fig. 5 for three different cases. Triphenylene has a
unique Clar formula containing three Clar sextets. Anthracene can host only one
Clar sextet at a time but has three Clar formulas that again should be considered
resonating between each other. Note that the superposition of Clar structures can
lead to certain Kekulé structures being counted multiple times. In the case of
anthracene, for example, the Kekulé structures represented by the central Clar
formula in Fig. 5b are already contained in the two other Clar formulas on the left
and right.

Since the bonds sticking out of a Clar sextet are single bonds, a Clar structure can
never contain two Clar sextets directly adjacent to each other. The maximally dense
network of Clar sextets is found in graphene, where it forms a (

√
3 × √3)R30◦

superstructure with respect to the graphene unit cell. In infinite graphene, this
network of Clar sextets can be shifted between three equivalent positions, as shown
in Fig. 5c.
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Up to this point, the introduction of Clar sextets has merely improved the
visualization of the π -electron distribution. The understanding gained in this
process, however, allows to make qualitative predictions about actual physical
observables. By distinguishing between single bonds, aromatic bonds, and double
bonds with corresponding bond orders of 1, 1.5, and 2, bond lengths can be
predicted on a qualitative level (Pauling et al. 1935). The relative thermody-
namic stability of different molecules can be judged by analyzing the degree of
π -electron delocalization via counting of Clar sextets. And finally, the π -electron
distribution itself is an observable that is accessible, for example, in scanning
tunneling microscopy.

While Clar formulas are the Clar structures that, individually, represent the
largest number of Kekulé structures, they do not necessarily cover all possible
Kekulé structures. In general, a full analysis thus needs to go beyond the Clar
formula and consider Clar structures with lower number of aromatic sextets. For
finite benzenoid nanostructures, Clar structures can be computed straightforwardly
by a computer program (Chou and Witek 2012, 2014).

Clar’s theory has been applied extensively to nanographenes (Fujii and Enoki
2012). In the case of graphene nanoribbons, Clar’s theory provides insight into
how the boundary conditions imposed by different edge types impact delocalization.
Armchair graphene nanoribbons with monohydrogenated edges are found to group
into three families, depending on their width NA (Wassmann et al. 2010):

• NA = 3p: one unique Clar formula
• NA = 3p + 1: two Clar formulas
• NA = 3p + 2: 3p Clar formulas

with p ∈ N. As illustrated by the examples shown in Fig. 6a–c, the Clar formulas for
NA = 3p and NA = 3p + 1 exclude certain hexagons from hosting sextets, giving
rise to significant variations in bond order. The Clar formulas for NA = 3p + 2
on the other hand allow the sextets to propagate throughout the GNR, just like in
graphene, and the simple tight-binding model discussed in Sect. 2.2 predicts these
GNRs to be gapless.

This classification based on the number of Clar formulas can be extended to
edges with varying hydrogenation states, and it has been demonstrated that the
corresponding predictions concerning bond lengths and π -electron distribution as a
function of edge geometry and passivation are in agreement with density functional
theory calculations (Wassmann et al. 2010).

Clar’s theory furthermore provides a simple explanation for the localized states
found at monohydrogenated graphene zigzag edges. As shown in Fig. 6d, based
on the ordinary Kekulé structures, only a single Clar sextet can be placed directly
at a monohydrogenated zigzag edge. In comparison to infinite graphene, the
π -electrons thus have significantly less opportunity to delocalize, resulting in a low
thermodynamic stability. If, however, a double bond is broken in order to introduce
an unpaired electron at every third “zag,” the dense network of Clar sextets of
graphene can be recovered (see Fig. 6e).
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Fig. 6 Clar formulas of graphene nanoribbons. (a–c) Clar formulas for armchair graphene
nanoribbons of the NA = 3p (a), NA = 3p + 1 (b), and NA = 3p + 2 (c) families. (d) Aperiodic
Clar formula for infinite zigzag edge. (e) Periodic Clar formulas for infinite zigzag edge, enabled
by introducing one unpaired electron every three “zags.” (Figures (a–c) adapted from Corso et al.
2018)

The breaking of double bonds constitutes a relaxation of the usual requirement
that Kekulé structures form the basis for determining the π -electron distribution.
The stabilization gained by the delocalization can, however, outweigh the cost of
the bond breaking. When this is the case, Clar’s theory predicts zigzag edges to be
characterized by highly reactive electronic states that are localized near the edge and
host one electron every three “zags” – which is confirmed by higher-level theories
such as tight binding (Fujita et al. 1996) or density functional theory (Son et al.
2006).

2.2 Tight Binding: Hopping on the Honeycomb Lattice

In the tight-binding approach, the problem of determining the electronic wave
function in all of space is reduced to finding its optimal representation in a basis of
pre-determined orbitals that are localized at atomic sites. For the case of graphene,
the tight-binding representation can be made particularly simple, and its formulation
predated the seminal experiments on graphene by many decades (Wallace 1947;
Saito et al. 1998).

A general Hamiltonian matrix element between orbital m at site i and orbital n
at site j is given by

Him,jn = 〈φim|Ĥ |φjn〉 = 〈φim| − h̄2	2/2m+ V (r)|φjn〉 (3)

In graphene, all carbon atoms are electronically equivalent and have three nearest
neighbors separated by a ≈ 0.142 nm (Pauling et al. 1935), while the next-nearest
neighbor distance is larger by a factor of

√
3 ≈ 1.7. As a first approximation, the
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interaction between carbon sites can therefore be restricted to nearest neighbors.
Since the main focus is on the delocalized π -electrons, which are less strongly
bound than the electrons in the σ -bonds, one can further represent each carbon atom
by a single 2pz orbital, i.e., the indexes m, n can be dropped. Finally, the on-site
term Hi,i is identical for all sites and can be set to zero, since it results merely in
a constant shift of the energy scale. The only non-zero matrix element remaining
is the hopping integral (or transfer integral) Hi,j =: −t between two neighboring
sites i and j . In practice, t is usually treated as a parameter that is adjusted to fit the
resulting electronic band structure against experiment (Bostwick et al. 2006) or ab
initio calculations (Saito et al. 1998), yielding values in the range between 2.5 and
3 eV (Reich et al. 2002).

In second quantization, the corresponding tight-binding Hamiltonian reads

Ĥ = −t
∑

〈ij 〉
ĉ

†
j ĉi + ĉ†

i ĉj (4)

where the sum extends over pairs of nearest neighbors and ĉ†
i , ĉj are the electron

creation and annihilation operators at site i and j .
Solving the tight-binding model involves solving the generalized eigenvalue

problem

Hv = εSv (5)

Sij = 〈φi |φj 〉 (6)

for the eigenenergies εα with corresponding eigenvectors ψα(r) = ∑
j vαjφj (r).

In graphene, however, the overlap Sij between 2pz orbitals on neighboring sites is
found to be < 0.1 (Reich et al. 2002) and can be neglected, leaving t as the sole
parameter of the model. Note that this makes the model equivalent to the Hückel
molecular orbital theory (Hückel 1933) with resonance integral β = t and the
Coulomb integral α set to zero.

For the two-dimensional hexagonal lattice of graphene, Hamiltonian (4) yields
the dispersion

E(k) = ±t
√

3+ 2 cos
(√

3kx
)
+ 4 cos

(√
3kx/2

)
cos

(
3ky/2

)
(7)

where k = (kx, ky) is given in units of 1/a. As shown in Fig. 7c, this formula
already predicts the semimetallic nature of graphene, including the linear dispersion
at the K and K ′ points. One simple way of fixing the parameter t is to match the
experimental Fermi velocity vF ≈ 106 m

s via the relation h̄vF = 3ta/2, yielding
t ≈ 3.1 eV.

Furthermore, this model allows to study the local electronic structure near
graphene edges (Fujita et al. 1996; Nakada et al. 1996). When the edge carbon atoms
are assumed to be passivated by one hydrogen atom each, they are sp2-hybridized,
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Fig. 7 (a) Real-space representation of graphene’s primitive cell with lattice vectors a1 =
(
√

3, 0), a2 =
(√

3
2 ,

3
2

)
in units of the nearest-neighbor distance a. (b) First Brillouin zone of

graphene with reciprocal lattice vectors b1 =
(

2π√
3
,− 2π

3

)
,b2 =

(
0, 4π

3

)
and high-symmetry

points Γ = (0, 0), M =
(
π√

3
, π3

)
, K =

(
4
3
π√

3
, 0
)

. (c) Band structure corresponding to (7),

following the path indicated in (b)

NZ

NA

Fig. 8 (a) Numbering scheme for widths of ribbons with armchair and zigzag edges. The lattice
constants are related by aac =

√
3azz = 3a. (b) Lowest π -electronic state of 7-AGNR, repeated

periodically. (c) Lowest π -electronic state of 6-ZGNR, repeated periodically. The wave function at
site j is represented by a circle with area ∝ |ψ(rj )|

and thus each contributes one π -electron, just like the carbon sites in the interior.
In nearest-neighbor tight binding, the edge boundary condition simply requires the
wave function to vanish on the nearest-neighbor sites outside the edge.

Figure 8b shows the lowest π -electronic state of an AGNR. Considering the
AGNR embedded into a virtual graphene lattice, one realizes that its eigenstates can
be obtained by restricting an appropriate linear combination of two eigenstates of
graphene to the lattice sites of the AGNR. The allowed crystal wave vectors have the

form k± = (±r 2π
2w , ky), where r ∈ {1, . . . , NA} and w =

√
3

2 (NA + 1) is the width
of the AGNR. The electronic band structure of AGNRs can thus be obtained simply
by inserting k± into (7), which corresponds to cutting the dispersion of graphene
along NA straight lines of constant kx (see Fig. 9).
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Fig. 9 (a) Brillouin zone of graphene with cutting lines for NA = 7-AGNR (continuous) and 6-
ZGNR (dashed). Band structures of 7-AGNR (b) and 6-ZGNR (c), plotted in their respective first
Brillouin zones

For ZGNRs this is not the case, as illustrated by Fig. 8c: the periodic repetition
of the eigenstates of the GNR would not even lie on the virtual graphene lattice.
Nevertheless, they can still be obtained analytically (Wakabayashi et al. 2010),
and their dispersion can still be represented as NZ curved cuts of the graphene
dispersion, except for the localized edge states that are indicated as dotted lines in
Fig. 9a, c.

The formula for the bandgap of AGNRs differs between the three families
identified previously via Clar’s theory and yieldsΔ(3p+1) > Δ(3p) > Δ(3p+2):

Δ(NA) =

⎧
⎪⎪⎨

⎪⎪⎩

−2t
[
1+ 2 cos

(
r

NA+1π
)]
, NA = 3p, r = 2p + 1

+2t
[
1+ 2 cos

(
r

NA+1π
)]
, NA = 3p + 1, r = 2p + 1

0, NA = 3p + 2, r = 2p + 2

(8)

where p ∈ N, and r denotes the index of the band closest to the Fermi level.
In the limit of large widths (NA → ∞), this yields a first refinement of the

rudimentary formula (2):

Δ(NA) =
{
ta π
w
+ O

(
1
w2

)
≈ 1.4 eV nm/w, NA ∈ {3p, 3p + 1}

0, NA = 3p + 2
(9)

By taking the boundary conditions at the armchair edges properly into account, this
model predicts a smaller bandgap for the NA = 3p and NA = 3p + 1 families than
formula (2), while forNA = 3p+2, the bandgap vanishes entirely, since the cutting
lines cross the K point.
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In agreement with Clar’s theory, the model predicts the existence of nonbonding
electronic states that are localized near the zigzag edge and host one electron
every three “zags.” The corresponding energy band, shown in Fig. 9 for the
6-ZGNR, is metallic for ZGNRs of all width. For general GNR shapes, where no
analytic solutions are available, there are open source tools that simplify the task of
constructing and solving the tight-binding model for both finite and periodic systems
(Coh and Vanderbilt 2017).

The formal equivalence with the Hückel molecular orbital theory allows to
transfer the graph theoretical results obtained in this field to the tight-binding
description of graphene nanostructures. A graphene nanostructure can be regarded
as a hexagonal (or benzenoid) graph, the carbon atoms being its vertexes {vi}
and the bonds between carbon atoms its edges. The nearest-neighbor tight-binding
Hamiltonian (4) is then given simply by (−t) times the adjacency matrix (Günthard
and Primas 1956; Li et al. 2012)

Aij =
{

1 vi, vj adjacent
0 otherwise

Since the trace of A vanishes, so does the sum of its eigenvalues, i.e.,
∑
i εi = 0,

where the sum goes over both occupied and empty states.
For hexagonal graphs, the number of negative and positive eigenvalues, corre-

sponding to the number of bonding and antibonding orbitals, is equal (Fajtlowicz
et al. 2005). Furthermore, their number can be found by counting the maximum
number of pairwise nonadjacent edges β, i.e., the maximum number of double
bonds in the corresponding Kekulé structure (Fajtlowicz et al. 2005). Since the total
number of orbitals is given by the total number of vertexes Nv , the number of zero-
energy nonbonding orbitals is obtained as η = Nv − 2β. These considerations can
be used to classify the electronic structure of nanographenes based on topological
arguments only (Wang et al. 2009). Note, however, that η is not equal to the number
of edge-localized states, since their energies may differ from zero.

The nearest-neighbor single-orbital tight-binding model can be extended in
numerous ways. Respecting the non-zero overlap integrals results in breaking
particle-hole symmetry (Saito et al. 1998). Introducing site-dependent potentials
in order to model symmetry breaking due to a supporting substrate or to capture
the different chemical environment at the edge leaves the bandgaps unchanged to
first order. Adapting hopping integrals to the different carbon-carbon bond lengths
near the GNR edges, however, opens a bandgap for AGNRs of the NA = 3p + 2
family (Son et al. 2006). The range of hopping may be extended. Allowing hopping
between second-nearest neighbors affects the electronic structure near the Fermi
level only by a rigid shift to first order in the hopping integrals (White et al. 2007).
Hopping between third-nearest neighbors, on the other hand, plays a significant
role (Gunlycke and White 2008). Increased flexibility may also be obtained by
enlarging the basis set, e.g., to three orbitals per carbon site (Boykin et al. 2011). The
additional complexity introduced by these extensions, however, comes at the cost of
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additional parameters, which are typically fitted to band structures calculated by ab
initio methods.

The extensions described above have in common that the electrons are still
treated as noninteracting Fermions. In GNRs with widths in the low nm regime,
dielectric screening is reduced significantly, giving rise to enhanced Coulomb
interactions between quasiparticles. It is therefore unlikely that any of these models
can be fitted to accurately describe the quasiparticle band structure of graphene
nanoribbons over the whole range of widths from narrow GNRs up to graphene
(Boykin et al. 2011).

2.3 The Hubbard Model: Many-Body Physics On-Site

One extension of the tight-binding model that does introduce explicit Coulomb
interactions is the Hubbard model (Hubbard 1963):

Ĥ = −t
∑

〈ij 〉,σ

(
ĉ

†
jσ ĉiσ + ĉ†

iσ ĉjσ

)
+ U

∑

i

n̂i↑n̂i↓ (10)

where the electron spin σ ∈ {↑,↓} is now made explicit, n̂iσ = ĉ
†
iσ ĉiσ is the

spin-resolved electron density at site i, and U > 0 describes the energy penalty
associated with the on-site Coulomb repulsion between two electrons of different
spins (in a single-orbital model, two electrons of the same spin can never occupy
the same lattice site due to the Pauli exclusion principle).

The physics described by the Hubbard model is that of a competition between the
kinetic energy of electrons, which is minimized by delocalization, and the Coulomb
energy, which favors complete localization of each electron on one lattice site.
The apparent simplicity of this lattice model for a short-range Coulomb interaction
is deceptive. The Hubbard term is diagonal in real space but non-diagonal in
momentum space, while exactly the opposite is true for the tight-binding term.
Today, more than half a century after Hubbard’s original description of the model,
exact solutions for ground-state energy, excitation spectrum, etc. are available
only for one-dimensional chains, where two electrons passing each other must
actually hop directly “through” each other (Essler et al. 2005) (GNRs are not one-
dimensional in this sense).

Some exact properties of the Hubbard model relevant to graphene nanostructures
are known. Lieb proved for bipartite lattices at half-filling (and a repulsive value
of U ) that the ground state is nondegenerate and its total spin S is given by
S = 1

2 |NA−NB |, where NA and NB are the number of atoms of the two sublattices
(Lieb 1989). The theorem holds equally for periodic and finite structures (Lieb
1989). In particular, the total spin of nanographenes with equal numbers of atoms of
both carbon sublattices, such as zigzag graphene nanoribbons, is therefore always
equal to zero. Furthermore, Sorella and Tosatti performed quantum Monte Carlo
calculations for the honeycomb lattice at zero temperature (Sorella and Tosatti
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1992), showing that a transition from the semimetallic to an insulating state occurs,
when the ratio U/t grows beyond a value of 4.5± 0.5.

For computing spectral properties and electron distributions of graphene nanorib-
bons, however, exact solutions of the Hubbard model are typically not feasible, and
approximation is required. In this context it is helpful to know the relative magnitude
of the two model parameters t and U . Like t , U is not a physical observable
and is obtained by fitting models to experiment. Following (Yazyev 2010), the
data concerning U seems to be rather scarce. From studying the localized spin
distribution associated with solitons in thin films of polyacetylene (Ito et al. 1974),
an effectiveU ≈ 3 eV was extracted (Thomann et al. 1985). Assuming that the value
of U in graphene is similar, one obtains U/t ≈ 1. This places graphene neither
in the extreme of U � t , where Gutzwiller’s variational approach would yield a
semimetal with a renormalized hopping integral (Gutzwiller 1965; Brinkman and
Rice 1970), nor in the extreme U � t of the Mott insulator, which can be described
in terms of a Heisenberg model with antiferromagnetic coupling depending on t .
For graphene, a different route for approximation is therefore required.

In the mean-field approximation, n̂iσ is replaced by 〈n̂iσ 〉 + δn̂iσ , and terms of
O(δn̂2

iσ ) are neglected, resulting in

Ĥ = −t
∑

〈ij 〉,σ

(
ĉ

†
jσ ĉiσ + ĉ†

iσ ĉjσ

)
+U

∑

i

〈n̂i↑〉n̂i↓+〈n̂i↓〉n̂i↑−〈n̂i↑〉〈n̂i↓〉 (11)

The Hubbard term now involves only one-particle operators, and the model (11)
can be solved by determining the optimal distribution of spins in a self-consistent
manner. Another way to arrive at the same approximation is to make the Ansatz
of a single Slater determinant of spin orbitals. In this sense, the mean-field
approximation of the Hubbard model is nothing but the unrestricted Hartree-Fock
method on a lattice.

For armchair GNRs, the mean-field Hubbard model predicts no breaking of spin
symmetry and thus produces the same band structure as the tight-binding model.
For zigzag GNRs, however, magnetic moments are predicted to form at the zigzag
edges (Fujita et al. 1996), which give rise to a staggered sublattice potential for the
electrons of each spin channel and opens a bandgap. As illustrated in Fig. 10a, the
spins align in parallel along the edge and antiparallel between opposite edges.

While it is common practice to draw spins pointing out of the GNR plane, it
is important to keep in mind that there is no preferred absolute alignment of spins
at room temperature due to the low spin-orbit splitting in freestanding graphene
nanostructures. Even the relative alignment of spins must be limited in range (see
Section “Density Functional Theory: Exchange and Correlation in Real Space”),
since the Mermin-Wagner theorem rules out long-range magnetic order at finite
temperature in one and two dimensions (Mermin and Wagner 1966).

Mean-field approximations replace a many-body problem by a one-body problem
with an averaged effective interaction. In general, this neglect of correlation may be
justified, if many interactions are involved in the average – the accuracy of the mean-
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Fig. 10 ZGNRs in the Hubbard model. (a) Spin-up (filled circles) and spin-down (empty circles)
densities of the 8-ZGNR for U/t = 1.2. Circle area is proportional to local magnetic moment.
(b) Comparison between tight-binding bands (dashed lines) and Hubbard bands (solid lines) for
8-ZGNR. Band structures for spin-up and spin-down are identical. (Adapted with permission from
Yazyev (2010), Copyright (2010) by IOP Publishing Ltd)

field approximation of the Hubbard model should increase with the coordination
number Z of each lattice site. A priori, the two-dimensional honeycomb lattice
with Z = 3 would not seem like a particularly suitable candidate, and, indeed,
the neglect of quantum fluctuations leads to a substantial shift of the Mott-
Hubbard transition from U/t ≈ 4.5 to U/t ≈ 2.23 (Sorella and Tosatti 1992).
Still, the ratio of U/t ≈ 1 in graphene puts it safely below the transition, and
case studies for finite nanographenes show that the mean-field description agrees
reasonably well with exact diagonalization and Quantum Monte Carlo simulations
(Feldner et al. 2010). This makes the mean-field Hubbard model a computationally
inexpensive alternative to ab initio methods when studying the spin distribution in
nanographenes and its effect on the π -electronic structure (Yazyev 2010).

3 Ab Initio Methods

3.1 From First Principles

All ab initio electronic structure methods are ultimately rooted in the quantum
mechanical Schrödinger equation:

Ĥ Ψ (r1, . . . , rN,R1, . . . ,RM, t) = ih̄ ∂
∂t
Ψ (r1, . . . , rN,R1, . . . ,RM, t) .

(12)
The Schrödinger equation describes the time evolution of a system of N

electrons and M nuclei in terms of the wave function Ψ , whose absolute square
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|Ψ ({rj }, {Rk}, t)|2 equals the probability to find the system in the configuration
specified by the electronic coordinates {rj } and nuclear coordinates {Rk} at time t .
Further coordinates, such as the spin of electrons or nuclei, are suppressed here for
clarity and can be thought of as being included in rj and Rk .

The Hamiltonian operator Ĥ contains the physical model appropriate for the
particular system and the quantities of interest – here, graphene nanoribbons and
their π -electronic structure. This information can be used to justify simplifications
of the most general form of Ĥ , three of which are outlined in the following.

First, in the absence of time-dependent external potentials, Ĥ does not
explicitly depend on time. Without loss of generality, the search for solutions to
Eq. (12) can thus be restricted to stationary states, whose trivial time-dependence
Ψ (t) = exp(−iEt/h̄)Ψ (0) can be factored out. This yields the time-independent
Schrödinger equation

Ĥ Ψ (r1, . . . , rN,R1, . . . ,RM) = E Ψ (r1, . . . , rN,R1, . . . ,RM) . (13)

Second, graphene nanoribbons are made up of light elements, and the electrons
in both π - and σ -bands move at velocities far below the speed of light. For a basic
estimate, one connects the maximum binding energy Eb ≈ 20 eV of σ -electrons
in graphene to the kinetic energy T via the virial theorem T = 〈T̂ 〉 = −E = Eb
(Engel and Dreizler 2011) and finds a Lorentz factor γ = 1 + Eb/mec2 ≈ 1 + 4 ·
10−5, corresponding to a velocity v = √

1− γ−2c ≈ 0.01c.
The low atomic number of carbon also leads to weak spin-orbit coupling, which

is estimated to be of the order of 1μ eV for flat graphene and ≈10μ eV in the
presence of the slight corrugations that can occur in substrate-supported graphene
(Huertas-Hernando et al. 2006). It is therefore safe to consider the nonrelativistic
limit for the valence electronic structure of graphene nanoribbons.

And third, carbon nuclei are Mn/me = 12u/me ≈ 2.2 · 104 times heavier than
electrons and thus generally move slower. Born and Oppenheimer showed that,
when expanding the Hamiltonian Ĥ up to fourth order in κ = 4

√
me/Mn, the

electrons follow the nuclear motion adiabatically, i.e., always remaining in their
instantaneous ground state (Born and Oppenheimer 1927; Born and Huang 1954).
In the adiabatic Born-Oppenheimer approximation, the wave function can be written
as a product

Ψ ({rj }, {Rk}) = Ψ{Rk}({rj }) χ({Rk})

of an electronic wave function Ψ{Rk} and a nuclear wave function χ , where the
equation for Ψ{Rk} involves only the instantaneous positions of the nuclei, not their
momenta. In the following, the subscript {Rk} is dropped for convenience.

The adiabatic approximation can break down, when electronic excitations can
occur at the energy scales corresponding to nuclear vibrations. While the vanishing
bandgap in graphene makes the adiabatic approximation problematic (Pisana et al.
2007), the narrow graphene nanoribbons discussed here have substantial electronic
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gaps, and the adiabatic approximation should hold. Note, however, that this does
not imply that nuclear vibrations can be disregarded altogether. When computing
the electronic structure at finite temperatures, the effect of nuclear vibrations should
be taken into account. Even at zero temperature, the quantum-mechanical zero-
point motion of light nuclei can give rise to an appreciable renormalization of
the electronic gap, such as ≈6% for the optical bandgap of diamond (Cardona
and Thewalt 2005). While these effects can be captured within the adiabatic
approximation, they require the computation of the electron-phonon coupling matrix
elements and have historically often been neglected. For recent ab initio work in this
direction, see (Poncé et al. 2014; Cannuccia and Marini 2012).

Combining these three simplifications yields the time-independent Schödinger
equation for nonrelativistic electrons in the Born-Oppenheimer approximation

Ĥ Ψ (r1, . . . , rN) = E Ψ (r1, . . . , rN) (14)

where the Hamiltonian is now given explicitly by

Ĥ = −
∑

j

h̄2

2me
∇2

rj +
1

2

∑

j �=k

1

4πε0

e2

|rj − rk|2 (15)

−
∑

jJ

1

4πε0

ZJ e

|rj − RJ | +
1

2

∑

J �=K

1

4πε0

(ZJ e)(ZKe)

|RJ − RK | . (16)

It contains the kinetic energy of electrons, the Coulomb repulsion between
electrons, the Coulomb attraction between electrons and nuclei, as well as the
Coulomb repulsion between nuclei. Since the motion of electrons and nuclei has
been decoupled, the only term involving more than one spatial coordinate of the
wave function is the Coulomb interaction between electrons. The Hamiltonian can
therefore be written as

Ĥ :=
∑

j

ĥ(rj )+ 1

2

∑

j �=k

1

4πε0

e2

|rj − rk|2 (17)

where ĥ(rj ) is a one-particle operator.
Finding accurate and efficient approximations to Eq. (14) is a formidable task,

and generations of theoretical chemists and physicists have developed a whole
arsenal of ab initio methods to tackle it. The following sections mention three
methods that have proven useful in the study of atomically precise graphene
nanoribbons.

While tight binding and the mean-field Hubbard model are usually introduced as
empirical models with parameters to be fitted either against experiment or accurate
calculations, it is worth noting that, these models (and their parameters) can be
derived rigorously as approximations of ab initio methods such as density functional
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theory (Foulkes and Haydock 1989; Foulkes 2016). Their extension provides a
smooth transition – via semiempirical methods – toward ab initio methods free of
empirical parameters.

3.2 Density Functional Theory: Exchange and Correlation in Real
Space

Density functional theory (DFT) has evolved to become the most frequently
used electronic structure method to study condensed matter systems. Since great
introductory texts (Martin 2004) as well as reference works (Engel and Dreizler
2011) are readily available, this section assumes the reader is familiar with the basic
theory and focuses on aspects relevant to the practical application of DFT to GNRs.

The electronic structure of GNRs predicted by Kohn-Sham density functional
theory with standard (semi-)local exchange-correlation functionals is in qualitative
agreement with the mean-field Hubbard model, when the various extensions
discussed in Sect. 2.2 are taken into account. As shown in Fig. 11, AGNRs are
predicted to be semiconducting with no spin polarization. Within each family, the
bandgap is again approximately inversely proportional to the GNR width w and can
be parametrized for w→∞ as (Yang et al. 2007):

Δ(NA) ≈
⎧
⎨

⎩

0.8 eV nm/w, NA = 3p
1.6 eV nm/w, NA = 3p + 1
0.3 eV nm/w, NA = 3p + 2

(18)

thus providing a further refinement of Eq. (2).
In ZGNRs, the local (spin-)density approximation (LDA) confirms the familiar

breaking of spin and sublattice symmetry, which opens a bandgap that is roughly
inversely proportional to the GNR width w (Son et al. 2006). DFT has also been
used to map out the dispersion of rotational spin-wave excitations along the zigzag
edge, yielding a spin-spin correlation 〈ŝi ŝi+l〉 ∝ exp(−l/ξ(T )) with correlation
length ξ(T ) ≈ 300 K nm/T for T > 10 K (Yazyev and Katsnelson 2008). At room
temperature, spins along the zigzag edge are thus expected to align only over length
scales of ≈1 nm. Possible avenues for increasing ξ to values suitable for room-
temperature spintronics applications include enhancing the magnetic anisotropy
through substrate-induced spin-orbit coupling. For example, the spin-orbit splitting
in graphene can be increased more than hundredfold to ≈10 meV via adsorption on
transition metal dichalcogenides (Wang et al. 2016b).

While the qualitative agreement with the (extended) mean-field Hubbard model
also holds for the shape of the single-particle electronic states on the carbon lattice,
DFT seamlessly incorporates changes in atomic geometry due to the presence of
edges and their chemical passivation. This makes DFT well-suited for comparison
against experimental methods that probe and resolve the local density of states, such
as scanning tunneling microscopy/spectroscopy (Talirz et al. 2013; Kimouche et al.
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Fig. 11 Electronic structure of GNRs in the local density approximation (LDA). (a) Band
structure of armchair GNRs from groups NA = 3p, 3p + 1, 3p + 2. (b) Band structure of
12-ZGNR. (c) Kohn-Sham gap Δ of AGNRs as a function of width w. (d) Kohn-Sham gap Δ0

Z

of ZGNRs as a function of width w. (Adapted with permission from Son et al. (2006), copyright
(2006) American Physical Society)

2015). One peculiarity of STM is that the tip scans over the atoms at a distance
of several Å, i.e., it proves the exponential tail of the electronic states, and care
needs to be taken in order to ensure an accurate representation of these tails in STM
simulations (Tersoff 1989).

Gas-phase DFT calculations of GNRs involving hundreds of atoms can be
routinely performed with a wide range of well-tested codes (Lejaeghere et al. 2016).
Conformational changes due to adsorption on a substrate can be included by consid-
ering a combination of quantum mechanics and molecular mechanics (QM/MM),
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Fig. 12 Example of slab geometry: (a) short 7-AGNR adsorbed on four-layer Au(111) slab,
terminated by H to remove the lower surface state. 2 × 4 nm unit cell containing 674 atoms.
The unit cell is repeated periodically in three dimensions and relaxed with PBE, plus DFT-D3
dispersion correction. (b) Close-up of relaxed geometry for terminations with Br (I), radical (II),
H (III), and 2H (IV) at the central carbon atom of the terminus. Termination (II) interacts strongly
with the Au(111) surface, causing the carbon atom to bend down toward the surface by ≈1Å.
(Adapted with permission from Talirz et al. 2013, copyright (2013) American Chemical Society)

where the substrate is treated using cheap empirical force fields. If the GNR is
expected to form chemical bonds with the substrate, as shown in panel II of Fig. 12b,
the substrate needs to be treated at the level of DFT. In this case, the number of atoms
can easily grow beyond a thousand, as both the number of layers of the substrate slab
and the distance between surface-adsorbed GNRs need to be converged.

Another challenge associated with modeling interactions with a substrate is
dispersion forces: by construction, the usual (semi-)local approximations to corre-
lation lead to an exponential decay of the interaction between atomic fragments
for large separations R (Rydberg et al. 2003) and are thus unable to accurately
capture dispersion forces with their asymptotic form ∝ 1/R6. Yet, in the absence
of chemical bonds, dispersion forces dominate the interaction of GNRs with a
substrate and play a key role in determining the adsorption height. This deficiency
can be corrected by adding interatomic potentials of appropriate asymptotic form,
termed “DFT-D,” or double integrals over the electron density and gradient, termed
“vdW-DF,” to the density functional (Grimme 2011; Berland et al. 2015). While
these corrections improve the description of dispersion forces substantially and at
negligible computational overhead, both face the problem of how to avoid double
counting of correlation. In DFT-D, this is handled by damping the correction at
short interatomic distances, and it has been pointed out that molecular binding
energies in some cases are more sensitive to the empirical parametrization of this
damping function than to the physically meaningful dispersion coefficients (Hanke
2011). In vdW-DF, the correction is undamped, thus handing the task back to the
density functional. These issues become particularly relevant for systems that fall in
between the extremes of dispersion-dominated physisorption and covalent bonding,
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where the DF and the correction need to work together. One example from this
chemisorption regime is ZGNRs adsorbed on Au(111), where DFT-D-corrected
calculations predict the preservation of magnetic edge states (Li et al. 2013), but
low-temperature STS experiments seem to suggest otherwise (Ruffieux et al. 2016;
Wang et al. 2016a).

Finally, Kohn-Sham DFT is a theory of the electronic ground state, and while
knowledge of the exact density functional would enable finding the exact electronic
ground-state density, the energy spectrum of the fictitious noninteracting Kohn-
Sham system does not correspond to excitation energies of the many-body system
(except for the energy of the highest occupied level, which corresponds to the
ionization energy) (Perdew and Levy 1983). In particular, the Kohn-Sham gap
differs from both the electronic gapΔel and the optical gapΔopt , even in exact DFT.

3.3 The GW Approximation: Screening of Charged Excitations

The GW approximation of many-body perturbation theory replaces the electronic
self-energy Σ by ih̄GW (the first-order expansion in W ), where G denotes the
single-particle Green function and W the screened Coulomb interaction (Hedin
1965). The GW approximation has a long history of successful application in
predicting electronic bandgaps in solids (Hybertsen and Louie 1985; Godby et al.
1986; van Schilfgaarde et al. 2006) and is described in detail in the literature
(Hedin and Lundqvist 1969; Martin et al. 2016) and in the Chap. 15, “Modeling
Excited States of Confined Systems” by Hung and Öğüt in the MTM set of
this handbook. More recently, it has been shown to provide reasonably accurate
ionization potentials and electron affinities for small molecules (Knight et al. 2016).
In GNRs, the accuracy of the GW approximation can be expected to improve due
to stronger screening of the interaction W and, importantly, provides a framework
for computing electron addition and removal energies that captures the nonlocal
screening from the GNRs’ environment out of the box.

Early GW calculations of GNRs in isolation were performed starting from the
orbitals and Kohn-Sham energies in the LDA (G0W0@LDA) (Yang et al. 2007).
While theGW quasiparticle band structure remains qualitatively similar to the DFT
band structure, the electronic gap of AGNRs opens substantially to

Δel(NA) ≈
⎧
⎨

⎩

3.1 eV nm/w, NA = 3p
4.4 eV nm/w, NA = 3p + 1
1.5 eV nm/w, NA = 3p + 2

(19)

as shown in Fig. 13a. Importantly, the corrections depend on the character of the
electronic states (σ -states are more strongly corrected than π -states at the same
energy) and result in an increase of dispersion near the Fermi level by 10–20%.
This increase in bandwidth is consistent with GW calculations for graphene, where

https://doi.org/10.1007/978-3-319-44677-6_96
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Fig. 13 Electronic gap Δel
of armchair GNRs in GW .
(a) LDA gap and
quasiparticle corrections at
the G0W0@LDA level.
(Reproduced with permisison
from Yang et al. (2007),
copyrignt (2007) American
Physical Society). (b)
Reduction of G0W0@LDA
gaps due to screening by
metallic substrate, computed
via image charge model
(image plane is located 1.7 Å
below the GNR). (Adapted
with permission from
Kharche and Meunier (2016),
copyright (2016) American
Chemical Society)

the resulting increase of the Fermi velocity improves agreement with experiment
compared to the LDA (Grüneis et al. 2008; Trevisanutto et al. 2008).

Unfortunately, there is currently no meaningful reference to validate the accu-
racy of GW calculations for GNRs in the gas phase: the large size of GNRs
prevents experimental studies of the gas phase and makes it challenging to
obtain complementary theoretical values from accurate but unfavorably scaling
quantum chemistry methods. For a meaningful comparison to experiments, be it
photoelectron spectroscopy or scanning tunneling spectroscopy, GW calculations
of GNRs therefore need to consider the substrate, on which the GNRs are adsorbed.
For “simple” substrates like NaCl or graphene, this is feasible with significant
computational effort (Jiang et al. 2013). In the on-surface synthesis approach,
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however, GNRs are usually synthesized on the noble metal surfaces Au(111) and
Ag(111), whose many electrons pose a major challenge for the convergence of
GW calculations (Tamblyn et al. 2011). For AGNRs on metallic surfaces, a simple
remedy is to introduce the screening by the substrate into the gas-phase GW
calculation via the method of image charges from classical electrostatics: a charge
q in the GNR is attracted toward the metal surface as if interacting with an image
charge −q, mirrored across the image plane. The position of the image plane (Lam
and Needs 1993) as well as the adsorption height of the GNR can be computed at
the level of DFT, thus making the model free of adjustable parameters (Kharche and
Meunier 2016). Given the approximations involved, the excellent agreement with
experiment shown in Fig. 13b may however be fortuitous.

Figure 13b illustrates that screening by a metallic substrate reduces the large
gas-phase GW bandgaps almost back to the original DFT values, which raises the
question whether the same cannot be achieved with less effort by using adequate
DFT exchange-correlation functionals. While generalized Kohn-Sham schemes
hold some promise in this respect (Stein et al. 2010), the answer is likely negative,
since the nonlocal screening depends sensitively on the details of the GNRs’
environment (Biller et al. 2011). For example, moving a 7-AGNR from the Au(111)
surface onto a NaCl monolayer island already increases Δel by 0.5 eV (Wang et al.
2016a).

Turning to ZGNRs,GW predicts a substantial gap of the order ofΔel ≈ 1eV for
widths in the range of 1−2 nm (Yang et al. 2007) (not shown). Recent measurements
of Δel for zigzag edges on a monolayer of NaCl on Au(111) are compatible with
these predictions (Ruffieux et al. 2016; Wang et al. 2016a). It is important, however,
to keep in mind that these experiments were carried out at 4 K, i.e., significantly
below the temperature at which spin-wave excitations are predicted to start playing
a dominant role (Yazyev and Katsnelson 2008). The size ofΔel at room temperature
remains to be determined and may be significantly smaller or vanish entirely.

Finally, it is worth noting that most of the GW calculations for GNRs to date
involve additional approximations, such as plasmon-pole approximations for the
energy dependence of the self-energy (Hybertsen and Louie 1986), a lack of self-
consistency (which introduces a dependence on the starting point), and potentially
unconverged basis sets. Recent validation efforts rightfully point out the necessity
of eliminating these technical approximations (van Setten et al. 2015; Maggio
and Kresse 2017), and future calculations will be able to take advantage of the
significant progress made in modern GW implementations, which reduce both the
computational complexity and the prefactor (Govoni and Galli 2015; Liu et al. 2016;
Wilhelm et al. 2018).

3.4 The Bethe-Salpeter Equation: Electron-Hole Interaction

The two-particle Bethe-Salpeter equation (BSE) provides a framework for explicitly
describing the interaction between a photoexcited electron and hole. Building on the
GW quasiparticle spectrum as well as the screened Coulomb interactionW , the BSE
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Fig. 14 Optical absorption spectra of armchair GNRs fromGW+BSE. (a–c) Spectra for armchair
GNRs of width NA = 8, 9, 10 with (black lines) and without (gray) inclusion of electron-hole
interaction, computed for linear polarization along the GNR axis. D indicates dark transitions
with vanishing oscillator strength. (d) GW quasiparticle band structure for NA = 10, indicating
the character of optical transitions. (e) Exciton binding energies Eb for lowest-energy optical
transition. Values for NA = 8, 9, 10 are encircled in gray. ((a–d) adapted with permission from
(Prezzi et al. 2008), copyright (2008) American Physical Society (e) adapted with permission from
(Zhu and Su 2011), copyright (2011) American Chemical Society)

is one of the most accurate methods available for computing optical spectra and
exciton binding energies in extended systems; see Onida et al. (2001) and Martin
et al. (2016).

Figures 14a–c show the optical absorption spectra of selected AGNRs, as
computed by the GW+BSE approach. AGNRs have direct bandgaps, and the
lowest-energy optical transition involves the valence and conduction band. For
NA = 8, 9, 10, substantial exciton binding energies Eb of the order of 1 eV lead
to a corresponding reduction of the optical Δopt with respect to the electronic gap
Δel , thus highlighting the importance of differentiating between ionizing and optical
excitations in AGNRs.

Similar to the case of carbon nanotubes (Marinopoulos et al. 2003), optical
absorption in GNRs is strongly quenched for light polarized orthogonal to the
GNR axis. This is leveraged in reflectance difference spectroscopy (RDS), which
measures the difference in complex reflectance for incident light polarized along
and across the axis of GNRs aligned on an optically isotropic substrate (see Fig. 3c).
For the 7-AGNR, the theoretical value of Δopt ≈ 1.9 eV has been found to agree
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reasonably well with the experimental value of Δopt ≈ 2.1 eV from RDS (Denk
et al. 2014).

Compared to charged excitations, the effect of substrate screening on optical
excitations in AGNRs is significantly reduced. This is a direct consequence of
the fact that the corresponding excitons are charge-neutral and do not display a
static dipole moment (Garcia-Lastra and Thygesen 2011). Minor renormalization
is still expected due to inhomogeneity in the charge distribution, as demonstrated
for the case of CNTs adsorbed on metals (Spataru 2013). The increased robustness
of the optical transition energies against screening from the environment, however,
allows to make contact between the characterization of atomically precise GNRs
synthesized on metal surfaces and those synthesized in solution (Vo et al. 2014;
Narita et al. 2014).

The GW +BSE approach is computationally challenging – not only does it
require the quasiparticle spectrum as input, an adequate description of the excitonic
states requires very dense sampling of reciprocal space, and the computational
complexity of solving the BSE is O(N4) in the number of atoms N (Martin
et al. 2016). In practice, additional approximations are often employed, such as
using a static interaction W or neglecting nonresonant coupling (Tamm-Dancoff
approximation). In this context, the validation of existing BSE implementations,
in analogy to the recent efforts for GW approximation (van Setten et al. 2015), is
highly anticipated.

4 Conclusions

Theoretical descriptions of the electronic structure of GNRs have come a long
way since the empirical models employed in the twentieth century. Ab initio
methods, such as density functional theory and many-body perturbation theory, have
become valuable tools that assist in the structural and electronic characterization of
atomically precise GNRs in highly controlled experimental settings.

As these GNRs start being incorporated into prototype devices, however, efforts
both from the experimental and theory side are needed in order to arrive at a
predictive accuracy that allows to point out the best GNR for a given application.
While experimentalists will need to find ways of increasing control over the atomic-
level environment of the GNR in a device, there are a number of challenges on
the theory side waiting to be addressed. This chapter concludes with a “wish list”
of these outstanding challenges, the solution of each of which would constitute a
significant step forward:

• Vibrational effects on the bandgap of AGNRs at the GW level, including zero-
point motion renormalization

• Dispersion-aware DFT that is accurate across interaction regimes, from
physisorption over chemisorption to covalent bonds
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• Refinement of embedding procedures, for capturing substrate effects beyond
classical image charge models and modeling the diverse dielectric environment
in devices

• Benchmarking GW calculations of AGNRs in the gas phase against accurate
quantum chemistry references

• Elimination of starting-point dependence in GW calculations of GNRs, perhaps
via quasiparticle self-consistent GW (QSGW )

• Quantifying the effects of spin-wave excitations on the electronic structure of
ZGNRs at room temperature, potentially including substrate-induced enhance-
ment of spin-orbit coupling
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Abstract

This chapter focuses on recent progress in the modeling of conductive thermal
transport in a variety of systems and materials, from crystalline solids and
nanostructures to molecular junctions, composites, and biological systems. Novel
emergent technologies in energy harvesting and conversion, microelectronics,
phase-change memories, heat-assisted magnetic recording, sensing, and medical
therapy and diagnostic have prompted the extension of thermal transport mod-
eling beyond traditional bulk crystalline materials and heavily parameterized
models. Major advances have been made possible by the development of
fundamental theories and computational approaches, which are discussed in the
following chapters.
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1 Introduction

The first macroscopic theory of heat transport was put forward by J.-B. Joseph
Fourier in his essay The Analytical Theory of Heat, published in 1822. The
partial differential equation that controls heat propagation in a medium remains
the cornerstone of nowadays studies of heat transport. In nature, thermal energy
can be transferred through three different mechanisms: conduction, convection,
and radiation. Since in condensed phases and at the molecular scale convection
and radiation are by far less relevant, chapters in this section focus on conductive
heat transfer. According to Fourier’s early observations, in stationary conditions
conductive heat transport is controlled by a proportionality between the heat current
�J and the temperature gradient in the material ∇T :

�J = −κ∇T . (1)

This simple relation is the well-known Fourier’s law. The proportionality factor κ is
the thermal conductivity, which is an intrinsic property of the material. To compute
κ one needs a microscopic theory that describes the conduction of heat carriers,
which are electrons and lattice vibrations, i.e., phonons.

In 1929 Rudolf Peierls formulated a microscopic theory of lattice heat transport,
based on the assumptions that phonons obey the Boltzmann transport equation
(BTE) (Peierls 1929). Later on lattice thermal conductivity, as well as several other
transport coefficients, was expressed within linear response (LR) theory in terms of
correlation functions by Green and Kubo (Green 1960; Kubo et al. 1957; Zwanzig
1965). BTE and LR laid the foundations of thermal transport modeling for the years
to come. In spite of substantial theoretical advances in lattice dynamics and the rise
of molecular dynamics, since the 1960s and for several decades, the calculation
of the thermal conductivity of materials was undertaken using kinetic models that
heavily rely on empirical parameters (Callaway 1959; Holland 1963).

In the past two decades, following the rise of nanotechnology and its potential
application to electronics and energy materials, thermal transport has become the
subject of intensive efforts in the communities of condensed matter physicists
and materials scientists, with impressive progress on the experimental side (Cahill
et al. 2003, 2014). New or significantly improved experimental techniques, such as
time-domain thermoreflectance (Cahill 2004), Raman thermometry (Reparaz et al.
2014), scanning thermal microscopy (Grosse et al. 2011), and thermal spectroscopy
(Siemens et al. 2009; Minnich et al. 2011), provide novel insight into the physics
of heat transport, thus enabling fundamental discoveries and paving the way to the
design of materials with tailored thermal conductivity.

Among the most remarkable discoveries in the field of thermal transport in
materials in the past two decades, it is worth mentioning the measurement of
the thermal conductivity of low-dimensional nanostructures (Li et al. 2003; Pop
et al. 2006; Ghosh et al. 2010; Bae et al. 2013); the finding of ultralow thermal
conductivity, yet crystalline, materials (Chiritescu et al. 2007); the engineering of
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nanostructured materials with low κ for thermoelectric energy conversion (Yu et al.
2010; Biswas et al. 2012); and the design of high thermal conductivity polymers
(Shen et al. 2010). Such achievements, which were often the result of combined
theoretical and experimental efforts, boosted the development of phononics as a
research field on its own, which addresses the control of acoustic and thermal
vibrations in solids or liquids (Balandin 2005; Maldovan 2013; Volz et al. 2016).

The predictive bottom-up calculation of the thermal conductivity remains a very
difficult problem in materials modeling. Modeling efforts were also crowned with
success, for example, with the development of first-principles BTE, which enables
the calculation of κ for simple bulk crystalline materials (Broido et al. 2007; Ward
et al. 2009) and nanostructures, e.g., graphene and other 2D materials (Fugallo
et al. 2014). Remarkable progress in molecular dynamics (MD) simulations has
allowed researchers to tackle heat transport in complex systems, e.g., nanostructured
materials (Selli et al. 2016), biomolecules (Leitner 2008), and polymer composites
(Desai et al. 2005). Furthermore, today’s high-performance computers and MD
codes on the theory side, combined with the refinement of nanoscale fabrication
on the experimental side, enable the direct comparison of atomistic simulations
to experimental measurements over the same length scales. Yet, modeling heat
transport in materials still presents major challenges that need to be overcome, both
at a very fundamental level and at the level of addressing the actual complexity of
realistic systems for technological applications.

The chapters of this section assess the state of the art of modeling thermal
transport in materials. They not only provide an overview of applications to
emerging materials and complex systems but also report on recent theoretical
and methodological advances, since the former would not have been possible
without the latter. The first three chapters address recent advances in theory
and methods that enable the calculation of the thermal conductivity and of the
detailed phonon properties of relatively simple materials and nanostructures by first
principles, utilizing either lattice dynamics or molecular dynamics. The following
three chapters address the theory and calculation of the thermal boundary resistance
of various types of interfaces. The last three chapters address the application of
molecular and mesoscale modeling to complex systems, such as alloys, metamate-
rials, biomolecules, and polymer composites.

2 Ab Initio Theory of Thermal Transport

Fourier’s law clearly indicates that, in order to unravel thermal transport in materials,
one has to be able to calculate the thermal conductivity. The microscopic ingredients
that determine the thermal conductivity in electronic insulators and semiconductors
are outlined by the kinetic theory (Ziman 1960), in which κ is expressed as a sum
over the phonon branches and the momenta in the first Brillouin zone of the phonon
heat capacity cμ, group velocity vμ, and mean free path λμ:
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κ =
Nphonons∑

μ

cμvμλμ (2)

where μ contracts the phonon branch i index and the momentum q. Yet, a predictive
calculation of these properties is far from straightforward.

In bulk crystals at low temperature, it is now possible to rely on lattice
dynamics and compute phonon dispersion relations, which give cμ and vμ, by
density functional perturbation theory (Baroni et al. 2001). Perturbation theory also
allows the calculation of anharmonic force constants, and by projecting on the
normal modes, one can get three-phonon scattering rates, which can be used to
compute relaxation times by solving the linearized BTE. Using this approach and
building on the pioneering work by Omini and Sparavigna (Omini and Sparavigna
1995), Broido and co-workers showcased the first first-principles calculations of
the thermal conductivity of silicon and germanium (Broido et al. 2007). This
approach has become the state of the art in thermal conductivity calculations of
solids, proving efficient and predictive. For example it leads to the prediction
of new high thermal conductivity materials (Lindsay et al. 2013), and it can be
used effectively for high-throughput screening and materials design (Curtarolo
et al. 2013). First-principles BTE also provides a detailed insight into the heat
transport, as it breaks down the contribution to κ in single carrier properties, and
it aids the interpretation of recent thermal transport spectroscopy experiments:
for example, it unraveled the contribution of phonons with very long mean free
paths, beyond 1 μm, to the thermal conductivity of bulk silicon even at room
temperature (Regner et al. 2013). The linearized BTE approach has been used
to calculate the thermal conductivity of low-dimensional systems. In this context
it is essential to consider collective hydrodynamic effects, which lead to non-
diffusive behavior over a broad temperature range (Lee et al. 2015; Cepellotti
et al. 2015; Cepellotti and Marzari 2016)). These studies ascertained the thermal
transport regime and the length dependence of κ in two-dimensional materials, thus
resolving discrepancies in experimental measurements (Balandin 2011), indicating
a finite theoretical bulk limit for κ in 2D materials, and providing a rationale for
the length dependence of κ in graphene (Fugallo et al. 2014). Detailed accounts
of first-principles BTE in different contexts are provided in �Chaps. 33, “Thermal
Transport by First-Principles Anharmonic Lattice Dynamics” and � 34, “On the
Kinetic Theory of Thermal Transport in Crystals” in this section.

Originally the applicability of the BTE approach was limited to crystalline
materials at low temperatures, where the lattice dynamics is represented in terms
of harmonic normal modes and anharmonic effects can be truncated to three-
phonon scattering. However, efforts have been deployed to extend the capability
of BTE to nanostructured systems with large unit cells, such as silicon-germanium
superlattices and crystalline porous carbon (Savic et al. 2013; Pereira et al. 2013),
and promising results have been recently achieved for materials at high temperature
(van Roekeghem et al. 2016). Yet, BTE cannot be straightforwardly applied to
disordered systems, such as glasses and liquids, for which MD is a more natural
choice. Using MD, κ can be computed either from equilibrium (Ladd et al. 1986)
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or non-equilibrium simulations (Müller-Plathe 1997). While the two approaches
have been proven to be nearly equivalent (Schelling et al. 2002), the former is
more suitable to study heat transport in extended systems, while the latter applies
straightforwardly to finite systems and interfaces.

Thermal conductivity, as other transport coefficients, can be computed in equi-
librium MD simulation through Green-Kubo theory. κ is expressed as the limit
to infinite size and infinite time of the integral of the heat current autocorrelation
function:

καβ = lim
V→∞ lim

t→∞
1

kBT 2V

∫ t

0
dt ′〈Jα(0)Jβ(t ′)〉, (3)

where κ is 3×3 tensor and Jα,β are the components of the heat current. Besides
carefully taking care of size convergence and sufficient sampling, to calculate
κ one needs an expression for the heat current, which is nontrivial for many-
body empirical potentials (Fan et al. 2015). While ab initio MD simulations were
long deemed unsuitable to evaluate (3), an expression for J was recently derived
in the framework of density functional theory (Marcolongo et al. 2015). This
breakthrough paves the way to the ab initio calculation of thermal transport in
previously intractable materials such as geological fluids, glasses, and dynami-
cally stabilized crystals, as well as condensed matter close to phase transitions.
�Chapter 35, “Heat Transport in Insulators from Ab Initio Green-Kubo Theory”
reviews these recent advances in ab initio MD calculations of heat transport.

3 Interfaces

Regardless whether they occur spontaneously, e.g., in polycrystalline solids, or
they are specifically engineered, interfaces are a distinguishing feature of complex
materials. Thermal transport in real materials is often dictated by the thermal
boundary resistance (TBR) of interfaces. Moreover, TBR has a major impact on
several technologies, such as heat-assisted magnetic recording, heat management
in microelectronic devices, and reading and writing processes of phase-change
materials (PCM) memories. Heat transport at interfaces between hard and soft
matter systems has become a subject of numerous studies in the last decades for
its technological and medical implications.

As observed by Kapitza in 1941 (Kapitza 1941), given a thermal current (J )
at the ideally abrupt interface between two different materials, a discontinuity ΔT
occurs in the temperature profile. The so-called Kapitza resistance (R) is given by
the ratio between the temperature drop and the flux:

R = −ΔT
J
. (4)

Knowing the bulk phonon properties of the two materials forming the interface, it
is possible to make an approximate estimate of the thermal boundary resistance via
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acoustic mismatch or diffusive mismatch models (Swartz and Pohl 1989). However,
these approaches imply severe approximations, and predictions are usually not
quantitatively accurate. Furthermore, the definition of Kapitza resistance can be
practically extended to more broadly define interfacial regions with finite thickness
and even further to open systems in general. These can be generically described as
systems in which two semi-infinite periodic thermal reservoirs are connected by a
nonperiodic “device,” as, for example, in molecular junctions (Galperin et al. 2007).

Hence, concurrently with the development of approaches to calculate the bulk
thermal conductivity of extended systems, bottom-up atomistic methods and the-
ories were developed to compute thermal boundary resistance and heat transport
in open systems. LD and MD simulations can be exploited to calculate R. LD
methods rely either on scattering theory (Young and Maris 1989) or on Green’s
functions (Fagas et al. 1999). In analogy with electronic transport, these calculations
provide frequency-resolved phonon transmission function, which sheds light into
the details of heat transport and can be exploited to design the thermal conductance
of junctions or interfaces. The total thermal conductance is computed integrating
Landauer’s expression over the whole phonon spectrum (Imry and Landauer 1999).
LD approaches allow one to treat open systems at any temperature, including the
correct quantum populations, and can be implemented for large. However, while it is
possible to take into account anharmonicity, the involved computational complexity
makes LD approaches inconvenient to treat strongly anharmonic systems (Mingo
2006). MD, in turn, can be applied straightforwardly in its non-equilibrium form,
and TBR can be computed from Eq. 4 by directly evaluating the heat current and
the temperature drop at the interface. It is necessary to point out that classical MD
cannot take into account quantum effects, and it is therefore unsuitable to treat
systems at low temperatures that are below their Debye temperature. A general
overview on heat transport at interfaces, including lattice dynamics models and non-
equilibrium MD, is given in �Chaps. 36, “Lattice Thermal Boundary Resistance.”
and � 37, “Energy Relaxation and Thermal Transport in Molecules,” gives a
perspective on the use of Landauer’s approach in modeling molecular junctions
and interfaces between inorganic substrates and self-assembled monolayers. These
are systems that have stimulated growing interest among materials scientists and
engineers in the past decade (Reddy et al. 2007; Losego et al. 2012; Ong et al.
2013).

Equilibrium MD and the Green-Kubo formalism turns out to be a very versatile
tool, and it can be casted in such a way as to calculate interfacial thermal
conductance from temperature fluctuations (Chalopin and Volz 2013). Furthermore,
linear response theory enables the calculation of the phonon dispersion relations
and of the spectral transmission function across interfaces. Equilibrium MD is
particularly suitable to simulate not only solid-solid junctions but also interfaces
between solids and liquids or soft matter, as it avoids a number of algorithmic
issues occurring while establishing a stationary heat flux in non-equilibrium MD,
such as thermostatting diffusive regions of the simulation system. �Chapter 38,
“A Statistical Approach of Thermal Transport at Nanoscales: From Solid-State to
Biological Applications,” provides a detailed account of Green-Kubo theory and
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calculations of thermal boundary resistance in a variety of complex systems, paving
the way to simulations of heat transfer at bio-inorganic interfaces, relevant for
medical applications.

4 Toward Advanced Materials and Complex Systems

The methods described in the previous sections allow for accurate and predictive
heat transport calculations of the thermal conductivity of systems, for which heat
transport had remained poorly understood for several decades. Alloys are a good
example of such systems: SiGe alloys have been used since the 1960s by NASA
for thermoelectric power generation, but only recent calculations started to unravel
heat transport in such systems (Garg et al. 2011). Following the original ideas by
Hicks and Dresselhaus (Hicks and Dresselhaus 1993; Dresselhaus et al. 2007),
combining alloying with nanostructuring was proposed to lead to ultralow thermal
conductivity (He et al. 2011). The thermal conductivity and the thermoelectric
performance of silicon-based alloys can be further optimized by engineering their
nanoscale structure and their chemical composition. Lattice dynamics calculations
can be applied effectively to alloys, nanocomposites, and superlattices as a tool
to guide such systematic optimization (Aksamija and Knezevic 2010; Savic et al.
2013; Khatami and Aksamija 2016). �Chapter 39, “Thermal Conductivity of
Nanostructured Semiconductor Alloys” reviews progresses in the simulation of
binary and ternary Si/Ge/Sn alloys using LD and BTE.

Further refinements in designing materials with tailored phononic properties can
be achieved by relying upon concepts like phononic crystals (Gorishnyy et al. 2005)
and metamaterials (Pendry et al. 1996). Phononic crystals consist of materials in
which regular features, e.g., pores, tailor the dispersion relations of acoustic or
supersonic waves. Metamaterials are composite materials that exhibit properties
that do not pertain to their single components, or, in general, to natural materials.
The concept was originally developed to achieve exotic optical properties, such as
negative refractive index (Pendry 2006), and was eventually adopted for acoustic
properties (Liu et al. 2000). Both phononic crystals and nanophononic metamateri-
als were recently proposed as a way to reduce the thermal conductivity of silicon
thin films or membranes and to improve their thermoelectric performance (Yu et al.
2010; Davis and Hussein 2014). In the case of thermal transport, metamaterials
can be obtained by introducing surface nanostructures (Davis and Hussein 2014;
Xiong et al. 2017), so as to induce localized resonances that hybridize with phonons,
thus reducing the capability of transferring energy. This approach is discussed in
�Chap. 40, “Resonant Thermal Transport in Nanophononic Metamaterials.” The
concept of nanophononic metamaterials is fascinating, as it may be applied not only
to optimize thermoelectric energy conversion but also for phonon cloaking, filtering,
and ultimately advanced optomechanical systems.

Thanks to the ever-growing computational power and the development of
efficient parallel algorithms, MD simulations with either empirical potentials or
classical force fields enable the study of heat transport in systems of up to millions
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of atoms, thus allowing one to tackle complex materials such as polymers and
their nanocomposites. These simulations allowed researchers to address a long-
standing challenge in materials science that is unraveling the design principles to
create structural plastics with high thermal conductivity. While polymeric materials
normally feature very low thermal conductivity, MD simulations showed that single
polyethylene molecular chains have very high κ (Henry and Chen 2008). This
result was eventually used to fabricate high thermal conductivity polyethylene
nanofibers, in which molecular chains are aligned by drawing (Shen et al. 2010).
While these early results are encouraging, simulating heat transport in polymers
and their composites still faces several challenges. For example, it is still difficult
to obtain representative molecular models of polymer melts, due to the multiple
size scales involved in such systems and very long relaxation times. In addition,
in the case of composites, the issue of thermal boundary resistance between the
solid micro- or nanoparticles and the polymer matrix intertwines with the collective
modes of the system. This complex phenomenology, which is so far just partially
understood, has hindered the optimization of high thermal conductivity composites.
�Chapter 41, “Modeling of Heat Transport in Polymers and their Nanocomposites”
provides a detailed overview of successes and open challenges in the simulation of
polymers and their composites.

5 Conclusion

In conclusion, this section is a journey through recent achievements in the simu-
lation of heat transport in emergent materials, which have been enabled by major
theoretical and methodological developments. Some of the methods and the ideas
discussed in the following chapters are very recent, and, so far, we are just scratching
the surface of the possibility that they offer. In spite of such advances in both
simulation and measurement techniques, several recent experiments raised new
questions about the very nature of thermal transport both in nanoscale systems
and in complex materials. Similarly, numerical simulations of apparently simple
nonlinear models, such as the Fermi-Pasta-Ulam model, suggest universal behaviors
of low-dimensional systems, which are difficult to transpose to real materials
(Lepri et al. 2003). More fundamental work is needed to unravel issues such
as the transport regime at the nanoscale, phonon coherence, energy propagation
in amorphous materials, anharmonic effect on thermal boundary resistance, and
thermal rectification. In this respect it is still reasonable to say that, as Peierls himself
put it in the early 1960s, “it seems there is no problem in modern physics, for which
there are on record as many false starts, and as many theories which overlook some
essential feature, as in the problem of the thermal conductivity of nonconducting
materials.”
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Abstract

Predictive methodologies for calculating lattice thermal transport and related
properties have been recently developed and benchmarked successfully against
measurements in a wide range of materials, from bulk to the nanoscale. This
chapter presents an overview of the theoretical underpinnings of typical numeri-
cal methods for solving the Peierls-Boltzmann equation (PBE) for phonon trans-
port when coupled with density functional theory (DFT). We discuss how these
numerical methods may be employed to advance fundamental understanding of
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thermal transport, particularly as applied to measurements of anharmonic proper-
ties (e.g., linewidths, lattice expansion) in materials. In particular, calculations of
interatomic force constants, integration methods, and construction of transport
properties will be explained in detail with reference to relevant research in the
literature. Furthermore, this chapter will provide an overview of applications
and methods for calculations of thermal conductivities beyond perfect infinite
crystals (including phonon-defect scattering) and of other measured observables,
including mean free path accumulation, linewidths, and densities of states from
scattering experiments.

1 Introduction

Lattice vibrational properties of crystals as governed by phonons (normal modes of
vibration) play a critical role in the conversion, storage, and transmission of thermal
energy, which is of significant importance to a variety of technologies, including
thermoelectrics, thermal barrier coatings, electronics packaging, claddings for
nuclear technologies, solid-state lighting, and batteries. Of particular relevance here
is the characterization of a material’s ability to conduct heat via phonons as deter-
mined by the lattice thermal conductivity κ. The study of phonons and κ has a long
and storied past, yet recent advances in computational power and numerical methods
are expanding our ability to predict and develop deeper insights into fundamental
physics and still provide novel surprises and new understandings of these behaviors.
This chapter aims to provide a basic foundation of the theoretical and computational
formalism from which recent κ calculations are built, without adjustable empirical
parameters, and to relate these with other experimental observables. Figure 1 gives
an example calculation of κ for the rock salt structure KCl as given by the formalism
described in this chapter and compared with available measured data.

2 Theoretical Underpinnings

Much of the theory presented here can be pieced together from textbook discussions
(Ashcroft and Mermin 1976; Kittel 2005) of lattice dynamical behavior – two
foundational resources being Electrons and Phonons by Ziman (2001) and The
Physics of Phonons by G. P. Srivastava (1990). Attempting to build anharmonic
lattice dynamical features from a top to bottom approach, this chapter begins with
the concept of thermal energy being carried by correlated vibrations of atoms in a
crystal, phonons.

2.1 Lattice Thermal Conductivity

To understand the lattice dynamics of crystalline dielectrics, Einstein proposed
a theory of atoms as a set of oscillators each independently vibrating (Einstein
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1911), from which heat could flow via a random walk of thermal energy among
them. This theory failed to describe specific heat and thermal conductivity, though
a modification of it is often used to describe the minimum thermal conductivity
of disordered or amorphous materials (Cahill and Pohl 1989; Cahill et al. 1992).
The concept of atoms in the lattice collectively vibrating as coupled harmonic
oscillators was introduced by Debye, where the idea of the phonon (normal modes of
vibration) began (Debye 1912, 1914). This description has been very successful in
describing all sorts of physical phenomena in crystals. One very important success
is an accurate description and subsequent understanding of κ for crystalline solids
(Srivastava 1990; Ziman 2001).

In general κ can vary spatially and temporally in a material; however, here we
will assume infinite crystalline material at a particular average temperature T under
the influence of a small temperature gradient ∂T/∂α in the Cartesian direction α.
Under these conditions, a thermal energy current Jα flows from hot to cold and is
linearly proportional to the temperature gradient (Fourier’s law):

Jα = −κα ∂T
∂α

(1)
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with the constant of proportionality being thermal conductivity, an intrinsic material
property. In general, κ is a tensor quantity, though is typically described by
one, two, or three components depending on crystal symmetry. Note that when
discussing the thermal conductivity in general the subscript dependence will be
dropped.

Taking a microscopic view, each phonon mode (labeled by wavevector �q and
branch index j) carries a part of the overall Jα , and κ is given as a sum over mode
contributions κ�qjα:

κα =
∑

�qj
κ�qjα =

∑

�qj
C�qj v2

�qjατ�qj (2)

where each κ�qjα is a product of the phonon’s mode-specific heat C�qj =
n0
�qj
(
n0
�qj + 1

) (
h̄ω�qj

)2
/V0kBT

2 (here normalized by crystal volume V0), velocity

component in the transport direction v�qjα = dω�qj /dqα , and lifetime τ�qj .
Depending on crystal symmetry, this lifetime can vary with the direction of the
temperature gradient and thus will sometimes be given a Cartesian subscript and
called a transport lifetime τ�qjα . This directional dependence will be disregarded
here, but discussed later when relevant. n0

�qj = 1/
(
eh̄ω�qj /kBT − 1

)
is the Bose-

Einstein distribution that represents the phonon population in equilibrium, ω�qj
is the frequency, and kB is Boltzmann’s constant. C�qj and �v�qj are functions of
the phonon frequencies alone and are thus described as harmonic properties as
they arise from noninteracting harmonic phonons (Sect. 2.2). The intrinsic phonon
lifetimes (Sect. 2.4) require a description of interacting phonons, thus including
anharmonic terms in the interatomic potential (Sect. 2.3).

2.2 Phonons: Harmonic

A crystal is built from a base unit cell consisting of a small subset of atoms that
is mapped out in space by a set of primitive lattice vectors �Rl in a periodic pattern
(one for each dimension of the system). Here l designates the lth unit cell and k
will designate a particular atom in the unit cell. It is assumed that the atoms do not
deviate significantly from their equilibrium positions (justification for the harmonic
approximation) and the equations of motion are given by:

−∂Vharm

∂ulkα
= mk d

2ulkα

dt2
(3)

ulkα is the displacement from equilibrium in the αth direction of the kth atom in the
lth unit cell, mk is the mass of this atom, and Vharm is the harmonic contribution
to the interatomic potential energy V = V0 + V1 + Vharm + Vanharm (lowest-order
nontrivial term in a Taylor expansion of V) given by:
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Vharm = 1

2

∑

lk

∑

l′k′

∑

αβ

*lkl
′k′

αβ ulkαul′k′β (4)

*lkl
′k′

αβ = ∂2V/∂ulkα∂ul′k′β are called the harmonic interatomic force constants
(IFCs), and the derivatives are to be evaluated at equilibrium. Details of the
calculation of these will be given in Sect. 3.1. Assuming a plane wave form for the

atomic displacements ulkα = ∑
�qj
ε�qjkαe

i
(
�q· �Rl+ω�qj t

)

(Srivastava 1990), substituting

in Eqs. 3 and 4, and invoking translational invariance to eliminate the sum over
unit cells, l gives an eigenvalue equation that is solved for ω�qj and the eigenvectors
ε�qjkα . In practice, these are determined by diagonalizing the so-called dynamical
matrix for each �q:

D = Dkk′�qαβ =
1√
mkmk′

∑

l′
*0kl′k′
αβ ei �q· �Rl′ (5)

For polar materials, nonanalytic long-range Coulomb corrections to this dynam-
ical matrix can play an important role in deriving optic mode frequencies, par-
ticularly longitudinal/transverse (LO/TO) splittings. An example of this is given
in Fig. 2 for KCl where the LO and TO branches are highly separated at the �
point. These long-range Coulomb corrections can be constructed from Ewald sums
involving Born effective charges and high-frequency dielectric tensors from DFT
calculations (Baroni et al. 2001). Not correcting for the LO/TO splitting can give
artificially reduced scattering of heat-carrying acoustic modes interacting with these
phonons and thus overestimation of the thermal conductivity.

Crystal periodicity reduces the calculations of all vibrational properties to the
first Brillouin zone of the reciprocal lattice, in momentum space. Unit cells and
symmetry are important considerations when taking on a transport calculation. The
number of atoms in a typical unit cell can range from n = 1 (e.g., aluminum or
lead) to n hundreds of atoms. This gives 3n phonon branches corresponding to
three vibrational degrees of freedom for each unit cell atom and can be a limiting
factor depending on computational resources. Figure 2 gives the phonon dispersion,
relationship of ω�qj and �q, within the first Brillouin zone and along high-symmetry
directions for rock salt structure KCl. KCl has two atoms in its unit cell and thus
six phonon branches – three acoustic branches with ω�qj → 0 as |�q| → 0 due to
translational invariance of the crystal and three optic branches at higher frequencies.

Even at the simple harmonic level, various observables to compare with mea-
surements can be determined: phonon frequencies (neutrons (Dorner 1982; Willis
et al. 2009), x-rays (Burkel 2000; Rueff 2010), and Raman (Cardona 1975; Merlin
et al. 2000) resonances), vibrational density of states (DOS), the volumetric-specific
heat at low temperatures, elastic constants, and sound velocities. The phonon DOS
is given by:
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are calculations that employed density functional perturbation theory (Baroni et al. 2001) and red
circles are from neutron scattering measurements (Copley et al. 1969)

DOS=
∑

k

DOSk=
∑

�qjk

∣∣ε̂�qjk
∣∣2δ

(
E − h̄ω�qj

)=
∑

�qjk

∣∣ε̂�qjk
∣∣2 σ

π
(
σ 2 + (

E − h̄ω�qj
)2
)

(6)

where E is the probe energy and the Dirac delta is represented by a Lorentzian
distribution here (Byron and Fuller 1992). σ is an adjustable parameter, small
enough to give a good representation of the Dirac delta, but large enough to smooth
out unphysical variations in the DOS. The total DOS and that projected onto the
separate vibrations of the constituent atoms DOSk are given for KCl in Fig. 3.

Comparison of calculated specific heat with measurements is actually quite
tricky. CV = ∑

�qj
C�qj is an easy calculation constructed from ω�qj alone; however,

it is an extremely hard property to measure as materials change volume with
temperature. Measurements of CP are more practical (Gaskell 2008):

CP = CV + α2
V BV cellT (7)

where αV is the volume thermal expansion arising from anharmonicity and defined
in the next section, Vcell is the equilibrium unit cell volume, and B is the isothermal
bulk modulus. CV ≈ CP only at low temperatures, as shown in Fig. 4 for KCl.
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Thus, more rigorous comparison with measurements at higher temperatures requires
including the anharmonic contributions of Eq. 7, as also demonstrated in Fig. 4.

2.3 Phonons: Anharmonic

While non-interacting harmonic phonons can describe (for the most part) the low-
temperature-specific heat of crystalline solids and resonances from neutron, x-ray,
and Raman scattering experiments, going beyond this simple picture is required to
describe and understand lattice thermal expansion and conduction (Debye 1914;
Peierls 1929, 2001), linewidths, and lineshifts (Maradudin and Fein 1962; Cowley
1968) – all temperature-dependent behaviors. These require knowledge of the
crystal anharmonicity or how phonons interact with one another via perturbations
that arise from higher-order terms in the interatomic potential, Vanharm.

The lowest-order anharmonic term, and presumably the most relevant within
quantum perturbation theory, is V3 (Srivastava 1990; Ziman 2001):

V3 = 1

3!
∑

lk

∑

l′k′

∑

l′′k′′

∑

αβγ

*lkl
′k′l′′k′′

αβγ ulkαul′k′βul′′k′′γ (8)
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which gives rise to three-phonon interactions.*lkl
′k′l′′k′′

αβγ =∂3V/∂ulkα∂ul′k′β∂ul′′k′′γ
are third derivatives of the interatomic potential calculated at equilibrium, calcu-
lation of which is described in Sect. 3.1. From these, various anharmonic material
properties can be constructed including mode Grüniesen parameters, which describe
the frequency dependence with volume of each phonon mode (Fabian and Allen
1997):

γ�qj = − V0

ω�qj
dω�qj
dV

= − 1

6ω2
�qj

∑

k

∑

l′k′

∑

l′′k′′

∑

αβγ

*0kl′k′l′′k′′
αβγ

ε∗�qjkαε�qjk′β√
mkmk′

rl′′k′′γ (9)

and the linear thermal expansion coefficient α (Fabian and Allen 1997; Ziman
2001):

α = 1

3B

∑

�qj
C�qj γ�qj (10)

rlkα is the αth coordinate of the kth atom in the lth unit cell. For cubic systems
like rock salt structure KCl αV = 3α, which was used in the calculation of CP for
KCl in Fig. 4. Consideration of lattice thermal expansion is critical for effective
device design as unlike materials expand and contract with temperature at different
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Eqs. 8, 9, and 10; red circles sampled from measured data in (Rapp and Merchant 1973)

rates leading to structural failure at their interface. Furthermore, it is important for
understanding the fundamentals of optic phonon frequency shifts and other lattice
dynamical nuances (Cardona 1975; Burke and Herman 1993). Figure 5 gives α for
KCl as calculated from Eqs. 8, 9, and 10 and compared with measured data, also
giving an example of the occasional failure of first-principles methods to accurately
describe a measured data set.

At the core of this chapter is the effect of anharmonicity on lattice thermal
conduction, as it gives rise to three-phonon interactions that govern the phonon
lifetimes/linewidths and account for the dominant intrinsic thermal resistance in
many materials.

2.4 Phonon Lifetimes: Relaxation Time Approximation (RTA)

Calculation of the phonon lifetimes τ�qj in Eq. 2 is the core challenge to realistic
thermal transport predictions. A phonon lifetime corresponds to the average time for
a phonon to exist before scattering and is often related to its mean free path given by
��qj =| �v�qj | τ�qj . It may vary considerably among modes and materials and can be
quite sensitive to extrinsic crystal defects –the motivation behind nanostructuring
in thermoelectrics (Singh and Terasaki 2008; Kanatzidis 2010). The main focus
of discussion in this subsection is the intrinsic resistance due to three-phonon
interactions; ab initio defect resistance calculations will be discussed in Sect. 5.
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The phonon lifetimes will not be fully derived here; certain aspects will
be discussed in detail; others will simply be mentioned. Within the relaxation
time approximation (RTA – discussed in more detail below), the intrinsic
phonon lifetimes are given as the sum of all individual scattering probabilities
W = (2π /h̄)|〈f |V3| i〉|2δ(Ef − Ei) (Shankar 1994) determined from Fermi’s golden
rule with the lowest-order anharmonic potential as the perturbation (Srivastava
1990; Ziman and John 2001):

1

τ�qj
=
∑

�q ′j ′

∑

�q ′′j ′′

(
W coalesce
�qj �q ′j ′ �q ′′j ′′ +

1

2
W

decay
�qj �q ′j ′ �q ′′j ′′

)
(11)

W coalesce
�qj �q ′j ′ �q ′′j ′′ =

πh̄

4N

∣∣#−�qj−�q ′j ′ �q ′′j ′′
∣∣2

ω�qjω�q ′j ′ω�q ′′j ′′

(
n0
�q ′j ′ − n0

�q ′′j ′′
)
δ
(
ω�qj + ω�q ′j ′ − ω�q ′′j ′′

)

�
(
�q + �q ′ −

(
�q ′′ + �G

))

(12)

W
decay
�qj �q ′j ′ �q ′′j ′′ =

πh̄

4N

∣∣#−�qj �q ′j ′ �q ′′j ′′
∣∣2

ω�qjω�q ′j ′ω�q ′′j ′′

(
n0
�q ′j ′ + n0

�q ′′j ′′ + 1
)
δ
(
ω�qj − ω�q ′j ′ − ω�q ′′j ′′

)

�
(
�q − �q ′ −

(
�q ′′ + �G

))

(13)

#�qj �q ′j ′ �q ′′j ′′ =
∑

k

∑

l′k′

∑

l′′k′′

∑

αβγ

*0kl′k′l′′k′′
αβγ√
mkmk′mk′′

ε�qjkαε�q ′j ′k′βε�q ′′j ′′k′′γ ei �q
′· �Rl′ ei �q ′′· �Rl′′

(14)

for three phonons that conserve energy and momentum (within a reciprocal lattice
vector �G):

ω�qj ± ω�q ′j ′ = ω�q ′′j ′′ �q ± �q ′ = �q ′′ + �G (15)

The ± corresponds to coalescence and decay processes, respectively, as depicted in
Fig. 6.

The form and terms of Eqs. 11, 12, 13, and 14 derive from the quantum
mechanical description of the displacements of the harmonic oscillators ulkα =√
h̄/2mkN

∑
�qj
ε�qjkαei �q·

�Rl
(
â�qj + â∗−�qj

)
/
√
ω�qj (Ashcroft and Mermin 1976),

which build Eq. 8 and act on the phonon states via Fermi’s golden rule. N is
the number of unit cells in the crystal; â�qj and â∗�qj are phonon creation and
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Fig. 6 Three-phonon processes allowed by energy conservation (three phonons cannot be simul-
taneously created nor destroyed). The left depicts a coalescence process; the right depicts a decay
process

annihilation operators, respectively, such that â�qj
∣∣n�qj

〉 = √
n�qj + 1

∣∣n�qj + 1
〉

and â∗�qj
∣∣n�qj

〉 = √n�qj
∣∣n�qj − 1

〉
(Ashcroft and Mermin 1976; Shankar 1994).

Scattering processes with �G = 0 are called normal scatterings as they conserve
momentum; however, they cannot provide direct resistance to a flowing phonon
distribution though treated as resistive within the RTA. Processes with �G �= 0
are called Umklapp (“folding over”) scatterings and are directly resistive (Ziman
2001; Peierls 2001). The main simplification presented by the RTA is that 1/τ�qj
is independent of the distribution of the other modes. That is, the deviation from
equilibrium induced by the temperature gradient of mode �qj (from which 1/τ�qj
is derived) does not depend on the distributions of the other phonon modes with
which it interacts. Thus, equilibrium Bose distributions are given for phonons �q ′j ′
and �q ′′j ′′ in Eqs. 12 and 13 rather than the actual non-equilibrium distributions that
arise in the presence of a temperature gradient. For many materials (particularly
low κ materials), this approximation is valid (Lindsay et al. 2013a); however, for
some cases (particularly high κ materials), this gives a bad representation of phonon
interactions and transport (Lindsay et al. 2009, 2014; Cepellotti et al. 2015).

Figure 7 gives the calculated phonon scattering rates for KCl at T = 300 K (room
temperature): normal, Umklapp, and phonon-isotope scatterings (Sect. 5). In this
system at room temperature, the intrinsic scattering is dominant; however, as tem-
perature decreases, the three-phonon scattering weakens via the Bose distribution
factors in Eqs. 12 and 13, while phonon-isotope scattering (Eq. 27) is T independent.

Briefly summarizing, calculation of τ�qj (and thus κ in Eq. 2) within the RTA
requires a description of the phonons built from the harmonic IFCs, a description of
the anharmonic IFCs (Sect. 3.1), and integrations over delta functions (Sect. 3.2).
Up to this point, the Peierls-Boltzmann equation (PBE) (Boltzmann 1872; Peierls
1929, 2001) for describing phonon transport has been alluded, but not rigorously
introduced or connected, to these lifetimes.

2.5 Peierls-Boltzmann Equation (PBE)

The Peierls-Boltzmann equation in its typical form (Ziman 2001; Peierls 2001):
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�v�qj · �∇T ∂n�qj
∂T

= ∂n�qj
∂t

∣∣∣∣
scatterings

(16)

describes the dynamics of a homogenous (no spatial variation beyond that induced
by a small temperature gradient), steady-state (no time variation) distribution
of phonons flowing in a material driven out of equilibrium by a temperature
gradient – a temperature-driven distribution balanced by scattering. The solution
of Eq. 16 gives the non-equilibrium distribution n�qj of each phonon mode in
the presence of a temperature gradient and dependent on the non-equilibrium
distribution of all the other modes. n�qj is used to determine each phonon lifetime as
discussed later. The “scattering” term on the right-hand side of Eq. 16 is built from
scattering processes of a similar form to Eqs. 12 and 13; however, the distributions
are considered as unknowns to solve for rather than the n0

�qj terms presented
there.

A significant assumption when solving the PBE is that the non-equilibrium
distribution is the Bose distribution with a small correction linear in the tem-
perature gradient (linearization of the PBE): n�qj = n0

�qj + n1
�qj with n1

�qj =
�∇T��qj ∂n0

�qj /∂T where ��qj is an unknown measure for how far each mode
is perturbed from equilibrium (Srivastava 1990; Ziman 2001). (A helpful note:

∂n0
�qj /∂T = n0

�qj
(
n0
�qj + 1

)
h̄ω�qj /kBT 2.) Inserting these non-equilibrium distri-
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butions in the scattering rates that construct Eq. 16, accounting for like terms
and indistinguishable transitions, enforcing the collisional term to be zero for the
equilibrium distribution, choosing an orientation for the temperature gradient along
α, and keeping only linear terms in it, the PBE becomes (Broido et al. 2007):

v�qjαkBT

n0
�qj
(
n0
�qj + 1

)
∂n0
�qj
∂T

=
∑

�q ′j ′

∑

�q ′′j ′′

[
W coalesce
�qj �q ′j ′ �q ′′j ′′

(
��qj +��q ′j ′ −��q ′′j ′′

)

+1

2
W

decay
�qj �q ′j ′ �q ′′j ′′

(
��qj −��q ′j ′ −��q ′′j ′′

)]

+ ��qj
τextrinsic

(17)

This linearized form is solved to determine the deviations from equilibrium ��qj
for each phonon. Note that an extra scattering term is included in Eq. 17 for
extrinsic phonon scattering mechanisms (isotopes, defects, boundaries, etc.) that
can be incorporated at the RTA level, though not restricted to this approximation.

There are different ways to construct a solution of the coupled set of integral
equations, including self-consistent iterative methods (Omini and Sparavigna 1996)
and variational approaches (Ziman 2001; Fugallo et al. 2013). Given the solution of
the PBE for ��qj , the lifetimes are:

τ�qjα =
��qjT
h̄ω�qj v�qjα

(18)

In this way the calculated lifetimes from full solution of the PBE depend on the
orientation of the temperature gradient (technically the deviation terms may also
depend on the gradient��qj → ��qjα). The lifetimes and deviation terms are related
by Eq. 18 so as to reconstruct Eq. 2. Going back, the thermal energy current from
Eq. 1 can also be written as the product of the energy carried by each mode, its
speed, and the number of modes: Jα =∑

�qj
h̄ω�qj v�qjαn�qj /V0 (Ashcroft and Mermin

1976). Putting the linear form for the distribution in this and equating it with Eq. 1
gives Eq. 18.

In summary, given a set of harmonic and anharmonic IFCs, κ can be determined
from a linearized form of the PBE with no adjustable fitting parameters for the
intrinsic resistance. Practically speaking, wavevector grids to perform sums over the
phonons must be defined within the first Brillouin zone, harmonic properties (ω�qj ,
C�qj , �v�qj , n0

�qj ) calculated via Eq. 5 for each grid point, numerical representations
of the Dirac delta functions in Eqs. 12 and 13 constructed, and sums performed
over these (phase space for scattering); and, if going beyond the RTA, these are
plugged into Eq. 17 and solved for lifetimes to determine κ. Important points for the
numerical implementation of these calculations will be discussed in the following
section.
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3 Numerical Recipes

Numerical implementation of the above theoretical discussion requires some careful
thought and creativity, particularly regarding efficient calculation of interatomic
forces, determination of all possible scattering configurations, and integrations over
delta functions. Several software packages (Li et al. 2014; Tadano et al. 2014;
Chernatynskiy and Phillpot 2015; Togo et al. 2015) have recently become available
to calculate κ coupled with IFCs from density functional theory (Hohenberg and
Kohn 1964; Kohn and Sham 1965), and each has different methods for addressing
numerical details, some of which are discussed here.

3.1 Interatomic Force Constants (IFCs)

The only input parameters into the theoretical PBE transport formalism above are
the harmonic and anharmonic IFCs. Thus, an accurate physical description of these
is critically important for obtaining reasonable κ predictions. Unfortunately, this is
also one of the numerical bottlenecks of these calculations, particularly when using
DFT methods to extract the IFCs. Likely the most popular method for calculating
them is numerical differentiation in real space of an interatomic potential defined by
the electronic structure of the crystal (Srivastava 1990). In practice, a large supercell
is defined from the basis unit cell using �Rl , specific atoms are strategically displaced
from equilibrium by a small distance�, and calculations of the electronic structure,
energies, and forces on all the atoms are performed. � should be significantly less
than the interatomic spacing, but not so small that energies and forces cannot be
calculated to desired precision. Furthermore, supercells must be large enough so
that periodic images do not interact strongly.

Discussion here describes the calculation of the third-order anharmonic IFCs
*0kl′k′l′′k′′
αβγ ; however, much of it can be applied to the determination of harmonic and

even higher-order IFCs. Typical electronic structure calculations can give the forces
acting on the atoms (Hellmann 1937; Feynman 1939; Baroni et al. 2001) relatively
cheaply so *0kl′k′l′′k′′

αβγ is rewritten as:

*0kl′k′l′′k′′
αβγ = − ∂2Fl′′k′′γ

∂u0kα∂ul′k′β
≈ −F

+,+
l′′k′′γ − F+,−l′′k′′γ − F−,+l′′k′′γ + F−,−l′′k′′γ

4�2 (19)

where Fl′′k′′γ is the force acting in the γ th direction on the k
′ ′
th atom in the l

′ ′
th

unit cell, F+,+
l′′k′′γ is the same but with 0k and l

′
k
′

atoms perturbed a distance � in
the positive (+) α and positive β directions, respectively. In principle, there are an
infinite number of IFCs each requiring four (one for each force in the numerator
of Eq. 19) electronic structure calculations with large supercells, numerically
intractable. Fortunately, IFCs become weaker with increasing distance of the atoms
so an interaction cutoff distance is chosen (a spatial distance or number of nearest
neighbor shells of the unit cell atoms) which truncates the number of anharmonic
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IFCs. This cutoff should be chosen wisely to give a balance of computational
efficiency and converged accuracy. From this truncated set, symmetry operations are
employed to reduce the IFCs to a smaller set of independent/irreducible IFCs from
which the entire truncated set can be assembled (Esfarjani and Stokes 2008). Then
the minimum number of perturbed supercells required to assemble this irreducible
set are constructed and forces calculated. As each calculation gives information
of the forces acting on all the atoms in the supercell, many irreducible IFCs can
be constructed from the same calculations, and there is a significant amount of
redundant information – multiple calculations of the same irreducible IFC. This
information can be used to check the numerical accuracy of calculations and can be
averaged.

Physically meaningful IFCs not only satisfy derivative permutation and space
group symmetry operations of the crystal lattice (which are guaranteed by operating
with the irreducible IFCs) but also must satisfy various translational and rotational
invariance constraints (Leibfried and Ludwig 1961; Gazis and Wallis 1966; Born
and Huang 1998). Due to truncation of the anharmonic IFCs to a particular neighbor
shell and numerical accuracy, translational invariance constraints given by the
acoustic sum rule (ASR) (Leibfried and Ludwig 1961):

∑

l′k′
*0kl′k′l′′k′′
αβγ = 0 =

∑

l′′k′′
*0kl′k′l′′k′′
αβγ (20)

are not satisfied by IFCs directly from DFT supercell calculations. It is important to
enforce these constraints by applying small changes to the irreducible DFT IFCs to
obtain physically meaningful ones (Carrete et al. 2016); otherwise scattering rates
from Eq. 11 likely will not have the proper low-frequency behavior, and calculated κ

may be significantly underestimated, as demonstrated in Fig. 8 (Ge figure) adapted
from Lindsay et al. (Lindsay et al. 2013a). Various numerical methods have been
devised to solve optimization problems similar to enforcing symmetry constraints
(Press et al. 1992; Esfarjani and Stokes 2008; Lindsay et al. 2013a; Mingo et al.
2014). Enforcing symmetry constraints beyond simple ASR can also be important
for obtaining quadratic dispersion of flexural acoustic branches in 2D systems
(Carrete et al. 2016).

Often DFT calculations are considered free of input parameters; however,
there are significant choices which need consideration when performing lattice
dynamical calculations: basis sets, representations of core and valence electrons,
exchange and correlations, etc. (Giannozzi et al. 2009). Typical phonon transport
calculations employ the local density (Kohn and Sham 1965) or generalized gradient
approximations (Perdew et al. 1996) (LDA or GGA) using projector augmented
wave (Blöchl 1994) or plane wave basis sets, with pseudopotentials to represent
core electrons (Bachelet et al. 1982; Troullier and Martins 1991). An important
point to note here is that LDA tends to overbind atoms (gives smaller structural
lattice constants), while GGA tends to underbind atoms (Haas et al. 2009). Thus,
LDA calculations sometimes overestimate optic phonon frequencies and acoustic
velocities, while GGA calculations underestimate them. This can play a significant
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Fig. 8 Calculated thermal conductivity of Ge versus temperature adapted from Lindsay et al.
(Lindsay et al. 2013a). Solid curves (calculated) and black circles (measured (Ozhogin et al. 1996))
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et al. 1996)) for Ge with natural isotope variations. The black and red curves are derived from
calculations that employed different techniques for applying translational invariance, point group,
and derivative permutation symmetries simultaneously. The purple curves give calculations that
employed a simple ASR, breaking other symmetry properties. The green curve gives calculations
for which no translational invariance was enforced. (Adapted figure with permission from Lindsay
L et al., PRB 87, 165,201 (2013) Copyright (2013) by the American Physical Society (Lindsay
et al. 2013a))

role in κ calculations, especially if the phase space for phonon scatterings of
heat-carrying acoustic phonons is not well-represented (Ziman 2001; Lindsay et
al. 2012). If measured phonon frequencies are available from neutron, x-ray, or
Raman spectroscopies, it is a good idea to make comparisons before undertaking full
transport calculations. Another related consideration is that typical DFT calculations
do not incorporate the effects of temperature, particularly thermal expansion and
thermally induced disorder. Such features can be partially accounted for within
quasiharmonic approximations (Srivastava 1990), and some work has presented
more rigorous calculations of temperature effects related to vibrational behaviors
and κ (Hellman and Broido 2014; Romero et al. 2015).

3.2 Integrations, Delta Functions, and Phase Space

Integrations over the various delta functions that arise from fundamental conser-
vation conditions require careful consideration and give rise to significant variety
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in the mechanics of different software packages for calculating κ. In terms of the
scatterings in Eqs. 12 and 13, the challenge is to find all scattering processes that
conserve (or come close to) energy and crystal momentum (Eq. 15). Examining
more closely the scattering rates from Eq. 12 for normal coalescence processes, the
Kronecker delta � eliminates the sum over �q ′′, and the sum over �q ′ is converted to
an integration over the first Brillouin zone that can make use of the Dirac delta for
the energies δ:

1

τ�qj
=
∑

j ′j ′′

V0

(2π)3

∫

BZ

πh̄

4N

∣∣#−�qj−�q ′j ′(�q+�q ′)j ′′
∣∣2

ω�qjω�q ′j ′ω(�q+�q ′)j ′′

(
n0
�q ′j ′ − n0

�q ′′j ′′
)
d �q

δ
(
ω�qj + ω�q ′j ′ − ω(�q+�q ′)j ′′

)
(21)

If a 2D integration, as with graphene or MoS2, the density prefactor will be
A/(2π )2 (A = area of crystal), and if 1D integration as with nanotubes, it is L/(2π )
(L = length of crystal). In these lower dimensional cases, κ in Eq. 2 is scaled by the
thickness chosen for the 2D sheet or nanotube wall, and care should be taken to use
the same thickness factor when comparing with experiments or other calculations.
The Dirac delta in Eq. 21 can be represented in a variety of forms, one being
(Jackson 1999):

δ
(
ω�qj + ω�q ′j ′ − ω(�q+�q ′)j ′′

) =
∑

i

δ
(
q ′α − q ′αi

)
∣∣v�q ′j ′α − v(�q+�q ′)j ′′α

∣∣
q ′α=q ′αi

(22)

where the Dirac delta for energy conservation has been converted into a Dirac delta
to eliminate one of the wavevector integrations. In this case, an algorithm must be
employed to find all q ′αi for each set of jj ′j ′′ �qq ′βq ′γ that satisfy energy conservation.
Another popular form is an adaptive Gaussian smearing method (Yates et al. 2007;
Li et al. 2014):

δ
(
ω�qj + ω�q ′j ′ − ω(�q+�q ′)j ′′

) = 1√
2πσ

e
−
(
ω�qj−ω�q′j ′+ω(�q+�q′)j ′′

)2
/2σ 2

(23)

where the smearing term σ = a
∣∣�v�q ′j ′ − �v(�q+�q ′)j ′′

∣∣ ∣∣�q ′
∣∣ is a function of the

reciprocal grid spacing
∣∣�q ′

∣∣ and a is a parameter ∼1 that can be adjusted to speed
up convergence with increasing integration grid densities. The smaller σ is chosen,
the better Eq. 23 represents a Dirac delta; however, if too small, no combination of
grid points on a finite grid will provide contributions to the integral in Eq. 21. This
method differs from Eq. 22 in two important ways: (1) all wavevector integrations
must be made in Eq. 21 using the smearing method, while Eq. 22 reduces these
by one (though with the addition of another sum); and (2) for Eq. 23, energy
conservation never strictly occurs, only within a smearing parameter, while in Eq.
22 three-phonon processes are determined very near conservation conditions, within
a predetermined accuracy. Another method for Brillouin zone integrations over
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energy conserving delta functions is the tetrahedron method whose description can
be found elsewhere (Lehmann and Taut 1972; Togo et al. 2015).

Inevitably, for numerical calculations of scattering rates and κ, sums and
continuous integrations must be represented on finite grids, and clever choice of
these may result in less computational effort for desired convergence accuracy.
Monkhorst-Pack meshes (Monkhorst and Pack 1976) have the advantage of nat-
urally coordinating with reciprocal lattice vectors of the crystal and being evenly
spaced in reciprocal space. Thus, if �q and �q ′ are defined on the same mesh, then
all �q ′′ determined from crystal momentum conservation also land on this mesh,
and less frequency diagonalizations (Eq. 5) need to be made. Furthermore, if using
Eq. 23 to represent the Dirac delta, then �q, �q ′, and �q ′′ are all on the same mesh, and
interpolation schemes to determine��q ′j ′ and��q ′′j ′′ for off-grid wavevectors are not
necessary. However, such evenly spaced integration methods do not exploit fancier
integration techniques (e.g., Gaussian quadratures (Press et al. 1992)) and do not
rigorously enforce energy conservation.

The strength of each three-phonon scattering process (Eqs. 12 and 13) is dictated
by a complicated combination of eigenvectors, frequencies, and anharmonic IFCs,
varying for each mode involved. Another factor governing the overall scattering rate
for each mode (Eq. 11) is the total number of processes allowed by the conservation
conditions of Eq. 15 – scattering phase space (Ziman 2001). In fact, this phase
space has been shown to be a leading indicator of a materials ability to conduct
heat (Broido and Lindsay 2008; Lindsay 2016). The more scattering available in
a system, the lower will be its κ. Thus, estimates of the available phase space for
scattering provide important insights into the behaviors of lattice κ among various
materials, without having to explicitly calculate anharmonic IFCs. Features of the
phonon dispersions have been correlated with this phase space including bandgap
between acoustic and optic phonon branches (Lindsay et al. 2012), relative closeness
of the acoustic branches (Lindsay et al. 2013b), and bandwidth of the optic branches
(Lee et al. 2014; Mukhopadhyay et al. 2016). Furthermore, it has been argued
that in materials where this phase space is small, and thus three-phonon scattering
weak, the effects of higher-order scattering may be more important as higher-order
conservation conditions are less restrictive (Ziman 2001; Broido and Lindsay 2008;
Feng and Ruan 2016; Feng et al. 2017).

4 Other Observables

The interplay of experiment and theory is critical to building basic insights and
fundamental principles into physical phenomena, and yet comparison of measure-
ment and calculations is not always straightforward in practice. Here we discuss the
relationship of other measurement probes (Raman, neutrons, and x-rays) and first-
principles calculations of lattice vibrations and anharmonicity beyond integrated
conductivity values, getting at microscopic mode-dependent information.
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A variety of interesting new ultrafast spectroscopic techniques have been devel-
oped recently toward gaining insights into thermal transport in materials. Raman
thermometry is being employed to access transport in 2D materials (Balandin et al.
2008; Cai et al. 2010; Beechem et al. 2015), though with fairly large error bars due
to determination of power absorption of different samples. Also, transient thermal
grating (Johnson et al. 2013), time-domain (Cahill et al. 2014), and frequency-
domain thermoreflectance (Schmidt et al. 2009) (TDTR and FDTR) techniques are
being pioneered to examine κ in various bulk materials, some with capabilities
to examine κ as a function of the mean free path of the heat carriers. To this
end a discussion of thermal conductivity accumulation κaccL with mean free path
��qj =| �v�qj | τ�qj is given here.

κaccL is defined as the contribution to the total κ from modes with ��qj less
than some characteristic length L: κaccL = ∑

�qj
κ�qj θ

(
L− ��qj

)
where θ is the

Heaviside step function. Note that the directional dependence of the conductivity
terms are ignored here. L may be related to the film thickness, laser spot size, or
grating period depending on the experiment. κaccL provides information for how
κ reduction might be achieved via micro- or nanostructuring in thermoelectric
or barrier coating materials (Singh and Terasaki 2008; Kanatzidis 2010) and for
quality single crystal sizes needed to achieve highest κ in materials for thermal
management applications (Broido et al. 2013). Integration choices can play an
important role in these calculations as low-frequency, long wavelength phonons
with large ��qj are typically not sampled as well as smaller wavelength modes with
smaller ��qj , leading to unphysical “jumps” in the κaccL (Minnich et al. 2011; Jiang
et al. 2016) as seen in Fig. 9 (red symbols). In nearly isotropic materials, like
prototypical zincblende compounds, integration grids based on polar or spherical
coordinates provide significantly better sampling of the wavevector/frequency space
and give more physically meaningful κaccL curves as also demonstrated in Fig. 9
(blue symbols).

Inelastic x-ray and neutron scattering experiments provide key insights into
phonon properties (particularly dispersions and lifetimes) throughout the Brillouin
zone (Dorner 1982; Burkel 2000; Willis et al. 2009; Rueff 2010). Raman spec-
troscopy, though confined to optic modes near the � point, also provides important
information of phonon behaviors, as well as insights into couplings with other
material properties (Cardona 1975; Merlin et al. 2000). These techniques have
guided our fundamental knowledge of materials properties and still bring to light
novel vibrational, electronic, and magnetic behaviors. Figure 2 gives a comparison
of the phonon dispersion of KCl as measured by inelastic neutron scattering and
DFT calculations. Measured linewidths ��qj and lineshifts ��qj as a function of
temperature can also provide key benchmarking data for anharmonic calculations
(Debernardi et al. 1995; Deinzer et al. 2003; Bonini et al. 2007). Comparisons
of lifetimes and linewidths are often made with the simple expression 1/τ�qj =
��qj /h̄ (Di Bartolo 1968; Kuball et al. 2000) where ��qj is determined from fitting
Lorentzian or Cauchy distributions to measured data (Byron and Fuller 1992):
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δ
(
E − h̄ω�qj

) = ��qj
π
[
�2
�qj +

(
E − h̄ω�qj

)2
] (24)

again, E is the probe energy – in the case of neutron scattering, E is the neutron
energy transfer. For strongly anharmonic materials, measured signals can deviate
significantly from simple Lorentzian behavior, and calculation of lineshapes may
be of interest. In this case, the phonon linewidth can be expressed explicitly as a
function of the probe energy (Maradudin and Fein 1962; Cowley 1968):

��qj (E)k = πh̄
16N

∑
�q ′j ′

∑
�q ′′j ′′

∣∣∣#�qj �q′j ′ �q′′j ′′
∣∣∣
2

ω�qjω�q′j ′ω�q′′j ′′

×
[ (
n0
�q ′j ′ − n0

�q ′′j ′′
)
�
(
�q + �q ′ −

(
�q ′′ + �G

))

{
δ
(
ω�q ′j ′ − ω�q ′′j ′′ + E

)− δ (ω�q ′j ′ − ω�q ′′j ′′ − E
)}

+
(
n0
�q ′j ′ + n0

�q ′′j ′′ + 1
)
�
(
�q − �q ′ −

(
�q ′′ + �G

))

{
δ
(
ω�q ′j ′ + ω�q ′′j ′′ − E

)+ δ (ω�q ′j ′ + ω�q ′′j ′′ + E
)} ]

(25)

Note that this expression requires performing fairly complicated sums (very
similar to κ calculations discussed above) for each probe energy. Furthermore,
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taking into account frequency shifts ��qj due to anharmonic interactions (Cowley
1968), the mode frequency itself may be a function of the probe energy. This
may be of interest for calculating temperature- and pressure-dependent behav-
iors of Raman spectra (Cardona 1975; Burke and Herman 1993; Kuball et al.
2000).

For some materials where only small crystal sizes may be synthesized and
powder samples are more accessible for neutron measurements, it is more conve-
nient to measure the integrated phonon density of states (DOS), rather than obtain
mode-specific information. For strongly anharmonic systems where representing
the anharmonic lineshapes is important (Mukhopadhyay et al. 2016), this becomes
challenging as Eq. 25 must be calculated and summed over every phonon mode in
the first Brillouin zone.

5 Phonon-Defect Scattering

Inevitably, real materials are not perfect, infinite crystals; even the purest sample
has boundaries and imperfections (point and extended). Many of these defects form
during synthesis, when otherwise randomly oriented free atoms bind together to
grow the crystal little by little. Defects can also be created within a material via
external perturbations or particle irradiation. Phonon-defect scattering intimately
depends on the nature of the defect, on the vibrational properties of the crystal
and on the spatial distribution of these defects. Generally, this scattering becomes
important at lower temperatures where intrinsic phonon-phonon scattering is weak.
This section discusses different methods to describe phonon-defect scattering and κ

from phenomenological models to recent parameter-free ab initio techniques.
Due to their simplicity, phenomenological models are the most widely used

methods to incorporate phonon-defect scattering into the PBE. These models
assume the phonon-defect scattering rates 1/τd�qj are proportional to some power
n of the phonon frequency (Ziman 2001):

1

τd�qj
= Aωn�qj (26)

The proportionality constant A is typically an adjustable parameter used to fit
measurements, sometimes explicitly including T dependence, and n depends on the
nature of the defect and the dimensions of the crystal. For a substitutional atom
with mass or binding force variation, n = 4 (Klemens 1955); for strain due to
dislocations, n = 1 (Klemens 1955; Carruthers 1959); for the core of dislocations,
n = 3 (Klemens 1958); for dynamic dislocations “fluttering,” n = −1 (Kneezel and
Granato 1982); and for grain boundaries, n = 2 (Klemens 1955). The simplicity
of Eq. 26 arises from several approximations that are compensated by the fitting
parameter A. One of them assumes a linear phonon dispersion, which restricts the
accuracy of those models to the limit of low temperature and frequency. In that limit,
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Eq. 26 yields a well-defined temperature dependence of the thermal conductivity
κ ∝ T3 − n, with n the power of the frequency in Eq. 26 (Carruthers 1961; Ziman
2001).

At the next level of refinement, phonon-defect scattering is derived from first-
order perturbation theory (Shankar 1994), and it is sometimes referred to as the
Born approximation. In fact, many of the phenomenological expressions above
were originally formulated from Fermi’s golden rule in a similar way to the
phonon lifetimes due to anharmonic perturbations in Sect. 2.4 (Klemens 1955,
1958; Carruthers 1961; Ratsifaritana and Klemens 1987). Consider a defective
crystalline material whose total harmonic interatomic potential energy is described
by Vharm + Vd, separated into contributions from the pure crystal Vharm and the
defect Vd. If Vd is small relative to Vharm, the phonon-defect lifetimes τd�qj are given

as the sum of all individual scattering probabilities W = (2π /h̄)|〈f |Vd|i〉|2δ(Ef − Ei)
(Shankar 1994) similar to Sect. 2.4. Applying this methodology to a system of
randomly distributed independent mass defects (Tamura 1983, 1984) gives the
standard phonon-isotope scattering included in ab initio calculations of κ:

1

τ
isotope
�qj

= π

2N
ω2
�qj
∑

k

gk
∑

q ′j ′

∣∣∣ε̂�qjk · ε∗�q ′j ′k
∣∣∣
2
δ
(
ω�qj − ω�q ′j ′

)
(27)

with gk = ∑
i

fik(1−mik/mk)2, fik and mik are the fraction and mass of the ith

type of the kth atom, respectively, andmk is the natural isotope average mass of this
atom.

The major constraint of perturbative approaches – i.e., a small perturbation
introduced by the defect in the host material – can be overcome using Green’s
function methodology. Calculations of phonon-defect scattering from this have
demonstrated significant and important differences from those computed using
perturbative approaches (Chen et al. 2013; Katcho et al. 2014; Katre et al. 2017;
Kundu et al. 2011; Mingo et al. 2010; Protik et al. 2016; Wang et al. 2017, Polanco
and Lindsay 2018). When only mass variation is considered, scattering rates from
Eq. 27 are similar to those calculated using Green’s function methodology at
low frequencies, when the perturbation Vd ∝ ω2

�qj (mik −mk) is small (Mingo
et al. 2010; Kundu et al. 2011). However, structural and IFC variation around
the defect can be more disruptive to phonon thermal transport. Phonon-vacancy
scattering rates from Green’s function methodologies for diamond, BAs, and SiC
are nearly an order of magnitude larger than those from perturbative approaches,
even in the low-frequency regime (Katcho et al. 2014; Protik et al. 2016; Katre
et al. 2017). Green’s function techniques have also been applied to extended
defects (e.g., dislocations) (Wang et al. 2017), though computational effort increases
significantly when going beyond localized defect structures. Figure 10 benchmarks
the parameter-free calculations of κ from coupled phonon-defect scattering from
Green’s function methods with PBE transport, demonstrating reasonable agreement
with measurements.
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Fig. 10 Calculated κ via Peierls-Boltzmann transport and parameter-free phonon-defect scattering
rates from the Green’s function methodology. (Left) Calculations and measurements of κ for 3C-
SiC doped with NC substitutional defects (blue squares and blue curve) and codoped with NC
and BC substitutional defects (green circles and green curve). The electron density ne defines the
defect density for the crystal doped with NC and the difference between defect densities for the
crystal codoped with NC and BC. (Adapted figure with permission from Katre A et al., PRL
119, 075902 (2017) Copyright (2017) by the American Physical Society (Katre et al. 2017)).
(Right) Calculations (solid curves) and measurements (dots) of κ for graphene with single and
double carbon vacancies. The qualitative trend of κ with defect density is in good agreement with
measurements. (Reprinted figure with permission from Polanco C and Lindsay L, PRB 97, 014303
(2018) Copyright (2018) by the American Physical Society (Polanco and Lindsay 2018))

Green’s function methodology is derived using the Lippmann-Schwinger equa-
tion (Lippmann and Schwinger 1950), which describes the exact probability of
an initial state scattering into a final state due to a perturbation using an infinite
recursive expansion. Considering all final states and applying the optical theorem
(Economou 2006), the phonon scattering rates due to an independent distribution of
point defects with defect density nd can be expressed in terms of the scattering cross
section σd�qj or the so-called T-matrix as (Economou 2006; Mingo et al. 2010):

1

τd�qj
= ndv�qjασ�qj = −nd V�qj

ω�qj
Im

{
〈�qj | T̃d |�qj 〉

}
(28)

Equation 28 is computed inside a small region with Nd atoms containing a single
defect where the dynamical matrix deviates from that of the perfect crystal. This
region will be referred as the device. The states �qj are normalized vectors with
3Nd components, one per atomic degree of freedom of the device. The components
associated to the unit cell l of the device are given by

√
1/Nd>ε�qj ei �q·

�Rl assuming
that >ε�qj is normalized. V�qj is the volume of the device, and T̃d is the T-matrix in
the device, which has dimension 3Nd × 3Nd and is given by a closed term or an
equivalent infinite series (Economou 2006; Mingo et al. 2010):
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T̃d =
[
Ĩ − D̃dG̃0

]−1
D̃d = D̃d + D̃dG̃0D̃d + D̃dG̃0D̃dG̃0D̃d + . . . (29)

Note that the tilde is used to represent 3Nd × 3Nd matrices relating degrees of
freedom inside the device. D̃d represents the contribution to the dynamical matrix
from the defect so that the total dynamical matrix is split as D̃0 + D̃d , with D̃0 the
dynamical matrix of the pure crystal. Ĩ is the identity matrix, and G̃0 is the retarded
Green function matrix for the perfect crystal inside the device region (Eq. 30).

For efficient computation of G̃0, all but one Cartesian dimension are transformed
to reciprocal space. In this way, the periodicity of the perfect crystal is used to
decouple the system into independent “1D chains” that reduce the computational
effort. In other words, the 3D crystal can be described as a 2D crystal in a plane,
whose base unit cell is an infinite 1D atomic chain. The Green’s function for the
device of each chain is found using self-energy terms that account for the coupling
of atoms inside the device to those outside it. Finally, G̃0 results from transforming
the matrices from reciprocal back to real space.

Transforming the xy plane to Fourier space (with the 1D chains along the z
direction) turns the dynamical and Green’s function matrices of the perfect crystal
into block diagonal matrices labeled by the wavevector �q⊥, which is defined inside a
2D Brillouin zone in the xy plane. We use the subscript⊥ to label these wavevectors
because they are perpendicular to the 1D chains. This transformation simplifies the
problem of finding Green’s functions as each block can be dealt with separately
from the others. Each block is associated with a 1D chain in reciprocal space along
the z direction decoupled from the others. These chains will be labeled r-chains here
to distinguish them from the chains in real space. After finding the device Green’s
function of each r-chain G̃�q⊥ ,G̃0 is found using the inverse Fourier transform. The
block of G̃0 relating the degrees of freedom inside the device of the nth chain with
those of the mth chain is given by (Zhang et al. 2006; Mingo et al. 2010):

G̃0 (n,m) = 1

N�q⊥

∑

�q⊥
G̃�q⊥e

i �q⊥·(�rn⊥−�rm⊥) (30)

with N�q⊥ the number of wavevectors in the Brillouin zone of the 2D crystal and
�rn⊥ and �rm⊥ the lattice position of the nth and mth chain, respectively. Each G̃�q⊥ is
defined as (Zhang et al. 2006; Mingo et al. 2010):

G̃�q⊥ =
[
ω2
�qj Ĩ − D̃�q⊥ − �̃L�q⊥ − �̃R�q⊥

]−1
(31)

All the matrices in Eq. 31 have dimension 3Ncd × 3Ncd, with Ncd the number of
atoms inside the device region of a 1D chain or r-chain. D̃�q⊥ is the dynamical matrix
of the r-chain labeled by �q⊥, which is calculated by transforming the dynamical
matrices of the 2D crystal to reciprocal space (Datta 2005; Zhang et al. 2006):
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D̃�q⊥ =
∑

m

D̃nme
−i �q⊥·(�rn⊥−�rm⊥) (32)

D̃nm is the dynamical matrix relating device atoms of the nth chain with those of
the mth chain, and m varies over all neighbor chains with non-zero interaction D̃nm.
�̃L�q⊥and �̃R�q⊥are the self-energy matrices accounting for the interaction of the device
region of the r-chain with the regions to its left and right sides. The self-energy

for the left (right) region �̃L�q⊥
(
�̃R�q⊥

)
is non-zero only on its top-left (bottom-right)

corner, where the degrees of freedom of the device interact with those of the left
(right) region. Those non-zero blocks are given by (Datta 2005; Zhang et al. 2007):

top-left block of �̃L�q⊥ = C
†
�q⊥g

L
�q⊥C �q⊥ (33)

bottom-right block of �̃R�q⊥ = C �q⊥gR�q⊥C
†
�q⊥ (34)

Quantities with a bar are matrices, usually with dimension smaller than that of
the quantities with tilde. gL�q⊥and gR�q⊥are the surface Green’s functions of the regions
to the left and right of the device in the r-chain and are given by (Datta 2005):

gL�q⊥ =
[
ω2
�qj I − B �q⊥ + iη − C†

�q⊥g
L
�q⊥C �q⊥

]−1
(35)

gR�q⊥ =
[
ω2
�qj I − B �q⊥ + iη − C �q⊥gR�q⊥C

†
�q⊥
]−1

(36)

with iη an infinitesimal positive imaginary number that guarantees the causality of
the Green’s function (Datta 2005), hence termed “retarded.” B �q⊥and C �q⊥are small
matrices coming from the block tridiagonal nature of the dynamical matrix for each
r-chain:

D �q⊥ =

⎛

⎜⎜⎜⎜⎜⎜⎜⎝

. . . 0 0 0 0
0 B �q⊥ C �q⊥ 0 0

0 C
†
�q⊥ B �q⊥ C �q⊥ 0

0 0 C
†
�q⊥ B �q⊥ 0

0 0 0 0
. . .

⎞

⎟⎟⎟⎟⎟⎟⎟⎠

(37)

The size of B �q⊥and C �q⊥depends on the longest interatomic interaction consid-
ered in the truncated set of harmonic IFCs that describe the perfect crystal. Similar
to the discussion in Sect. 3.1, this truncated set should be the smallest possible that
reproduces the phonon dispersion closely. This choice guarantees accuracy while
keeping the computational load to a minimum. Assuming the size of B �q⊥ and C �q⊥ is
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s × s, the dimension of the surface Green’s functions and non-zero blocks of the
self-energies is s × s. Note that for real material computations, efficient algorithms
based on decimation or renormalization group techniques are used to find the surface
Green’s functions (Guinea et al. 1983; Rubio et al. 1984, 1985; Galperin et al. 2002).

To briefly summarize, the procedure to calculate the phonon-defect scattering
rates from the Green’s function methodology is the following: (1) Calculate the IFCs
of the device without the defect and construct the dynamical matrix of the perfect
device D̃0 using Eq. 5. (2) Calculate the IFCs and corresponding dynamical matrix
of the device with the defect. Then subtract this from D̃0 to define the perturbation
matrix D̃d . (3) Describe the 3D crystal as a 2D crystal in a plane, whose base unit
cell is an infinite 1D atomic chain. Then, using the IFCs for the perfect crystal,
define the dynamical matrix D̃nm relating device atoms of the nth chain with those
of the mth chain. (4) Define a set of wavevectors �q⊥ inside the Brillouin zone of the
2D crystal, and use Eq. 32 to find the dynamical matrix of each r-chain D̃�q⊥ . (5)
Examine D̃�q⊥ and compare it with Eq. 37 to define B �q⊥and C �q⊥ . (6) Calculate the
surface Green’s functions from Eqs. 35 and 36 or using more efficient numerical
techniques (Galperin et al. 2002). (7) Find the top-left and bottom-right blocks of
the self-energies using Eqs. 33 and 34, and compute G̃�q⊥ for each �q⊥. (8) Finally,
build G̃0 using Eq. 30, and calculate the T-matrix from Eq. 29 to determine the
scattering rates using Eq. 28.

6 Summary

In summary, this chapter has presented details of the theoretical underpinnings of
the phonon thermal transport capabilities that have recently become available for
characterizing the flow of thermal energy in crystalline materials. More specifically,
construction of intrinsic and extrinsic phonon scattering rates and other harmonic
and anharmonic vibrational properties were discussed in terms of lattice thermal
conductivity κ specifically in the context of the Peierls-Boltzmann equation.
Discussion of integration methods, construction of interatomic force constants from
density functional theory, and various numerical nuances were also presented, and
first-principles phonon-defect scattering via Green’s function methods was also
discussed. Discussions of the calculations of vibrational properties and κ were set
in the context of comparison with measured observables.
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Abstract

The phonon Boltzmann transport equation is a reliable model for describing
heat transfer in dielectric crystals and, coupled with first-principles methods,
has shown to provide an accurate description of heat transport. Early solutions,
based on simplifying assumptions, such as the single-mode relaxation-time
approximation, have fostered the description of thermal transport as a kinetic
theory of the phonon gas. In this chapter, we summarize some recent advances in
the field of semiclassical transport. In particular, we show how the exact solutions
of the linearized Boltzmann transport equations can be framed in terms of
relaxons, collective excitations of phonon populations defined as the eigenvectors
of the scattering operator. We show how an exact kinetic theory of heat transport
can be constructed using relaxons, rather than phonons, as the relevant heat
carriers. We showcase this change of perspective with a first-principles study
of the transport properties of graphene. We discuss the relaxons’ mean free
paths, velocities, relaxation times, and their contributions to thermal conductivity.
We contrast these results with those, approximate, obtained in the single-mode
relaxation time approximation, and show how in this case the approximation fails
qualitatively and quantitatively. Consequently, also Matthiessen’s rule becomes
invalid. Then, we discuss how surface or edge scattering can be properly recast
in terms of friction, giving rise to heat profiles that resemble the hydrodynamic
flow of liquids. Finally, we show how the Laplace transform of the linearized
Boltzmann equation allows the definition of collective excitations, termed trans-
port waves. These excitations are characterized by dispersion relations, and, in
the context of lattice transport, they correspond to second-sound modes at finite
wavelength, leading to relaxons in the long-wavelength limit.

1 Introduction

One of the first successful microscopic models for explaining the thermal con-
ductivity of crystals has been the phonon Boltzmann Transport Equation (BTE),
introduced in one of the first works of Peierls (1929). Today, almost 90 years later,
the BTE remains a state-of-the-art method for modeling the thermal conductivity of
crystals, striking a good balance between computational complexity, agreement with
experiments, and range of applicability. With respect to earlier work, advancements
in methods, theory, and algorithms have vastly improved the accuracy of BTE-based
models, with a majority of efforts aimed at removing any additional approximation
in the results. To this aim, notable contributions have been the introduction of first-
principles parameters (Broido et al. 2007) and the development of methods to solve
exactly the linearized BTE (LBTE) (Omini and Sparavigna 1997). As a result,
it is now possible to solve exactly a first-principles LBTE and obtain excellent
agreement with experiments (Broido et al. 2005, 2007; Garg et al. 2011; Fugallo
et al. 2013; Esfarjani et al. 2011; Ward et al. 2009; Luckyanova et al. 2012; Cahill
et al. 2014; Donadio and Galli 2009; McGaughey and Kaviany 2004; Volz and Chen
1999; Zhang and Li 2005).
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Having access to exact solutions of the BTE is particularly interesting for
evaluating the quality of certain approximations. In particular, the pioneering work
of Peierls relied on the single-mode relaxation time approximation (SMA) – below
we will discuss it in detail – introduced as a way to simplify the description of
scattering between phonons. Loosely speaking, the SMA makes the hypothesis
that each phonon mode can relax to equilibrium independently, without being
affected by the relaxation of other phonons. Peierls himself was aware of the
limitations of the SMA and noted that, for example, the SMA fails to describe
crystals at cryogenic temperatures under the conditions of Umklapp freezing,
because the conservation of energy and crystal momentum can only be ensured by
considering the relaxation of the whole ensemble (i.e., conservation is a statistical
property and not a mode-specific condition). This problem has gathered renewed
interest because of the recent observations that two-dimensional or layered materials
fall in these conditions of Umklapp freezing even at room temperature (Lindsay
et al. 2010; Cepellotti et al. 2015; Lee and Lindsay 2017; Lindsay and Broido
2011; Jain and McGaughey 2015; Fugallo et al. 2014), so that the SMA doesn’t
apply.

Nowadays, we have the possibility of solving numerically the complete lin-
earized BTE, thanks to iterative (Omini and Sparavigna 1996, 1997; Broido et al.
2005), variational (Ziman 2001; Hamilton and Parrot 1969; Srivastava 1976; Fugallo
et al. 2013), or diagonalization (Guyer and Krumhansl 1966; Hardy 1970; Chaput
2013; Cepellotti and Marzari 2016) methods. These methods improve the estimates
of thermal conductivity, but the interpretation of the results has been object of
debate. Most of the common understanding is based on considerations derived
within the SMA: for example, that the thermal conductivity of crystals can be
interpreted with a kinetic theory of the phonon gas (Ziman 2001). Kinetic gas
theory models thermal conductivity as k = Cvλ = Cv2τ , with C the specific
heat, v the velocity, λ the mean free path, and τ the relaxation time of the particles
forming the gas; Peierls introduced the notion of the phonon gas after noting that
the SMA expression of thermal conductivity has a very similar form, with the
relevant particles being phonons. When going beyond the SMA, it’s not obvious
anymore whether one can still define phonon relaxation times or mean free paths,
and interpretations based on the phonon gas model become questionable. As an
alternative explanation, it has been proposed that collective phonon excitations
should be considered the correct heat carriers (Fugallo et al. 2014; Gill-Comeau and
Lewis 2015; Cepellotti et al. 2015; Lee et al. 2015; Barbarino et al. 2015; de Tomas
et al. 2014; Cepellotti and Marzari 2016).

Recently, we have formalized the construction of these collective phonon
excitations and shown that the phonon gas theory does not correspond to an
exact interpretation of the LBTE (Cepellotti and Marzari 2016). To interpret the
exact solutions of the LBTE, we have introduced relaxons, i.e., collective phonon
excitations defined as the eigenvectors of the scattering matrix. We found that it
is still possible to describe thermal conductivity exactly with a kinetic gas theory,
where the relevant gas doesn’t consist of phonons, but of relaxons. The eigenvalues
of the scattering matrix represent the exact relaxation times of the system and,
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together with the relaxon velocities and mean free paths, redefine the relevant
time, velocity, and length scales of thermal transport. Surface scattering is also
reinterpreted in light of these considerations. Phonon gas theory suggests that
the mean free path of heat carriers is limited by the size of the sample. Instead,
surface scattering can be interpreted in hydrodynamic terms, with friction at the
material’s borders slowing down the heat flux (Cepellotti and Marzari 2017a).
Finally, a dispersion relation for heat waves (and more generally, transport waves)
can be derived (Cepellotti and Marzari 2017b), with frequencies, wavevectors, and
relaxation times determined by the LBTE and tightly connected with the dispersion
relations of second sound.

In this chapter, we aim at summarizing the current state of research on relaxons,
presenting the topic comprehensively. We will assume that the reader is familiar
with semiclassical transport theories and refer to classic textbooks for more detailed
explanations of the semiclassical approximation and the derivation of the BTE. The
manuscript is structured as follows: In the first section, we introduce the BTE and
show how it can be written in terms of quantities computable from first-principles
or microscopic models. The second section discusses the SMA, rederiving the
expressions for the phonon gas model and underlining the limitations of such
approach. The third section expresses the rationale for finding exact relaxation times
from the LBTE and introduces the concept of relaxons. In the fourth section, we
describe how to obtain bulk thermal conductivities with applications to silicon and
graphene. The failure of Matthiessen rule when dealing with the exact LBTE is
discussed in the fifth section. The sixth section extends the discussion of thermal
conductivity to systems of finite size, dealing in particular with the example of a
graphene ribbon. The dispersion relations of relaxons and their relation with second
sound are presented in Section VIII. Last, we briefly discuss the limitations of the
LBTE and our outlook for further studies and conclusions.

2 Fundamentals of Semiclassical Transport

Let’s assume that the semiclassical approximation holds in a material. For each
phonon mode, it is possible to construct a phonon wavepacket characterized by
a well-defined wavevector q, a branch index s and space-time coordinates (r, t).
To simplify equations, we use the shorthand notation μ = (q, s) to label each
phonon mode (in this way, integrals over the Brillouin zone and summations
over the branch index are replaced by a single summation on μ). Under these
conditions, we can think that each phonon wavepacket behaves as a quasiparticle
and that is also characterized by an energy h̄ωμ and velocity vμ = ∂ωμ

∂q
. Within

the semiclassical approximation, heat transport can be described by the linearized
Boltzmann Transport Equation (Ziman 2001):

∂nμ(r, t)

∂t
+ vμ · ∇nμ(r, t) = − 1

V

∑

μ′
Ωμμ′Δnμ′(r, t) . (1)
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where nμ is the population number of the phonon μ, V is a normalization volume,
and Ωμμ′ is the scattering matrix.

The LBTE is a balance equation: the left-hand side – the Liouville or diffusion
operator – describes how the phonon wavepacket moves in space and time with
velocity vμ. If phonon interactions are neglected, say at the level of the harmonic
lattice approximation, the wavepacket would be able to proceed indefinitely and
lead to an infinite thermal conductivity. Instead, anharmonic contributions cause the
phonon to deviate from this perfect motion, and scattering events introduce a source
of resistance. In the LBTE, scattering is described with a matrix Ωμμ′ containing
the total scattering rate for the transition μ → μ′ due to any deviation of the true
phonon Hamiltonian from the harmonic approximation. We recall that the scattering
operator is nonlinear in its most generic form; however, one typically limits the
discussion to small deviations from equilibrium (the same hypothesis under which
the semiclassical approximation holds). Therefore, the operator can be linearized
and assumes a matrix representation. As a consequence of this linearization,
the scattering matrix doesn’t act on the non-equilibrium phonon population nμ;
instead, it acts on the (small) difference Δnμ = nμ − n̄μ between nμ and the
thermal equilibrium population identified by the Bose-Einstein distribution function
n̄μ(r, t) = (eh̄ωμ/kBT (r,t) − 1)−1, with ωμ being the phonon frequency and T (r, t)
the local temperature.

The phonon frequency and group velocity are easily constructed by diagonalizing
the dynamical matrix, i.e., the second derivative of the total energy with respect
to ionic displacements. The scattering matrix is by far the most complex quantity
entering the LBTE and must be built including all the phonon interactions. In prac-
tice, we limit the discussion to the inclusion of three-phonon processes and isotopic
scattering events that lead to the scattering matrix (Ziman 2001; Fugallo et al. 2013):

Ωμμ′ n̄μ′(n̄μ′ + 1) =
[ ∑

μ′′,μ′′′

(
P
μ′′
μμ′′′ +

1

2
P
μ

μ′′μ′′′

)
+
∑

μ′
P isot
μμ′

]
δμμ′

−
∑

μ′′
(P
μ′
μμ′′ − Pμ

′′
μμ′ + Pμμ′μ′′)+ P isot

μμ′ . (2)

In Eq. 2, we split the matrix into a diagonal and an off-diagonal part, as it is
convenient for the discussion of the SMA. The P coefficients indicate the transition
rates for three-phonon and phonon-isotope scattering processes, which are obtained
with the Fermi golden rule. In particular, the transition rate for three-phonon
processes is (Fugallo et al. 2013; Paulatto et al. 2013; Ziman 2001; Vanderbilt
et al. 1984; Debernardi et al. 1995; Lazzeri and de Gironcoli 2002):

P
μ′′
μμ′ =

2π

Nh̄2

∑

G

|V (3)(μ, μ′,−μ′′)|2

× n̄μn̄μ′(n̄μ′′ + 1)δq+q ′−q ′′,G

× δ(h̄ωμ + h̄ωμ′ − h̄ωμ′′) , (3)
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where N is the number of phonon wavevectors q, G is a reciprocal lattice vector,
and V (3) is the third derivative of the unit cell energy E cell with respect to atomic
displacements

V (3)(μ, μ′, μ") = ∂3E cell

∂Xμ∂Xμ′∂Xμ′′
, (4)

with:

Xμ = 1

N

∑

lbα

√
2Mbωμ
h̄

z∗bαμ ubα(Rl )e
−iq·Rl , (5)

where b is an index running on the basis of atoms in the unit cell, Rl is a Bravais
lattice vector identifying the lth unit cell inside the crystal, α is a cartesian index,Mb
is the mass of atom b, zμ is the phonon polarization vector, ∗ indicates the complex
conjugate, and u is the vector of atomic displacements. The scattering rate for a
phonon-isotope scattering event is (Garg et al. 2011; Ziman 2001; Abeles 1963):

P isot
μμ′ =

π

2N
ωμωμ′

[
n̄μn̄μ′ + n̄μ + n̄μ

′

2

]

×
∑

b

gb

∣∣∣∣
∑

α

z∗,bαμ zbαμ′

∣∣∣∣
2

δ(ωμ − ωμ′) , (6)

where gb = (Mb−〈Mb〉)2
〈Mb〉2 .

All of these quantities are needed to build the LBTE. In the examples that will be
made in the following sections, we have obtained both the dynamical matrix and the
anharmonic matrix V (3) from density-functional perturbation theory (Baroni et al.
1987, 2001; Giannozzi et al. 1991; Debernardi et al. 1995; Paulatto et al. 2013;
Lazzeri and de Gironcoli 2002; Gonze and Vigneron 1989), with an implementation
freely available in the open-source software distribution Quantum ESPRESSO
(Giannozzi et al. 2009). As a result, the LBTE is free of adjustable parameters and
can be used directly to compare with experimental results. We note in passing that
the LBTE is not tied to first-principles simulations, and these parameters can be
obtained with any other microscopic model (e.g., tight-binding methods, empirical
potentials, etc.) capable of providing the total energy as a function of ionic positions.

As a last numerical point, we note that every numerical implementation of the
theory needs to overcome the difficulty of the Dirac delta imposing the energy
conservation. In the results shown here, we follow the prescription of Fugallo et al.
(2013) and substitute the Dirac delta with a Gaussian smearing, chosen in such a
way to best reproduce the numerical value of thermal conductivity in the limit of an
infinite number of phonon wavevectors and zero smearing width.
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For later convenience, we express the left-hand side of Eq. (1) in terms of
Δnμ = nμ − n̄μ:

∂n̄μ

∂T

(
∂T (r, t)

∂t
+ vμ · ∇T (r, t)

)
+ ∂(Δnμ(r, t))

∂t
+ vμ · ∇(Δnμ(r, t)) =

= − 1

V

∑

μ′
Ωμμ′Δnμ′(r, t) ; (7)

where T is the reference temperature at which the scattering operator has been
linearized. To write this equation, we used the fact that the Bose-Einstein distri-
bution depends on space-time coordinates only through temperature. In this form,
we have now explicitly put the equation in terms of the unknown Δnμ and the
parameter T ; for each temperature, the LBTE needs to be solved to obtain Δnμ.
This complete expression shows that the LBTE becomes a set of coupled linear
differential equations. Their solution has proven to be a daunting challenge, and
the rest of the discussion will focus on finding solutions to a few simple problems.
However, we note that the solution Δnμ grants access to the out-of-equilibrium
properties. In particular it can be shown, within the harmonic approximation
(Hardy 1963), that each phonon transfers an energy flux equal to h̄ωμvμ; hence
the total energy (heat) flux of the lattice is:

Q(r, t) = 1

V

∑

μ

h̄ωμvμnμ(r, t) . (8)

Therefore, the knowledge of the out-of-equilibrium phonon population allows to
compute the heat flux at each point of the material and to describe its evolution
in time, all via microscopic degrees of freedom. Eventually, thermal conductivity
is obtained from the relation Q = −k∇T , connecting the heat flux generated in
response to an applied temperature gradient ∇T . The great challenge, however, is
the calculation of the deviation of phonon populations from equilibrium, and the
simplest approximated way to find an expression for Δnμ is by means of the SMA.

3 Single-Mode Relaxation Time Approximation

The first historical attempts at finding a solution of the LBTE have relied on
the SMA, with the aim of simplifying the scattering matrix to a form such that
the analytical solution of the LBTE becomes trivial. Mathematically, the SMA
approximates to zero all the out-of-diagonal matrix elements ofΩ , so that the right-
hand side of the LBTE becomes:

1

V

∑

μ′
Ωμμ′Δnμ′(r, t) ≈ Δnμ(r, t)

τSMA
μ

, (9)

where we label the diagonal terms of the scattering matrix as 1
τSMA
μ

= Ωμμ.
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To show that τSMA
μ is a relaxation time, we now suppose that the crystal is at

thermal equilibrium (T (r, t) = T =const), so that the first two terms of Eq. 7
disappear. Every phonon at time t0 is populated according to the Bose-Einstein
distribution, except for one phonon mode μ, which we excite to a number nμ(t0)
throughout space (in this way, there are no spatial gradients). The SMA-LBTE that
describes this problem is simply:

∂Δnμ(t)

∂t
= −Δnμ(t)

τSMA
μ

, (10)

which describes how the system relaxes to equilibrium. Clearly, it will thermalize

with an exponential decay of the excitation number Δnμ(t) = Δnμ(t0)e
−t/τSMA

μ ,
where the relaxation time τSMA

μ gives the characteristic time of such decay and, if
positive, ensures that at large-enough times the system will relax back to equilibrium
(Δnμ = 0). Therefore, the diagonal matrix elements determine the characteristic
time of such decay and have been identified as phonon relaxation times; we note
though that this conclusion has to rely on the introduction of the SMA.

Since the SMA scattering matrix is diagonal, many problems can be tackled
easily, such as the calculation of the bulk thermal conductivity. To characterize
this property, we apply an infinitesimally small temperature gradient ∇T , which is
spatially homogeneous and independent of time: ∇T (r, t) = ∇T = const. Since
we limit the study to steady state, the distribution Δnμ originated in response
to this perturbation is independent of time. Moreover, we can expect Δnμ to
be independent from the spatial coordinates as well, thanks to the translational
invariance of the bulk crystal. The SMA-LBTE to be solved becomes:

∂n̄μ

∂T
vμ ·∇T = − Δnμ

τSMA
μ

. (11)

Trivially, we can solve forΔnμ by multiplying the equation by −τSMA
μ (in fact, this

simplicity is the main justification for this approximation). The thermal conductivity
tensor kij follows and in the SMA is equal to:

kij = −(∇T )−1
j Qi = −(∇T )−1

j

1

V

∑

μ

h̄ωμv
i
μΔnμ

≈ 1

V

∑

μ

∂n̄μ

∂T
h̄ωμv

i
μv
j
μτ

SMA
μ = 1

V

∑

μ

Cμv
i
μ(Λ

j
μ)

SMA , (12)

where i and j represent Cartesian coordinates, Cμ = 1
kBT

2 n̄μ(n̄μ + 1)(h̄ωμ)2 =
∂n̄μ
∂T
h̄ωμ is the specific heat, and (Λjμ)SMA = v

j
μτ

SMA
μ is the mean free path of

the phonons. This expression has the same structure of the thermal conductivity
obtained from the kinetic gas theory (k = CvΛ). Therefore, Peierls interpreted the
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semiclassical thermal transport theory in terms of a phonon gas, where each phonon
contributes to the heat flux with a heat capacity Cμ and travels for a distance ΛSMA

μ

at velocity vμ before thermalizing to equilibrium by the action of scattering on a
time scale set by τSMA

μ .
This conclusion is justified within the SMA, but we cannot blindly apply it to the

general solution of the BTE. In the next section, we will extend the same reasoning
to the complete scattering matrix, and we will see that exact relaxation times can
be defined but are not given by the diagonal elements. In fact, in the present
derivation, we neglected the out-of-diagonal matrix elements. Physically, these are
necessary for an accurate description of the energy transfer between phonons. For
example, consider the case of Eq. 10 where we studied the time evolution of a single
excited phonon. The energy change from equilibrium is determined by the phonon

excitation number and evolves in time as ΔEμ = h̄ωμΔnμ(t0)e−t/τSMA
μ . It must be

noted that the energy is not conserved, contrary to the expectations and despite the
fact that each transition in the scattering matrix conserves energy (through a number
of Dirac deltas). While the diagonal matrix elements correctly describe the rate at
which energy leaves a phonon mode, the out-of-diagonal matrix elements describe
how energy is transferred to other phonons (Fugallo et al. 2013). Thus, the SMA is
not able to describe the correct redistribution of energy upon scattering; to this aim,
one has to include the out-of-diagonal matrix elements.

4 Relaxons

To find exact relaxation times, we simply proceed in the same way as shown above
but retaining the full expression of the scattering matrix. We consider a crystal kept
at constant temperature T (r, t) =const and excite a phonon mode homogeneously
in space – as we did for the SMA – such that the evolution of the phonon population
only depends on time but not on space. The LBTE is simplified to the following
differential equation (a generalization of Eq. 10):

∂Δnμ(t)

∂t
= − 1

V

∑

μ′
Ωμμ′Δnμ′(t) . (13)

Obviously, the SMA solution Δnμ(t) = Δnμ(t0)e−tΩμμ is not the correct solution
of this more general case. Nevertheless, the problem is still a set of coupled linear
differential equations that can be solved analytically.

To solve these, we have to diagonalize the scattering matrix. From Eq. 2, one can
verify that the scattering matrix Ωμμ′ is not symmetric, i.e., Ωμμ′ �= Ωμ′μ, which
is inconvenient for diagonalization. The asymmetry however is caused just by a
factor n̄μ(n̄μ + 1) and the following scaling transformations (Hardy 1965, 1970;
Krumhansl 1965; Chaput 2013):
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Ω̃μμ′ = Ωμμ′
√
n̄μ′(n̄μ′ + 1)

n̄μ(n̄μ + 1)
, (14)

Δñμ = (n̄μ(n̄μ + 1))−
1
2Δnμ (15)

allow to recast Eq. 13 in terms of a symmetric matrix Ω̃μμ′ and of Δñμ. We can
thus diagonalize Ω̃μμ′ and find its complete set of eigenvectors and eigenvalues:

1

V

∑

μ′
Ω̃μμ′θ

α
μ′ =

1

τα
θαμ , (16)

where α is an eigenvalue index, θαμ is an eigenvector, and τα its eigenvalue. To
impose normalization of the eigenvectors, we also define a scalar product

〈
α
∣∣α′
〉 ≡

1
V

∑
μ θ

α
μθ
α′
μ and note that the completeness relation ensures that

〈
α
∣∣α′
〉 = δαα′ . As a

technical note aside, we note that Fugallo et al. (2013) stressed that the calculation of
scattering rates requires a numerical implementation of the Dirac delta that ensures
the energy conservation: such implementation must be made so that the scattering
matrix remains symmetric, or the results of the diagonalization may deviate from
what we will discuss in the following.

At the present stage, we know very little about the eigenvalue spectrum of
the scattering matrix, because the diagonalization of this large matrix hasn’t been
attempted until recently, and even then, it has been done only in a handful of
materials (Chaput 2013; Cepellotti and Marzari 2016; Togo et al. 2015). However,
since Ω̃μμ′ is a real symmetric matrix, all its eigenvalues are real numbers (Hardy
1970). Moreover, Ω̃μμ′ is also a semi-positive definite matrix (Hardy 1965, 1970;
Fugallo et al. 2013), that is, the eigenvalues must be equal to either zero or any
positive number. We further add that for the case of graphene and silicon, later
discussed in detail, we find only strictly positive eigenvalues.

Returning to the problem of thermal relaxation, we can now take advantage of
the complete basis set of eigenvectors of the scattering matrix. Any response Δñμ
can be written as a linear combination of the θαμ eigenvectors (Hardy 1970):

Δñμ(r, t) =
∑

α

fα(r, t)θ
α
μ , (17)

where fα(r, t) are a set of real coefficients. If we write Eq. 13 in the symmetrized
form and then rotate it in the basis of eigenvectors, the equation describing
thermalization becomes:

∂fα(r, t)

∂t
= −fα(r, t)

τα
. (18)
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The LBTE in this set of coordinates has the same structure of the SMA (Eq. 10),
and therefore the relaxation of the system toward equilibrium is described by
fα(t) = fα(t0)e

−t/τα . We now recognize that the eigenvalues τα describe the
characteristic time scale of thermal relaxation. At variance with the SMA result,
the scattering operator has not been approximated, and therefore τα are the
exact time scales of the thermal relaxation as described by the LBTE. The
semi-positiveness of the scattering matrix ensures that the exponential factor
decays to zero or, in the case of zero eigenvalues, the component is a stationary
solution.

At variance with the SMA, the quantities relaxing to equilibrium are not phonons
anymore, but the factors fα that project the phonon population onto the eigenvectors
of the scattering matrix. To stress that phonons do not have a relaxation time,
note that the solution of Eq. 18 can be rotated back into the phonon basis, finding
Δnμ(t) =∑

α fα(t0)θ
α
μe
−t/τα . The thermal relaxation of a phonon is characterized

by N different exponential relaxation channels (N being the number of phonon
states in the system, equal to the number of eigenvalues), and thus it’s not possible
to identify a single characteristic decay time for a phonon population (we stress
that the LBTE abstract the microscopic dynamics of the phonons into that of
phonon populations, and it’s the time scale of these phonon populations that we
are describing now). Since the eigenvectors θαμ can have any sign, the phonon
thermalization Δnμ(t) can behave as any decaying curve and not simply as an
exponential. As a result, phonon relaxation times do not make sense anymore when
the complete LBTE is considered. We note in passing that this statement is in
contrast with several others (e.g., Broido et al. (2005) and others citing it), that
define an exact phonon relaxation time, however without proving any connection
with the actual time evolution of the phonon populations.

Looking now more carefully at the eigenvectors θαμ , we note that each eigenvector
has been used to express the phonon populations in terms of the coefficients fα;
in other terms, each eigenvector at fixed α identifies a distribution function of
phonon occupation numbers, i.e., a collective excitation of phonons. To simplify
the discussion, we will refer to the eigenvectors of the scattering matrix as relaxons,
this name indicating that these are entities characterized by exact relaxation times.
By definition, relaxons are invariant under the action of the scattering operator:
each is thus a collective excitation of phonons that interact/scatter with each
other, but each relaxon does not interact/scatter with other relaxons. In addition,
the coefficients fα can be interpreted as relaxon populations, and the evolution
described by Eq. 18 is the time evolution of the relaxon populations. Since the
LBTE has been expressed in terms of deviations from equilibrium, a zero relaxon
population corresponds to thermal equilibrium. This interpretation is schematically
shown in Fig. 1: we define relaxons as collective phonon excitations, such that the
scattering interactions become decoupled, and the problem of phonon scattering is
recast into a formulation of noninteracting relaxons, which only exist in an out-
of-equilibrium situation and disappear at long times when thermal equilibrium is
restored.
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time

relaxon

phonon

Fig. 1 Graphical representation of relaxon thermalization. Each relaxon is a collective excitation
of phonons: phonons interact among themselves by the action of scattering, but relaxons do not
scatter against each other by construction. Each relaxon thermalizes decaying exponentially to
equilibrium, at a rate given by its exact relaxation times. (Picture from Cepellotti and Marzari
2016)

An interesting property of relaxons is that they have a well-defined parity (Hardy
1970), a result that follows from the symmetry of the scattering matrix Ω̃μμ′ =
Ω̃−μ−μ′ , where −μ = (−q, s), so that every relaxon is either even or odd, i.e.,
θαμ = ±θα−μ. As a consequence, the parity distinguishes the contributions to the
energy change ΔE:

ΔE = 1

V

∑

μ

h̄ωμΔnμ = 1

V

∑

μ

h̄ωμ
√
n̄μ(n̄μ + 1)Δñμ

= 1

V

∑

μ

θ0
μ

√
kBT 2C

∑

α

fαθ
α
μ

=
√
kBT 2C

∑

α

fα 〈0|α〉 , (19)

where we introduced the total crystal heat capacity C = 1
V

∑
μ Cμ and the auxiliary

vector |0〉 as:

|0〉 = θ0
μ =

√
n̄μ(n̄μ + 1)h̄ωμ√

kBT 2C
. (20)

The parity of the eigenvectors, together with the even parity of n̄μ and ωμ, ensures
that only relaxons that are even contribute to changes in energy, whereas relaxons
that are odd conserve energy. The distribution θ0

μ introduced here can be obtained
from the Bose-Einstein distribution: to do so, one must take the first-order term in
the Taylor expansion of n̄μ(T + δT ), symmetrize the distribution using Eq. (15),
and normalize the distribution.

The heat flux can be expressed in terms of relaxons, finding:
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Q = 1

V

∑

μ

h̄ωμv
j
μΔnμ

=
√
kBT 2C

∑

α

V αfα , (21)

where we introduce a relaxon velocity V α = V 0α = 〈0|v|α〉 = 1
V

∑
μ θ

0
μvμθ

α
μ .

Here, only relaxons of odd parity have a non-zero contribution to heat flux; even
relaxons do not contribute. Therefore, the parity of the spectrum distinguishes
between excitations contributing to energy changes (even) and relaxons contributing
to energy fluxes (odd).

Having now found that relaxons are conveniently characterized by the exact
relaxation times of the system, it is natural to extend the study to a more complex
case than the thermal relaxation of Eq. 13. For a more general case, we must start
from the full LBTE of Eq. 7, symmetrize it with Eq. 15, and change the basis
to relaxons using Eq. 17. After various algebraic manipulations, the LBTE in the
relaxon basis becomes:

√
C

kBT 2

(
∂T (r, t)

∂t
〈0|α〉 + ∇T (r, t) · V α

)
+ ∂fα(r, t)

∂t
+
∑

α′
V αα′ · ∇fα′(r, t)

= −fα(r, t)
τα

, (22)

where V αα′ = 1
V

∑
μ θ

α
μvμθ

α′
μ ≡

〈
α|v∣∣α′〉 and V α = V 0α = 〈0|v|α〉. V αα′ derives

from the action of the diffusion operator on the deviation from equilibrium, while
V α derives from the action of the diffusion operator on the equilibrium distribution.

The LBTE in the relaxon basis is now expressed in terms of the unknown relaxon
occupation number, which replaces the phonon occupation number. At a first glance,
not much has been gained by this transformation. First of all, the basis change is
just a rotation of coordinates that doesn’t add or modify the information encoded
in the LBTE. Moreover, while the scattering operator in the relaxon basis is, by
construction, simply diagonal, the drifting operator is not diagonal anymore, as it
was instead in the phonon basis. We will show however that the challenging aspects
of the LBTE haven’t simply been moved from the scattering to the diffusion operator
but that this choice of basis allows for identifying analytical solutions of the LBTE
and additional physical insights.

5 Bulk Conductivity

The steady-state thermal conductivity in the bulk crystal can be obtained readily
from the LBTE in the relaxon basis. In full analogy with the way bulk conductivity
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has been derived within the SMA, we apply a constant temperature gradient that
doesn’t depend in space and time. Equation 22 can be simplified by setting time
derivatives to zero, as long as we limit to stationary conditions, and taking advantage
of the translational periodicity of a lattice, we can set fα(r, t) = fα , as the
response of the system must be homogeneous in space. The resulting LBTE is
simply:

√
C

kBT 2
∇T · V α = −fα

τα
. (23)

This equation has the same formal structure of the SMA bulk problem (Eq. 11) and
is trivially solved in terms of fα , simply multiplying the equation by−τα . Using the
definition of thermal conductivity and the expression of heat flux of Eq. 21, the bulk
conductivity of the LBTE can be expressed exactly as:

kij = −1

V ∇iT
∑

μ

h̄ωμv
j
μΔnμ = −

∑

α

f iα

√
kBT 2CV jα

=
∑

α

CV iαV
j
α τα =

∑

α

CV iαΛ
j
α , (24)

where Λjα is the α relaxon mean free path in direction j . In the same way that the
bulk LBTE hasn’t formally changed from the SMA to the relaxon basis, the formal
structure of thermal conductivity itself hasn’t changed and is again reminiscent
of a kinetic theory of gases. Therefore, this result prompts the interpretation of
thermal transport in bulk crystals as a gas of relaxons that travel at velocity Vα
for a distance Λα , after which they equilibrate. The specific heat indicates that each
relaxon changes the local temperature by an amount δT after spending an amount
of energy equal to δE = CδT . Therefore, the kinetic theory of gases still applies,
but the objects forming the gas have been redefined.

One difference with respect to the SMA is the specific heat: while each phonon
has its own specific heat Cμ, the present equations indicate that each relaxon is
characterized by an identical specific heat C, equal to the specific heat of the whole
crystal. The difference stems from the fact that temperature, being an equilibrium
property, cannot be changed by a single phonon but by a distribution of them. In
detail, in order to change temperature from T to T + δT , it is necessary that the
phonon distribution changes from n̄(T ) to n̄(T + δT ): for this reason, the relevant
velocity Vα describes the phonon group velocities of relaxon α projected into the
deviation θ0

μ (recall the definition Vα = 〈0|v|α〉), and the component relevant
to thermal transport is the one that contributes to the phonon population change
n̄(T + δT )− n̄(T ).
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5.1 Examples: Graphene and Silicon

To showcase the model discussed above for bulk thermal conductivity, we present
here, as also discussed in Cepellotti and Marzari (2016), the bulk thermal conductiv-
ity of silicon and graphene. These two materials have been chosen for two opposite
reasons. Silicon is a well-known material, there aren’t debates on the value of its
thermal conductivity, and the SMA does a good job in predicting the bulk thermal
conductivity from first principles (138 W/mK) with respect to the exact conductivity
(141 W/mk from Eq. 24), which is close to the experimental value (144 W/mK).
In contrast, there is still no wide consensus (neither between experiments nor
between theoretical predictions) on the thermal conductivity of graphene, and more
importantly the SMA dramatically underestimates the exact thermal conductivity
(Lindsay et al. 2010), in our calculations kSMA = 495 W/mK against an exact
k = 3894 W/mK at room temperature.

The LBTE is built from first principles, calculating harmonic and anharmonic
force constants using density-functional perturbation theory (Baroni et al. 1987,
2001; Giannozzi et al. 1991; Debernardi et al. 1995; Paulatto et al. 2013; Lazzeri
and de Gironcoli 2002; Gonze and Vigneron 1989) as implemented in the Quantum
ESPRESSO distribution (Giannozzi et al. 2009), the scattering matrix contains
three-phonon and isotope-phonon interactions. Linear algebra operations require
massively parallel linear algebra routines; in particular, we take advantage of
the ScaLAPACK library (Blackford et al. 1997). For the rest of this section,
all quantities are computed at a temperature of 300 K, and, taking advantage of
the isotropy of the materials, by thermal conductivity we mean here the single
irreducible component of the thermal conductivity tensor.

The diagonalization of Eq. (16) gives all the relaxons θαμ . After desymmetrizing
the eigenvectors with Eq. 15, they can be used to check the contributions of different
phonon modes to a given relaxon. For example, in Fig. 2, we plot the longest-lived
relaxon of graphene as a function of the phonon index μ = (q, s). For the sake of
simplicity, we only show the contribution to such relaxon from the three acoustic
phonon branches (the optical contributions being much smaller). As the relaxon
describes deviations of phonon populations from equilibrium, the picture shows that
contributions to this specific relaxons come from deviations of long-wavelength ZA
phonons and receives also contributions from LA and TA branches (with a much
more complicated dependence on the Brillouin zone). It’s important to note in this
picture that, being a collective excitation, each relaxon receives contribution from
most phonon modes, and the loci of phonon deviations do not seem to have a simple
structure, except for the most relevant and dominant case of the ZA branch.

In Fig. 3, we illustrate the difference between the exact relaxation times (red
dots) and phonon lifetimes (blue dots) for both materials. In particular, we plot the
percentage contribution to thermal conductivity (k for relaxons, kSMA for phonons)
as a function of the exact/phonon relaxation time or lifetime.

In silicon, where the discrepancy between the SMA and the exact solution
is small, we observe that the shape of the two distribution is rather similar,
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Fig. 2 For graphene at room
temperature, the relaxon θαμ
with the longest relaxation
time (α=1) is plotted against
the phonon index μ = (q, s),
where we restrict the branch
index s to the three out-of-
plane/transverse/longitudinal
acoustic modes (ZA, TA, and
LA, respectively), among the
six that are present. The
hexagonal shape is the
Brillouin zone of graphene,
while height and colors
indicate the difference of
phonon population with
respect to thermal
equilibrium (red for
overpopulated modes and
blue for depopulated ones). It
can be seen that contributions
come from phonons across
the whole Brillouin zone for
different branches. The fine
structure of the ridges is a
numerical artifact due to
discrete Brillouin zone
sampling. (Picture from
Cepellotti and Marzari 2016)

as well as the range of time scale covered by the two solutions. There are no
lifetimes/relaxation times below 7–8 ps: this is the time scale set by the largest
scattering rate available in the scattering matrix (limited to three-phonon and
phonon-isotope processes). As the phonon/relaxon lives for a longer time, the more
it contributes to thermal conductivity. Although the details of the distributions are
different (and compressed in the picture by the logarithmic scale), the relaxon
picture here doesn’t change much the relevant time scale of the transport dynamics.
We note in passing that we truncate in the picture several modes that have negligible
contributions to the thermal conductivity.

The situation is radically different for graphene. Here, kSMA is mostly determined
by phonons of characteristic lifetimes of approximately 10–100 ps, while the largest



34 On the Kinetic Theory of Thermal Transport in Crystals 783

Fig. 3 Contribution to
thermal conductivity as a
function of relaxation times.
Blue dots represent results at
the level of the SMA phonon
gas theory; red dots show
results in terms of
eigenvalues. Thermal
conductivity is computed
within the SMA for phonons,
exactly for relaxons; to have
comparable results, the
contribution to thermal
conductivity is plotted as a
percentage. In silicon, the two
theories give similar results.
Relaxons in graphene instead
show that the exact time scale
of relaxation is much larger
than what predicted at the
SMA level. The peak of
contributions to SMA thermal
conductivity comes at a time
scale of about 10–100 ps,
whereas the largest exact
contributions have a time
scale larger than 1000 ps. The
shaded area is a guide to the
eyes, to recall that a finer
integration of the Brillouin
zone would lead to a
continuous spectrum,
whereas relaxon spectrum is
discrete. (Picture from
Cepellotti and Marzari 2016)
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contributions to the exact thermal conductivity come from relaxons with lifetimes
above 1 μs and up to 1 ms. As a consequence, we can see that the SMA fails to
estimate the time scale of heat transport by orders of magnitude. The physical
meaning of this large discrepancy is related with the role of the off-diagonal
scattering matrix elements. The time scale at which energy leaves a phonon is of
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the order of 10–100 ps, but the heat flux is not thermalized after a single scattering
event. Heat flux is instead transferred to other modes and can propagate over several
scattering events on a much larger time scale than that of a single phonon scattering
event. The exact time scale of this collective participation of phonon modes to the
heat flux is set by the eigenvalues of the scattering matrix. In contrast, the similarity
of the exact and SMA results for silicon suggests that in this material heat flux is
quickly dissipated after a few scattering events.

As an artifact of the finite sampling of k-points in the Brillouin zone, the
phonon lifetimes don’t form a continuous distribution in the picture; however, by
increasing the integration sampling, we would see the blue dots join together to
form a continuous area. From the numerical results, it appears that relaxons do
not necessarily form a continuous spectrum. In fact, our convergence studies on
graphene indicate that the largest relaxation times form a discrete spectrum. It’s not
unusual in condensed matter physics that the eigenvalue spectrum of a continuous
matrix can lead to a discrete eigenvalue spectrum, but we don’t have yet a deeper
insight of why it can happen here.

In Fig. 4, we study the percentage contribution to k or kSMA for relaxons
and phonons, respectively, as a function of the velocities |V xα | or |vxμ|. For this
property, both silicon and graphene (i.e., regardless of the effectiveness of the SMA)
show notable differences between phonon group velocities and relaxon velocities.
It appears therefore that the SMA overestimates the speed at which heat flux
propagates through the material; in particular, the largest contributions come from
phonons that have approximately the speed of sound. Instead, the relaxon velocity
Vα is always much smaller than the speed of sound by one or two orders of
magnitude. The result is interpreted by the fact that a relaxon couples together an
ensemble of phonons that transfer heat flux. Since heat flux doesn’t live on a single
phonon, its average velocity will have to be averaged over several phonon modes;
given that the speed of sound is typically the largest value, the resulting velocity will
be smaller. In other words, the instantaneous velocity is the phonon group velocity,
but the statistical velocity at which heat flux propagates in the bulk is much smaller.

Finally, the mean free paths shown in Fig. 5 combine the features of velocities
and relaxation times of the previous figures, to illustrate the length scales at which
heat flux dissipation occurs. In particular, the orders of magnitude of difference in
the velocities and relaxation times are now propagated to the mean free paths. In
silicon, the mean free paths Λα are much smaller than the SMA counterparts, but
the distribution has a comparable shape. The differences between the two theories
are more pronounced in graphene, where the distribution has also a different shape.
In both cases, however, the contribution to the exact thermal conductivity is roughly
proportional to the relaxon mean free path. Comparing the two materials, the exact
mean free path shows that the heat flux dissipation takes place at a much larger value
in graphene (10 microns) than in silicon (less than 1 micron).

It’s worth noting that a typical tool to study the effect of nanostructuring is to
plot the cumulative curve of conductivity as a function of the mean free path, as
a direct postprocessing of the presented figure. The common understanding is that
nanostructuring in a material will be effective to decrease thermal conductivity when
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Fig. 4 Contribution to exact
(SMA) thermal conductivity
in percentage, as a function of
the exact (phonon) relaxation
time of the system at room
temperature in graphene.
Within the SMA, the velocity
scale of thermal transport is
well approximated by the
group velocity of phonons, in
particular, the largest
contributions come from
phonons at the speed of
sound, i.e., about 20 (8) km/s
in graphene (silicon). In the
relaxon picture, heat flux is
allowed to be shuttled
through several phonon
modes, resulting in an
average velocity of heat flux
that is on average much
smaller than the speed of
sound. (Picture from
Cepellotti and Marzari 2016)
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it has a length scale comparable with the mean free path. We stress however that
these properties have been studied here only in the context of a bulk system, and in
the next sections, we will see that the relation between surface scattering and mean
free paths, while correct within the SMA, doesn’t hold exactly.
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Fig. 5 Analysis of phonon
and relaxon mean free paths
and their contributions to the
thermal conductivity of
graphene at room
temperature. The relaxon
mean free paths in silicon are
a couple of orders of
magnitude smaller than the
values predicted by SMA
phonon mean free paths. In
graphene, the distribution of
phonon and relaxon mean
free paths are rather different,
with the peak contribution
from relaxon mean free paths
at values of 10 μ, larger than
typical phonon mean free
paths. This quantity estimates
the distance that heat flux can
propagate inside the material
before dissipation. (Picture
from Cepellotti and Marzari
2016)
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6 Matthiessen Rule

In its original form, the Matthiessen rule states that the total resistivity ( 1
k

) arising
from two separate scattering mechanisms can be obtained as the sum of the
resistivity of the two separate mechanisms, that is:
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1

k
= 1

k1
+ 1

k2
. (25)

The rule comes handy as it allows to separate the contribution to thermal conduc-
tivity from different scattering sources. However, it has long been known that the
Matthiessen rule is only an approximation, the correct expression being (see Ziman
(2001) and Cepellotti and Marzari (2016) for proofs):

1

k
≤ 1

k1
+ 1

k2
. (26)

The historical relevance of this rule was much more important a few decades ago,
when it was not unusual to approximate the whole scattering matrix with a single
scalar quantity (the single relaxation time approximation, a further simplification
of the single-mode relaxation time approximation). In the limit of the scattering
matrix being approximated with a single scalar, the Matthiessen rule becomes exact.
Nowadays the single relaxation time approximation sees less usage in numerical
simulations but is nevertheless often used to obtain estimates (e.g., in experiments).

It is interesting to test, as shown in Fig. 6, the extent of the violation of the
Matthiessen rule. In particular, we compare the exact conductivity with results in
which we selectively turned off normal, Umklapp, or isotopic scattering events and
add them separately with the Matthiessen rule. As granted by Eq. 26, the exact
thermal conductivity is always smaller than all other curves. In most cases, the
Matthiessen rule overestimates the total thermal conductivity of the system. The
only case where the Matthiessen estimate gets closer to the exact result is when a
kind of scattering event can be neglected. For example, the conductivity obtained
splitting the isotopic from the three-phonon interactions (k−1 = (kN+U)−1 +
(kI )−1) gets close to the exact answer only at large temperature when the isotopic
scattering is negligible and (kI )−1 ≈ 0.

A common extension of the Matthiessen rule found in literature is the property:

1

τSMA
μ

= 1

τSMA−1
μ

+ 1

τSMA−2
μ

. (27)

This equation reflects how the total phonon relaxation time of the system can be
found as the inverse summation of different scattering mechanisms. Therefore, one
can clearly distinguish the contribution to the phonon relaxation time coming from,
say, three-phonon scattering and isotopic scattering events. This property derives
from the fact that different scattering events are treated as independent processes
(correlations are neglected); therefore the scattering rates can be summed in the
scattering matrix. In the SMA limit, this relation holds exactly and allows for a
clear-cut separation of contribution to thermal conductivity from different sources
of scattering.

When dealing with exact relaxation times of the system, also this generalized
Matthiessen rule doesn’t hold anymore. In fact, the eigenvalues of the sum of two
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Fig. 6 Study of the failure of Matthiessen rule in graphene and silicon. The total thermal
conductivity (black line) is compared to conductivities computed through various Matthiessen
sums, where the total sum is given by the sum of the reciprocals (by kN + kU + kI we mean
k−1 = (kN )−1 + (kU )−1 + (kI )−1). Due to the correlation between scattering events, there is no
decomposition for which the Matthiessen rule is obeyed at all temperatures. The only curve that
approaches the exact thermal conductivity is the decomposition (kN+U + kI ), just when the effect
of isotopic scattering is negligible

matrices are not equal to the sum of the eigenvalues of the two separate matrices
(except in the SMA limit where the matrix is diagonal). Therefore, the exact
solution of the LBTE doesn’t have a case where the Matthiessen rule can be applied
rigorously. As a result, it’s not simple to define how much a single scattering process
contributes to thermal conductivity, because the total thermal conductivity includes
the interplay of the different scattering mechanisms. For example, the redistribution
of phonon populations after, say, a normal scattering event indirectly affects the heat
flux dissipation that takes place with an Umklapp or isotopic process.
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From another perspective, however, Eq. 26 ensures that the inclusion of an
additional scattering mechanism lowers the thermal conductivity. In fact, if we were
to include the effect of four-phonon interactions, Eq. 26 guarantees that either (1)
the thermal conductivity will be left unchanged if the interaction is negligible, or
(2) the thermal conductivity will be smaller. Therefore, one should typically expect
to overestimate the true thermal conductivity of a system.

7 Surface-Limited Conductivity

Nanostructuring a material provides an effective way to lower the thermal conduc-
tivity of a system. The most common understanding of such reduction is based on
the idea that the heat carrier mean free path is limited by the size of the system (von
De Haas and Biermasz 1938; Casimir 1938). In fact, one would argue naively that
the heat carrier simply cannot travel over a distance that is larger than the sample
size; therefore, adopting Matthiessen rule, the effective total relaxation time in a
system of size L is:

1

τ eff =
1

τ intr +
v

L
, (28)

where the lifetimes may be referred to the phonon μ or the relaxon α and v is the
carrier velocity along the thermal gradient. If L is much smaller than the intrinsic
mean free path vτ intr, the thermal conductivity as given by Eqs. 12 or 24 will be
linear in L and is therefore reduced. Within the SMA, one can indeed put this
reasoning on solid grounds (see, e.g., Ziman 2001, Carruthers 1961, and Cepellotti
and Marzari 2016) and thus agree with the intuition above. However, we will now
show that the exact thermal conductivity in presence of a surface isn’t explained
by a relation of the form of Eq. 28. As argued in Cepellotti and Marzari (2017a),
the impact of surfaces on thermal conductivity should be interpreted instead
hydrodynamically, in terms of a viscous effect.

We note also that the majority of recent studies trying to describe surface-limited
thermal conductivity with exact solvers of the LBTE (e.g., Li et al. 2014, Fugallo
et al. 2013, 2014, and Omini and Sparavigna 1996) mix their results with concepts
relying on the SMA. In particular, the following expression, that we will refer to as
the Surf-RTA, has been used to model surface scattering:

vμ · ∇T ∂n̄μ
∂T

= − 1

V

∑

μ′

(
Ωμμ′ + vμ

L
δμμ′

)
Δnμ′(r, t) . (29)

Here, the BTE looks like a bulk problem but with a correction on the diagonal matrix
elements. Note that the correction vμ

L
δμμ′ also appears in various declinations,

such as |vμ|
L
δμμ′ or vμ

FL
δμμ′ . In any case, this expression is empirically justified

by noting that (1) the diagonal matrix elements of the scattering matrix are phonon
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lifetimes, (2) the SMA theory of surface scattering rigorously proves that the phonon
relaxation time must be corrected with a factor vμ

L
, and hence (3) an exact treatment

of surface scattering should be achieved by adding the term vμ
L
δμμ′ . Unfortunately,

the justification of this approach is only by analogy; we will see below that the
results obtained from Eq. 29 strongly deviate from an exact description of surface
scattering.

The main challenge for describing this phenomenon is that, in contrast with
intrinsic events such as phonon-phonon interactions, the reflection/absorption of a
phonon only takes place at the sample’s surfaces. As argued by Ziman (2001) (who
reports a few unsuccessful attempts of adding space-dependent scattering terms),
one cannot describe this by adding a space-dependent term to the scattering matrix.
Instead, the correct way to describe surface scattering (Ziman 2001; Carruthers
1961) is to solve the LBTE as a differential equation: after the integration on the
spatial degrees of freedom, the integration constant is fixed by suitable boundary
conditions. The following study is nothing but a generalization of the derivation of
Eq. 28 made within the SMA by Carruther (1961) to the case beyond the SMA; the
mathematical derivation is similar, but the analysis of the results differs notably.

We can start the derivation (Cepellotti and Marzari 2017a) from the LBTE in the
relaxon basis (Eq. 22). Limiting the study to the steady state and a constant gradient
of temperature, time derivatives are neglected and the LBTE becomes:

√
C

kBT 2∇T · V α +
∑

α′
V αα′ · ∇fα′(r) = −fα(r)

τα
. (30)

In contrast to the bulk problem, the periodicity of the lattice is broken by the surface,
so that the relaxon population retains the dependence on spatial coordinates. The
resulting LBTE is a set of coupled linear differential equations (rather than the
linear algebra problem for the bulk). In general, it is hard to impose the boundary
conditions for a material of a generic shape, and methods like finite-elements may
be more suitable. Here, instead, we focus on a simple geometry that allows for
a simple analytical solution and that illustrates the qualitative aspects of surface
scattering treated exactly. In particular, we will focus on an infinitely long ribbon
of graphene of width L. Cartesian coordinates are chosen such that x spans the
length of the system and y the width, such that the surfaces are located on the lines
y = ±L2 . Finally, the temperature gradient is along the ribbon’s length, so that the
LBTE reduces to:

√
C

kBT 2
V (x)α ∇T +

∑

α′
V
(y)

αα′
∂fα′(y)

∂y
= −fα(y)

τα
. (31)

To make progress, we multiply the LBTE by τα , to note that the derivative term
has a factor ταVαα′ , which identifies an asymmetric matrix. To recast the problem
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in a symmetrized form, we transform the relaxon populations as fα = gα√τα . The
LBTE becomes:

∑

α′
Λ
(y)

αα′
∂gα′

∂y
+ gα = g∞α (32)

where Λ(y)
αα′ =

√
ταV

(y)

αα′
√
τα′ and g∞α = −

√
Cτα
kBT

2V
(x)
α ∇T is the solution of the

bulk problem (save for a factor
√
τα , it’s identical to Eq. 23). The matrix Λαα′ is

symmetric (recall the definition V αα′ = 1
V

∑
μ θ

α
μvμθ

α′
μ ) and real, so that we can

diagonalize it and write:

∑

α′
Λ
(y)

αα′ψα′i = λ(y)i ψαi , (33)

finding the eigenvalues λ(y)i and the eigenvectors ψαi of the matrixΛ(y)
αα′ . Unlike the

eigenvalues of the scattering matrix, the eigenvalues λ(y)y can have any sign; in fact,
note that the eigenvalues of V αα′ are simply the phonon group velocities vμ, which
also can have any sign. In the numerical example we tested, we find a symmetry in
the eigenvalue spectrum, such that both λ(y)i and −λ(y)i are eigenvalues. Since the
eigenfunctions ψαi form a complete basis set, we can rotate the LBTE in this new
basis and express the scaled relaxon populations gα as a linear combination of the
eigenvectors ψαi :

gα =
∑

i

ψαidi , (34)

with di a set of real coefficients. Like we did for relaxons, we interpret the
eigenvectors ψαi as another kind of collective excitation and di as a population
number. After a few algebraic manipulations, the LBTE can be rotated in this new
basis, to find:

λ
(y)
i

∂di

∂y
+ di = d∞i , (35)

with d∞i such that g∞α = ∑
α ψαid

∞
i . Eventually, the LBTE has been recast into a

simple form, using a new degree of freedom identified by the eigenvectors ψαi that
decouple all terms and bring the LBTE to a diagonal form.

Since λ(y)i is any real number, there are three classes of solutions. The simplest

case is λ(y)i = 0, when the population di is identical to that of the bulk system. This
suggests the interpretation that the mode ψαi is traveling parallel to the surface: as
it never scatters against the surface, the ribbon will appear as a bulk to this mode.
In the other two cases, when λ(y)i > 0 or < 0, the excitation ψαi scatters against
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the surface and its population deviates from bulk as di = d∞i + cie−y/λ
(y)
i , where ci

is an integration constant to be determined from boundary conditions. To fix ci , we
must know the population di at one point.

Let’s suppose that λ(y)i > 0: the mode ψαi is moving in the positive y-direction,
suggesting that we should fix the boundary condition at the surface y = −L2 where
it last scattered. Ziman (2001) discusses a similar problem within the SMA and
justifies his choice with arguments of causality, arguing that the phonon population
must be determined only by events in the past. Moreover, there’s also a more
practical necessity: to fix the boundary condition on the opposite surface may
cause an exponential divergence. In general, the boundary condition will look like
di(y = −L2 ) = δi , so that the solution becomes:

di = d∞i + (δi − d∞i )e−(y+
L
2 )/λ

(y)
i . (36)

The case of opposite sign λ(y)i < 0 is similar (but opposite) and leads to the
expression:

di = d∞i + (δi − d∞i )e−(y−
L
2 )/λ

(y)
i . (37)

Therefore, we formally obtained the solution of the LBTE, resorting to an additional
change of basis set, which allowed us to find an analytical solution of the LBTE in a
2D ribbon. There exists collective excitations ψαi that travel parallel to the surface
and behave as bulk, as well as modes that scatter against the border, and thermalize
to the bulk limit after they traveled away from the surface for a characteristic
distance λ(y)i .

We have however introduced an additional parameter δi that doesn’t come from
the LBTE itself. Ziman (2001), when discussing surface scattering within the SMA,
proposed to associate this boundary condition with the phonon reflectivity at the

boundary. In fact, one can construct a matrix Rμ′
μ describing how a phonon μ

can be reflected into μ′ after the impact on the surface. In principle, this matrix
can describe any kind of surface scattering: for example, R = 0 describes a
perfectly absorbing surface, R = constant describes a diffusive phonon scattering,
and specular scattering is identified by suitably selecting the angles between μ and
μ′. Such reflection coefficients can be computed from microscopic models, such as
molecular dynamics. However, the information on these quantities is scarce in the
literature, and therefore, in order to avoid further complexity, we drastically simplify
the discussion and make the simplest assumption possible, known as the Casimir
limit: the surface is perfectly absorbing and therefore R = 0 for any mode. To relate
this coefficient with the boundary condition, Ziman wrote a balance equation so that
the number of phonons leaving a surface is equal to the number of reflected phonons.
Applying this same idea to the modes ψαi , we first rotate the matrix of the phonon

reflection coefficients in the basis of modesψαi as R
j
i =

∑
μμ′αβ ψαiθ

α
μRμ′

μ θ
β

μ′ψβi .
Then, the balance equation is:
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δi = di
(
y = −W

2

)∣∣∣∣
λ
(y)
i >0

=
∑

j

R
j
i dj

(
y = −W

2

)∣∣∣∣
λ
(y)
j <0

, (38)

expressing the boundary condition in terms of microscopic quantities. In the Casimir
limit, we simply have δi = 0.

The thermal conductivity is obtained, as for the bulk case, as a by-product of the
LBTE once the solution is known. In particular, the xx component of the thermal
conductivity tensor is obtained by rotating Eq. 21 in the basis of modes ψαi :

k(y) = − Q

∇T =
−1

V ∇T
∑

μ

h̄ωμvμΔnμ = −
∑

α

fα(y)
√
kBT 2CV (x)α

= −
∑

α

gα(y)
√
ταkBT 2CV (x)α

=
∑

α

CV (x)α Λ(x)α − kBT 2
∑

αβ

(δα − g∞α )
( ∑

λ
(y)
i >0

ψαie
− y+

W
2

λ
(y)
i ψTiβ+

∑

λ
(y)
i <0

ψαie
− y−

W
2

λ
(y)
i ψTiβ

)
(δβ − g∞β ) = k∞ −Δksurf(y) , (39)

where ψTiβ is the matrix transpose of ψβi and δα = ∑
α ψαiδi . Hence we found

the thermal conductivity of a 2D ribbon, consisting of a bulk contribution and a
surface term, the latter decreasing thermal conductivity (as well as heat flux) by
an amount that depends on the position inside the sample. The space dependency
appears through a series of exponential factors: the largest suppression happens
close to the surfaces and then relaxes to the bulk value when leaving the surface.
In particular, there are two series of exponentials, each describing the suppression
of thermal conductivity by one of the two ribbon surfaces. At large enough distance
from both surfaces – that is, further than all the characteristic lengths λ(y)α – surface
scattering becomes negligible, and the thermal conductivity approaches its bulk
value.

First, we note that the length scale at which nanostructuring is effective in
decreasing heat flux is given by the lengths λ(y)α . In fact, if the ribbon is smaller than
any of these characteristic lengths, there will be some non-negligible exponentials,
and thus the thermal conductivity is suppressed. Otherwise, the surface scattering
will decrease heat flux only on a small layer close to the surface, and the average
conductivity will be as in the bulk.

This behavior of heat flux is reminiscent of the motion of fluids through a pipe
in the laminar regime. Also for real fluids, the mass flux slows down in proximity
of the surface and grows going further away from the surface. In that case, the
underlying quantity for the suppression of mass flux is the liquid viscosity. Thus, we
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suggest to interpret the eigenvalues λ(y)i as friction lengths and the surface effects as
a hydrodynamic slowdown of the heat flux by friction at the borders.

We can now note that Eq. 39 doesn’t describe the reduction of thermal conduc-
tivity by surface scattering as a renormalization of the relaxation times or mean free
paths, as predicted instead by the SMA (see Eq. 28). While relaxon mean free paths
Λα describe the characteristic length of the decay of heat flux along the direction
of the thermal gradient by action of intrinsic scattering events, the surface defines
a decay of heat flux with respect to the position of the surface. Moreover, while
the former case describes an exponential decay of the collective excitation θαμ , the
surface causes an exponential decay of the modes ψαi . Due to the presence of a
rotation between the two basis sets, it’s not possible to interpret surface scattering
by a simple rescaling of the relaxon mean free path. As a result, the interpretation
of surface scattering based on the SMA doesn’t apply anymore; by chance, the
SMA allows to describe the problem as a renormalization of the mean free path,
but this is only possible when the scattering matrix is diagonal and the correlation
between phonons can be neglected (in fact, only the phonon basis is needed, and
one doesn’t have to introduce θαμ or ψαi). The interpretation of surface scattering in
terms of friction instead encompasses both the full LBTE and the SMA limit, where
in the latter, case friction lengths accidentally coincide with the phonon mean free
paths.

We note in passing that the analogy of the heat flow with the Poiseuille
flow of a real liquid is a tool to illustrate the case study but lacks a true one-
to-one correspondence. Besides the obvious differences such as mass/heat and
pressure/temperature, we note that the Poiseuille description is made on a single
degree of freedom, the liquid density, whereas the LBTE has more microscopic
information, given that it describes the population number ofN phonons. Moreover,
the underlying Navier-Stokes equations are quite different from the LBTE, so that
even the detailed behavior of the profile of flux as a function of the distance from
the surface is quantitatively different (a polynomial decay vs an exponential series).
Therefore, one should think at the similarity with real fluid exclusively as a tool to
gain some intuition on heat flux.

Before moving on to an example, we also argue against a limitation of this model
of surface scattering. The LBTE written in Eq. 30 assumes that lattice properties
such as force constants and anharmonic couplings do not change over the extent of
the crystal. This assumption isn’t correct for the first few layers of atoms at a surface,
since the surface introduces new effects such as local relaxations, steps, defects, and
oxidations that will modify surface lattice properties. To obtain a better description
of these effects, which may be non-negligible for ribbon widths at the nano-scale,
one should treat the system as a one-dimensional problem, compute force constants
over the entire section of the ribbon, and study the details of surface phonons (e.g.,
using the insertion method Bungaro et al. 1996). This approach however can only be
done for sufficiently small widths, due to computational constraints; if the ribbon is
large and if the modification of the lattice properties is small compared to the bulk,
then the model presented above might be preferable.
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7.1 Examples

We will now apply the model of surface scattering to a ribbon of graphene. The
computational parameters are the same used for the previous example on the bulk
thermal conductivity of graphene; in addition, if not specified otherwise, we fix the
ribbon width at 2 μm and the temperature at 300 K. We note that there is a remaining
degree of freedom, consisting in the orientation of the surface with respect to
the crystal lattice vectors. This choice doesn’t modify the results for the bulk,
because the symmetry of graphene guarantees that the bulk thermal conductivity
tensor is isotropic. In the presence of a surface, and in particular for small sizes,
some symmetries are broken, and one may expect anisotropies. Here, we will not
investigate these effects any further and fix the x coordinate to be along the zig-zig
direction of graphene, focusing instead on the qualitative aspects of the model.

In Fig. 7, we plot the average contribution of mode i to Δksurf, i.e., the quantity

kBT
2
∑

αβ

g∞α ψαiψTiβg∞β
1

W

∫
e−(y±

W
2 )/λ

(y)
i dy ,

as a function of the friction lengths λ(y)α . In detail, we plot the contribution of mode i
in percentage w.r.t. to the bulk conductivity, in order to compare with the percentage
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Fig. 7 Friction lengths (see text for definition) on the horizontal axis in a graphene ribbon and their
average contribution to thermal conductivity reduction (vertical axis) in a system of size 2 μm. All
friction length contribute to a nonnegative reduction of the bulk conductivity (i.e., all values in the
graph are positive). Friction lengths, determining the length scale at which the surfaces perturb
the heat flux, are contrasted with the relaxon mean free paths, which describe the length scale
at which heat flux is dissipated. Since the largest friction length is about 10 μm, one can expect
nanostructuring in graphene to be effective at characteristic length scales of 10 μm or below
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contribution to bulk thermal conductivity from relaxon α (red dots in Fig. 7 coincide
with those in Fig. 5). Because friction lengths can have any sign and since we found
a symmetry such that both λ(y)α and −λ(y)α are eigenvalues of Λαβ , we only plot the
positive part of the spectrum of friction lengths.

The largest friction length is at 10 μm approximately, indicating that the reduc-
tion of thermal conductivity happens within a distance of 10 μm from the surface.
A ribbon larger than 10 μm may well be approximated by its bulk counterpart,
neglecting the contribution from the surface layers. As a result, the spectrum
of eigenvalues λ(y)i , and its largest eigenvalue in particular, provides at a glance
the characteristic size at which nanostructuring is effective at reducing thermal
conductivity. By contrasting the friction lengths with relaxon mean free paths, we
intend to underline how the two quantities are not related. Not only is their physical
meaning different – decay distance of heat flux along the thermal gradient vs the
decay distance of heat flux from the surface – but also the distribution of these two
quantities differs and does not need to coincide.

This similarity with the Poiseuille flow is best observed in Fig. 8, by looking
at the profile of thermal conductivity along the ribbon section. The thermal
conductivity of the ribbon (of width 2 μm at 300 K) never quite reaches the bulk
values, reported in figure for comparison. This is expected from the previous
analysis of Fig. 7, since there are friction lengths between 2 and 10 μm capable of
disrupting heat flux. Thermal conductivity reaches a maximum at the ribbon center,
the furthest distance from surfaces, with values about 10% smaller than the bulk
value. Thermal conductivity (and thus heat flux) gets smaller when approaching the
surfaces, similarly to the slowing of the mass flux of a real fluid in proximity of
a wall, with most of the change happening within half a micron from the surface.
We note how the minimum value of thermal conductivity at the surfaces is different
from zero. In fact, Casimir’s boundary condition – a perfectly absorbing surface –
doesn’t actually coincide with a nonslip condition: this is another departure from

Fig. 8 Profile of thermal
conductivity along a section
of a graphene ribbon (blue
line) compared with the bulk
conductivity (dashed red
line). In a sample of finite
size, thermal conductivity is
not an intrinsic property of
the material but depends on
the sample shape and on the
distance from the surface.
Thermal conductivity reaches
a maximum at the center of
the ribbon (the furthest
distance from surfaces) and
decreases to a non-zero
minimum at the surfaces
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the hydrodynamics of the Navier-Stokes equations. The perfect absorption only
guarantees that there won’t be modes ψαi traveling away (rightward in the plot)
from the surface at y = −1 μm (and vice versa for the opposite surface). This
doesn’t prevent modes ψαi traveling toward (leftward in the plot) the surface at
y = −1 μm to conduct heat in proximity of that surface. Therefore, the model
allows for a non-zero thermal conductivity at the surface; the nonslip condition can
only be applied to a subset of modes ψαi . Finally, we remark that the residual value
of conductivity at the surface strongly depends on the boundary condition chosen.
The case of the perfectly absorbing surface used here represents the case with the
strongest reduction from the bulk value; a softer boundary condition that allows for
reflection will instead increase thermal conductivity. In fact, the limiting case of a
perfect mirror should leave the thermal conductivity equal to the bulk values at all
points inside the ribbon.

It should be noted how thermal conductivity is not an intrinsic property of the
material. Extrinsic properties now determine its value: here we have seen how the
distance from the surface modifies the actual value of thermal conductivity; we have
also shown in Cepellotti and Marzari (2017a) how a different shape (in that case, a
trench) can also modify results, and we noted how even the orientation of crystal axis
with respect to the surface affects the results and how the microscopic details of the
surface modify the reflection of modes at the surface. Nevertheless, it is convenient
to tag a nanostructure with an average thermal conductivity k̄ = 1

W

∫
k(y) dy. This

quantity is a good descriptor of the amount of heat flux that can travel through the
ribbon at that specific sizeW ; however, we are not allowed to use this in a different
structure and cannot be used rigorously as a parameter entering heat diffusion
equations. In fact, the thermal conductivity appearing in diffusion equations is an
intrinsic constant property of the material and should not depend on extrinsic prop-
erties such as position. For small nanostructures therefore the correct approach is to
avoid diffusion equations and use instead a microscopic model such as the LBTE.

In Fig. 9, we report the average thermal conductivity k̄ as a function of the ribbon
width at room temperature. We also contrast the results of this model with the Surf-
RTA, i.e., the (incorrect) model of surface scattering where the scattering matrix is

modified by adding a term |v(y)μ |
L
δμμ′ (similarly to Eq. 29). Results are unsurprising

on the far right and far left of the graph: for small widths, thermal conductivity goes
to zero, and for large widths the bulk value is recovered. The large difference appears
in the region where the transition from the two limits takes place. For example,
results from the two models differ by about 1000 W/mK in the range 0.1–10 μm, at
length scales that are relevant for current experimental applications. Also, the Surf-
RTA reaches the bulk value at a much slower rate than the exact solution. This has
led a few – including us – to conclude that nanostructuring in graphene is relevant
up to the millimeter length scale (or more) (Fugallo et al. 2014; Kuang et al. 2016);
this result is more of an artifact of the model used. We remark that here we do not
compare with experiments intentionally, the primary reason being that the geometry
used here doesn’t correspond to those of published experiments, i.e., Corbino disks
(Balandin et al. 2008) or ribbons of comparable length and width (Xu et al. 2014).
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Fig. 10 Average thermal conductivity k̄ of a graphene ribbon (width 2 μm) as a function of
temperature. For comparison, the red curve shows the conductivity of an infinite sheet and the
dashed blue line shows the values obtained with the approximated Surf-RTA description of surface
scattering. The model discussed here gives large improvements over the Surf-RTA, in particular at
low temperatures where the surface gives the dominant contribution to thermal conductivity and
the estimates are revised by an order of magnitude

Finally, we fix the width at 2 μm and show in Fig. 10 how thermal conductivity
varies as a function of temperature, comparing differences between the bulk conduc-
tivity, the ribbon, and the Surf-RTA conductivities. The bulk conductivity displays
two distinct regimes: above 100 K the thermal conductivity is driven by three-
phonon interactions that give approximately a 1/T decrease of thermal conductivity
(Ziman 2001). At lower temperatures, the bulk conductivity is dominated by
phonon-isotope scatterings. The introduction of a surface causes a decrease of
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thermal conductivity, especially in the low temperature regime, and one would
expect the temperature dependence at low temperature to scale as T 3, i.e., the
temperature dependence of the specific heat (Ziman 2001; Carruthers 1961). At
high temperatures, friction lengths become smaller, and so the thermal conductivity
of the ribbon approaches the bulk limit. Although also in this case results from the
present model of surface scattering and the Surf-RTA are qualitatively similar, the
differences are in the magnitude of the conductivity. In particular, the two estimates
differ by an order of magnitude at low temperature, where surface scattering is
dominant. Even at large temperatures, we can see how the Surf-RTA never achieves
bulk values and systematically underestimates thermal conductivity, whereas the
friction model quickly reaches the bulk values around room temperature. As a
technical note, temperatures below 10 K have not been shown because of the
difficulty in converging results which require a very dense sampling of the Brillouin
zone.

To conclude, we note that the regime between 10 and 100 K isn’t exactly a
ballistic regime. A ballistic regime requires thermal conductivity to be completely
determined by surface scattering: one can approximate the scattering matrix to
zero, reduce the LBTE to the diffusion operator and compute the resulting thermal
conductivity for the system of finite size. Here, as noted in Cepellotti et al.
(2015) and Lee et al. (2015), the regime is not ballistic but of the Poiseuille kind.
This means that, although surfaces reduce thermal conductivity, the existence of
intrinsic scattering events cannot be neglected. In fact, and very notably, the thermal
conductivity of the ribbon of graphene in presence of a surface is larger than the
ballistic estimate and highlights how scattering between phonons can enhance the
heat flux with respect to a system of noninteracting phonons.

8 Dispersion Relations for Relaxons and Second Sound

The derivation of relaxons given in Sect. 4 doesn’t make it obvious whether relaxons
are a mathematical tool to solve the LBTE or whether they can also lead to actual
excitations of the crystal. Much of this question still needs to be answered, given the
early stage of research on the topic. However, we will now show that we can define
a dispersion relation for collective phonon excitations starting from the LBTE, as
derived in Cepellotti and Marzari (2017b). We will see that relaxons, as introduced
in Sect. 4, are the long-wavelength limit of these collective phonon excitations
present in the LBTE. We will also see that such excitations are closely related with
oscillations of energy and of temperature in a crystal, which sometimes has been
experimentally observed as second sound.

To derive the dispersion relations, we must start again from the LBTE in
the phonon basis (Eq. 7). We now limit the discussion to a system at thermal
equilibrium, so that the temperature of the material is constant and equal to
T (r, t) = T . With this simplification, the LBTE reduces to:
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∂Δnμ(x, t)

∂t
+ vμ · ∇(Δnμ(x, t)) = − 1

V

∑

μ′
Ωμμ′Δnμ′(x, t) . (40)

While in Sect. 4 we focused exclusively on the entities that are left invariant by
the action of the scattering operator, we now seek to consider solutions that are
stationary to the whole LBTE. In particular, we look for collective excitations in the
form of a plane wave of phonon population numbers:

Δnμ(r, t) = Re
(
Iμe

i(k·r−ωt)) , (41)

where Iμ is the amplitude of the wave on mode μ, k is the wavevector, and ω is
the frequency of such excitation (note the difference between ω and the phonon
frequency ωμ). To fix the value of the frequency and wavevector, we must substitute
this ansatz in the LBTE – equivalent to taking the Laplace transform of the LBTE –
obtaining:

− iωIμ + iIμk · vμ + 1

V

∑

μ′
Ωμμ′Iμ′ = 0 . (42)

Rearranging terms, we can cast Eq. 42 as an eigenvalue problem:

∑

μ′
Bμμ′(k)I

α
μ′(k) = ωα(k)Iαμ(k) , (43)

where

Bμμ′ = k · vμδμμ′ − i

V
Ωμμ′ , (44)

with α a newly introduced eigenvalue index. For each wavevector k, this equation
identifies an eigenvalue problem that determines the allowed frequencies. In other
terms, the Fourier transform of the LBTE fixes the dispersion relation of the
collective phonon excitations.

To understand the connection with the relaxons introduced previously, we
consider the long-wavelength limit k = 0. In this case, theB matrix reduces (besides
a phase factor) to the scattering matrix, and the equation becomes almost equivalent
to the relaxon eigenvalue equation introduced in Eq. 16. The last difference to be
fixed is to recast the problem in terms of symmetric matrices. To do so, we take the
transformations of Eqs. 14 and 15: I and B transform like Δn and Ω , respectively,
and re-express Eqs. 40, 41, 42, 43, and 44 in terms of symmetrized quantities. All
quantities from now on refers to the symmetrized ones.

Looking at the mathematical aspects of the problem, the matrix B is symmetric,
complex, and non-Hermitian; only in the long-wavelength limit the matrix is
Hermitian. There is therefore a key difference with respect to the relaxon problem.
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Here, the eigenvalues are a complex quantity and can be written as:

ωα(k) = ωα(k)− i

τα(k)
. (45)

The real part ωα(k) is the oscillation frequency of the collective excitation, and the
imaginary part is the decay time τα(k). This interpretation becomes apparent after
rewriting the solution in terms of waves of phonon populations:

Δnαμ(k) = |Iαμ(k)|e−t/τα(k) sin(k · x − ωα(k)t + φ) . (46)

where φ is a phase.
It’s easy to see that each of these solutions causes an oscillation of energy

(i.e., heat). Note in fact that the energy of the crystal E is changed by an oscillation
Δnμ by an amount ΔE such that:

E(x, t) = 1

V

∑

μ

(
n̄μ + 1

2

)
h̄ωμ + 1

V

∑

μ

Δnμ(x, t)h̄ωμ = E0 +ΔE(x, t) ,

where E0 is the energy at thermal equilibrium. Since changes of energy and
temperature are related by the specific heat with δE = CδT , it follows that a
damped wave of Δnμ causes a damped wave of temperature. The emergence of
temperature waves in a crystal is also known as second sound, with the relation
ω(k) being its dispersion relation. Improving over earlier theoretical works (Guyer
and Krumhansl 1964; Chester 1963; Hardy 1970; Enz 1968), this model gives an
infinite number of second sound modes (in the thermodynamic limit) where at
most three had been found, the full dispersion relation (often neglected), without
approximations of the LBTE (in particular, avoiding the SMA).

We noted a number of properties in our numerical examples that lack an analytic
proof. In particular, the stability of the solution requires τα(k) > 0; otherwise
the time evolution will cause a divergence in the phonon population number. We
also found the symmetry ωα(k)− i

τα(k)
= −ωα(−k)− i

τα(−k)
. The non-Hermitian

character of B implies that there is a distinction between left and right eigenvectors,
which complicates both proofs and the calculation of group velocities for the
collective excitation, since the Feynman theorem doesn’t apply anymore.

Returning to the relaxon problem studied before, this can be understood as a
special case where the eigenvalues are purely a decay time, with zero oscillation
frequency and zero wavevector: it is for this reason that no dispersion relation
appeared in the previous discussion. Now, by looking at a more general eigenvalue
problem, we constructed a set of collective excitations that encompasses relaxons,
as defined before, and all other forms of wavelike excitations of the system. Given
the connection between collective phonon excitations and changes of temperature,
it is now more intuitive to understand why the long-wavelength limit is the
most convenient for the previous study of bulk conductivity. Excitations at finite
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momentum determine a change in temperature of wavelike form that are more
suitable to describe nonuniform temperature perturbations; in the limit of long-
wavelengths, they become a constant gradient, which is the same temperature
perturbation that was used in the previous sections.

8.1 Dispersion Relations in Graphene

We still use graphene to make a numerical example of the dispersion relation
introduced above (Cepellotti and Marzari 2017b). Despite keeping the same compu-
tational parameters of the previous examples (same force constants, same number
of k-points, etc.), the diagonalization of the non-Hermitian matrix is much more
expensive than the diagonalization of a real and symmetric matrix. Nevertheless,
current computational resources are powerful enough to diagonalize the B matrix
along the high-symmetry lines of graphene. However, the computational costs
prevented us to conduct, for the time being, a thorough convergence study of the
spectrum, unlike the simpler case of the diagonalization of the scattering matrix.
Therefore, the exact value of oscillating frequencies and decay times may not be
well converged with respect to q-point sampling and the broadening of the energy-
conserving Dirac delta function, but this shouldn’t qualitatively alter the following
analysis.

In Fig. 11, we plot the decay time versus the oscillation frequency for a few
wavevectors along the line Γ → M in the Brillouin zone, computed at a temperature

Fig. 11 Eigenvalues ω = ω̄ − i
τ

of graphene as a function of the oscillation frequency ω̄
(horizontal axis) and the relaxation time τ (vertical axis); colors identify different k-points in
the Brillouin zone lying between Γ and the edge M. The allowed oscillation frequencies and
decay times are both bounded. The change of wavevector affects more significantly the oscillation
frequency: in the limit of k = 0, all frequencies must vanish, and the range of allowed frequencies
is approximately linear in the wavevector. (Figure from Cepellotti and Marzari 2017b)
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of 300 K. The first thing to note is that each wavevector identifies N collective
excitations (N being equal to the number of phonon modes of the system), and
therefore there is much more information to be analyzed than before.

As discussed above, the eigenvalues of B at k = Γ are characterized by a zero
oscillation frequency and are pure decay times: this limit reproduces the eigenvalues
of relaxons introduced in Sect. 4. The oscillation frequency is approximately linear
in the wavevector k and tends to grow as the distance from Γ is increased. This result
suggests that in Eq. 44, the contribution to B from scattering can be considered as a
perturbation with respect to the diffusive term. Last, the frequency of oscillation can
be comparable, at finite wavevectors, with the frequency of phonons. At theM point,
these can be as large as 1100 cm−1, which compares with the largest frequency
of phonons (about 1600 cm−1). The absolute value of the oscillating frequency of
transport waves (at most 1100 cm−1) is comparable with the oscillation frequency
of phonons, which range from 0 to 1600 cm−1. It must be noted however that
results of this model at small wavevectors should not be trusted: the semiclassical
approximation used to derive the LBTE requires a temperature perturbation to be
slowly varying with respect to the interatomic distances. When the wavelength of
the collective excitation is comparable to the lattice parameter (i.e., q ≈ M), the
semiclassical approximation fails and the predictions based on the LBTE may not
be valid. Nevertheless, the semiclassical approximation holds for q → 0, and results
are reliable at large wavelengths.

The decay times of collective excitations span a range of values between a few
picoseconds up to about 105 ps. This range of values is similar to that of phonon
lifetimes which, as also analyzed in Fig. 4, mostly takes place at the range of values
between 10 and 100 ps. Similarly, the largest portion of collective excitations have
decay times in this region between 10 and 100 ps, which forms almost a continuum
of points. There are however a few eigenvalues with extremely long decay times,
which are reminiscent of the discrete part of spectrum of relaxation times discussed
for graphene in Sect. 4. We also note that there are no relaxation times smaller than a
few picoseconds; In fact, the smallest transition rates found in the scattering matrix
for this example are of a few picoseconds; it is therefore impossible for collective
phonon excitations to decay faster than these lower bounds.

In Fig. 12 we plot the eigenvalue spectrum along a high-symmetry path of
the Brillouin zone. Since, at a fixed frequency, more than one eigenvalue may
exist, the color code is used to map the largest relaxation time found at a certain
wavevector and frequency. From this picture, we observe that the largest relaxation
time is approximately linear with the modulus of the wavevector k, that the wave
frequency is comparable with the phonon frequency, and that the frequency can
be well described by a linear dispersion. The waves with the largest decay times
are primarily found in the small frequency region, with high frequencies being
also characterized by a faster decay. The steplike features in the colored areas are
numerical artifacts, due to the fact that only 25 wavevectors are computed along the
high-symmetry path.

Since it has been put forward that second sound may exist in graphene (Cepellotti
et al. 2015; Lee et al. 2015), it is reasonable to speculate that the longest-lived
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Fig. 12 Continuum spectrum of dispersion relations for temperature waves in graphene at room
temperature (shades of green); the red line marks the largest value for the allowed oscillation
frequency, and all frequencies lying below are valid solutions. Phonon dispersions at zero
temperature are also plotted (black lines). The different shades of green indicate the decay times
of the temperature waves, showing how such modes can be longer lived, especially in the low-
frequency region

modes will be the most likely candidates for experimental observation. If in fact a
perturbation may excite collective excitations at a certain frequency or wavevector,
it is likely that a continuum of collective excitations will be perturbed: therefore
it may not be simple to observe a well-defined temperature wave. After a certain
amount of time from the perturbation, the only surviving modes are those with the
longest relaxation times, and it would be possible to recover a wavelike behavior
of temperature. We stress however that at the present time, there is still no reported
experimental observation of second sound in graphene.

9 Conclusions

In this chapter, we studied extensively the LBTE; while this is done in the context
of heat transport, most or all of these concepts could find application to other
quantities: electrons, spins, or other quasiparticles. The single-mode relaxation
time approximation has been discussed, noting that it fails at describing the
correct dynamics of energy fluxes, and in particular it doesn’t guarantee energy
conservation. A correct description can be achieved by solving the LBTE without
approximations to the scattering operator. Thanks to computational advances, it is
now possible to construct direct solutions of the LBTE. To this aim, we introduced
relaxons, defined as the eigenvectors of the scattering matrix and that collective
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phonon excitations are characterized by well-defined relaxation times. The exact
bulk thermal conductivity can be expressed exactly in terms of a kinetic gas theory,
but the relevant gas of excitations are the relaxons, not the phonons; in this sense,
relaxons are the correct heat carriers in a crystal.

The direct approach to solving the LBTE also allows us to improve the
description of surface scattering. Whereas conventional explanations interpret the
presence of a surface as a way to limit the distance traveled by the heat carrier,
the exact solution of the LBTE indicates that the surface slows down the heat flux
hydrodynamically. In particular, friction at the materials’ borders slows down heat
flux to a minimum, and the bulk limit is recovered as the distance from the surface
is increased. Heat flux is found to depend on the distance from the surface, in the
form of a series of exponentials, with well-defined friction lengths that characterize
the length scale at which nanostructuring is an effective tool to disrupt thermal
conductivity.

Eventually, we have shown how it is possible to construct a dispersion relation of
collective phonon excitations, such that each mode is characterized by a wavevector,
a frequency, and a decay time. The long-wavelength, zero-frequency limit of such
modes is found to coincide with the definition of relaxons. We find that the excitation
of these collective excitations induces a wavelike change of temperature profile in
the material, which suggests a link with the theory of second sound.

The theoretical modeling has been supported with first-principles simulations
of the LBTE, illustrating how the revised theory can change the time, length, and
velocity scale of thermal transport, discussed here for two prototypical materials
such as silicon and graphene.

Before concluding, we stress that all the results reported here hold within the
validity of the LBTE, limited in particular by the semiclassical approximation.
There exist a number of cases where one should expect this hypothesis to fail.
For example, the LBTE only holds for small perturbations out of equilibrium, but
this may not necessarily be respected in presence of strong temperature differences.
Moreover, we should not expect this approximation to hold in conditions where
the phonon spectral function have features so broad that one cannot identify a
phonon wavepacket of well-defined energy. Under all circumstances such that the
semiclassical approximation doesn’t hold, none of our conclusions hold rigorously,
because our starting point, the LBTE, is not justified. Whether our conclusions hold
beyond the semiclassical approximations remains to be understood and constitutes
an exciting outlook for further studies. Despite this criticism, we believe that the
semiclassical approximation has still great relevance in today’s simulations, as
proved by the excellent agreement between experimental results and first-principles
LBTE studies and the insights that can give to our understanding on the physics of
thermal transport.
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Abstract

The Green-Kubo theory of thermal transport has long been considered incom-
patible with modern simulation methods based on electronic-structure theory,
because it is based on such concepts as energy density and current, which are
ill-defined at the quantum-mechanical level. Besides, experience with classical
simulations indicates that the estimate of heat-transport coefficients requires
analyzing molecular trajectories that are more than one order of magnitude longer
than deemed feasible using ab initio molecular dynamics. In this paper we report
on recent theoretical advances that are allowing one to overcome these two obsta-
cles. First, a general gauge invariance principle has been established, stating that
thermal conductivity is insensitive to many details of the microscopic expression
for the energy density and current from which it is derived, thus permitting
to establish a rigorous expression for the energy flux from Density-Functional
Theory, from which the conductivity can be computed in practice. Second, a
novel data analysis method based on the statistical theory of time series has been
proposed, which allows one to considerably reduce the simulation time required
to achieve a target accuracy on the computed conductivity. These concepts are
illustrated in detail, starting from a pedagogical introduction to the Green-Kubo
theory of linear response and transport, and demonstrated with a few applications
done with both classical and quantum-mechanical simulation methods.

1 Introduction

Heat conduction in insulators is determined by the dynamics of the atomic nuclei,
the electrons following adiabatically in their ground state: a regime that we will
refer to as atomic or adiabatic heat transport. When a quasiparticle picture of the
heat carriers (phonons) is adequate, a kinetic approach to heat conduction based
on the Boltzmann transport equation (Peierls 1929) has been demonstrated (Broido
et al. 2007) and successfully applied to crystalline insulators (Zhou et al. 2016),
leveraging phonon frequencies and lifetimes from density-functional perturbation
theory (Baroni et al. 1987, 2001; Giannozzi et al. 1991; Debernardi et al. 1995).
As the temperature increases, anharmonic effects eventually make the quasiparticle
picture break down well below melting (Turney et al. 2009), while the Boltzmann
transport equation simply does not apply to glasses and liquids, where phonon
dispersions are not even defined.

The simulation of thermal transport in glasses, liquids, and high-temperature
crystalline solids thus requires the full deployment of the statistical mechanics of
hydrodynamic fluctuations (Kadanoff and Martin 1963), started in the 1930s by
Lars Onsager (1931a; 1931b) and culminated in the 1950s with the Green-Kubo
(GK) theory of linear response (Green 1952, 1954; Kubo 1957; Kubo et al. 1957).
According to this theory, the thermal conductivity, κ , can be expressed in terms of
time correlations of the heat current, J , as:

κ ∝
∫ ∞

0
〈J (t)J (0)〉 dt, (1)
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where the brackets indicate ensemble averages over trajectories, which are acces-
sible in principle to molecular dynamics (MD) simulations. In spite of the beauty,
rigor, and broad scope of the GK theory, its adoption in the ab initio simulation
of heat transport has stumbled at two seemingly insurmountable hurdles: first
and foremost, the heat current entering Eq. (1) is ill-defined at the atomic scale,
thus allegedly thwarting its implementation from first principles; second but not
less important, experience in classical simulations, where a definition of the heat
current is readily available in terms of suitably defined atomic energies (Irving
and Kirkwood 1950), indicates that taming its statistical fluctuations requires so
long MD simulations, as to be unaffordable using ab initio (AI) MD (Car and
Parrinello 1985; Marx and Hutter 2009). As a matter of fact, no AIMD simulations
of adiabatic heat transport based on GK theory have appeared until the spurious
nature of these hurdles was recently revealed by Marcolongo et al. (2016) and
Ercole et al. (2016, 2017).

The first difficulty was overcome by revealing a general gauge invariance
principle for thermal transport, stemming from the hydrodynamic nature of energy
fluctuations (see below), which makes transport coefficients independent of the
microscopic expression of the energy density and current that are to a large extent
ill-defined (Marcolongo et al. 2016; Ercole et al. 2016). Building on this principle,
an expression for the energy current was derived from density-functional theory
(Hohenberg and Kohn 1964; Kohn and Sham 1965), which allows simulating
heat transport within the GK formalism, using equilibrium AIMD. The second
difficulty was addressed using advanced statistical methods for the spectral analysis
of stationary time series, which provide an asymptotically unbiased and consistent
estimate of the power spectrum of the energy current, meaning that both the bias
and the statistical error of the estimated conductivity can be made arbitrarily and
controllably small in the limit of long simulation time (Ercole et al. 2017). The
combination of these theoretical and methodological innovations makes the ab initio
simulation of heat transport feasible in principle and affordable in practice. In this
chapter, we review the efforts that have led to these achievements, starting with a
brief review of the relevant theoretical concepts and illustrate them with relevant
benchmarks and an application to a realistic model of liquid water.

2 Green-Kubo Theory of Heat Transport

2.1 Hydrodynamic Variables

The macroscopic processes occurring in condensed matter are often described in
terms of extensive variables. By definition, the value that such a variable assumes
for a system is the sum of the values it has for each of its subsystems. This property
allows one to express an extensive variable, A, as the integral of a suitably defined
density, a(r), as:

A[�] =
∫

�

a(r)dr, (2)
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where � is the system volume. Here and in the following boldfaces indicate 3D
vectors and Greek subscripts label Cartesian components: u = {uα} = {u1, u2, u3}.
When an extensive quantity is locally conserved, a current density, j(r, t), can be
associated with its density in such a way that the two of them satisfy the continuity
equation:

∂a(r, t)
∂t

= −∇ · j(r, t), (3)

where ∇ · j indicates partial differentiation and the middle dot a scalar product
(a divergence in this case). In the following, the densities and current densities of
conserved quantities will be called conserved densities and conserved currents for
short. The space Fourier transform of Eq. (3) reads:

˙̃a(q, t) = −iq · j̃(q, t), (4)

where the overdot indicates a time derivative and the tilde a Fourier transform, so
that the longer the wavelength, the slower is the dynamics of a conserved density. We
conclude that for long-enough wavelengths, conserved densities are adiabatically
decoupled from all the other (zillions of) fast atomic degrees of freedom. Note
that in this chapter, we are using the concept of adiabatic decoupling in two
distinct senses, depending on the context, to indicate the decoupling of electronic
from nuclear degrees of freedom and that of hydrodynamic variables from fast
atomic ones.

The long-wavelength Fourier components of conserved densities are called
hydrodynamic variables. In macroscopically homogeneous systems, different wave-
lengths are decoupled from each other, while, as we have seen, the long wavelengths
are adiabatically decoupled from all the other degrees of freedom. Let us suppose
there are Q conserved extensive variables. In the case of a mono-atomic fluid, for
instance, Q = 5, corresponding to mass (or particle number), energy, and the three
components of the momentum. In order to simplify the notation, we set the value
of the conserved quantities equal to zero, Ai = 0, so that their densities, ai(r),
directly refer to the departure from equilibrium, and we indicate by j i (r, t) the
corresponding currents. At equilibrium, all the conserved densities and currents
vanish. Off equilibrium, it will be assumed that the wavelength and the time scale
of the disturbances are so long that thermal equilibrium still holds locally. That is to
say, a local temperature, pressure, and chemical potential can be defined, such that,
when combined with the densities of extensive variable, they satisfy a local equation
of state.

For small-enough deviations from equilibrium, the time derivatives of con-
served densities are linear combinations of the densities themselves. In the fre-
quency/wavevector domains, this condition can be expressed as

− iωãi(q, ω) =
∑

j

-̃ij (q, ω)ãj (q, ω), (5)
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where the tilde indicates now a space-time Fourier transform: ã(q, ω) =∫
e−i(q·r−ωt)a(r, t)drdt . By combining Eq. (5) with the time Fourier transform

of Eq. (4), we obtain the so-called constitutive equations for the (longitudinal
components of the) conserved currents:

j̃ i (q, ω) = i q
q2

∑

j

-̃ij (q, ω)ãj (q, ω). (6)

In isotropic media, the -̃s are spherically symmetric functions of q, whereas their
value at q = 0 vanishes, because a nonvanishing value would imply a nonphysical
long-range dependence of the currents on density fluctuations, in contrast with
our assumption of local thermodynamic equilibrium. The long-wavelength low-
frequency limit of the coupling constants can thus be assumed to be -̃ij (q, ω) ∼
q2λij , so that the macroscopic (q = 0) stationary (ω = 0) components of the
currents, Ji = 1

�

∫
j i (r)dr, are related to the corresponding components of the

density gradients, Di = 1
�

∫ ∇ai(r)dr, through the equation:

Ji =
∑

j

λijDj . (7)

In the following, the macroscopic component of a current will be indicated as a flux.
Let xi = ∂S

∂Ai
be the intensive variable conjugate to Ai , where S is the system’s

entropy and χij = 1
�
∂Ai

∂xj
the corresponding susceptibility. For instance, when Ai

is the energy of the system, the corresponding conjugate variable is the inverse
temperature, xi = 1/T , while, when Ai represents the number of particles of a
given species, one has xi = −μi/T , μi being the corresponding chemical potential.
The hypothesis of local thermodynamic equilibrium allows defining local values
of the intensive variables, and we define thermodynamic forces as their average
gradients: Fi = 1

�

∫ ∇xi(r)dr. The average density gradients are related to the
thermodynamic forces through the susceptibility defined above, as:

Di =
∑

j

χijFj . (8)

By inserting this relation into Eq. (7), one gets:

Ji =
∑

j

LijFj , (9)

where Lij = ∑
k λ
ikχkj . Equation (9) expresses the linear relation between

fluxes, the J’s, and thermodynamic affinities, the Fs, for which Onsager derived
his celebrated reciprocity relations (Lji = Lij ) from microscopic reversibility
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(Onsager 1931a, b; Casimir 1945). Note that, according to our definition, both the
Js and the Fs in Eq. (9) do not depend on the size of the system.

2.2 Linear-Response Theory

In order to evaluate the Lij phenomenological coefficients appearing in Eq. (9), we
consider a classical system of N interacting atoms described by the Hamiltonian

H ◦(�) =
∑

n

1

2Mn
(Pn)2 + V (R1,R2, · · ·RN), (10)

whereMn, Rn, and Pn are the masses, coordinates, and momenta of the n-th particle,
� = {Rn,Pn} indicates the phase-space coordinates of the entire system, and V is
a generic many-body potential. Let us now suppose that the system is subject to an
external perturbation that can be described as a linear combination of the conserved
densities, {ai(r;�)}, as:

V ′(�, t) =
∑

i

∫
vi(r, t)ai(r;�)dr, (11)

where a(r;�) is a phase-space function whose ensemble average is the conserved
density:

a(r) = 〈a(r;�)〉

=
∫
a(r;�)P◦(�)d�,

(12)

P◦(�) ∝ e
−H◦(�)

kBT is the equilibrium distribution, kB the Boltzmann constant,
and {vi(r, t)} are time-dependent fields that couple to the conserved densities and
vanish at t = −∞, when the system is assumed to be in thermal equilibrium at
some temperature T . Of course, conserved currents are also expected values of
some phase-space functions, j(r) = 〈j(r;�)〉. The phase-space functions whose
expected values are conserved densities/currents will be referred to as phase-
space samples of the currents/densities. In the following, when the phase-space
dependence of a conserved density/current is explicitly indicated, we will mean
a phase-space sample; when it is not, a phase-space average will be implied.
When a phase-space sample is evaluated along a dynamical trajectory, �t , the
sample function will depend on time and on the initial conditions of the trajectory.
Averaging with respect to the initial conditions will result in a time-dependent
expected value for the conserved densities (or currents):

a(r, t) = 〈a(r;�′t )〉0
=
∫
a(r;�′t )P◦(�0)d�0.

(13)
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In Eq. (13), the notation �′t denotes somewhat pedantically that the time evolution
in phase space is driven by the perturbed Hamiltonian, H ◦ + V ′. If it were driven
by H ◦, evidently the value of a would be time-independent. In the following, the
notation �t will indicate an unperturbed time evolution. As an example, the phase-
space sample of the particle density can be assumed to be n(r;�) =∑

n δ(r−Rn),
the corresponding current is j(r, �) = ∑

n δ(r − Rn)Pn/Mn, and a local external
potential is described by V ′(�, t) = ∑

n v(Rn, t) =
∫
v′(r, t)n(r;�)dr. Note

that sample functions are not necessarily univocally defined. Different functions
whose phase-space averages coincide in the long-wavelength limit sample the same
hydrodynamical variable. More on this in Sect. 3.

According to Green (1954), Kubo (1957), and Kubo et al. (1957), the linear
response of the i-th conserved current to the perturbation is:

j iα(r, t) =
1

kBT

∑

j

∫ t

−∞
dt ′

∫
dr′

〈
j iα(r, �t )ȧ

j (r′, �t ′)
〉

0
vj (r′, t ′), (14)

= −1

kBT

∑

j,β

∫ t

−∞
dt ′

∫
dr′

〈
j iα(r, �t )∂

′
βj
j
β (r

′, �t ′)
〉

0
vj (r′, t ′) (15)

= 1

kBT

∑

j,β

∫ t

−∞
dt ′

∫
dr′

〈
j iα(r, �t )j

j
β (r

′, �t ′)
〉

0
∂ ′βvj (r′, t ′). (16)

The second line follows from the first through the continuity equation, Eq. (3), while
the third line follows after integrating by parts with respect to r′. The notation
∂ ′β = ∂

∂r ′β
has been used.

By integrating Eq. (16) all over the space, and assuming space-time homogeneity
as well as isotropy, one recovers Eq. (9) with:

J iα(�) =
1

�

∫
j iα(r, �)dr (17)

F iα(�) =
1

�T

∫
∂αv

i(r, �)dr (18)

L
ij
αβ =

�

kB

∫ ∞

0

〈
J iα(�t )J

j
β (�0)

〉

0
dt. (19)

This completes the derivation of the Green-Kubo formula for transport coefficients,
Eq. (1), from classical linear-response theory. Onsager’s reciprocity relations,
Lij = Lji (Onsager 1931a, b), follow from Eq. (19) leveraging time-translational
invariance, 〈J iα(�t )J jβ (�0)〉 = 〈J iα(�0)J

j
β (�−t )〉, and micro-reversibility,

〈J iα(�t )J jβ (�0)〉 = 〈J iα(�−t )J jβ (�0)〉.
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2.2.1 Einstein-Helfand Expression for Transport Coefficients and the
Wiener-Khintchine Theorem

The celebrated Einstein’s relation between the mean-square displacement of a
diffusing particle and its velocity autocorrelation function is easily generalized to
an arbitrary stochastic process and has in fact been utilized by Helfand (1960) to
provide an “Einstein-like” expression for transport coefficients.

Let Xt be a stationary stochastic process. One has:

1

T

〈∣∣∣∣∣

∫ T

0
Xtdt

∣∣∣∣∣

2〉
= 2

∫ T

0
〈XtX0〉 dt − 2

T

∫ T

0
〈XtX0〉 t dt. (20)

In the large T limit, the second term on the right-hand side of Eq. (20) can be
neglected.

When the stochastic process is the velocity of a Brownian particle, Eq. (20)
allows one to establish a relation between the diffusion constant of the particle,
temperature, and the autocorrelation time of the velocity. When Xt is the heat flux
of a macroscopic body, Eq. (20) allows one to estimate the thermal conductivity,
as given by Eq. (1), from the asymptotic behavior of the “energy displacement”
D(τ ) = ∫ τ

0 J(�t )dt .
Equation (20) can be easily generalized to the finite-frequency regime, to get:

ST (ω) = 1

T

〈∣∣∣∣∣

∫ T

0
Xte

iωt dt

∣∣∣∣∣

2〉

= 2Re

∫ T

0
〈XtX0〉 eiωt dt +O(T −1).

(21)

This equation expresses the Wiener-Khintchine theorem (Wiener 1930; Khintchine
1934), which states that the expectation of the squared modulus of the Fourier
transform of a stationary process is the Fourier transform of its time correlation
function, which is usually referred to as the process power spectral density:

S(ω) =
∫ ∞

−∞
〈XtX0〉 eiωt dt, (22)

aka the power spectrum. In the following, the subscript T will be neglected for
simplicity and its value assumed to be sufficiently large as to be considered infinite.
More generally, when several conserved currents interact with each other, one can
define the cross-spectrum of the conserved fluxes as the Fourier transform of the
cross-time correlation functions:
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Skl(ω) =
∫ ∞

−∞
〈Xkt Xl0〉 eiωt dt,

= 1

T Re

〈∫ T

0
Xkt e

−iωt dt ×
∫ T

0
Xlte

iωt dt

〉
+O(T −1)

(23)

Eqs. (20) and (21) indicate that the transport coefficients we are after essentially
are the zero-frequency value of the (cross-)power spectrum of the corresponding
current(s), a fact that will be instrumental in our approach to data analysis, as
explained in Sect. 5. Therefore, Eq. (19) can be cast into the form:

Lkl = �

2kB
Skl(ω = 0), (24)

where the Cartesian indices have been omitted for clarity.

2.3 Heat Transport

The above treatment allows one to compute the linear response of a system
at thermal equilibrium to a generic mechanical perturbation. Heat transport is
determined by temperature gradients that cannot be described by any mechanical
perturbation. The concept of temperature distribution implies that the system is
locally at thermal equilibrium over lengths and times large with respect to atomic
distances and relaxation times. Temperature affects the physical properties of a
system through the Boltzmann distribution function. When the temperature is not
constant, T (r) = T +�T (r) (|�T | � T ), the effects of this inhomogeneity can be
formally described by the distribution function:

P(�) ∝ e
− ∫ e(r;�)

kBT (r)
dr
, (25)

= e
−H◦(�)+V ′(�)

kBT , (26)

where e(r;�) is an energy (Hamiltonian) density, such that
∫
e(r;�)dr = H ◦(�).

Equation (11) becomes:

V ′(�) = − 1

T

∫
�T (r)e(r;�)dr+O(�T 2). (27)

Equation (27) shows that the effects of temperature inhomogeneities can be
mimicked by a mechanical perturbation coupled to the temperature distribution.
From Eqs. (9) and (17), (18), and (19), we conclude that in a system where the
only nontrivial conserved quantity is the energy, the heat (energy) flow is coupled
to temperature gradients through the constitutive equation:
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JE = −κ∇T , (28)

where the thermal conductivity καβ = LEEαβ/T 2 (see Eq. (9)) can be expressed by a
Green-Kubo relation in terms of the fluctuations of the energy flux as:

καβ = �

kBT 2

∫ ∞

0

〈
JEα (�t )J

E

β (�0)
〉

0
dt, (29)

and

JE(�) = 1

�

∫
jE(r;�)dr. (30)

In order to obtain an explicit expression for the energy flux from a microscopic
expression for the energy density, we multiply the continuity equation, Eq. (3), by r
and integrate by parts to obtain:

JE(�t ) = 1

�

∫
ė(r;�t) r dr (31)

= 1

�

∫ [
∑

n

(
∂e(r;�t)
∂Rn

· Vn + ∂e(r;�t)
∂Pn

· Fn
)]

r dr, (32)

where Fn is the force acting on the n-th atom and Vn = Pn
Mn

its velocity.
The manipulations leading from the continuity equation, Eq. (3), to Eq. (32)

deserve some further comments, as they imply neglecting a boundary term, J∂� =
1
�

∫
∂�

(
j(r) · n̂) r dr (where ∂� is the boundary of the integration volume and n̂ the

normal to it), which in general does not vanish in the thermodynamic limit and is
ill-defined in periodic boundary conditions (PBC). The correct way of addressing
this problem is to work with the Taylor expansion of the space Fourier transform
of the continuity equation, Eq. (4), and to perform the thermodynamic limit at finite
wavelength. The leading nonvanishing term in the Taylor expansion yields Eq. (31)
without any boundary term in the way.

2.3.1 Energy Flux from Classical Force Fields
When atoms interact through a classical force field, V (R1,R2, · · ·RN), an energy
density can be defined in terms of local atomic energies as:

e(r, �) =
∑

n

δ(r− Rn)en(�), (33)

en(�) = (Pn)
2

2Mn
+ vn({R}), (34)
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where the vns are a set of atomic potential energies whose sum is the total
potential energy of the system,

∑
n vn = V , with a short-range dependence on the

coordinates of the other atoms. In the presence of long-range forces, this condition is
effectively guaranteed by local charge neutrality, which we will assume throughout.
By inserting Eq. (33) into Eq. (32), the energy flux can be cast into the form:

JE(�) = 1

�

[
∑

n

Vnen +
∑

n

Rn

(
Fn · Vn +

∑

m

Vm · ∂vn
∂Rm

)]

= 1

�

[
∑

n

Vnen +
∑

n,m

(Rn − Rm)Fnm · Vn
]
, (35)

where Fnm = − ∂vm∂Rn
is the contribution of the m-th atom to the force acting on the

n-th atom,
∑
m Fnm = Fn, and Fnm = −Fmn. When the interaction among atoms

can be expressed in terms of two-body potentials, one has vm = 1
2

∑
n v(Rn − Rm)

and Fnm = − 1
2∇Rnv(Rn − Rm). Here we implicitly assumed that the interaction

energy is equally partitioned between atoms m and n. In Sect. 3, we shall see this is
not the only possible choice, with far-reaching consequences on the theory of heat
transport.

The first term on the right-hand side of Eq. (35) is often called convective and the
second virial. We feel that the wording “convective” is somewhat misleading in this
context, as the convective current, as well as its contribution to heat conductivity,
may not vanish even in the absence of convection.

2.3.2 Multicomponent Fluids
In a multicomponent fluid, there is one conserved quantity (the particle number)
per atomic species, plus the total energy and the three Cartesian components of
the total momentum. The momentum densities are mass currents: the mass flux is
therefore the total momentum, which vanishes in the center of mass reference frame.
The transverse components of the momentum densities are decoupled from the
other conserved densities (Foster 1975), while the longitudinal one can be assumed
to coincide with the total momentum in the long-wavelength limit. Momentum
conservation thus constrains the number of fluxes interacting with the energy flux
in Eq. (9) to Q − 1, Q being the number of atomic species, so that the resulting
dimension of the matrix of Onsager coefficients,L, isQ×Q. The heat flux is defined
as the non-convective component of the energy flux, i.e., the value of the latter in
the absence of mass transport, that is to say when all the particle fluxes vanish.
It is unfortunate, but inevitable due to common usage, that this definition of non-
convective flux clashes with a different definition given above while commenting
Eq. (35). By imposing this condition in Eq. (9), with J1 ≡ JE , and Jq (q = 2, . . .Q)
being independent particle fluxes, the thermal conductivity, defined as the ratio of
the heat flux over the temperature gradient, is given by:
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κ = 1

T 2 (L−1)11
. (36)

This expression can be proved to be invariant under any non-singular linear
transformation of the independent particle fluxes. For instance, in the case of a two-
component liquid, energy and particle currents are coupled as in:

JE = LEE ∇
(

1

T

)
+ LEQ ∇

(μ
T

)
,

JQ = LEQ ∇
(

1

T

)
+ LQQ ∇

(μ
T

)
,

(37)

where JQ is the particle current of one of the two species (say, the second) and μ the
corresponding chemical potential (Sindzingre and Gillan 1990). By imposing that
the particle current vanishes, the resulting thermal conductivity is:

κ = 1

T 2

(
LEE − (L

EQ)2

LQQ

)
. (38)

3 Gauge Invariance of Heat Transport Coefficients

It is often implicitly assumed that the well-definiteness of thermal transport
coefficients would stem from the uniqueness of the decomposition of the system’s
total energy into localized, atomic, contributions. This assumption is manifestly
incorrect, as any decomposition leading to the same value for the total energy as
Eq. (34) should be considered as legitimate. The difficulty of partitioning a system’s
energy into subsystems’ contributions is illustrated in Fig. 1, which depicts a system
made of two interacting subsystems. When defining the energy of each of the two
subsystems, an arbitrary decision has to be made as to how the interaction energy
is partitioned. In the case depicted in Fig. 1, for instance, the energy of each of the
two subsystems can be defined as E(�i) = E(�i)+ 1

2 (1±λ)W12, where E(�i) are
the energies of the two isolated subsystems, W12 their interaction energy, and λ an
arbitrary constant. In the thermodynamic limit, when all the subsystems’ energies
are much larger than the interaction between any pairs of them, the value of the
λ constant is irrelevant. When it comes to defining energy densities (i.e., energies
of infinitesimal portions of a system) or atomic energies, instead, the magnitude of
the interaction between different subsystems is comparable to their energies, which
become therefore intrinsically ill-defined.

Let us consider a mono-atomic fluid interacting through pair potentials,
v(|Rn − Rm|), and define the atomic energies as (Marcolongo 2014; Ercole et al.
2016):
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Ω₁ Ω₂ E(Ω1 ∪ Ω2) = E(Ω1) + E(Ω2) + W12

?= E(Ω1) + E(Ω2)

Fig. 1 The energy of an isolated system is the sum of the energies of its subsystems (as defined
when they are isolated as well) plus the interaction among them, W12, whose magnitude scales as
the area of the interface, depicted in red. When defining the energies of individual subsystems, E ,
W12 has to be arbitrarily partitioned among them

eγ ,n(�) = 1

2Mn
(Pn)2 + 1

2

∑

m�=n
v(|Rn − Rm|)(1+ γnm), (39)

where γnm = −γmn is any antisymmetric matrix. As the interatomic potential
appearing in Eq. (39) is symmetric with respect to the atomic indices, it is clear that
the sum of all the atomic energies does not depend on γ , thus making any choice
of γ equally permissible. This trivial observation has deep consequences on the
theory of thermal fluctuations and transport, because the value of the macroscopic
energy flux, instead, depends explicitly on γ , thus making one fear that the resulting
transport coefficients would depend on γ as well. Using the same manipulations
that lead from Eqs. (33) and (34) to Eq. (35), for any choice of the γ matrix in
Eq. (39), a corresponding expression for the macroscopic energy flux can be found,
reading (Marcolongo 2014; Ercole et al. 2016):

JE
γ
= JE + 1

2�

∑

n,m�=n
γnm

(
vnmVn +

(
Vn · ∇Rnvnm

)
(Rn − Rm)

)
, (40)

where vnm = v(|Rn − Rm|).
As a specific example, Ercole et al. (2016) ran MD simulations for a

Lennard-Jones monoatomic fluid described by the interatomic potential v(r) =
ε
[(
σ
r

)12 − (
σ
r

)6
]

at temperature T = 1.86 ε
kB

and density ρ = 0.925σ−3. In

Fig. 2a, we display the resulting macroscopic energy-flux autocorrelation function
corresponding to different choices of the γ matrix in Eqs. (39) and (40). Figure 2a
clearly shows that the 〈JEγ (t) · JEγ (0)〉 correlation functions dramatically depend on
the γ matrices in Eqs. (39) and (40). Notwithstanding, the integrals of all these time
correlation functions tend to the same limit at large integration times, as shown in
Fig. 2b.

In order to get insight into this remarkable invariance property, let us inspect the
difference between the generalized flux in Eq. (40) and the standard expression of
Eq. (35):

�JE
γ
= JE

γ
− JE = d

dt

1

4�

∑

n,m�=n
γnm v(|Rn − Rm|)(Rn − Rm). (41)
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Fig. 2 (a) Time correlation functions of the modified macroscopic energy flux of a Lennard-Jones
fluid, at the conditions described in the text, as defined in Eq. (40), for different definitions of the
γ matrix. The “0” line refers to the standard definition (γ = 0), whereas the labels “1” and “2”
correspond to two other (arbitrary) definitions of γ as described in Ercole et al. (2016). (b) Integral
of the time correlation functions displayed in Fig. 2a, multiplied by the prefactor appearing in the
GK relation, Eq. (29), as a function of the upper limit of integration. The barely visible shaded area
surrounding each line is an indication of the error bars, as estimated by standard block analysis.
Units are Lennard-Jones units (M = σ = ε = 1)

We see that the two different expressions for the macroscopic energy flux differ by
a total time derivative of a bounded phase-space vector function. In the following,
we show that this is a consequence of energy conservation and extensivity and a
sufficient condition for the corresponding thermal conductivities to coincide.

The very possibility of defining an energy current density, from which the energy
fluxes of Eqs. (35) and (40) ultimately depend, stems from energy extensivity. The
considerations illustrated in Fig. 1 indicate that any two densities, e′(r, t) and e(r, t),
whose integrals over a macroscopic volume differ by a quantity that scales as the
volume boundary, should be considered as equivalent. This equivalence can be
expressed by the condition that two equivalent densities differ by the divergence
of a (bounded) vector field:



35 Heat Transport in Insulators from Ab Initio Green-Kubo Theory 823

e′(r, t) = e(r, t)−∇ · p(r, t). (42)

In a sense, two equivalent energy densities can be thought of as different gauges of
the same scalar field. Energy is also conserved: because of this, for any given gauge
of the energy density, e(r, t), an energy current density can be defined, j(r, t), so
as to satisfy the continuity equation, Eq. (3). By combining Eqs. (42) and (3), we
see that energy current densities and macroscopic fluxes transform under a gauge
transformation as:

j ′(r, t) = j(r, t)+ ṗ(r, t), (43)

J′(t) = J(t)+ Ṗ(t), (44)

where P(t) = 1
�

∫
p(r, t)dr. We conclude that the macroscopic energy fluxes in two

different energy gauges differ by the total time derivative of a bounded phase-space
vector function.

We now show that the energy fluxes of the same system in two different energy
gauges, e and e′, differing by a bounded total time derivative, as in Eq. (44), result
in the same heat conductivity, as given by the Green-Kubo formula, Eq. (29). More
generally, the Onsager coefficients coupling two fluxes, J1 and J2, do not depend on
the gauge of either one of them. In fact, let

(
J1
)′ = J1 + Ṗ; one has:

(
L11

)′ = �

2kB

∫ +∞

−∞

〈(
J1(t)+ Ṗ(t)

)
·
(

J1(0)+ Ṗ(0)
)〉
dt

= L11 + �

2kB

[〈
P(t) · Ṗ(0)〉∣∣+∞−∞ + 2

〈
P(t) · J1(0)

〉∣∣∣
+∞
−∞

]
.

(45)

The expectation of the time-lagged products in Eq. (45) is equal to the products
of two expectations at large time lag. As the equilibrium expectations of both a
total time derivative and a current vanish, we conclude that

(
L11

)′ = L11. A slight
generalization of this argument, also using microscopic reversibility as in Onsager
(1931a, b), allows us to conclude that

(
L12

)′ = L12 and that, in general, κ ′ = κ .

3.1 Molecular Fluids

In a one-component molecular fluid such as liquid water or, say, ethanol, there are
in general Q fluxes interacting with each other through Onsagers’ Eq. (9), where
Q is the number of atomic species in a molecule. The requirement that atoms are
bound in molecules of fixed composition, however, sets a number of constraints that
substantially simplify the treatment of heat transport, making the molecular case
similar to the one-component one.
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Let us consider a molecule of chemical formula ANABNB · · · , where A,B, · · ·
indicate atomic species and NA,NB, · · · the corresponding atomic stoichiometric
indices. For each atomic species, we define the normalized number flux as:

JX = 1

NX

∑

n∈X
Vn. (46)

If we indicate by MX the atomic mass of species X, momentum conservation
requires that

∑
X MXNXJX = 0 in the center-of-mass reference frame. The flux

JXY = JX − JY is the total time derivative of a bounded vector, because its integral
is the sum over all the molecules of the difference between the average atomic
positions of either species within a same molecule, which is obviously bounded
if molecules do not dissociate. As any number flux JX can be expressed as a linear
combination of the total momentum and of several JXY fluxes, each of them is
the total time derivative of a bounded vector. Therefore, the Onsager coefficient
coupling any of these atomic fluxes with any other, or with the energy flux, vanishes.
We conclude that energy is the only conserved quantity relevant for heat transport
in a molecular fluid and that the energy-flux autocorrelation function directly yields
the thermal conductivity, as in Eq. (1).

4 Density-Functional Theory of Adiabatic Heat Transport

Quantum simulation methods based on density-functional theory (DFT) have long
been thought to be incompatible with the GK theory of thermal transport because
in first-principles calculations, it is impossible to uniquely decompose the total
energy into individual contributions from each atom (Stackhouse et al. 2010). For
this reason, ab initio simulations of heat transport have often been performed using
non-equilibrium approaches.

Stackhouse et al. (2010), for instance, computed the thermal conductivity of
periclase MgO using a method devised by Müller-Plathe (1997). In this approach, a
net heat flux, rather than a temperature gradient, is imposed to the simulated system,
and the thermal conductivity is evaluated as the ratio between the heat flux and the
resulting temperature gradient.

In the so-called approach to equilibrium methodology of Lampin et al. (2013),
the system is first prepared in an out-of-equilibrium state characterized by an
inhomogeneous temperature distribution, and the thermal conductivity is evaluated
from the time it takes for the system to relax to equilibrium. This technique has been
combined with AIMD to simulate thermal transport in a GeTe4 glass by Bouzid et al.
(2017) and further generalized and applied to crystalline and nanostructured MgO
by Puligheddu et al. (2017).

Recently, there have been several attempts to combine the GK approach to
heat transport with ab initio techniques based on electronic-structure theory, by
adopting some ad hoc definitions for the energy flux. Kang and Wang (2017), for
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instance, derived an expression for the energy flux from a (rather arbitrary) quantum-
mechanical definition of the atomic energies and used a modified MD integration
algorithm to cope with the difficulties ensuing from the implementation of their
expression in PBC. Carbogno et al. (2017) gave a different expression for the energy
flux, based on a normal-mode decomposition of the atomic coordinates and forces,
which, while allowing to reduce the effects of thermal fluctuations, can only be
applied to crystalline solids.

In spite of the undoubted ingenuity of these proposals, the problem still remains
as of how it is possible that a rather arbitrary definition of the heat flux results in
an allegedly well-defined value for the thermal conductivity. The gauge-invariance
principle introduced in Sect. 3 not only provides a solution to this conundrum, but it
also gives a rigorous way of deriving an expression for the energy flux directly from
DFT, without introducing any ad hoc ingredients.

In order to derive such an expression for the adiabatic energy flux, we start
with the standard DFT expression of the total energy in terms of the Kohn-Sham
(KS) eigenvalues εv , eigenfunctions φv(r), and density n(r) =∑

v |φv(r)|2 (Martin
2008):

EDFT = 1

2

∑

n

MnV
2
n +

e2

2

∑

n,m�=n

ZnZm

|Rn − Rm|

+
∑

v

εv − e2

2

∫
n(r)n(r′)
|r− r′| drdr′ +

∫
(εXC[n](r)− μXC[n](r)) n(r)dr, (47)

where e is the electron charge; εXC[n](r) is a local exchange-correlation (XC)
energy per particle defined by the relation

∫
εXC[n](r)n(r)dr = EXC[n], the latter

being the total XC energy of the system; and μXC(r) = δEXC
δn(r) is the XC potential.

The DFT total energy can be readily written as the integral of a DFT energy density
(Chetty and Martin 1992):

EDFT =
∫
eDFT (r)dr,

eDFT (r) = eel(r)+ eZ(r),
(48)

where:

eel(r) = Re
∑

v

φ∗v (r)
(
HKSφn(r)

)

− 1

2
n(r)vH (r)+ (εXC(r)− μXC(r)) n(r), (49)

eZ(r) =
∑

n

δ(r− Rn)
(

1

2
MnV

2
n + wn

)
, (50)



826 S. Baroni et al.

wn = e2

2

∑

m�=n

ZnZm

|Rn − Rm| , (51)

HKS is the instantaneous self-consistent Kohn-Sham Hamiltonian and vH =
e2
∫
dr′ n(r

′)
|r−r′| is the Hartree potential. An explicit expression for the DFT energy

flux is obtained by computing the first moment of the time derivative of the energy
density, Eqs. (48), (49), (50), and (51), as indicated in Eq. (31), resulting in a number
of terms, some of which are either infinite or ill-defined in PBC. Casting the
result in a regular, boundary-insensitive, expression requires a careful breakup and
refactoring of the various harmful terms, as explained by Marcolongo (2014) and in
the online version of Marcolongo et al. (2016). The final result reads:

JE
DFT

= JH + JZ + J0 + JKS + JXC, (52)

JH = 1

4π�e2

∫
∇vH (r)v̇H (r)dr, (53)

JZ = 1

�

∑

n

⎡

⎣Vn

(
1

2
MnV

2
n + wn

)
+
∑

m�=n
(Rn − Rm)

(
Vm · ∂wn

∂Rm

)⎤

⎦ , (54)

J0 = 1

�

∑

n

∑

v

〈
φv

∣∣∣∣(r− Rn)
(

Vn · ∂v̂0

∂Rn

)∣∣∣∣φv
〉
, (55)

JKS = 1

�
Re

∑

v

〈φ̄cv|HKS + εv|φ̇cv〉, (56)

JXCα =
{

0 (LDA)

− 1
�

∫
n(r)ṅ(r) ∂ε

GGA(r)
∂(∂αn)

dr (GGA),
(57)

where v̂0 is the bare, possibly nonlocal, (pseudo-)potential acting on the electrons
and:

|φ̄cv〉 = P̂c r |φv〉, (58)

|φ̇cv〉 = ˙̂
Pv |φv〉, (59)

are the projections over the empty-state manifold of the action of the position
operator over the v-th occupied orbital, Eq. (58), and of its adiabatic time derivative
(Giannozzi et al. 2017), Eq. (59), P̂v and P̂c = 1− P̂v being the projector operators
over the occupied- and empty-states manifolds, respectively. Both these functions
are well defined in PBC and can be computed, explicitly or implicitly, using standard
density-functional perturbation theory (Baroni et al. 2001).
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5 Data Analysis

The MD evaluation of the GK integral, Eq. (1), usually proceeds in two steps.
One first evaluates the integrand as a running average of the time-lagged current
products, 〈J i(τ )J j (0)〉 ∼ 1

T −τ
∫ T −τ

0 J i(t + τ)J j (t)dt , where T is the length of
the MD trajectory. The matrix defined in Eq. (19) is then estimated as a function
of the upper limit of integration: Lij (T ) ∝ �

kB

∫ T
0 〈J i(τ )J j (0)〉 dτ . One then

recovers, via Eq. (36), an estimate for the thermal conductivity depending on T :
κ(T ) ∝ 1

(L−1(T ))11 . This function is usually very noisy: in fact, at times greater

than the correlation time between J i and J j , the correlation function 〈J i(τ )J j (0)〉
approaches zero; hence Lij (T ) starts integrating noise and behaves like the distance
traveled by a random walk, whose variance grows linearly with the upper integration
limit. The evaluation of transport coefficients thus requires averaging over multiple
trajectories (possibly multiple segments of a same long trajectory) and estimating
the resulting uncertainty as a function of both the length of each trajectory and
the upper limit of integration. This is a cumbersome task that often leads to a
poor estimate of the statistical and systematic errors on the computed conductivity,
all the more so when the signal is inherently oscillatory, due to the existence of
high-frequency features in the power spectrum of the energy flux, possibly due
to intramolecular oscillations that meddle with the noise. Some authors try to
overcome these problems by either fitting the autocorrelation function or the GK
integral with a multi-exponential function (Schelling et al. 2002; Zhang et al. 2015)
or by extrapolating the power spectrum of the energy flux to the zero-frequency limit
(Volz and Chen 2000). Others have attempted an error analysis of the MD estimate
of the GK integral, based on either heuristic or rigorous arguments (Jones and
Mandadapu 2012; Wang et al. 2017; Oliveira and Greaney 2017), but they all require
an estimate of an optimal value for the upper limit of integration, which determines
a bias in the estimate and which is in general difficult to obtain. Different classes
of systems require different approaches to error analysis, but it is widely believed
that all of them always require so long simulation times as to be unaffordable with
accurate but expensive AIMD techniques (Carbogno et al. 2017). In order to solve
this problem, Ercole et al. (2017) considered it in the light of the statistical theory
of stationary time series.

5.1 Solids and One-Component Fluids

In practice, MD gives access to a discrete sample of the flux process (a time series),
Jn = J (nε), 0 ≤ n ≤ N − 1, where ε is the sampling period of the flux and N the
length of the time series, that we assume to be even. As was shown in Sect. 2.2.1,
the Wiener-Khintchine theorem allows one to express the heat conductivity in terms
of the zero-frequency value of the power spectrum of the energy flux (see Eqs. (21),
(22), (23), and (24)):
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κ = �

2kBT 2 S(ω = 0). (60)

Let us define the discrete Fourier transform of the flux time series as:

J̃k =
N−1∑

n=0

e2πi kn
N Jn, (61)

for 0 ≤ k ≤ N − 1. Here, the convention for the sign in the exponential of the time-
to-frequency Fourier transform is opposite to what is adopted in Ercole et al. (2017)
and in most of the signal analysis literature, in order to comply with the convention
for the space-time Fourier transforms usually adopted in the Physics literature and
in Eqs. (4) and (5). The sample spectrum Ŝk , aka periodogram, is defined as:

Ŝk = ε

N

∣∣∣J̃k
∣∣∣
2
, (62)

and, for large N , it is an unbiased estimator of the power spectrum of the process,
as defined in Eq. (21), evaluated at ωk = 2π k

Nε
, namely: 〈Ŝk〉 = S(ωk). The reality

of the Ĵ s implies that J̃k = J̃ ∗N−k and Ŝk = ŜN−k , so that periodograms are usually

reported for 0 ≤ k ≤ N
2 and their Fourier transforms evaluated as discrete cosine

transforms.
The space autocorrelations of conserved currents are usually short-ranged.

Therefore, in the thermodynamic limit, the corresponding fluxes can be seen as
sums of (almost) independent identically distributed stochastic variables, so that,
according to the central-limit theorem, their equilibrium distribution is Gaussian. A
slight generalization of this argument allows us to conclude that any conserved-
flux process is Gaussian as well. The flux time series is in fact a multivariate
stochastic variable that, in the thermodynamic limit, results from the sum of (almost)
independent variables, thus tending to a multivariate normal deviate. This implies
that at equilibrium, the real and imaginary parts of the J̃k’s defined in Eq. (61)
are zero-mean normal deviates that, in the large-N limit, are uncorrelated among
themselves and have variances proportional to the power spectrum evaluated at ωk .
For k = 0 or k = N

2 , J̃k is real and ∼N (
0, N

ε
S(ωk)

)
; for k /∈ {

0, N2
}
, ReJ̃k

and ImJ̃k are independent and both ∼N (
0, N2ε S(ωk)

)
, where N (μ, σ 2) indicates a

normal deviate with mean μ and variance σ 2. We conclude that in the large-N limit
the sample spectrum of the heat flux time series reads:

Ŝk = S (ωk) ξk, (63)

where the ξs are independent random variables distributed as a χ2
1 variate for k = 0

or k = N
2 and as one half a χ2

2 variate, otherwise. Here and in the following χ2
ν

indicates the chi-square distribution with ν degrees of freedom. For the sake of
simplicity, we make as though all the ξs were identically distributed, ξk ∼ 1

2χ
2
2
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for all values of k, thus making an error of order O(1/N), which vanishes in the
longtime limit that is being assumed throughout this section.

In many cases of practical interest, multiple time series are available to estimate
the power spectrum of a same process, {pJn}, p = 1, · · · �. For instance, in
equilibrium MD, a same trajectory delivers one independent time series per
Cartesian component of the heat flux, all of which are obviously equivalent in
isotropic systems. In these cases, it is expedient to define a mean sample spectrum
by averaging over the � different realizations:

�Ŝk = ε

�N

�∑

p=1

∣∣∣pJ̃k
∣∣∣
2
,

= S (ωk) �ξk,
(64)

where the �ξs are χ2
2� variates, divided by the number of degrees of freedom: �ξk ∼

1
2�χ

2
2�

(
for k /∈ {0, N2 }

)
.

Equations (63) and (64) show that �Ŝ0 is an unbiased estimator of the zero-
frequency value of the power spectrum, 〈�Ŝ0〉 = S(0), and through Eq. (60), of
the transport coefficients we are after. However, this estimator is not consistent, i.e.,
its variance does not vanish in the large-N limit. This is so because a longer time
series increases the number of discrete frequencies at which the power spectrum is
sampled, rather than its accuracy at any one of them.

Figure 3 displays the periodogram of water at ambient conditions, obtained
from a 100 ps classical MD trajectory, showing the extremely noisy behavior of

0 50 100
ω/2π (THz)

0

2

4

6

8

Ŝ
k

(W
/m

K
)

Fig. 3 Periodogram of a classical flexible model of water obtained from a 100 ps MD trajectory.
Gray: periodogram obtained directly from Eq. (64), with � = 3. Blue: periodogram filtered with
a moving average window of width 1 THz, useful to reveal the main features of the spectrum (see
text). The vertical dashed line delimits the low-frequency region used in the subsequent cepstral
analysis
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the periodogram as an estimator of the spectrum. Averaging over the values of the
periodogram within a frequency window of given width (Weisstein MovingAverage)
would consistently reduce the statistical noise, but the multiplicative nature of the
latter in Eq. (63) makes it difficult to disentangle the noise from the signal and may
introduce a bias. In order to cope with this problem, we had better transform the
multiplicative noise into an additive one by defining the log-periodogram, �L̂k , as:

�L̂k = log
(
�Ŝk

)

= log (S(ωk))+ log
(
�ξk

)

= log (S(ωk))+ �-+ �λk,

(65)

where �λk = log
(
�ξk

) − �- are zero-mean identically distributed independent
stochastic variables, �- = 〈

log
(
�ξ
)〉 = ψ(�) − log(�), and ψ(z) is the digamma

function (Weisstein PolyGamma). The variance of the �λ variables is σ 2
� = ψ ′(�),

where ψ ′(z) is the tri-gamma function (Weisstein PolyGamma).
Whenever the number of (inverse) Fourier components of the logarithm of the

power spectrum is much smaller than the length of the time series, applying a low-
pass filter to Eq. (65) would result in a reduction of the power of the noise, without
affecting the signal. In order to exploit this idea, we define the “cepstrum” of the
time series as the inverse Fourier transform of its sample log-spectrum (Childers
et al. 1977):

�Ĉn = 1

N

N−1∑

k=0

�L̂ke
−2πi kn

N . (66)

A generalized central-limit theorem for Fourier transforms of stationary time series
ensures that, in the large-N limit, these coefficients are a set of independent (almost)
identically distributed zero-mean normal deviates (Anderson 1994; Peligrad and Wu
2010). It follows that:

�Ĉn = λ�δn0 + Cn + �μn,

Cn = 1

N

N−1∑

k=0

log
(
S(ωk)

)
e−2πi kn

N ,
(67)

where �μn are independent zero-mean normal deviates with variances
〈
�μ2
n

〉 = 1
N
σ�

for n /∈ {
0, N2

}
and

〈
�μ2
n

〉 = 2
N
σ 2
� otherwise. Figure 4 displays the cepstral

coefficients of the low-frequency region of the spectrum of water (marked in Fig. 3),
showing that only the first few coefficients are substantially different from zero.
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Fig. 4 Cepstral coefficients of water computed analyzing the low-frequency region of the
periodogram (see Fig. 3), defined in Eq. (66)

Let us indicate by P ∗ the smallest integer such that Cn ≈ 0 for P ∗ ≤ n ≤
N − P ∗. By limiting the Fourier transform of the sample cepstrum, Eq. (66), to P ∗
coefficients, we obtain an efficient estimator of the zero-frequency component of
the log-spectrum as:

�L̂∗0 = �Ĉ0 + 2
P ∗−1∑

n=1

�Ĉn

= �-+ log(S0)+ �μ0 + 2
P ∗−1∑

n=1

�μn.

(68)

Inspection of Eq. (68) shows that �L̂∗0 is a normal estimator whose expectation and
variance are:

〈�L̂∗0〉 = log(S0)+ �-, (69)

σ ∗� (P ∗, N)2 = σ 2
�

4P ∗ − 2

N
. (70)

Using Eq. (60), we see that the logarithm of the conductivity can be estimated from
the cepstral coefficients of the flux time series through Eqs. (68), (69), and (70) and
that the resulting estimator is always normal with a variance that depends on the
specific system only through the number of these coefficients, P ∗. Notice that the
absolute error on the logarithm of the conductivity directly and nicely yields the
relative error on the conductivity itself.

The efficacy of this approach obviously depends on our ability to estimate the
number of coefficients necessary to keep the bias introduced by the truncation to
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a value smaller than the statistical error while maintaining the magnitude of the
latter at a prescribed acceptable level. Ercole et al. (2017) proposed to estimate P ∗
using the Akaike’s information criterion (Akaike 1974), but other more advanced
model selection approaches (Claeskens and Hjort 2008) may be more effective. This
method consists in choosing P ∗ as the one that minimizes the function:

AIC(P ) = N

σ 2
�

N
2∑

n=P
Ĉ2
n + 2P. (71)

In Fig. 5a, we report the low-frequency region of the spectrum of water obtained by
limiting the number of cepstral coefficients to P ∗:

�Ŝ∗k = exp

⎡

⎣2
P ∗−1∑

n=1

�Ĉne2πi kn
N + �Ĉ0 − �-

⎤

⎦ , (72)

thus showing the filtering effect of this choice. Finally, Fig. 5b shows the value of
thermal conductivity of water obtained through Eqs. (68), (69), and (70).

5.2 Multicomponent Fluids

In Sect. 2.3.2, we have seen that in a fluid made of Q atomic species, there are in
general Q macroscopic fluxes interacting with each other through Onsager’s phe-
nomenological equations, Eq. (9), not counting the different Cartesian components
that do not interact among themselves because of space isotropy. A MD simulation
thus samples Q stochastic processes, one for each interacting flux, that we suppose
to be stationary. These processes can be thought of as different components of a
same multivariate process (Bertossa et al. 2019). As in Sect. 5.1, for the sake of
generality we suppose to have � independent samples of such a process, described
by a multivariate time series of length N : {pJ in}; p = 1, . . . �; i = 1, . . .Q;

n = 0, . . . N−1. Stationarity implies that 〈J in〉 does not depend on n and that 〈J inJ jm〉
only depends on n−m. We will further assume that 〈J in〉 = 0 and that 〈J inJ j0 〉 is an
even function of n, which is the case when J i and J j have the same signature under
time-reversal. By combining Eq. (36) with Eq. (24), we see that in order to evaluate
the thermal conductivity in the multicomponent case, we need an efficient estimator

for
(
S−1

0

)11
, where Skl0 = Skl(ω = 0) is the zero-frequency cross-spectrum of the

relevant fluxes, ordered in such a way that the energy one is the first.
Similarly to the one-component case, we define a mean sample cross-spectrum

(or cross-periodogram) as:
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Fig. 5 (a) Filtered low-frequency region of the power spectrum of water obtained by limiting
the number of cepstral coefficients to various values of P ∗, Eq. (72). P ∗ = 7 is the cutoff
value suggested by the Akaike’s information criterion, Eq. (71). Gray: the unfiltered periodogram
obtained from Eq. (62). (b) Thermal conductivity of water estimated from Eqs. (68), (69), and (70)
as a function of the cutoff, P ∗. The colored bands indicate one standard deviation as estimated
from theory. The vertical dashed line indicates the value suggested by the Akaike’s information
criterion, Eq. (71)

(�Q)Ŝ
ij
k =

1

�

�∑

p=1

ε

N

(
pJ̃ ik

)∗
pJ̃
j
k . (73)

By discretizing Eq. (23), we see that (�Q)Ŝijk is an unbiased estimator of the cross-

spectrum,
〈
(�Q)Ŝ

ij
k

〉
= Sij

(
ωk = 2πk

Nε

)
. As it was the case for univariate processes,

in the large N limit the real and imaginary parts of J̃ ik are normal deviates that are
uncorrelated for k �= k′. We conclude that the cross-periodogram is a random matrix
distributed as a complex Wishart deviate (Goodman 1963a, b):

(�Q)Ŝk ∼ CWQ (S(ωk), �) . (74)



834 S. Baroni et al.

The notation CWQ (S, �) in Eq. (74) indicates the distribution of the Q × Q
Hermitian matrix (�Q)Ŝij = 1

�

∑�
p=1

pXi pXj∗, where {pXi} (p = 1, · · · �, i =
1, · · ·Q) are � samples of an Q-dimensional zero-mean normal variate whose
covariance is Sij = 〈XiXj∗〉.

Similarly to the real case, a Bartlett decomposition (Kshirsagar 1959) holds for
complex Wishart matrices (Nagar and Gupta 2011), reading:

(�Q)Ŝ = 1

�
SRR S†, (75)

where “ ” and “†” indicate the transpose and the adjoint of a real and complex
matrix, respectively; S is the Cholesky factor of the covariance matrix, S = SS†;
and R is a real lower triangular random matrix of the form:

R =

⎛

⎜⎜⎜⎜⎜⎝

c1 0 0 · · · 0
n21 c2 0 · · · 0
n31 n32 c3 · · · 0
...

...
...
. . .

...

nQ1 nQ2 nQ3 · · · cQ

⎞

⎟⎟⎟⎟⎟⎠
, (76)

where c2
i ∼ χ2

2(�−i+1) and nij ∼ N (0, 1). We stress that R is independent of
the specific covariance matrix and only depends upon � and Q. In particular, it is
independent of the ordering of the fluxes J i . By expressing theQQ matrix element
of the inverse of (�Q)Ŝ in Eq. (75) as the ratio between the corresponding minor and
the full determinant, and using some obvious properties of the determinants and of
triangular matrices, we find that:

�
(
(�Q)Ŝ−1

k

)QQ =
1

(
S−1
k

)QQ c
2
Q
, (77)

As the ordering of the fluxes is arbitrary, a similar relation holds for all the
diagonal elements of the inverse of the cross-periodogram. We conclude that the
generalization of Eq. (64) for the multicomponent case is:

�Ŝ k ≡
�

2(�−Q+ 1)

1
(
(�Q)Ŝ−1

k

)11 =
1

(
S−1
k

)11 ξk, (78)

where ξk are independent random (with respect to k) random variables, distributed
as:
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ξk ∼

⎧
⎪⎪⎨

⎪⎪⎩

1
�−Q+1 χ

2
�−Q+1 for k ∈ {0, N2 },

1
2(�−Q+1) χ

2
2(�−Q+1) otherwise.

(79)

Starting from here we can apply the cepstral analysis as in the one-component case.
The only difference is the number of degrees of freedom of the χ2 distribution, that
becomes 2(�−Q+ 1), and a different factor in front of the result. Figure 6 shows
an example of multi-component power spectrum for a solution of water and ethanol.

The method discussed so far shows a fundamental advantage with respect to
a naïve implementation of direct time-integration approach. Figure 7 shows the
two-component conductivity κ , obtained via Eq. (38), in the case of a water-
ethanol solution, as a function of the upper time-integration limit T (Bertossa et al.
2019). Both the Green-Kubo and the Einstein-Helfand definitions of the finite-time
expression of Onsager’s coefficients (see Eq. (20)) are displayed. Due to thermal
fluctuations, the integral of the correlation function becomes a random walk as
soon as the latter vanishes, eventually assuming any value. Therefore, there will
be a set of times (see Fig. 7) where the term LQQ at the denominator in Eq. (38)
vanishes, leading to divergences in the evaluation of κ; an issue not affecting the
one-component case. Hence, in such a formulation of the multicomponent case, the
mean value of the thermal conductivity estimator in the time domain does not exist.
On the contrary, the multicomponent frequency-domain approach presented in this
section, and built on sound statistical basis, provides a well-defined expression for
the estimator of κ and its statistical error.
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Fig. 6 Multicomponent power spectrum, as defined in Eq. (78), for a classical flexible model of
a solution of water and ethanol 50 mol%, obtained from a 100 ps trajectory. Gray: �Ŝ k obtained
directly from Eq. (78), with � = 3 andQ = 2. Blue: �Ŝ k filtered with a moving average window of
width 1 THz in order to reveal its main features. The vertical dashed line delimits the low-frequency
region used in the subsequent cepstral analysis (Bertossa et al. 2019)
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Fig. 7 Convergence of the multicomponent thermal conductivity estimator κ using the direct
time-integration approach and the cepstral method, for a classical flexible model of a solution
of water and ethanol 50 mol%, obtained from a 100 ps trajectory. (a) Direct time-integration
approach in its Green-Kubo (green, as obtained from the matrixLij (T ) ∝ ∫ T

0

〈
J i(t)J j (0)

〉
dt) and

Einstein-Helfand (orange – obtained from the matrix
(
Lij

)′
(T ) ∝ ∫ T

0

(
1− t

T
) 〈
J i(t)J j (0)

〉
dt)

formulations. The horizontal purple band indicates the value obtained by the cepstral method.
(b) Estimate of κ with the cepstral method as a function of the number of cepstral coefficients,
P ∗, see Eqs. (68), (69), and (70). The dashed vertical line indicates the value of P ∗ selected by the
AIC, Eq. (71) (Bertossa et al. 2019)

5.3 Data Analysis Workflow

We summarize the steps leading to the estimation of thermal conductivity by
the cepstral analysis method, in order to highlight the simplicity of its practical
implementation.

1. From a MD simulation compute the heat flux time series J 1
n and the independent

particle fluxes J qn , q = 2, . . . ,Q.
2. Compute the discrete Fourier transform of the fluxes, J̃ ik , and the element

1/(Ŝ−1)11. In practice, only a selected low-frequency region shall be used (see
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Ercole et al. (2017) for a detailed discussion). To lighten the notation, we drop
the left superscripts of the variables in this subsection.

3. Calculate log
[
1/(Ŝ−1)11

]
.

4. Compute the inverse discrete Fourier transform of the result to obtain the cepstral
coefficients Ĉn.

5. Apply the Akaike Information Criterion, Eq. (71), to estimate the number of
cepstral coefficients to retain, P ∗.

6. Finally apply Eq. (68) to obtain L̂∗0, and evaluate the thermal conductivity as

κ = �

2kBT 2 exp
[
L̂∗0 − ψ(�−Q+ 1)+ log(�−Q+ 1)

]
, (80)

and its statistical error as:

�κ

κ
=
√
ψ ′(�−Q+ 1)

4P ∗ − 2

N
. (81)

6 A Few Representative Results

Calculations of the thermal conductivity based on the Green-Kubo formalism
combined with first-principles molecular dynamics are quite recent. The first
benchmarks from Marcolongo et al. (2016) have been performed on liquid Argon
and heavy water at ambient conditions, as reported below.

6.1 A Benchmark on a Model Mono-atomic Fluid

As a first test, liquid Argon was simulated by Marcolongo et al. (2016) using a local
LDA functional neglecting dispersion forces. The resulting fictitious system, dubbed
LDA-Argon, is a hard-core weakly interacting fluid whose dynamics is expected to
be easily mimicked by a simple two-body potential, which can be engineered by
standard force-matching techniques. This observation allows one to effectively test
the ideas developed in Sect. 4: even if the energy density in LDA-Argon and in its
fitted classical counterpart will likely be different, the resulting thermal conductivity
is expected to coincide within the quality of the classical fit.

Simulations were performed in a cubic supercell of 108 atoms with an edge of
17.5 Å, corresponding to a density of 1.34 g cm−3. Trajectories were sampled in the
NVE ensemble for 100 ps, and the classical model was fitted with a pair potential
of the form V (r) = P2(r)e−αr , P2(r) being a second-order polynomial. In Fig. 8,
we show the resulting autocorrelation functions at a representative temperature of
400 K. The DFT autocorrelation function shows a more structured behavior than that
of the classical potential. Nevertheless, when considering the long time limit of the
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a b

Fig. 8 Benchmark of LDA-Argon, reproduced from Marcolongo et al. (2016). (a) The heat-flux
autocorrelation function. (b) The GK integral as a function of the upper limit of integration. Color
coding common to the two panels. Blue: ab initio molecular dynamics (100 ps). Orange: classical
molecular dynamics (100 ps). Green: classical molecular dynamics (1000 ps)

Green-Kubo integral, the thermal conductivities indeed coincide within statistical
uncertainty, as predicted by theory.

6.2 Heavy Water at Ambient Conditions

Marcolongo et al. (2016) also computed the thermal conductivity of heavy water
at ambient conditions. Simulations were performed using the PBE exchange
correlation energy functional (Perdew et al. 1996), which is known to predict
qualitatively the self-diffusion coefficient of water at ambient conditions only for
a simulation temperature of about 400 K (Sit and Marzari 2005): the latter condition
was imposed accordingly. A system of 64 heavy water molecules was sampled for
90 ps in the NVE ensemble using a cubic cell corresponding to the experimental
density of 1.11 g cm−3.

The ab initio treatment of heat transport in molecular fluids requires some care
in order to eliminate non-diffusive components of the energy flux that, while not
contributing to the conductivity, do increase the noise of the flux time series to a
level that may compromise its analysis. To see where the problem comes from, let
us split the potential energy of the system into the sum of non-interacting atomic
energies plus an interaction energy as: V ({Rn}) =∑

n ε
◦
n +Vint ({Rn}), where ε◦n is

the energy of the n-th atom when it is isolated from the rest. In classical simulations,
the energy of isolated atoms never enters the description of the system, and the ε◦n’s
can be simply set to zero. In quantum simulations, instead, atomic and interaction
energies enter on a same footing, and the former give a large and fluctuating
contribution to the total energy flux, J◦ =∑

X ε
◦
XJX, where JX is the flux defined in

Eq. (46). In a mono-atomic fluid, JX is constant because of momentum conservation,
and it is actually equal to zero in the center-of-mass reference frame. In molecular
fluids, the JX do not vanish, but, as we have seen in Sect. 3.1, they are non-diffusive
and hence do not contribute to the heat conductivity while adding considerable noise
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to the energy-flux time series. In order to remove them, instead of estimating J◦
from the noninteracting atomic energies, we prefer to implement a decorrelation
technique, as described below.

Current decorrelation builds on a general inequality whose proof can be found
in Marcolongo et al. (2016). Let J1 and J2 be two macroscopic fluxes and J12 =
J1 + J2 their sum. The corresponding conductivities κ1, κ2, and κ12 then satisfy
|κ12 − κ1 − κ2| ≤ 2

√
κ1κ2. As a consequence, when κ2 vanishes, κ12 coincides

with κ1. Let us now suppose that a set of fluxes {Yu}, u = 1, . . . U is known to
exhibit a non-diffusive behavior. The above argument shows that the auxiliary flux
defined as:

J′ ≡ J−
∑

w

λwYw (82)

will yield the same thermal conductivity as J. Optimal values of the {λu} coefficients
can then be determined by imposing that the new time series J′ is uncorrelated with
respect to the non-diffusive ones, namely:

〈JYu〉 −
∑

w

λw〈YwYu〉 = 0, u = 1, . . . U. (83)

This procedure is particularly useful when the Yu fluxes give a slowly converging
contribution to the Green-Kubo integral, which is thus difficult to evaluate numeri-
cally.

The decorrelation technique has been applied to heavy water considering two
non-diffusive number fluxes: Y1 = JH + JO , i.e., the sum of hydrogen and oxygen
average velocities and Y2 = Jel , the adiabatic electronic current. Note that the two
time series JH and JO are trivially related, because of momentum conservation.
Therefore JH , JO , or JH +JO would all be equivalent choices. The latter is defined,
following the same notation of Sect. 4, as:

Jel = 2

�
Re

∑

v

〈φ̄cv|φ̇cv〉, (84)

as can be derived from the continuity equation for the density: ∇ · j el(r, t) =
−ṅel(r, t). In insulators Jel is non-diffusive and can thus be used to decorrelate
the heat current. In the original paper the thermal conductivity was evaluated
from the slope of the energy displacement D(τ ) = ∫ τ

0 J(t)dt (see Eq. (20)) and
the corresponding error obtained from a standard block analysis, resulting in a
nonoptimal estimate of both (see Fig. 9a). The same data have been reanalyzed
with the novel cepstral technique presented in Sect. 5. We denote by

(
J1
)′

and(
J12

)′
the currents decorrelated with respect to Y1 alone and with respect to both Y1

and Y2, respectively. The power spectra of the two currents are plotted in Fig. 9b.
Only the low-frequency region of the spectra (up to ∼9.0 THz) was used for the
cepstral analysis (see Ercole et al. (2017) for the technical details). The minimization
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Fig. 9 (a) Value of thermal conductivity of heavy water obtained from a linear fitting of the energy
displacement of

(
J1
)′

, D(τ ) = ∫ τ
0

(
J1
)′
(t)dt . The two curves refer to different window widths

used for the linear fit, of length 0.5 and 1.0 ps. The abscissa corresponds to the origin of the fitting
window. (b) Periodogram of the

(
J1
)′

and
(
J12

)′
currents, filtered with a moving average window

in order to reveal the prominent features. The vertical dashed line delimits the low-frequency region
used for cepstral analysis

of Eq. (71) suggests a cutoff P ∗1 = 17 and P ∗12 = 15, but a value 1.5 times
larger was actually been used to reduce the bias possibly due to the fast variation
of the spectrum at frequency close to zero. The resulting thermal conductivities
are κ1 = 0.80 ± 0.12 W/mK for the

(
J1
)′

flux and κ12 = 0.93 ± 0.14 W/mK

for
(
J12

)′
, compatible with each other. By comparison, experiments give a value

κ ≈ 0.6 W/mK (Matsunaga and Nagashima 1983; Ramires et al. 1995). In this
case, data analysis would not have yielded any meaningful results failing a proper
decorrelation of the heat flux time series.

7 Outlook

We believe that the ideas presented in this chapter will pave the way to new
developments and applications in the field of heat transport, particularly for strongly
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anharmonic and/or disordered systems, where approaches based on the Boltzmann
transport equation do not apply or are bound to fail. The general concept of gauge
invariance of heat conductivity will likely apply to other transport properties as well,
such as ionic conduction, viscosity, and many others, and/or simulation methodolo-
gies, such as those based on a neural-network representation of interatomic poten-
tials, which hold the promise of a strong and long-lasting impact on molecular simu-
lations. The applicability of this concept would not be as broad if not assisted by the
powerful data-analysis methods which have also been described in this chapter. Here
again, we believe that there is ample room for improvement, leveraging more gen-
eral (possibly non-Fourier) representations of the log-spectrum of the currents to be
analyzed and more advanced statistical-inference techniques to estimate the parame-
ters of the spectral models resulting from these representations. From the applicative
point of view, we expect that these methodological advances will have a strong
impact in all those cases where heat, mass, and charge transport occurs in conditions
that cannot be adequately described at the atomistic level by simple force fields,
e.g., in complex materials; systems at extreme external conditions, such as those
occurring in the planetary interiors; complex or reactive fluids; and many others.
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Abstract

Control and modelling of thermal transport at the nanoscale has emerged either
as a key issue in modern nanoscience or as a compelling demand for the ever-
increasing miniaturization process in information technologies: here the thermal
budget of nanodevices is basically ruled over by heat exchanges across interfaces,
and the relevant physics is cast in terms of a thermal boundary resistance. In
this chapter, we present a unified discussion about the fundamental knowledge
developed in this framework. Starting from the most general thermodynamical
description of an interface, where the driving force for heat transport is identified
together with the actual location and thickness of the interface itself, we define
what the thermal boundary resistance is in fact. We then delve into the most
successful modelling approaches, based either on the phonon picture or on
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the atomistic picture. Adopting different assumptions and employing different
implementation strategies, they offer a complementary description of the physi-
cal mechanisms underlying thermal boundary resistance, and they provide useful
computational protocols to predict its value in realistic systems.

1 Introduction

Since the discovery of a thermal resistance at the interface between liquid helium
and a solid (Kapitza 1941), the problem of thermal transport across interfaces
has gradually gained interest, eventually reaching a key role in nanomaterials
physics: robust advancements in the understanding of the mechanisms ruling over
heat transport across boundaries have been made, with possible impact on many
intriguing technological applications.

The study of thermal boundary resistance has naturally adopted the theoretical
background of the most general field of thermal transport in bulk solid-state
materials as a starting point: as a matter of fact, evaluation of a thermal boundary
resistance requires, at least in principle, methodologies to calculate heat fluxes in
non-equilibrium systems, similarly to the widely discussed problem of thermal
conductivity. In particular, from the modelling point of view, the phonon picture
(including the explicit treatment of the interface scattering) has been largely
employed, although at different levels of sophistication, resulting in differently
accurate models. Similarly, atomistic simulations have been fruitfully exploited to
analyze transport in realistic systems.

It has been recognized that the key issue in the solution of the conundrum
is represented by the interface, which ultimately represents the very unique and
characterizing feature of thermal boundary resistance. A rigorous definition of what
an interface is in fact (together with its corresponding description and modelling)
has then become crucially important in order to properly understand its effects
on the thermal transport across it. The most general definition of interface is
provided by non-equilibrium thermodynamics which is able to identify the essential
ingredients. Moreover, challenging questions exist about the role played by the
interface structure, geometry, and bonding in the overall thermal resistance. Some
traits of the effect of the interface have been clearly identified in the presence
of interfacial scattering, ballistic transport, and wave effects (Cahill et al. 2003;
Chen 2005; Hopkins 2013). These phenomena are believed to derive from new
phonon-electron interaction mechanisms at the interface which are particularly hard
to model and control.

The current interest in the thermal boundary resistance is driven not only by pure
scientific curiosity but also by technological needs. In particular, as the ongoing
miniaturization process taking place in the information technologies has led to
the manufacturing of device at the nanoscale, new challenges in the management
of thermal power have emerged (Balandin 2002; Maasilta and Minnich 2014).
For example, power dissipation limits the performance of electronic systems from
individual microprocessors to data centers. Silicon-based microprocessors with
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clock frequencies larger than a few GHz cannot even work due to on-chip power
densities exceeding 100 W/cm−2. Also in radio-frequency (RF) amplifier designs
using III-V group compound semiconductors, thermal high power densities are
sufficient to prevent a proper device operation. These huge power densities lead
to device failure and to the need for better strategies of heat dissipation and control
at the nanoscale.

Similar challenges are currently encountered in the field of thermoelectric
applications: today solutions for thermal waste recovery suffer an extremely low
efficiency, and the quest for good thermoelectric materials is consequently par-
ticularly intense. The most promising strategies adopted to date exploit materials
nanostructuring to reduce the overall thermal conductivity without jeopardizing
electron transport properties (Minnich et al. 2009; Dresselhaus et al. 2007).

In addition, the junction of two materials with different thermal properties
represents the fundamental building block of the so-called phononic devices (Volz
et al. 2016). In analogy with the electronic diodes, joining two materials with
different thermal properties allows for the realization of thermal diodes (i.e., devices
acting as thermal conductors or insulators depending on the sign of the temperature
difference applied). This behavior, generally called “thermal rectification” (Dames
2009), is clearly due to the interface asymmetry which reflects into a different
amount of thermal energy exchanged through it when the temperature difference
is reversed. Starting from these simple elementary blocks, an entire information
technology based on heat could be envisioned and developed.

It is then clear how an improved ability to control thermal transport at the
nanoscale would represent a fundamental progress toward new smaller and more
energy-efficient nanodevices. Such considerations are compelling motivations to
address thermal transport across an interface by computer modelling. Two mod-
elling strategies have been mostly exploited in the investigation on thermal boundary
resistance, corresponding to fundamentally different physical pictures, namely, the
phonon picture and the atomistic picture. The former represents a valid approach
inspired by the theory of heat transport in crystalline materials, and it relies on
the definition of phonons as energy carriers. Being collective lattice vibrations, the
reciprocal space is the natural space in which thermal transport is more intuitively
described and interpreted. However, due to some oversimplifying assumptions
adopted (e.g., the absence of imperfections in the materials structures), its accuracy
and predictivity is rather poor. A more sophisticated and accurate calculation of
thermal boundary resistances is, on the contrary, provided by atomistic simulations.
Within this picture, the thermal transport properties are calculated by simulating
the trajectories of individual atoms for sufficiently long times. Hence, calculations
are performed in the direct space. The extremely accurate atomic-scale description
of the interface and the intrinsic properties of the materials allow to obtain values
of thermal boundary resistance in excellent agreement with experiments. More
importantly, the possibility of introducing realistic features in the system (e.g., atom
vacancies, interface roughness, interdiffusion, etc.) offers the advantage of exploring
the effect of non-idealities on the heat transport, which are generally ignored in the
phonon picture. Both the modelling strategies will be separately discussed below.
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The chapter is organized as follows. After outlining the basic thermodynamics
of thermal transport in Sect. 2, the concept of thermal boundary resistance will be
properly defined in Sect. 3. Here we express it as the ratio between the temperature
drop across the interface and the corresponding heat flux passing through. The
rest of the chapter will be devoted to the modelling efforts of thermal boundary
resistance. In particular, Sect. 4 delves into the phonon picture of transport across
interfaces: fundamental observables are identified as well as the assumptions
necessary to get to the results. In Sect. 5, we finally describe the atomistic picture.
Questions on how to correctly identify the interface and how to compute the
heat flux passing through will be answered, hence offering a complete guide to a
numerical evaluation of thermal boundary resistance in realistic systems. General
conclusions will close this chapter.

2 Lattice Thermal Transport: Basics

A net flux of heat (e.g., the thermal energy amount crossing a unit of surface in a
unit of time) in a condensed matter system can only be observed in non-equilibrium
conditions, i.e., when a thermal bias – acting as a driving force – is applied across
a specimen: the resulting current of thermal energy is in fact the response of the
system to such a perturbation, in the attempt to recover the initial equilibrium
configuration (Lienhard IV and Lienhard V 2017). In principle, there exist two
kinds of microscopic heat carriers, namely, electrons and lattice vibrations. In case
the system of interest is a crystalline material, these latter ones are referred to as
phonons. When dealing with nonmetallic materials, as it is assumed throughout this
chapter, the electron contribution is negligibly small with respect to the lattice one.

Any elementary theory of lattice heat transport is ruled over by two basic
ingredients, namely, (i) a constitutive equation characterizing the thermal force-
flux relationship and (ii) some transport coefficients, which depend on the actual
material system and quantify its ability to transmit thermal energy. In order to
elaborate a theory suitable for computer simulations, some simplifying assumptions
must be adopted in order to proceed. First of all, we assume that no mass or charge
transport phenomena, as well as no chemical reactions, occur (this can be done
without any loss of generality since we are focussing on pure heat transport in
solid-state materials). Next, we only consider a steady-state transport configuration,
where the system response to the perturbation is stationary; this implies that either
the applied thermal bias does not change in time and we follow the system after a
long enough transient of time, i.e., after that the system has set up its own stationary
response. This implies that, although a thermal bias is present, local equilibrium
holds everywhere: accordingly, provided that all relevant quantities are given as the
corresponding local density, the equations of equilibrium thermodynamics still hold
in each selected material portion. Finally, and most importantly, we assume that the
perturbation is small: the system will activate a linear response.
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If we now consider a volume region of a homogeneous system subjected to
a thermal bias under the above assumptions, we can write the entropy continuity
equation as (Kjelstrup and Bedeaux 2008)

∂s

∂t
= −∂Js

∂z
+ σs (1)

where ∂s/∂t is the change of entropy density within the selected volume element,
∂Js/∂z is the net flow of entropy through it, and σs is the entropy density production
term provided by any possible entropy source within the same volume element
Hereafter z will be the direction of the heat current. By using the local Gibbs
equation du = T ds (where u is the internal energy density and T is the local
temperature) and the energy balance equation ∂u/∂t = −∂Jh/∂z (we are assuming
mechanical equilibrium, and, therefore, no mechanical work must be considered),
Eq. 1 is easily transformed into

∂s

∂t
= − ∂

∂z

(
Jh

T

)
+ Jh ∂

∂z

(
1

T

)
(2)

In this equation, Jh is the heat flux, i.e., the amount of thermal energy crossing a
unit area in a unit of time. By comparing Eqs. 1 and 2, we can immediately identify
the σs term which, in the present case of pure heat transport, can be expressed by
the Onsager relation σs = JhXh where Xh is the generalized force associated to Jh.
This allows for identifying the actual force driving thermal transport as

Xh = ∂

∂z

(
1

T

)
(3)

Within the linear response regime we have assumed, we can further stateXh = rJh,
thus introducing the Onsager resistivity coefficient r: this is exactly the material-
specific parameter that has been indicated as a basic ingredient of the present
elementary transport theory. We can now identify the second ingredient by inserting
the Onsager resistivity in Eq. 3 and getting the following force-flux equation

∂

∂z

(
1

T

)
= rJh (4)

corresponding to the constitutive equation for heat transport. We remark that
according to Eq. 4 the actual thermodynamic driving force for thermal transport
is the gradient of an inverse temperature (Kittel and Kroemer 1980). By developing
the z-derivative of the inverse temperature, we get ∂T /∂z = −T 2rJh which can be
recast in the form of the well-known Fourier law

Jh = −κ ∂T
∂z

(5)
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where the thermal conductivity κ (measured in Wm−1K−1 units) is related to the
inverse of the Onsager resistivity κ = (T 2r)−1. We remark that this latter relation
establishes the link between the Onsager and the Fourier pictures: the former
being rooted in robust non-equilibrium thermodynamics and the latter being fully
phenomenological.

3 The Concept of Thermal Boundary Resistance

Let us now move to the case of two materials, with unlike thermal transport
properties (i.e., with different thermal conductivity), meeting at an interface across
which a thermal bias is applied. While for a homogeneous system a linear variation
of temperature throughout the whole specimen occurs in steady-state condition,
a sudden temperature drop ΔT is experimentally observed at the heterojunction
in a similar condition: the situation is conceptualized in Fig. 1 where, at least
for the moment, we do not need to specify the actual temperature profile in the
interface region but, rather, we simply assign its average value hereafter referred to
as interface temperature Tint. Furthermore, Tleft and Tright are the local temperature
just at the left and right boundary of the interface region.

In this situation Eq. 1 is recast in the form (Kjelstrup and Bedeaux 2008)

∂sint

∂t
= − (Js,left − Js,right

)+ σ int
s (6)
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Fig. 1 Idealized scheme for the definition of the thermal boundary resistance concept. The bold
black line represents the local temperature profile along the direction of heat flux. The interface
region is marked by vertical light lines, whileΔT indicates the temperature drop occurring between
the left and the right boundaries of the interface, respectively, at temperatures Tleft and Tright
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where the superscript “int” indicates an interface quantity, while Js,left and Js,left are
the entropy density flux through the indicated interface boundaries. Similarly to the
case treated in the previous section, we easily obtain σ int

s as

σ int
s = Jq

(
1

Tint
− 1

Tleft

)
+ Jq

(
1

Tright
− 1

Tint

)
(7)

proving that two flux-force equations are actually needed for the interface problem,
one for each boundary

(
1

Tint
− 1

Tleft

)
= rleftJh

(
1

Tright
− 1

Tint

)
= rrightJh (8)

and each one defining its own Onsager resistivity coefficient.
This analysis allows to treat the series of two Onsager resistances

RTBR = T 2
int

(
rleft + rright

) = T 2
int

1

Jh

(
1

Tright
− 1

Tleft

)
= T 2

int

TrightTleft

Tleft − Tright

Jh
(9)

as the net thermal boundary resistance (TBR) the heat current must pass through.
The (Tleft − Tright)/Jh factor on the right-hand side of the above equation is
commonly called Kapitza resistance RKapitza (Pollack 1969; Swartz and Pohl 1989;
Cahill et al. 2003, 2014; Kapitza 1941)

Rkapitza = Tleft − Tright

Jh
= ΔT
Jh

(10)

and it is typically used to characterize interface thermal transport.
In summary, non-equilibrium thermodynamics provides the proper framework

to define the Kapitza resistance, leaving us with problem of calculating the ratio
between the temperature drop at the interface and the corresponding steady-
state thermal current Jh. There exist basically two strategies to accomplish this
task either based on calculations of lattice vibrational properties or on atomistic
simulations. The former corresponds to a phonon picture of thermal boundary
resistance; the latter offers an atomistic perspective for transport across the interface.
The mentioned modelling pictures will be treated separately in the two following
sections.

4 The Phonon Picture for the Thermal Boundary Resistance

In this section we present the phonon-based semiclassical formalism of thermal
transport across an interface and retrace the main steps to predict the thermal
boundary resistance. As commented above, we shall only consider the interfaces
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between nonmetals, for which the electron contribution to heat flux can be neglected
with respect to the lattice contribution.

The prototypical system on which we will focus is shown in Fig. 1. In the
following, the materials involved will be assumed to be perfectly crystalline and the
interface region small enough to be well approximated by the plane z = 0. The heat
flux can be expressed in terms of quanta of vibrational energy, the phonons, on the
left and right parts of the interface. The most simple and successful picture consists
in attributing the onset of thermal resistance to phonon scattering at the interface:
a phonon incident on the interface has a certain probability of being transmitted to
the other side. Such a probability of transmission generally depends on the phonon
mode, its polarization p, its wave vector k, and its frequency ωp(k). The net heat
transfer across the interface is due to the net balance of incoming, transmitted, and
reflected energy. Since energy is carried by phonons, this reflects into a balance for
the incoming, transmitted, and reflected phonon flux (Swartz and Pohl 1989; Chen
2005). The mechanism of phonon transmission and reflection is illustrated in Fig. 2.

Under the simplifying assumptions of negligible inelastic scattering at the
interface and no phonon-phonon interactions, the heat flux incident from the side
α (α = 1, 2) on the interface can be written as

Jα =
∑

p

∫

k′
1

4π
h̄ωp(k)fα(ωp(k), T ) vp(k) · n dk (11)

where n is the unit vector normal to the interface, vp(k) is the group velocity
of the phonon with wavevector k, and fi(ω, T ) is the Bose-Einstein distribution

interface
hot cold

z0

Fig. 2 Illustration of the physical mechanisms of thermal boundary resistance. TBR is explained
in terms of heat fluxes impinging on the interface: part of the flux coming from hot side is
effectively transmitted to the cold one; the remaining is back-reflected. Analogously, a similar
flux comes from cold side (not shown here), part of which will be transmitted across the interface
and the rest back-reflected
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function. The integral extends over all the phonon wavevectors k′ in the Brillouin
zone actually incident on the separation plane, i.e., such that the corresponding
group velocity v has a positive (negative) component along the z-axis for α=1 (2).
Finally,

∑
p indicates the sum over all possible phonon polarizations. Changing the

integration variable to the frequency ω and introducing angular coordinates (the
azimuth angle ϕ is defined by the vector n and a direction normal to z, while the θ
angle is defined in the plane normal to the azimuthal direction), the formula above
can be recast in the form

Jα=
∑

p

∫ ωmax

0

∫ 2π

ϕ=0

∫ π/2

θ=−π/2
h̄ωp fα(ωp, T ) vp(ωp) cos(θ) sin(θ)Di(ωp)dθdϕdωp

(12)
where the phononic density Dα(ωp) of the side α has been introduced.
Any given phonon has a certain probability tα→β(k) of being transmitted from side
α to side β. Multiplying the previous expression by this factor, we obtain that the
heat flux from one side to the other is given by

Jα→β =
∑

p

∫

k′
1

4π
h̄ωp(k) fα(ωp(k), T ) tα→β (k) vp(k) · n d k (13)

The resulting net heat flux across the surface is then readily computed as

Jh = J1→2 − J2→1 (14)

As we have already pointed out, the transmission probability depends on the
microscopic details of the interface, and its calculation is a major theoretical task. In
order to proceed, an average transmission probability can be identified as t̄α→β =
Jα→β/Jα . How to compute its value will be discussed in the next section: here
we assume that t̄α→β is known. Then, the overall heat flux, when a temperature
difference ΔT = T2 − T1 is applied, can be equivalently expressed by

Jh = [J1 · t̄1→2]T1 − [J2 · t̄2→1]T2 (15)

Recalling that at equilibrium (ΔT = 0), the above quantity is zero, i.e.

[J1 · t̄1→2]T1=T = [J2 · t̄2→1]T2=T . (16)

one can finally obtain an expression for the thermal boundary resistance Rkapitza =
ΔT
Jh

by linearly expanding the Jh formula for a small temperature offset ΔT → 0,
yielding
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RKapitza = lim
ΔT→0

[
Jh|T+ΔT − Jh|T

ΔT

]−1

=
[
∂

∂T
[J1→2 · t̄1→2]

]−1

=
[
∂

∂T
[J2→1 · t̄2→1]

]−1

(17)

This is the formula for the thermal boundary resistance in the phonon picture that
we were looking for. Under the adopted assumptions, RKapitza can in principle be
calculated by only making reference to one side of the interface; the other side still
enters the game through the transmission probability t̄ .

According to Eq. 17 and the underlying concepts, a thermal boundary resistance
between two materials arises whenever a difference in the phonon dispersion curves
is found. This creates, indeed, an imbalance of heat carriers between the two
interacting materials and, hence, a non-negligible heat flux when a temperature
gradient is applied. In order to get a deeper insight, it is convenient to assume a linear
dispersion relation with sound speed v and transmission probabilities not depending
on the temperature. Under these assumptions, we obtain

R ∝
[
∑

p

t̄1→2 C1,p v1,p

]−1

(18)

where C1,p is the single-mode contribution to the heat capacity (per unit volume)
of material 1. It is now clear how materials whose dispersion relation gives large
values for Cv are generally characterized by smaller thermal boundary resistance.
Given that the heat capacity depends on the temperature, a variation of its value
with T is expected, in addition to the T -dependence imposed in Eq. 11 by the Bose-
Einstein distribution. As reported in Swartz and Pohl (1989), one finds R ∝ T −3

for T smaller than the Debye temperature, while R reaches a plateau for higher
temperatures.

Another key factor displayed in Eq. 17 is represented by the transmission
probabilities t (k), expressing the capability of each single phonon mode to trans-
mit its energy across the interface. Materials with strong interfacial coupling
have generally large values of probabilities and a consequently smaller thermal
boundary resistance. The calculation of the transmission probabilities represents
a formidable task, and several models have been proposed employing different
approximations. The most used and successful modelling attempts are the acoustic
mismatch model and diffuse mismatch model that will be presented in the next
sections.

4.1 The Acoustic Mismatch Model

The acoustic mismatch model is based on a three-fold assumption, namely,
(i) phonons are treated as plane waves, (ii) the medium in which they propagate



36 Lattice Thermal Boundary Resistance 855

is a continuum, and (iii) the interface is as negligibly thick as a plane. Such
approximations are expected to be valid only in the regime of low temperatures,
where the vibrational spectrum is dominated by phonons with wavelength larger
than the interatomic spacing. Equations of continuum acoustics are then applied to
phonon waves: a wave incident on the interface generates a reflected and a refracted
wave, each of them being the superposition of one longitudinal and two transverse
phonon waves. The angles of incidence and refraction θin and θtrans are governed by
Snell’s law

vL/Tα sin θin = vL/Tβ sin θtrans (19)

where vL/Tα is the acoustic longitudinal (transverse) phonon velocity in medium α

(see Fig. 3).
Under the continuum ansatz, the transmission probabilities are calculated by the

acoustic analog of the Fresnel equations, which translate into a set of boundary con-
ditions. The normal and tangent components of the displacement must be continuous
at the interface; moreover, the normal component of the stress tensor must also be
continuous. In this way, the transmission probabilities can be computed for each
phonon mode and incidence angle. It is noteworthy that, in complete analogy with
electromagnetic waves, no guess on the interface energy budget is required (i.e.,
nor elastic nor inelastic scattering is described by the acoustic mismatch model).
Although simple and clear in the underlying physics, the continuum model just
described is known to have poor accuracy, generally predicting values of thermal
boundary resistance smaller than experimental values at room temperature (Chen
2005).

interface
hot cold

z0

incoming phonon with
either L or T polarization

transmitted phonons with
both L and T polarizationsboth L and T polarizations

L

T L

T T
T

L or T

θtrans
θin

Fig. 3 Schematic of the many possibilities within the acoustic mismatch model for phonon
incident on the interface. When a longitudinal phonon (L) reaches the interface, a superposition
of one longitudinal (L) and two transverse waves (T) are transmitted and reflected
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4.2 The Diffuse Mismatch Model

The diffuse mismatch model is mainly addressed to describe the effect of scattering
of phonons at the interface. The fundamental assumption is that all phonons incident
on the interface are diffusively scattered and acoustic correlations between incoming
and transmitted phonons are completely destroyed by diffuse scattering. Differently
stated, when a phonon impinges on the interface, it is scattered into another phonon
which is almost independent from the incoming mode. Hence, any info about the
incoming phonon (like its direction and polarization) is lost during the interface
scattering event. The only retained information is about the incoming single-mode
frequency ω, which is conserved since elastic scattering is assumed.

The probability that the phonon will scatter into a given side of the system is
then chosen to be proportional to the vibrational density of states in that sideDα(ω).
The diffuse mismatch model is then more appropriate to describe the transmission
probabilities at high temperatures and rough interfaces. At room temperature,
indeed, the phonons involved in the heat flux wavelengths which are small compared
to the interatomic spacing and surface roughness and can thus hardly see interfaces
as flat.

Specifically, the transmission probability for a phonon from side α to side β does
not depend on the phonon k, tα→β(k, ω) = tα→β(ω); moreover, the probability for
a phonon to be transmitted from side α to side β must be equal to the probability of
a phonon in side β to be reflected at the interface, i.e.

tα→β(ω) = 1− tβ→α(ω) (20)

Under these assumptions, the actual values of transmission probabilities can be
determined inserting Eq. 20 into Eq. 16. For Debye solids at sufficiently low
temperatures, one finds

tα→β(ω) =
∑
p v

−2
β,p∑

p v
−2
α,p +∑

p v
−2
β,p

(21)

where vβ,p is the frequency-dependent group velocity of phonons with polarization
p. The diffuse model just presented generally predicts higher thermal boundary
resistance than the acoustic model for quite similar materials, smaller resistance
for very dissimilar ones (Hopkins 2013).

Variations of the diffuse mismatch model have been proposed to include also
interface features: in particular, the effect of interface roughening and the effect of
interfacial inelastic scattering.

It is important to recognize that both the acoustic and diffuse models show a
rather scarce predictive capability (Stoner and Maris 1993; Swartz and Pohl 1987;
Hopkins 2013); notwithstanding, their simplicity and conceptual clarity is efficient
enough to highlight the basic physical processes at the core of the thermal boundary
resistance at crystalline solid interfaces.
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5 The Atomistic Picture for the Thermal Boundary
Resistance

The phonon picture developed at different levels in the previous section is based
on the treatment of crystalline atomic motions as collective vibrational modes. This
picture is no longer valid when translational invariance is lost, as found in many
situations of practical interest, including (but not limited to) an interface between
noncrystalline (i.e., amorphous or nanocrystalline) materials, diffused or graded
interfaces, nonperiodic distributions of defects (like engineered alloying profiles),
and nonperiodic multiple interfaces. When the phonon picture is unfeasible (or
not accurate enough due to the underlying approximations), we can calculate
the thermal boundary resistance by a more direct approach based on molecular
dynamics (MD) simulations (Frenkel and Smit 1996).

MD simulations neither assume crystal periodicity nor require the calculation
of any phonon property. They make no assumption about the actual scattering
mechanisms affecting heat carriers at the interface, while vibrational anharmonicity
is fully taken into account as well as the actual atomistic structure of the interface.
Rather, MD simulations are based on the non-equilibrium thermodynamics picture
described above, and, therefore, the determination of the Kapitza resistance is
reduced to separately evaluate the temperature drop ΔT across the interface and
the steady-state heat flux Jh passing through. This twofold task requires different
simulation strategies, which are addressed below. The overall validity of any MD
calculation depends on the reliability, accuracy, and transferability of the adopted
force field, an issue which is not address here (Finnis 2003).

5.1 Calculating the Interface Temperature Drop ΔT

In order to attempt a calculation of ΔT , we need at first to unambiguously define
the location and the thickness of the interface: to this aim we can follow the Gibbs
construction (Kjelstrup and Bedeaux 2008).

By selecting a material property showing different values in the two bulk-like
regions far away from the interface, we can evaluate its profile P(z) along the
same z-direction selected for applying the thermal bias (we understand that such
a direction crosses the interface). This is typically accomplished by computing the
local value of that property over a set of suitably thin material slabs at sequential
z-positions, resulting in a plot like Fig. 4 (top) where P(z) is shown as a thick
black line. For instance, in the case an interface between two lattice mismatched
semiconductors P(z) could be the interplanar lattice constant along z. Alternatively,
P(z) could represent the actual content of a dopant, or a given chemical species, or
any other structural defect. Finally, for a crystalline/amorphous interface, P(z) could
represent the local average atomic coordination.

We agree in defining the interface as that region where P(z) differs from the
pure material values (hereafter referred to as Pleft and Pright, respectively) by some
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Fig. 4 Top: Gibbs construction: a suitable material property P(z) is calculated across the
heterojunction, and the interface boundaries are defined according to the criteria described in
the text. The gray color shading is a pictorial representation of the local value of the P(z)
property. Bottom: determination of the Tleft and Trigh temperatures under a steady-state thermal
bias conduction. The temperature field is represented by colors

arbitrary amount. In practice, the position of the left interface boundary is set at zleft
where the offset ΔPleft = Pleft − P(zleft) is typically 2–5% of Pleft, and similarly
for the right boundary. This procedure also defines the actual thickness of the
interface region. When applied to real solid-state systems, the Gibbs construction
provides evidence that, while P(z) is normally a well-behaved function across the
interface region (i.e., it shows a monotonic trend with no abrupt discontinuities),
such a material portion is neither symmetrically extended over the two facing leads
nor is centered at their nominal boundary: in other words, we have learned that
the thermodynamical interface does not coincide with the nominal interface. The
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intriguing point is that the Kapitza resistance is determined by a temperature drop
across the thermodynamical interface, as detailed below. It has been also shown
that the interface region can be treated as an autonomous thermodynamical system
(Rurali et al. 2016) with its own temperature Tint.

The Gibbs construction provides a robust definition of the interface suitably
tailored for the calculations we are interested in. If we apply a temperature bias
along z and plot the temperature profile T (z) once the steady-state regime has been
reached, we typically obtain what pictured in Fig. 4, bottom: while T (z) displays
a linear variation in the two bulk-like regions (with a different slope, the two
materials differing in thermal conductivity), it shows a typical sigmoidal behavior
over the interface region. This figure directly defines two relevant temperatures in
our problem, namely, the left Tleft and right Tright temperatures, just at the boundaries
of the interface region: they are straightforwardly calculated at the intercept between
the extrapolation of linear trends and the interface boundaries previously defined.
We also get a clear indication on how to evaluate the interface temperature Tint: it is
easily evaluated within a MD simulation by simply computing the average kinetic
energy among all atoms placed in the interface region.

5.2 Calculating the Heat Flux

5.2.1 Setting up the Thermal Bias Across an Interface
The situation we are interested in is a non-equilibrium one, and, therefore, the first
task to accomplish is twofold, namely, (i) applying a thermal bias to the simulation
cell and (ii) ageing the system until a steady-state regime of thermal conduction
is eventually reached. To these aims, once that the z-direction is selected for heat
conduction, a simulation cell as long as Lz is assembled and thermalized through
conventional thermostatting (Frenkel and Smit 1996) at a suitable temperature
T0. Next, the opposite terminal ends of the simulation cell are coupled to two
thermostats at temperature Thot and Tcold, respectively, in such a way that Tcold <

T0 < Thot. They act, respectively, as a hot and cold reservoir. The system is then
aged by keeping both ends at constant temperature while integrating the equations of
motions of all atoms in the core region without any thermostatting. This simulation
protocol is commonly referred to as the “direct method” (Schelling et al. 2002; He
et al. 2012; Sellan et al. 2010; McGaughey and Kaviany 2006).

In order to assess the steady-state condition, the local temperature profile T (z, t)
is calculated during the system ageing. This is done by recording the average kinetic
temperature over a suitable set of thin material slabs distributed throughout the
whole sample: the steady-state condition is proclaimed as soon as the T (z, t) profile
does not further evolve in time. At this stage the first needed input to evaluate the
Kapitza resistance, namely, the temperature drop ΔT , is straightforwardly obtained
by applying the Gibbs construction: Tleft and Tright are easily obtained from the
resulting steady-state temperature profile.
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5.2.2 Evaluating Heat Flux Through Atomic Trajectories
The evaluation of the heat flux is a very subtle problem. Its microscopic definition
is provided by the virial formulation (Fan et al. 2015)

Jh = d

dt

∑

i

riEi =
∑

i

[
viEi + ri

d

dt
Ei

]
(22)

where ri and vi are the atomic positions and velocities (i labels atoms), while
Ei = 1/2miv2

i + Ui are the corresponding single-atom energies (mi are atomic
masses and Ui is the on-site potential). The actual calculation of Jh is made difficult
by the fact that, while atomic trajectories and velocities are directly provided on-the-
fly during the MD run, single-atom energies are difficult to calculate: as a matter of
fact, this task is straightforward only in the case of two-body interaction potentials
which, however, are mostly inadequate to describe real materials.

The two contributions appearing on the last right-hand side of Eq. 22 are,
respectively, known as the convective contribution Jconv

h = ∑
i viEi and the

potential contribution

J poth =
∑

i

ri
d

dt
Ei =

∑

i

ri [Fi · vi]+
∑

i

ri
dUi

dt
(23)

where Fi (t) is the net force on i-th atom at time t . They correspond to similar terms
in the Einstein formalism for transport coefficients (Kinaci et al. 2012), and it is
similarly found that the convective term is negligibly small in solid-state materials:
this remark is consistent with the approximations here adopted to describe pure
thermal transport.

The key idea (Fan et al. 2015) to calculate the potential contribution Jpot
h is that

for any particle pair (i, j) we can define a pairwise force Fij = −Fj i = ∂Ui/∂rij −
∂Uj/∂rj i based on the natural choice Ui = 1/2

∑
j �=i Uij , where Uij only depends

on the relative distance vectors rij originating from particle i. This allows to cast in
the most general form the potential contribution to the heat flux as

Jpot
h (t) =

∑

i

∑

j �=i
rij (t)

[
∂Uj (t)

∂rj i(t)
· vi (t)

]
(24)

where all quantities can be straightforwardly calculated during a MD run, including
the instantaneous value of the relative (i, j) distance rij (t) ≡ rj (t) − ri (t). This
result is sometimes referred to as the Hardy formula (Hardy 1963).

5.2.3 Evaluating Heat Flux Through Work Rates
An alternative evaluation of the heat flux Jh consists in calculating the rate of
thermostatting work separately done by the hot and cold thermostats placed at
the terminal ends of the simulated sample. Of course these two quantities must
be the same in a steady-state regime, but work is more directly calculated in
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MD for any specific kind of adopted force field and implemented thermostat,
without the ambiguities reported above for the calculation of the heat flux. In
practice, the instantaneous energies injected/extracted by the hot/cold reservoir
into/from the system must be computed during the ageing of the system. Their
time derivatives have opposite sign and are directly related to the injected J in

h and
extracted J ex

h thermal current, respectively. The steady state can be proclaimed when

|J in
h | = |J ex

h |, and it is corresponding set Jh = |J in,ex
h | to be used in the formula

for the Kapitza resistance. The deviation from the asymptotic relative difference
|J in
h − J ex

h ]/|J in
h | can be usefully adopted for error estimate of the heat current.

Finally, it is possible to design an alternative scheme where it is neither needed
to compute microscopically the heat flux nor use thermostats. This second feature
is interesting since concerns have been raised about the dependence of the resulting
temperature profile upon the kind of heat reservoirs implemented in the MD run
(Chen et al. 2012). We can in fact generate the non-equilibrium configuration we
are interested in simply by imposing an energy current through the system which
generates a nonconstant temperature profile: this simulation protocol is commonly
referred to as the “inverse method” (Schelling et al. 2002; Müller-Plathe 1997).

The first way to implement the method consists in starting from a periodic system
previously equilibrated at a suitable temperature T 0. Then, by defining two different
space regions, hereafter referred to as “hot” and “cold” reservoir, the kinetic energy
of any atom there contained is rescaled by the same amount ±Δekin during a
time interval Δt . The resulting energy (heat) flux imposed to the system is Jh =
Δekin/2ΣΔt , where Σ is the cross section of the simulated system. Eventually, a
temperature profile is established, from which the temperature drop at the interface
is easily obtained following the methods discussed above. Alternatively, the coldest
atom with velocity vcoldest and hottest atom with velocity vhottest are selected,
respectively, in the hot and cold reservoir. Their velocities are then swapped. By
iterating such a vcoldest ↔ vhottest swap over a suitable time interval Δt , we
effectively impose an energy (heat) flux Jh = m/2∑swaps(v

2
hottest−v2

coldest)/2ΣΔt ,
where m is the atomic mass.

In both cases the steady state can be proclaimed by detecting a stationary
temperature profile or by evaluating the work done in the reservoir regions. The
Kapitza resistance is eventually calculated by identifying Jh with the energy flux
due to rescaling or swapping, whileΔT is evaluated through the Gibbs construction.

6 Conclusion

In this chapter we provided a unified description of the thermal boundary resistance.
The most general definition of the problem is realized in the thermodynamics
framework, which allows to identify the generalized forces responsible for heat
transport and to derive a definition of the thermal boundary resistance as the ratio
of temperature gradient and the heat flux passing through the interface. The actual
calculation of these quantities can be accomplished adopting two different physical
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pictures: the phonon-based picture and the atomistic one. The former, applicable
mostly to interfaces between crystalline materials, provides a description of the
relevant physical mechanisms in terms of phonons impinging onto the interface
and transmission probabilities of their energy. Such a model, although simple and
clear, has limited validity (it applies only to crystalline materials and requires
quite strong assumptions on the form of the transmission probabilities). As a
consequence, it poorly reproduces experimental values. The second approach, based
on atomistic simulations, overcomes these limitations by offering a reliable strategy
to define the thermal interface in real systems and to properly evaluate heat fluxes
and temperature gradients from molecular-dynamics simulations. This strategy has
several advantages including the fact that it can be used for all kinds of interfaces,
with no constraints imposed on the particular structure of the materials. Although it
lacks a clear physical interpretation, it is well suited to study realistic systems and
to analyze the effects of imperfections and defects, which are always present in real
devices, on the overall thermal transport.
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Abstract

The nature of energy relaxation in molecules and its role in mediating thermal
conduction through a molecular junction are discussed. In addition to an
overview of thermalization in molecules and quantum mechanical effects that
influence this process, illustrative examples for alkane chain, perfluoroalkane,
and polyethylene glycol (PEG) oligomer junctions are provided over a wide
range of temperature. The calculated energy relaxation rates help clarify the
scope of applicability of approaches that can be used to predict thermal con-
duction, e.g., where Fourier’s law breaks down and where an approach that
neglects energy relaxation and thermalization is suitable, such as one based on
a Landauer-like model. Comparison with experimental data, where available, is
provided and discussed.
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1 Introduction

Energy relaxation and ergodicity in molecules have long fascinated molecular
scientists (Uzer 1991; Leitner 2015), in part because of their central role in chemical
kinetics (Kuharski et al. 1988; Leitner and Wolynes 2006; Berrios et al. 2013)
and molecular spectroscopy (Lehmann et al. 1994; Leitner and Wolynes 1996a;
Leitner and Wolynes 1997a; Sibert III and Gruebele 2006) but also due to the many
properties dynamics of molecules share with dynamics of other complex systems
(Giannoni et al. 1991). In recent years, connections between energy relaxation and
thermal transport in molecules have been the focus of much interest. Measurements
and molecular simulations reveal that energy relaxation mediates thermal transport
across molecular interfaces (Foley et al. 2014; Majumdar et al. 2015). Molecular
interfaces have received considerable attention (Cahill et al. 2003, 2014; Segal et al.
2003; Galperin et al. 2007; Kuang and Gezelter 2011; Losego et al. 2012; O’Brien
et al. 2012; Lee et al. 2013; Leitner 2013; Luo and Chen 2013; Stocker and Gezelter
2013; Gaskins et al. 2015; Majumdar et al. 2015; Craven and Nitzan 2016; Giri
et al. 2016; Segal and Agarwalla 2016; Stocker et al. 2016), due in part to their
many potential applications, ranging from nanoscale devices comprising composite
materials, to photothermal therapies in the cell (Qin and Bischof 2012), to charge
transfer with potential thermoelectric applications (Craven and Nitzan 2016, 2017;
Chen et al. 2017).

In this perspective article, we discuss the role of energy relaxation on thermal
transport across molecular interfaces, as in Fig. 1, where two substrates bridged
by a monolayer junction are depicted. One object, for instance, a gold substrate or
nanoparticle, is held at temperature, T1, and is separated from the thermal bath at
T2, which could be another solid substrate, or a liquid or membrane, by a monolayer
at the interface. If local temperature were well defined at the scale of atoms or a
few atoms, we could sketch a temperature profile between T1 and T2, where for
T1>T2 we would observe a drop in temperature from the gold to the molecule,
across the molecule, and again from the molecule to the outer layer. The boundary
resistance between the gold and the outer layer is the sum of these resistances in
series. Such a temperature profile is typically produced from the data provided by
classical molecular dynamics (MD) simulations, since temperature can always be
defined as proportional to the mean square atomic velocity in a classical system.
However, local temperature in the molecules between the substrates may be less
clear. For local temperature to be well defined, energy relaxation must be rapid,
hence the need to clarify the nature and rate of energy relaxation in molecules. Local
temperature can be established by inelastic processes, resulting from anharmonic
interactions, which redistribute vibrational energy among the vibrational states
(Allen and Feldman 1993; Cahill et al. 2003). We focus here on energy relaxation
in molecules and its effect on thermal conduction.

In one limit energy relaxation is very rapid, which allows local temperature to
be defined on essentially the scale of the atoms in the molecule, a condition for
Fourier’s heat law to apply. In the other limit, in the absence of thermalization, a
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Fig. 1 (a) Two thermal baths at different temperature, T1 and T2, with perfluorododecane
molecules bridging the baths. Red circles indicate bonding between molecules and substrates.
(b) Structures representative of a PEG oligomer (top), perfluoroalkane (middle), and alkane chain
(bottom). Red is oxygen, black is carbon, white is hydrogen, and green is fluorine

quantum mechanical approach based on a Landauer model, which neglects effects
of inelastic scattering (Hopkins 2013; Li et al. 2015; Majumdar et al. 2015), may be
appropriate for modeling thermal conduction. The Landauer formalism, introduced
to quantify electrical conductance in mesoscopic systems (Datta 1995; Li et al.
2017), can be applied to thermal transport through molecules between two leads
at different temperature and can accommodate elastic scattering of vibrational
quasiparticles, i.e., the vibrational excitations of the molecule akin to phonons in a
solid, which carry heat. By examining the extent of thermalization within molecules,
we aim to clarify the scope of applicability of Landauer and fully thermalized
pictures. The differences in thermal conduction from these two perspectives when
one of the objects in Fig. 1 is gold can be quite striking, due to the low Debye
temperature of gold relative to the vibrational frequencies of the surrounding layers.

Classical molecular dynamics (MD) simulations can be used to predict thermal
conductance across molecular interfaces and the mechanisms that control it. How-
ever, in some cases energy relaxation, and its role in thermal conduction, may be
exaggerated. This possibility was found in an experimental-computational study of
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thermal transport through a molecular interface between two metal leads (Majumdar
et al. 2015). The measured interface conduction between two leads, at least one gold,
bridged by alkane chain monolayer junctions decreases with increasing mismatch
of the vibrational density of states of the metal leads, whereas results of MD
simulations indicate an increase over the same range of vibrational density mis-
match. The authors suggest (Majumdar et al. 2015) scattering based on anharmonic
interactions within the junction is likely exaggerated in the classical simulations,
allowing vibrational energy entering from Au (Debye temperature 170 K) to up-
convert and transfer to Pd (Debye temperature 275 K), channels apparently not
available in the molecular interface probed experimentally (Majumdar et al. 2015).

Energy transport in molecules and effects of energy relaxation on transport are
measured by a variety of time-resolved spectroscopies (Botan et al. 2007; Backus
et al. 2008a, b, 2009; Rubtsov 2009; Fujii et al. 2014; Hassan et al. 2014; Rubtsova
and Rubtsov 2015; Kondoh et al. 2016) and determined by molecular simulations
and other computational approaches (Buldum et al. 1999; Leitner 2001a, b, 2002,
2012; Yu and Leitner 2003a, b, 2005; Enright et al. 2006; Enright and Leitner 2005;
Ishikura and Yamato 2006; Leitner and Straub 2009; Xu et al. 2013; Agbo et al.
2014; Xu and Leitner 2014; Ishikura et al. 2015; Leitner et al. 2015; Leitner and
Pandey 2015a, b; Buchenberg et al. 2016). Thermal conductance across molecular
interfaces can be measured by thermo-reflectance (Hopkins 2013) and scanning
thermal microscopy (Meier et al. 2014) techniques. For molecules attached to
substrates, as in Fig. 1, bonding to the leads has been found to control thermal
transport at the interface (Losego et al. 2012; O’Brien et al. 2012). In studies where
the molecular length dependence has been examined, resistance within the molecule
itself has also been observed to influence the boundary conductance (Gaskins et al.
2015).

Discussion of energy dynamics within a molecular junction is often framed
within the limits of ballistic and diffusive, but it is important to clarify processes
that give rise to non-ballistic dynamics and thermal resistance. While non-ballistic
dynamics and thermal resistance can emerge from elastic and inelastic processes in
the molecule, the response of the resistance to change in temperature depends on its
origin. Inelastic scattering arises from the anharmonic coupling of the vibrational
modes of the molecule, as well as from interactions between the molecule and its
environment. Elastic scattering within the molecule arises from its aperiodicity,
analogous to transport by diffusion modes of aperiodic materials (Fabian and
Allen 1996). Eigenmodes that carry energy diffusively appear to share (Fabian
and Allen 1996; Pandey and Leitner 2017a) properties predicted by random matrix
theory (Feingold et al. 1989, 1991; Giannoni et al. 1991; Mehta 1991; Wilkinson
et al. 1991; Leitner 1993; Leitner et al. 1994). The influence on the resistance of
inelastic scattering, which gives rise to thermalization and local temperature and
is necessary for Fourier’s law, is quite different from effects of elastic scattering,
which does not yield thermalization but nevertheless introduces resistance and
diffusive vibrational quasiparticle dynamics. We consider the bonding or interaction
between the molecule and the leads to which it is coupled to be sufficiently strong
that thermal resistance in the junction arises from processes that occur within the
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molecule itself, the origin of which may be elastic, inelastic, or both. A major aim
of our work is clarifying the origin of thermal resistance.

In this perspective we discuss three classes of molecules: (i) alkane chains,
(ii) perfluoroalkane chains, and (iii) polyethylene glycol (PEG) oligomers, which
are depicted in Fig. 1. The PEG oligomers we examine here are HO-(CH2CH2O)n-
CH3, n = 2 and 4, which are about 0.8 nm and 1.6 nm in length, respectively. We
discuss for these systems thermal conduction and energy relaxation, which gives
rise to thermalization in these molecules over a variety of lengths and temperature.
At room temperature, and at a modest length of about 2 nm, we find no resistance
or thermalization in alkane chains, some resistance but little thermalization in
perfluoroalkanes, and significant thermalization and resistance in a PEG oligomer.
These molecules thus exhibit significant diversity in thermalization and thermal
resistance.

In Sect. 2 we discuss the nature and rate of energy relaxation in molecules,
including the possibility of many-body localization (MBL) in the vibrational state
space of a molecule, and effects of coupling between the molecule and thermal
baths on MBL. In Sect. 3 we summarize two methods for estimating thermal
conductance through a molecular junction, applicable in the limits of no energy
relaxation and very rapid relaxation. In Sect. 4 we present calculations for alkane
chains, perfluoroalkanes, and PEG oligomer junctions to illustrate effects of energy
relaxation in molecules on thermal transport across a molecular junction. Section 5
summarizes this perspective.

2 Energy Relaxation in Molecules

Thermalization, the relaxation of vibrational energy in the molecule, occurs by
inelastic scattering via anharmonic interactions. One approach to estimate the rate
of thermalization quantum mechanically is to adopt first-order time-dependent
perturbation theory, or Fermi’s golden rule (GR). Because of restrictions on the
applicability of the GR approach, however, the GR may break down when applied
to the problem of energy relaxation in molecules. In particular, if the product of
the local density of vibrational states and the matrix elements that couple them is
smaller than order 1, we cannot use the GR to reliably estimate the energy relaxation
rate in a molecule. In that case a more general approach is required, and we present
such an approach below.

We address first energy relaxation in a molecule that is decoupled from
its environment. We write the vibrational Hamiltonian of the molecule as
H = H0 + V, where the zero-order Hamiltonian, H0, is expressed as a sum of

the energy in each of the N vibrational modes, i.e., H0 =
N∑
α=1

εα
(
n̂α
)
, where α

labels a mode, the number operator is defined by n̂α = b+α bα , b+α and bα are
raising and lowering operators, and εα is the energy in mode α. The vibrational
modes of the molecule are coupled by anharmonic interactions, V. We take V
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to include coupling to third order in the anharmonicity; terms of higher order
can be included but typically decrease exponentially in magnitude (Gruebele and
Bigwood 1998), and we thus neglect them. The zero-order states are product states
labeled by the number of vibrational quanta in each mode. If the molecule, H, is
prepared initially in one of the eigenstates of H0, then energy may be redistributed
via the anharmonic interactions, rearranging mode populations until the molecule
has thermalized. However, for the isolated molecule, H, regardless of size, energy
relaxation may not occur (Logan and Wolynes 1990; Leitner and Wolynes 1996a, b,
c; Leitner 2015), even if we were to account for all anharmonic interactions, if the
product of the magnitude of the interaction and the density of states coupled by the
anharmonic terms is less than order 1. This is an example of a many-body localized
(MBL) system (Lev and Reichman 2014; Burin 2015, 2017; Nandkishore and
Huse 2015), where an isolated, many-body system cannot thermalize under its own
dynamics. MBL has been observed in numerous vibrationally excited polyatomic
molecules in the gas phase (Bigwood et al. 1998; Leitner 2015). Effects of MBL in
molecules influence rates of chemical reactions (Leitner and Wolynes 1997; Leitner
1999, 2005, 2015; Leitner et al. 2003; Leitner and Gruebele 2008; Keshavamurthy
2013a, b).

As noted, localization occurs if the product of the average anharmonic matrix
element and the local density of states coupled by anharmonicity is less than order 1.
Detailed analysis leads to the criterion (Leitner 2015):

T (E) ≡ 2π

3

〈∣∣Vαβγ
∣∣〉2ρ2(E) < 1, (1)

where ρ is the local density of states and 〈|Vαβγ |〉 is the average size of the matrix
element coupling the triple of modes α, β, and γ . This criterion emerges from a
self-consistent analysis of the distribution of rates at which states on the energy
shell relax toward equilibrium. The most probable rate in a large molecule is always
0 when T < 1, despite finite coupling between vibrational states due to anharmonic
interactions.

It is convenient to separate the interactions between vibrational states into two
relaxation processes that can occur while conserving energy. In one process, decay,
a quasiparticle in a mode of frequency ωα , i.e., a vibrational excitation in that
mode, decays into two quasiparticles of frequency ωβ and ωγ . In the other process,
collision, a quasiparticle in a mode of frequency ωα , combines with another of
frequency ωβ to create a quasiparticle of frequency ωγ . The matrix elements are

of the form
∣∣Vαβγ

∣∣ = ∣∣*αβγ
∣∣
√
nα
(
nβ + 1

) (
nγ + 1

)
for interactions in a decay

process and
∣∣Vαβγ

∣∣ = ∣∣*αβγ
∣∣
√
nαnβ

(
nγ + 1

)
for interactions in a collision.

�αβγ are the coefficients of the cubic terms in the expansion of the interatomic
potential in normal coordinates. To determine whether an isolated molecule can
thermalize under its own dynamics, we need to calculate T(E) by averaging over
all states on the energy shell. For a large molecule, most states are occupied very
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nearly according to 〈na〉 =
(
e�ω/kBT − 1

)−1
, so for nα we use 〈na〉. Averaging

∣∣*αβγ
∣∣
√
nα
(
nβ + 1

) (
nγ + 1

)
and

∣∣*αβγ
∣∣
√
nαnβ

(
nγ + 1

)
for resonant coupling,

we define T = Td + Tc, where:

Td (ωα) = 2π

3

〈∣∣*αβγ
∣∣ nα

(
nβ + 1

) (
nγ + 1

)〉2
ρ2
res (ωα) (2a)

Tc (ωα) = 2π

3

〈∣∣*αβγ
∣∣ nαnβ

(
nγ + 1

)〉2
ρ2
res (ωα) . (2b)

Finally, we average over the modes at a given temperature (internal energy):

T (T) = Q−1
∑

α

T (ωα) e
−�ω/kBT, (3)

where Q is the partition function.
We calculate the rate of thermalization as the thermal average of the most

probable energy relaxation rate for each of the modes of the molecule. To determine
the most probable rate, we begin with the average relaxation rate for excess energy
in a mode, which can be estimated with the GR to third order in anharmonicity.
Relaxation then has decay and collision contributions with rates Wd and Wc,
respectively. For a vibrational mode α with frequency ωα and excess vibrational
excitation, the average rate can be written as Wave = Wd + Wc, where (Maradudin
and Fein 1962):

Wd (ωα)= �

16ωα

∑

β,γ

∣∣*αβγ
∣∣2 (1+nβ+nγ

)

ωβωγ

(
�α+�β+�γ

)
(
ωα−ωβ−ωγ

)2 + (
�α+�β+�γ

)2
/4
,

(4a)

Wd (ωα) = �

8ωα

∑

β,γ

∣∣*αβγ
∣∣2 (nβ − nγ

)

ωβωγ

(
�α + �β + �γ

)
(
ωα + ωβ − ωγ

)2 + (
�α + �β + �γ

)2
/4
.

(4b)

�β is the rate at which a vibrational excitation in mode β relaxes due to coupling
to other modes and to the environment, nα is the population, and �αβγ the coeffi-
cients of the cubic terms in the expansion of the interatomic potential in normal coor-
dinates. For most vibrational modes of large molecules, �β is of the order 1 ps−1

(Leitner 2008). For a large molecule often (ωα − ωβ − ωγ )2 < (�α + �β + �γ )2/4,
i.e., the spacing between resonances is typically much smaller than the line width,
and in practice the GR rate does not depend much on the value of �β . We have
used 1 ps−1 for each �β in calculations, as in previous calculations for large
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molecules (Stuchebrukhov 1986; Stuchebrukhov and Marcus 1993; Leitner 2012),
and checked that the GR value remains essentially unchanged upon varying this
value. However, for some molecules this condition may not be met, as we now
consider.

If T is significantly larger than 1, the average relaxation rate calculated with the
GR goes over to the most probable relaxation rate (Leitner 2015). However, near
the MBL transition, the most probable rate is smaller than the average rate, meeting
it only at large T. Correcting for the effects of a finite local density of states in the
molecule, the most probable relaxation rate becomes (Leitner 2015):

W
mp
d (ωα) = Wd (ωα)

(
1− T −1 (ωα)

)1/2
, T ≥ 1 (5a)

W
mp
c (ωα) = Wc (ωα)

(
1− T −1 (ωα)

)1/2
, T ≥ 1 (5b)

We take a thermal average of the rates:

W (T) = Q−1
∑

α

(
W
mp
c (ωα)+Wmp

d (ωα)
)
e−�ω/kBT. (6)

We use the transition rates given by Eqs. (5) and (6) to estimate the relaxation
rate in molecules that form a thermal bridge between two substrates when T > 1.

A molecule at the interface between two substrates, as depicted in Fig. 1, is
of course not isolated but is coupled to thermal baths. The molecular eigenstates
are thus not localized, but the rate of thermalization is nevertheless reduced if
the isolated molecule exhibits MBL. Even when the molecule is not isolated, the
most probable rate at which excess vibrational energy in a mode relaxes toward
equilibrium remains in practice slow if T < 1. We account for energy transfer to
and from the thermal baths, assuming vibrational quasiparticles enter and leave the
molecule in steady state.

MBL is lost as a result of dephasing (Leitner 2015) due to coupling between the
molecule at the junction and its environment. We calculate the dephasing rate, η,
using a ballistic transport time as an upper estimate; if there is elastic scattering,
the time for a quasiparticle that has entered the molecule to leave it will be longer
and η smaller. Using the larger, ballistic estimate has very little practical effect on
the rate of thermalization, which is generally small if T < 1 (Pandey and Leitner
2016). The ballistic transport time is estimated as the ratio of the speed of sound in
the molecule at the junction and the length of the molecule. For the three classes
of molecules we consider here, alkanes, perfluoroalkanes, and PEG oligomers, the
speed of sound has been calculated to be 1768 ms−1, 641 ms−1 and 833 ms−1,
respectively (Pandey and Leitner 2016, 2017b).
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Calculation of the effects of dephasing on thermalization within molecules is
carried out as follows: For convenience we define dimensionless variables,Wmp(E)

and η, as

Wmp(E) = Wmp(E)/Wave(E) (7a)

η(E) = η(E)/Wave(E) (7b)

Solving for η we have (Leitner 2015):

η(E) =

(
1±

[
1− 4T −1(E)W

2
mp(E)

]1/2
)

2Wmp(E)
−Wmp(E) (8)

Since both �′mp(E) and η are real and nonnegative, when 0≤T≤2 and if

0≤η≤ηmax = [2−T]/2T1/2, we choose the negative sign, while for η≥ηmax we
choose the positive sign. For T≥2 only the positive sign is correct.

3 Thermal Conductance in Limits of Slow and Rapid Energy
Relaxation

We illustrate the impact of energy relaxation in molecules on thermal conduction
through a molecular interface by comparing two limits, one in which energy
relaxation is severely restricted or so slow as to have no effect on thermal conduction
and the other where it is so rapid that local temperature is well defined within the
molecule. We consider the former case first and then turn to the latter.

3.1 No Thermalization: Landauer Model

Consider the thermal boundary conductance, hBd, between two materials, the inverse
of the thermal boundary resistance or Kapitza resistance. (Swartz and Pohl 1989) is
expressed in terms of the heat flow, Q̇, driven by the difference in temperature, �T,
between the two sides of the interface, and the area of the interface, A:

hBd = Q̇

A�T
(9)
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Let the temperature on one side of the molecule be T1 and the other T2. The
boundary conductance can be expressed (Swartz and Pohl 1989) in terms of the
gross rate of heat flow from one side, say the left, L, to the other, R:

hBd = Q̇
gross
L→R (T2)− Q̇grossL→R (T1)

A (T2 − T1)
(10)

Thermal transport through the molecules at the interface can be expressed in
terms of the quasiparticles, e.g., phonons in a solid, with energy �ω. The vibrational
mode density per unit volume on side j is ρj (ω); the mode occupation number is
n(ω, T) = (exp(β�ω) − 1)−1, where β = 1/kBT; and the phonon speed on side j is
vj(ω). In the limit T2 = T1 + dT:

hBd = 1

A

d

dT
Q̇
gross
L→R =

1

4

d

dT

∫
dω vLρL (ω) �ω n (ω) τ (ω) , (11)

where τ is the transmission coefficient. In Eq. (11), the factor ¼ accounts for all
incident angles of vibrational quasiparticles striking the interface (Swartz and Pohl
1989). Equation (11) is the thermal boundary conductance predicted by the diffuse
mismatch model (DMM) (Swartz and Pohl 1989).

One contribution to the transmission coefficient, τ 0, accounts for detailed balance
between the left and right sides of the interface:

τ0 (ω) = vRρR (ω)

vLρL (ω)+ vRρR (ω)
(12)

Another contribution accounts for scattering within the molecules. Let l be the
mean free path and L the length of the molecule. If upon scattering the vibrational
excitation reverses direction 50% of the time and otherwise continues in the same
direction, and if we neglect interference effects, the transmission coefficient, τ , is
given by:

τ (ω) = τ0 (ω)

1+ (L/l) τ0 (ω) . (13)

In the absence of inelastic processes, the integral in Eq. (11) is taken from 0 to the
lower Debye frequency, ωD, of the materials at each side of the interface. In general
the mean free path, l, depends on temperature, but if we neglect that dependence,
then only n in Eq. (11) is temperature-dependent and �ω dn

dT is the heat capacity,
C(ω). We write the thermal boundary conductance as
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hBd = B
∫
dω vLρL (ω) C (ω) τ (ω) . (14)

In Eq. (14) an additional factor, B, appears, which includes the factor of 1/4 in
Eq. (11) and allows, e.g., for incomplete surface contact, though for the examples
illustrated here, we simply fit B to experimental data. It is convenient to adopt a
Debye model for the phonon densities in Eqs. (11), (12), and (14). In that case we

use for the mode density ρ (ω) = 3ω2

2π2v3 , where we take one representative value for
the speed of sound, v, for simplicity.

While we started with the DMM, we refer to Eq. (14) as a Landauer model to
emphasize the absence of inelastic scattering through the junction and to permit
elastic scattering, with scattering length, l, within each molecule, analogous to
the treatment of the mean free path of an electron in a conductor (Datta 1995).
The more standard form for the Landauer expression for thermal conductance is

1
4π

∫
dω �ω

∂n(ω,T )
∂T

τ (ω) (Dhar 2008; Wang et al. 2008; Duchemin and Donadio
2011), where the transmission coefficient is τ (ω), and can be related to Eq. (14)
by τ (ω) = 4πBvLρL (ω) C (ω) τ (ω). Thermal conduction using a Landauer
expression may be calculated more directly, without separately estimating the mean
free path in harmonic approximation, using methods based on the nonequilib-
rium Green’s function formalism described by Dhar (2008), Wang et al. (2008),
Duchemin and Donadio (2011), and Buerkle et al. (2015).

3.2 Rapid Thermalization: Series Model

If the Landauer approach neglects energy relaxation altogether, the other extreme
is energy relaxation that is so rapid that temperature is well defined on the scale of
an atom or a few atoms. If local temperature is well defined, we can calculate the
resistance across the junction using a series model:

1/hBd = 1/hL−molBd + 1/hR−molBd + 1/hmol, (15)

where 1/hmol is the thermal resistance within the molecule and 1/hL−molBd and
1/hR−molBd are, respectively, thermal resistance between the left substrate and the
molecule and right substrate and molecule.

For the purpose of comparing results of a series model with those of a Landauer-
like model, we simply estimate the conductance of the molecule in Eq. (15) in the
limit where local temperature is well defined as

hmol = 1

VL
D
∑

α

Cα, (16)
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where α labels a vibrational mode of the molecule; the sum is taken over all modes;
D is the coefficient for energy diffusion, taken as independent of mode frequency
for simplicity; and V is the volume of the molecule. While the volume is somewhat
arbitrary (Wu et al. 2017), we estimate it in a way that matches the Landauer
formalism in the limit of low temperature, as it must.

The resistance through the molecule, 1/hmol, dominates the resistance in the
junction when the junction is long. In general, 1/hL−molBd and 1/hR−molBd need to
be evaluated, which we have done using Eq. (14) for convenience, though of course
a more precise approach would account for the discrete modes of the molecule. The
contributions of 1/hL−molBd and 1/hR−molBd to the thermal conductance are relatively
small in the illustrative calculations we present in the following section.

4 Thermalization Rates in Molecules: Alkanes,
Perfluoroalkanes, and PEG Oligomers

We consider first whether or not the molecules exhibit MBL when they are separated
from the substrates. The vibrational states of a molecular junction cannot be
localized because of contact with heat baths. However, if the states of the same
molecule in isolation are localized, the rate of thermalization is predicted by
Eq. (8), rather than the GR, and is in practice very small. We thus begin by evaluating
the transition parameter, T, defined by Eqs. (2) and (3).

Values of T for hexane, dodecane, perfluorohexane, perfluorododecane, PEG2,
and PEG4 are plotted in Fig. 2a at internal energies corresponding to temperatures
from 100 to 400 K. The indicated temperature is the value used in the thermal
averaging in Eq. (3). At 100 K all lie below or near T = 1, so that most of these
molecules exhibit effects of MBL at low temperature. At 200 K the alkanes still
exhibit MBL, but the longer perfluoroalkane and PEG4 do not. By 300 K we find
T <1 only for hexane. Overall, the thresholds differ among these systems because of
differences in the local density of states of the molecules, which becomes somewhat
larger as the molecule becomes larger for these cases or becomes larger with
addition of fluorine.

Using the values of T plotted in Fig. 2a, we have calculated the most probable
relaxation rates with Eqs. (4), (5), and (6), where T > 1, and with Eqs. (7) and
(8) where T < 1. The thermalization time may of course exceed the relaxation
time for excess energy in a mode, but we expect the rates to be similar if T1 and
T2, the temperatures of the substrates, are close, i.e., the linear response regime.
We observe overall that the thermalization rates in the smaller molecules of a
particular class appear to be slower than the larger molecules of that class. The
variation of the thermalization rate with temperature for the smaller molecules is
highly nonlinear, the result of effects of small T for those molecules, particularly
at low temperature, yielding very small rates at those temperatures. At 300 K the
thermalization rates are slowest for alkane chains, then for PEG oligomers, and
fastest for the perfluoroalkanes. For example, at 300 K the thermalization rate for
the larger alkane chain, C12H26, was calculated to be 0.7 ps−1, slower than the
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Fig. 2 (a) Transition parameter, T, plotted against temperature for alkanes (circles), perfluoroalka-
nes (squares), and PEG oligomers (*). Hexane, perfluorohexane, and PEG2 are blue, and dodecane,
perfluorododecane, and PEG4 are black. The MBL threshold, T = 1, is shown as the red line. (b)
Thermalization rate is plotted against temperature for the same systems

rate, 1.5 ps−1, found for the larger PEG oligomer, and much slower than the rate of
3.1 ps−1 for perfluorododecane.

4.1 Thermalization Length

We refer to the thermalization length as the length in the molecule over which
thermalization occurs. This length depends on the speed at which vibrational energy
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propagates. We estimate the thermalization length as the ratio of the speed of sound
along the molecule and the thermally averaged relaxation rate. For the molecules
we consider here, alkanes, perfluoroalkanes, and PEG oligomers, we have noted the
speed of sound obtained in earlier computational work (Pandey and Leitner 2017a)
as 1768 ms−1, 641 ms−1, and 833 ms−1, respectively. Using these speeds and the
values of the thermalization rates plotted in Fig. 2, we have calculated the length
over which thermalization occurs for PEG4, perfluorododecane, and dodecane,
which we plot in Fig. 3.

We also plot the result for pentadecane, where the effects of MBL on the most
probable rate of thermalization are not included, i.e., we simply use the GR estimate
for the energy relaxation rate. This is referred to in Fig. 3 as a long alkane, for which
we expect effects of MBL on thermalization rates to be negligible. It is instructive
to compare this result with the result for dodecane, since in the latter we find a
substantial difference between the thermalization rate predicted by the GR and the
actual thermalization rate, particularly at lower temperature. This gives rise to a
sizable difference between the length over which thermalization occurs in dodecane
at, say, 300 K, which is about 10 nm, and a long alkane, which is 5 nm. For PEG
oligomers we have found that thermalization in PEG4 is representative of that in a
longer oligomer, and we find for this molecule and for longer perfluoroalkanes a
thermalization length that is below 1 nm at 300 K.

Perfluoroalkanes and PEG oligomers also exhibit elastic scattering. We calcu-
lated the energy diffusion coefficient in harmonic approximation by propagating
wave packets in terms of the normal modes for these molecules and found for
perfluoroalkanes an energy diffusion coefficient of D = 17.7 Å2 ps−1, whereas

Fig. 3 Scattering length in PEG4 (*), perfluorohexane (squares), a long alkane (gray circles), and
dodecane (black circles) is plotted from 100 to 400 K. The mean free path for elastic scattering in
PEG oligomers (blue line) and perfluoroalkanes (red line) is also plotted
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for the PEG oligomers, we found D = 30.0 Å2 ps−1 (Pandey and Leitner 2017b).
The mean free path in these quasi-one-dimensional systems is given by 2D/v. For
perfluoroalkanes and PEG oligomers, the speed of sound is v = 6.41 Å ps−1 and
v = 8.33 Å ps−1, respectively, yielding, respectively, a mean free path for elastic
scattering of 5.5 Å and 7.2 Å. We note that no elastic scattering was found for
alkane chains up to at least C15H32.

4.2 Thermal Conduction

The results of the energy relaxation calculations help us assess which picture is
appropriate for describing thermal conduction, one in which a vibrational quasipar-
ticle travels across the molecule without thermalizing or one in which thermalization
occurs over the length of a few atoms within the molecule. This picture, in turn,
points us to the appropriate method to calculate thermal conductance across a
molecular interface. For molecular junctions of about 2 nm, alkanes and fluorinated
alkanes are not sufficiently thermalized, at least to about 400 K, to be able to apply
a series model such as Eq. (15). In this case, a Landauer-like approach, which
neglects thermalization, should provide a good estimate to the thermal conductance.
We shall take this approach for those molecules and compare with experimental
measurements of thermal conductance through similar molecules between gold and
sapphire carried out by Hopkins and coworkers (Gaskins et al. 2015). However, we
have seen that energy relaxation in PEG oligomers of comparable length (n = 4
or longer) occurs more rapidly. We therefore expect a Landauer approach, which
does not capture this, to be of more questionable utility in predicting the thermal
conductance. We thus compare the result of a Landauer model prediction and
a resistance in series prediction for the thermal conductance between gold and
sapphire.

To compare the predictions for alkanes and perfluoroalkanes with the mea-
surements reported by Gaskins et al. (2015), we use Eq. (14) with a L = 2 nm
perfluorinated alkane, the junction length in the experiments (Gaskins et al. 2015),
and we use the mean free path l= 0.55 nm found in the elastic scattering calculation
discussed above. A value of B = 0.21 was used, as this fits the measured data over
a wide range of temperature. In Fig. 4 we plot the thermal conductance from Au to
sapphire with a molecular layer of alkanes and a molecular layer of perfluoroalkanes
between them, at 100 K, 200 K, 300 K, and 400 K. We observe in Fig. 4 good
agreement with experiment. The calculated elastic mean free path introduced into
the Landauer model appears to describe well the effect of fluorination on thermal
transport in the molecular layer.

Turning to the Au-PEG4-sapphire system, we again begin with the Landauer
model in Eq. (14). We use for the speed of sound in sapphire 7229 m s−1 (Gaskins
et al. 2015). The length of PEG4 is about L = 1.6 nm and the mean free path
plotted above is l = 0.77 nm. We plot the results in Fig. 4. We compare the results
using the Landauer model with results calculated using the resistors-in-series model,
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Fig. 4 Calculations of thermal conductance between Au and sapphire bridged by alkanes and
perfluoroalkanes (red) and PEG oligomers (black) for temperatures from 100 to 400 K. A
Landauer model is used with calculated elastic scattering length for the alkanes (dashed) and
perfluoroalkanes (solid) and for PEG4 (solid). A series model is also used for PEG4 (dot-dashed)
for comparison. Experimental results from Gaskins et al. (2015) are plotted (Au-sapphire red
circles, closed and open, respectively, for carbon-chain interfaces that are fluorinated and not
fluorinated) with reported error bars

where for the latter we introduce a cross-sectional area of 0.13 nm2 so that the two
calculations meet at low temperature.

We observe a striking difference in the temperature dependence of the thermal
conductance produced by the Landauer and resistors-in-series pictures. Thermal-
ization increases thermal conduction as additional transport channels are opened
up by anharmonic interactions within the molecules at the interface, particularly
at higher temperature. Because of those channels, phonons from gold that enter the
molecule can up-convert and the resulting vibrational energy transferred to sapphire,
a pathway that is unavailable in the absence of thermalization.

Enhancement of thermal conduction from one material to another via a molecular
layer has been observed in other molecular simulations of heat transport. Thermal
transport from gold to an organic solvent via an organic capping agent was found
to be enhanced compared to thermal conduction across the gold-organic solvent
interface in the results of MD simulations (Kuang and Gezelter 2011). The capping
agent provides a bridge between gold vibrations and the surrounding liquid (Kuang
and Gezelter 2011), which can result when vibrational energy is thermalized in the
capping agent, facilitating thermal transport.

Some studies have compared results of calculations of thermal conductance in
molecular junctions using a Landauer picture with the results of MD simulations
as a check on the assumption that, over the length of the junction, thermalization
effects on thermal conduction in the molecule are likely small. For example, a
recent computational study using both a nonequilibrium Green’s function approach
(Buerkle et al. 2015) and nonequilibrium MD simulations of thermal transport in a
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polyethylene junction (Buerkle and Asai 2017) found good agreement between the
two calculations over a wide range of temperature, including room temperature,
suggesting thermalization is likely negligible in this case. MD simulations have
in other cases been found to exaggerate the role of anharmonicity, as discussed
above. We thus prefer to calculate the rate of thermalization quantum mechanically
as a check on the validity of a Landauer-like picture, where diffusive transport and
thermal resistance may still arise by elastic scattering, but where the response to
temperature change is quite different than if anharmonic effects were important.

5 Conclusions

In this perspective we have discussed the role energy relaxation plays in mediating
thermal transport through molecular junctions. We have discussed energy relaxation
in molecules, which arises from anharmonic interactions among the vibrational
modes of the molecule, as well as from interactions between the molecule and
its surroundings. Rapid energy relaxation is essential for local temperature to be
established in a molecule, a condition that we have seen is often not met on the
molecular scale. For that reason, approaches that neglect inelastic scattering within
the molecule often predict thermal conductance in molecular junctions quite well.
However, for many molecules, particularly of increasing length, complexity, and
at room temperature or higher, inelastic scattering via anharmonic interactions is
sufficiently rapid that it must be taken into account. We have summarized a general
formalism for calculating the rate of energy relaxation via anharmonic interactions
in a molecule, which includes the golden rule as a special case. In some molecules,
even rather large ones, quantum mechanical effects can reduce the rate of relaxation
below that predicted by the golden rule. We considered three classes of molecules,
alkane and perfluoroalkane chains and PEG oligomers. Alkane chains, in particular,
exhibit quantum mechanical effects that severely limit the rate of energy relaxation.

PEG oligomers exhibit the most rapid thermalization among these groups. While
alkane chains thermalize over 10s or 100 s of nm, depending on temperature,
perfluoroalkanes thermalize over shorter lengths on the order of 1 nm, and for PEG
oligomers temperature is well defined over a few atoms at most temperatures of
interest. Because thermalization is relatively rapid in PEG oligomers, molecular
modeling methods that use temperature profiles to predict thermal boundary conduc-
tance for these systems should work well. That stands in contrast to alkane chains,
where artifacts from the lack of thermalization in these systems have been found
when using classical MD simulations to predict thermal conductance (Majumdar
et al. 2015).

When thermalization in a junction is absent or occurs slowly, a Landauer
model can be adopted to predict thermal transport through the junction. If there
are vibrational modes of the molecule that are higher in frequency than those of the
leads, they are not available as additional channels for vibrational energy transport.
In this case, the increasing vibrational mismatch between two leads yields a smaller
thermal conduction that cannot be remedied by a molecular interface between
them, as has been observed for alkane chain junctions (Majumdar et al. 2015).
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If thermalization occurs we expect the mismatch effect to be diminished and
the temperature dependence of the conductance to be more pronounced. Indeed,
we have illustrated how thermalization within a molecular junction can facilitate
thermal transport by opening channels for vibrational energy to transfer to the leads.
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We restrict our analysis here to nanoscale heat transport by conduction or
radiation and to a lesser extent in liquid and soft materials. A description of the
mechanisms of phonon transmission at solid-state constrictions (or interfaces)
is introduced. Infrared absorption in dielectric nano-objects is next discussed as
well as a calculation of the absorption spectra in cellular membranes. Finally,
the Brownian relaxation of magnetic nanoparticles is revisited in the light of
accounting for long-range dipolar interactions.

1 A Brief Historical Review

As it is frequently the case in physical sciences, early developments come from
experimental breakthroughs. Despite it was not a single man’s contribution, the
mercury thermometer can be considered as the first modern “device” capable to
measure a quantity of energy: the temperature. Interestingly, the underlying concept
of mean-free-path, which nowadays remains essential to formulate a microscopic
description of transport phenomena, was first introduced by Clausius in 1857. In
the middle of the nineteenth century, one realized that light would also allow
a form of heat transfer, according to Kirchhoff and its formulation of emission
and absorption of radiation, and shed the light, Ex tempore onto the concept
of “black body.” In a slightly different field, Einstein and Langevin discovered,
respectively, the Brownian motion (1905) and the stochastic equation (1900), which
are central in many areas of current research. Finally, Ritov (1959) did an important
theoretical step forward by describing the structure of the radiation spectrum as
being related to microscopic fluctuations of its current sources. Although this
historical introduction remains shallow, it brings up most of the core concepts
commonly discussed in this chapter: (1) Conduction occurs in solids and appears in
the form of microscopic vibrations (the phonons). (2) Convection/diffusion in a gas
or in a fluid corresponds to momentum exchanges in collisions between atoms and
molecules. (3) Thermal radiation allows heat exchanges by photons between distant
objects. These three modes of energy transfer are triggered by microscopic carriers
that exhibit themselves characteristic time and length scales. Based on this very
broad set, an important idea of this chapter is simply to demonstrate that observing
the time fluctuations of such carriers (e.g., charge density, phonons, molecules)
allows to predict the susceptibilities of these systems (and more specifically the
dissipation properties). In this respect, we first introduce an atomistic formulation
of the phonon conductance and transmission, to deal with heat transfer at molecular
interfaces. To complement our approach, we present how infrared absorption in
confined dielectrics can be calculated using molecular dynamics simulations. In
both of these examples, we discuss the advantage of an atomistic formulation
to unveil microscopic effects neglected when considering macroscopic properties.
We next illustrate how such technics can be applied to nano-objects of biological
relevance. We discuss the thermal properties of lipid bilayers which correspond
to a model of a cellular membrane. Also, we address the problem of estimating
thermal heat by coupled magnetic nanoparticle in a cellular (liquid) environment.
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The practical application behind these topics is cancer hyperthermia, which of
course encompasses many other areas of research.

2 Transport at Phonon Interfaces and Conductance
in Nano-objects

Thermal properties of nanostructures are strongly influenced by phonon scattering
at boundaries and interfaces (Carey et al. 2008; Cahill et al. 2003). Consequently, in
recent years, interfacial thermal transport has become a major subject of interest
with regard to two important technological applications, namely: thermoelectric
materials development (Gao et al. 2010) and microelectronics thermal management.
At the present stage of the physical understanding, two other key questions remain
concerning heat conduction in materials with interfaces: what is the contribution of
interfacial scattering compared to that of internal scattering in thick layer systems,
and what are the mechanism of transmission and recombination of the vibrational
modes at the contact?

2.1 A General Equilibrium Formulation of the Phonon
Conductance at Molecular Interfaces

Thermal conductance at the nanoscale is extensively studied by various numerical
approaches such as the Boltzmann transport equation, molecular dynamics (MD)
simulations, or the atomistic Green’s function (AGF) method (Mingo and Yang
2003; Zhang et al. 2007a, b) also referred as nonequilibrium Green’s function
(NEGF). As reported in the literature (Zhang et al. 2011; Schelling et al. 2002;
Becker et al. 2006; Panzer et al. 2008; Ong et al. 2010), thermal conductance
predictions based on MD simulations rely on a nonequilibrium procedure where
a constant heat flux is fixed across the junction. From these considerations, we
propose a formulation for calculating thermal conductance of any type of interfaces
using an equilibrium approach analog to the well-known Green-Kubo (GK) method
(Kubo et al. 1985) for thermal conductivity (Allen et al. 1987). We illustrate our
technique on perfect Si/Ge superlattices and compared to experimental works.

2.1.1 Equilibrium Approach for Thermal Conductance Across
an Interface

Let us assume two systems A and B exchanging energy and initially set at the same
equilibrium temperature. The total Hamiltonian at equilibrium can be written as
H = HA + HB, HA and HB being defined from a local energy at each atomic site
as follows:

HA/B =
∑

i∈A/B
hi =

∑

i∈A/B

p2
i

2mi
+ Vi (1)
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where pi andmi refer to the atom i momentum and mass. In the case of pair potential
interactions, Vi = ∑

j �=i V (ri − rj )/2, and half of the interaction belongs to HA
and toHB . To obtain the interfacial thermal conductance, we use the linear response
formalism (Pottier et al. I999) where an infinitesimally small temperature difference
is applied between the two systems A and B. �T = TB − TA is sufficiently small
such that temperatures TA and TB in systems A and B are uniform. A and B are
considered as thermal reservoirs. The static response function χo to the applied static
temperature difference is defined by<Q> = χo �T , and taking the parameter λ =
0 provides the relationship between the static response and (equal-time) correlations
in the system:

χo = < QHB >
kBT 2 (2)

SettingQ = ḢA allows to find the rate of heat added to the subsystem A per unit
time when a temperature difference �T is applied between A and B. The definition
of the thermal conductance G is:

d < HA >

dt
= G�T (3)

Using Eq. (2) obtains:

G = 1

kBT 2 <
dHA(t)

dt
HB(t) > . (4)

2.1.2 Use of Equations of Motion to Compute G
The Hamiltonian equations of motion can be used to obtain the time derivative of
HA:

dHA(t)

dt
=

∑

i∈A∪B

(
∂HA

∂pi
.ṗi + ∂HA

∂qi
.q̇i

)

ṗi ≡ −∂H
∂qi

= FAi + FBi (5)

q̇i ≡ ∂H

∂pi
= pi

mi
= vi (6)

∂HA

∂qi
= −

(
FAi +

1

2
FBi

)
for i ∈ A (7)

∂HA

∂qi
= −1

2
FAi for i ∈ B (8)
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FSi being the force from the side S on atom i. We include half of the A − B
interaction energy in HA and the other half in HB . Hence,

dHA(t)

dt
= 1

2

⎡

⎣
∑

i∈A
vi. F

B
i −

∑

j∈B
FAj .vj

⎤

⎦ (9)

which corresponds to the net power (or heat flux) exchanged by system A.
We can also derive a more familiar-looking formula by considering HB(t) =∫ t
−∞ ḢB(t

′) dt ′. The thermal conductance can be expressed as a time integral over
the dissipated power correlator:

G = 1

kBT 2

∫ t

−∞
< ḢA(t)ḢB(t

′) > dt ′ (10)

= 1

kBT 2

∫ ∞

0
< ḢA(τ)ḢA(0) > dτ (11)

which looks like the usual GK formula.
Figures 1 and 2 illustrate our methodology by reporting autocorrelation function

and the thermal conductance obtained for a 5 × 5 × 40 Si/Ge superlattice at 440 K
using the Stillinger-Weber potential (Stillinger and Weber 1985). Based on the
assumption that the transport is ballistic within a period, interface scattering is
predominant in Si/Ge, and the thermal conductivity of the superlattices is obtained
by using the relation:

λ = GL/2, (12)

Fig. 1 Net heat flux
autocorrelation function at
440 K. Inset shows a zoom of
the 0–2 ps time interval
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Fig. 2 First and second
neighbor contributions to the
thermal conductance of a
Si/Ge junction at 440 K

Fig. 3 Green’s function
calculation at a single Si/Ge
interface (Zhang et al. 2007c)
(Green). Computed and
measured (Lee et al. 1997;
Borca et al. 2000) interface
thermal resistance as a
function of the period

where G is the thermal conductance calculated by MD, L being the superlattice
period, and λ its corresponding thermal conductivity (Fig. 3).

It can be seen that above a critical thickness, phonon transport in the superlattice
becomes strongly impacted by the defects included during the growing/deposition
process in the fabrication step. This additional effect has not been included in MD
simulations, and the trend of the thickness dependence can no longer be compared
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with experiments. EMD provides in this case only a good estimation of the order of
magnitude of the thermal boundary resistance. The next part of this note is devoted
to extend this formulation with a frequency dependence.

2.2 Spectral Conductance: An Equilibrium Approach

This section presents an approach for estimating the frequency vs. wave-vector-
dependent phonon transmission across a solid-solid interface. We show that the
spectral properties of the heat flux can be generally deduced from the equilibrium
displacement fluctuations of the contact atoms. We have applied and demonstrated
our formalism with molecular dynamics simulations to predict the angular and
mode-dependent transmission. We first carry the study to the case of semiconductor
interfaces (silicon and germanium thin films).

2.2.1 Derivation
To express the frequency and wave-vector-dependent phonon transmission, we
start from the expression of the heat flux obtained from the Hamiltonian equation
of motion (Chalopin et al. 2012b) of two interacting phonon systems whose
Hamiltonians are HA and HB withQ = − < ḢA >=< [H, HA] >,

Q(t) = 1/2
∑

i∈A,j∈B
α,δ∈{x,y,z}

k
α,δ
i,j

(〈
u̇αi (t)u

δ
j (t)

〉
−
〈
uαi (t)u̇

δ
j (t)

〉)
. (13)

ui refers to the atomic displacement of atom i, u̇i the instantaneous velocity of atom
i. The α and δ exponents refer to the x, y, or z component. kα,δi,j is the interatomic

force constant between atoms i and j. Rewriting the correlation
〈
u̇αi (t)u

δ
j (t)

〉
as

〈
u̇αi (t)u

δ
j (t)

〉
= lim
t ′→t

d

dt ′
〈
uαi (t

′)uδj (t)
〉
= lim
τ→0

d

dτ

〈
uαi (τ )u

δ
j (0)

〉
,

introduces a characteristic time τ = t − t ′ which is related to the vibrational
dynamics. Applying the Fourier transform on the correlations yields

Q(ω) = 1/2
∑

i∈A,j∈B
α,δ∈{x,y,z}

k
α,δ
i,j

[
u̇αi (ω)u

∗δ
j (ω)− u∗αi (ω)u̇δj (ω)

]
. (14)

Here, u∗ is the complex conjugate of u. Equation (14) can be compared to the
following Landauer expression (Landauer 1970):

QLD(ω) = h̄ω(n0
a(ω)− n0

b(ω))T (ω), (15)
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where h̄ω stands for the energy quantum and T for the phonon transmission.
na,b corresponds to the Bose-Einstein occupation numbers of systems A and B,
respectively. Identifying the first term of the difference of Eq. (14) to the one in
Eq. (15) and considering the classical limit (h̄ω � kBT ) allow us to extract the
following frequency-dependent transmission:

T (ω) = β/2
∑

i∈A,j∈B
α,δ∈{x,y,z}

k
α,δ
i,j

[
u̇αi (ω)u

∗δ
j (ω)− u∗αi (ω)u̇δj (ω)

]
, (16)

which can be simplified into

T (ω) = βRe

⎧
⎪⎪⎨

⎪⎪⎩

∑

i∈A,j∈B
α,δ∈{x,y,z}

k
α,δ
i,j u̇

α
i (ω)u

δ
j (ω)

⎫
⎪⎪⎬

⎪⎪⎭
(17)

where β = 1/kBT and kB denotes the Boltzmann constant. Equation (17)
highlights that the atoms involved are those in interaction across the interface. A
further step can be taken by considering the atomic velocities in the wave-vector
reciprocal space defined by:

u̇αk(ω) =
∑

i

u̇αi (ω)e
ik·r0

i ,

where r0
i refers to the equilibrium position of atom i. Replacing the velocities by

their expressions in Eq. (17), the transmission from wave-vector k to k′ at frequency
ω can be written as:

T (ω,k,k′) = β/2iω
∑

α,δ∈{x,y,z}
u̇αk(ω)u̇

∗δ
k′ (ω)D

α,δ(k,k′), (18)

where Dα,δ stands for the interfacial phonon dynamical matrix as:

Dα,δ(k,k′) =
∑

i∈A,j∈B
k
α,δ
i,j e

i(k·r0
i−k′·r0

j ).

2.2.2 Example on a Si/Ge/Si Heterostructure
From Eq. (17), we have calculated the Si/Ge transmission for L ranging between 0.5
and 10 nm as well as that of the perfect Si/Si transmission.

Results are reported on Fig. 4 inset (a), (b), and (c) highlighting two important
features. Inset (a) shows that the optical modes coming from the Si substrate above
the frequency ν > 15 THz are poorly transmitted while a significant contribution to
transmission (noted S on inset (b)) is observed at ν ∼ 14 THz. This later peak does
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Fig. 4 Phonon transmission
at T = 400 K for several Ge
layer thicknesses. Inset (a)
compares the perfect Si/Si
transmission (hatching curve)
to that of Si/Ge for
L = 0.54 nm (red) and
L = 10.9 nm (black). Inset (b)
details the structure of the
Si/Ge transmissions for
various Ge thicknesses. Inset
(c) displays the transmission
of the bulk Si substrate

not appear in perfect bulk silicon (inset (c)) because it corresponds to an interface
mode. Additional modes are transmitted above the Ge bulk cutoff frequency νGe
(Fig. 4 inset (a) represented by the dotted vertical line). This indicates that inelastic
processes occur at the contact layers with additional transport channels transferring
thermal energy above νGe. The degree of accuracy of this microscopic description
is benchmarked by comparing the total thermal resistance of the junction to that
retrieved by more conventional approaches reported in the literature. We have
compared the thermal resistance R obtained from

R−1 = kB
∫

ω

T (ω)dω, (19)

to nonequilibrium molecular dynamics (NEMD) simulations (Landry and
McGaughey 2010) and AGFs (Zhang et al. 2007c) calculations. Both calculations
rely on the same interatomic potential (Stillinger and Weber 1985). As seen on
Fig. 5, thermal resistance increases with the layer thickness. The NEMD data trend
(red crosses) is recovered (blue triangles) within a satisfying range of accuracy.
AGFs overestimate the thermal resistance by less than 30 percent when compared
to other predictions. The harmonic feature of the theory can be considered at the
origin of this mismatch.

Figure 6 reports the wave-vector k and frequency-dependent transmission
T (ω,k) when Ge layers have two different thicknesses. k is constructed in the
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Fig. 5 Thermal resistance
obtained from the
transmission of Fig. 4 and
compared to the NEMD
direct calculation (red circle)
and AGFs (dark square) for
several layer thicknesses

Fig. 6 Wave-vector-
dependent phonon
transmission calculated from
MD at T = 400 K for Ge layer
thicknesses of L = 0.54 nm (a)
and L = 5.4 nm (b)

plane defined by the [100] and [110] directions. The right-hand side graphs
represent the total transmissions previously calculated. A significant part of the
transmitted energy arises in the low frequency range, i.e., below the Ge optical
mode frequencies, where phonon modes exist in both materials. The localized
interface mode (S) is found to be weakly dispersive and, as deduced from the
spectral distribution, has important contributions to thermal transfer at the interface.

2.3 Concluding Remarks

An equilibrium formulation of thermal interface conductance has been derived
according to the linear response theory for molecular dynamics simulations. It can
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be applied to a wide range of systems, including the effect of anharmonicity which is
central in thermal transport. While conductance is related to the fluctuations of the
net heat flux obtained by the contact atoms, interface transmission can be viewed
as the cross power spectral density of these later. A wave-vector decomposition
and a detailed analysis of the modes that govern the phonon transmission for
Si/Ge interfaces were presented. It turns out that the interfacial transport cannot
be accurately estimated from bulk properties. The present formulation of the
interfacial transport has the advantage of remaining general and rather simple to
implement.

3 Anomalous Susceptibilities in Dielectric and Magnetic
Nanoparticles

The description of the optical properties of nanomaterials involves two classes of
physical systems: metals and dielectrics. At the nanoscale, both exhibit particularly
interesting properties due to the resonances activated by the confining boundary
conditions – e.g., surface phonon-polariton for dielectrics and surface plasmon for
metals. Understanding the mechanism of coupling between light and nanomaterials
forms the cornerstone of the fields of nanophotonics and nano-optics, and a large
panel of applications have recently emerged such as the enhancements of Raman
scattering (Nie and Emory 1997), the fluorescence imaging (Shafiei et al. 2013), or
the control of coherent thermal radiation (Greffet et al. 2002). When studying how
size confinement impacts optical properties at short scales, it has been reported that
nonlocal effects take place in metals (McMahon et al. 2009; David and Garcia de
Abajo 2011) such as the spill- out of electrons (Voisin et al. 2001; Gaudry et al.
2000): For systems smaller than 10nm, a strong increase of the intrinsic electron-
phonon interaction can be observed. On the other hand, very few work reported
peculiar size effects in dielectric material (Chalopin et al. 2012a) although there has
been much effort devoted to exploring optical modes of vibration in these systems
(Jones and Fuchs 1971; Tong and Maradudin 1969). This section is turned toward
the study of the mechanisms of infrared absorption in confined dielectrics with the
mean of molecular dynamics (MD) simulations. We found that light absorption
in the THz occurs predominantly through anomalous surface modes which are
reported to be confined in space, demonstrating that macroscopic description of
electrodynamics fails at He nanoscale. This particular feature is illustrated on solid
as well as in soft matter.

3.1 Microscopic Models of Nonlocal Dielectric Constant

Our approach is formulated on the basis of the linear response theory where the bulk
susceptibility χα,β(ω,k) = εα,βr (ω,k)− 1 subjected to an external electric field E
can be written as:
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Pα(ω,k) = ε0χ
α,β(ω,k)Eβ(ω,k).

ε is the material dielectric tensor and P the polarization induced by E. α, β stands
for the space coordinates. For any anisotropic materials, the fluctuation-dissipation
theorem (Kubo 1966) allows to generally express χ as (Chalopin et al. 2011):

χα,β(ω,k) = 1

ε0kBT V

⎡

⎣〈Pα(0,k)P β(0,k)
〉+ iω

∞∫

0

eiωt
〈
Pα(0,k)P β(t,k)

〉
dt

⎤

⎦ ,

(20)
where V is the volume of the dielectric system and P(t) the polarization state at
time t. In the reciprocal space P is expressed as:

Pα(t,k) =
∑

i∈V
qi · rαi (t)eik·r

0
i , (21)

r0
i is the equilibrium position of atom i caring the charge qi . Hence, the optical

spectra of any polar material are extracted from the fluctuations of the system
at thermal equilibrium, and the nonlocal description of the dielectric properties
corresponds to the 2D Fourier transform of the charge fluctuations. Recalling that
ε is complex εr = ε′r + iε′′r , one has ε′r = Re{χ} + 1 and ε′′r = Im{χ}. Using
the convolution theorem, one can thus retrieve the absorption spectra through the
imaginary part of the polarizability tensor α = α′ + iα′′ as:

Pα(ω,k) = αα,β(ω,k)Eβ(ω,k)

with

α′′α,β(ω,k) = ω

kBT V

Pα(ω,k)P ∗β(ω,k)
τ

(22)

3.2 Surface-Enhanced Infrared Absorption in Dielectric Thin
Films with Ultra-strong Confinement Effects

3.2.1 The Bulk Dielectric Constant: An Example with MgO
We validate our approach by comparing the dielectric constant at k = 0 with the
available experimental data (see upper Fig. 7). The Matsui (1989) potential has been
used. We have calculated the nonlocal (i.e., k-dependent) dielectric constant (Eq. 22)
with k ranging along the main directions lying within first Brillouin zone (FBZ).
Figure 7 reports the results obtained for k ranging along the points � [000], �
[001], X [011], and L [111]. This physical process is already known and it has been
demonstrated experimentally (Scarel et al. 2008; Fray et al. 1961) 8 cm.
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Fig. 7 Top figure: frequency-dependent bulk dielectric constant compared to Palik and Bennett
(1991). Bottom figure represents the corresponding nonlocal description of the absorption along the
main direction of the MgO first Brillouin zone. A log representation of Eq. 22 has been performed
for more contrast

3.2.2 Confinement Effects and Surface Mode
We next consider the case of crystal slabs with finite thicknesses L in the [001]
direction and periodic in two lateral ones ([100 and [010]). The translational
symmetry preserved along two axes allows a wave-vector description of the in-
plane mode K = (kx,ky) as εα,β(K,q, ω). q stands for the modes along the [001]
confined direction. As for the bulk case, we first look at the absorption at long
wavelength limit for thicknesses (L) ranging from 0.42 to 4.2 nm. An atomic
representation of a 0.84 nm thick slab is illustrated in Fig. 8 as well as the calculated
absorption spectra (Imα) B. It can be seen that IR absorption occurs through mainly
two bands having particular resonances spreading around 12 and 24 THz. These
two bands lie at the bulk TO and LO frequencies, respectively, and interestingly
their structure strongly depends on the size:

3.2.3 Limit of the Classical Electrodynamics at the Nanoscale:
The Dielectric Screening Length

From this study, we see that the 12THz band corresponds to a competition between
the TO polariton mode and a surface mode (also known as Lucas mode Chen et al.
1972; Lucas 1968) strongly localized at the topmost atomic layers: At the smaller
thickness, absorption is driven by this surface mode, whereas the TO requires the
system to have a sufficient number of layer to get activated: When increasing the
layer thickness above 1nm, the TO polariton starts to dominate over the surface
mode. In a similar fashion, the optical absorption at higher frequencies (20–25 THz)
corresponds to localized surface modes for the smaller thicknesses: The contribution
of these resonances attributed to the surfaces get progressively replaced by that
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Fig. 8 Top figure (a): Size-dependent dielectric constant with thicknesses ranging from 1 to 10
MgO unit cells. Bottom figure represents the corresponding nonlocal description for the size of 3
unit cells with a log representation of Eq. 22 for more contrast

of the LO polariton for thickness >1 nm which is a volume mode (see bottom of
Fig. 8): This effect arises from the fact that the topmost atomic layer undergoes
interatomic force constants much weaker than that of the volume layers where the
atoms are isotropically bonded and consequently their vibrational dynamics differs.

An important aspect of this analysis allows to conclude that none of the slabs’
absorption spectra can be deduced from the calculated bulk dielectric constant; in
particular, the well-known Clausius-Mossotti relation predicts a polariton resonance
for ε = −1 that is at the frequency of 17 THz if we consider the bulk ε calculated
in Fig. 7. In fact the bulk LO polariton mode is found to occur at the frequency of
25 THz for all thickness which can be attributed to the effect of dielectric screening
with a characteristic distance corresponding to the lattice parameter. Consequently,
any macroscopic description of IR absorption in thin film clearly breaks down at
this scale.

3.3 Infrared Absorption in Cellular Membrane Models Made
of Lipid Bilayers

The dielectric properties of lipid bilayers have been studied for the past years for
their central role in the protein and ion permeability of the membrane as well
as electroporation. It has been reported that in lipid bilayers, the static dielectric
permittivity is spatially nonuniform, but no work has addressed so far the infrared
properties in the terahertz (THz) regime. The polarizability of two types of bilayers
made of DPPC and POPC lipids is presented here. The two lipids have very similar
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Fig. 9 Simplified Lewis formula of DPPC and POPC lipids

chemical formulas, and despite these similarities, their organization in bilayers
displays dissimilar structure, which in turn dramatically affects the THz spectra. The
calculations have been compared to Raman experiments and show a fair agreement.

3.3.1 Atomistic Modeling of the Lipids and Bilayers
The Lipid bilayers investigated here are made of two different lipids, namely, the 1-
palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC) and the 1,2-dipalmitoyl-
sn-glycero-3-phosphocholine (DPPC). Their chemical formulas are depicted in
Fig. 9. The DREIDING (full atomistic) potential has been accounted for the lipids
with an experimentally validated TIP3P interaction model for the water molecules
(Jorgensen et al. 1983). Optical and morphological properties are extracted from the
displacement and velocity fluctuations of the atoms in the micro-canonical ensemble
(constant energy and volume) to ensure the validity of the fluctuation/dissipation
theorem (FDT). Figure 10 depicts an atomic view of the relaxed bilayers at the
temperature of 310 K. The resulting morphologies are in agreement with previous
calculations reported in the literature.

3.3.2 Dielectric Properties
The static polarizability is first studied and compared to the literature. To confront
our calculations with experiments, we have extracted the electrical capacitance C
of the membrane according to C = α(ω=0)ε0S

d
, where d corresponds to the layer

thickness. Various measurements have been reported in the literature (Benz et al.
1975; Toyama et al. 1991; Berestovsky et al. 1978; Montal and Mueller 1972; Lee
and Bain 2005), where C ranges from 0.01 to 0.03 F.m2 which is in agreement with
our calculations (Fig. 11 (full lines)). Note that the capacitance does not vary in the
same way as the polarizability due to change in volume by the temperature. More
interestingly Fig. 11 reports that DPPC and the POPC bilayers have a static response
which differs by a factor of 3. The imaginary part of the polarizability, α′′(ω) is
shown in Fig. 12 (black line) and compared with Raman experimental data (Lee
and Bain 2005) for a spectra ranging above 40 THz. Below that frequency, no data
have been reported so far. The origin of the absorption can be attributed to specific
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Fig. 10 Atomic view of POPC and DPPC lipid bilayers

Fig. 11 Cross-plane static
polarizability and electrical
capacity of DPPC and POPC
bilayers as a function of
temperature. Inset: Size effect
(the number of lipids in the
simulation box) on the static
polarizability

0.07

0.06

0.05

0.04

0.03

0.02

0.01

0
240 270

E
le

ct
ric

al
 c

ap
ac

ity
 (

tr
ia

ng
le

s)
 (

F
.m

–2
)

300

Temperature (K)

DPPC bilayer
POPC bilayer

330 360

α
(ω

=
0)

 (
sq

ua
re

s)
 (

10
–3

5  
A

2 .
s4 .

kg
–1

)

0

1

2

3

4

5

6

7

dipoles where, for instance, the bonds C-H and N-H are activate, respectively, at 85
and 100 THz. A very satisfactory agreement is found for those modes. The 50 THz
band corresponds to the carbon bonds such as C-C, C-O, and C-N. The P-O bonds
also lie in this frequency domain.

3.3.3 Interplay Between Absorption and Morphology
The IR properties of the bilayers are investigated here to identify where the
absorption occurs in both configurations and what are the associated resonances.
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Fig. 12 Imaginary part of
the permittivity in DPPC and
POPC bilayers and the
comparison with Raman
experimental data (Lee and
Bain 2005) and the
vibrational densities of states
(DOS)
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We have thus computed (Fig. 13) the densities of chemical elements forming each
bilayers as well as the radial distribution function (Fig. 14). The density drop at the
center of the DPPC bilayer (see Fig. 13 black arrow) indicates less interdigitation
between the two lipid layers leading to a 0.5 nm thicker bilayer than the POPC
as reported in the literature (Karjiban et al. 2013; Vermeer et al. 2007; Kupiainen
2005). In addition, the radial distribution function of the two membranes, Fig. 14,
clearly indicates that the ordering of the POPC lipids is significantly reduced
compared to that of the DPPC lipids: The density probability of the former becomes
flatter behind the first neighbor peak. Furthermore, the first neighbor distance
becomes larger for the case of POPC with a lower average density (i.e., tail of
the correlation function). This is explained by the effect of the double bond at the
tail of the POPC lipids that prevents perfect stacking. Thus the average distance
between lipids in the same layer is larger which results in a lower surface density.
This reduced surface density, which concomitantly involves a thinner bilayer, is not
sufficient to fully explain the weaker static polarizability of the DPPC layers. The
charge density is predominantly distributed at the hydrophilic heads (Fig. 13), and
considering the highest mobility of the lipids, we can deduce that the local dipoles
exhibit more angular fluctuations for the case of the POPC bilayer. To unveil this
effect, we have computed the projection of the dipole moment along the surface (p||)
versus the perpendicular direction (pz); hence the dipoles orientate predominantly
in the planes as pz

p|| = 0.0309 for POPC vs 0.0017 for DPPC: The difference in
angular fluctuations leads to a higher projected dipole component (pz) for the case
of POPC. This explains the larger static polarizability.

It is possible to compute the spatially dependent absorption spectra in a direction
perpendicular to the lipid planes with a 0.2 nm thick resolution (Fig. 15). The top
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Fig. 13 Per-atom density
and charge density profile in
DPPC and POPC lipid
bilayers

Fig. 14 In-plane radial
distribution function of the
DPPC and POPC lipid
bilayers

of Fig. 15 presents the total absorption integrated over the whole spectrum. It
demonstrates that the DPPC bilayer absorption is mainly localized in the heads
of the lipids (40 and 85 Å), whereas for the case of POPC, the maximum of the
absorption occurs more homogeneously within the bilayer.
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Fig. 15 Total absorption
and absorption at 53 THz as a
function of the position in the
bilayer

3.4 Concluding Remarks

To conclude, it has been demonstrated that optical absorption in polar nanomaterial
is driven by anomalous absorption processes that cannot be predicted by any
macroscopic description of electrodynamics. These optical properties are extremely
confined in space and predominant in absorbing IR radiation. This approach
provides a possible tool for predicting radiative properties of biological systems
as well as in solid-state systems.

4 Brownian Dissipation by Magnetic Nanoparticles

Clusters of magnetic nanoparticles have received considerable interest in various
research fields. Their capacity to generate heat under an alternating magnetic field
has recently opened the way to applications such as cancer therapy by hyperthermia.
The physics underlying the dynamics of interacting dipoles in systems of micro-
scopic dimension is so rich that tremendous efforts have been devoted to address
this subject from experimental (MacIsaac et al. 1996; Morup and Tronc 1994) and
theoretical (Dejardin 2011) approaches. Predicting the dynamics of the dipolar sets,
comprising magnetic and dielectric nanostructures, is an important challenge as the
long-range and anisotropic-dipolar interactions (Corato et al. 2014) entail a wealth
of nonindependent degrees of freedom, difficult to track analytically. The develop-
ments of both numerical and analytical methods assessing the particles’ response
to an external field (Branquinho et al. 2013; Ruta et al. 2015; Tan et al. 2014), and
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powerful enough to handle the complexity of the couplings, are still to be found.
Heat generation is driven by two processes: The Neel and the Brownian relaxation.
Regarding the former, many works have reported a shortening of the magnetization
relaxation time when increasing the dipolar interactions (Dejardin 2011; Berkov and
Gorn 2001; Denisov and Trohidou 2001; Brinis et al. 2014). In addition, various
studies have further addressed the case of two-dimensional square arrays (Denisov
and Trohidou 2001; Brinis et al. 2014; Denisov et al. 2003; Sugano et al. 2007;
Stariolo 2008; Bahia 2004; Farrell et al. 2004) which are suited for experimental
investigations (Stariolo 2008). In a similar fashion, dielectric relaxation in systems
subjected to rotational Brownian motion remains an important question (Jimenez
et al. 2006; Zhou and Bagshi 1992) . It is relevant to the study of dynamic light
scattering, Raman scattering, and liquid crystals. Some analytical approaches have
accounted for approximations in which the many-body system is casted in terms of
a two-body problem (Felderhof 2002) or a single dipole in a mean field.

Here, our interest focuses on the problem of evaluating the effect of the interac-
tions between rigid dipoles carried by particles damped by a viscous torque (Coffey
and Kalmykov 2012). Our analysis thus aims at identifying to what extent the Brow-
nian relaxation process is affected by the particle interactions without any restriction
on their density. For this purpose, we have formulated a statistical approach based
on numerical simulations that reproduce the equilibrium orientational fluctuations
of dipoles interacting in a heat bath. Hence, by means of the fluctuation-dissipation
theorem, we have predicted the frequency-dependent imaginary part of the suscep-
tibility of the system, subjected to an external ac field �B1.

4.1 Statistical Modeling with the Langevin Equation

We considered a square array of magnetic rigid dipoles �μi carried by spherical
particles with volume V and inertia momentum I , immersed in a liquid with
viscosity η at the temperature of 320 K. With the help of the fluctuation-dissipation
theorem, it is possible to formulate a general approach to derive the macroscopic
nonequilibrium response of the system by tracking numerically the microscopic
equilibrium fluctuations of the dipoles �μi . The Hamiltonian of the system can be
written as:

H = 1

2

N∑

i,j=1

Uij −
N∑

i=1

�μi · �B1, (23)

considering the dipole-dipole coupling energy

Uij = μ0

4πr3
ij

[
�μi · �μj − 3

( �μi · �rij
) ( �μj · �rij

)

r2
ij

]
, (24)



38 A Statistical Approach of Thermal Transport at Nanoscales: From . . . 907

where �rij = �ri − �rj . The magnetization of the system is defined here as:

�M =
∑

i

�μi. (25)

We consider the rotation of the magnetic dipoles with a position fixed in a two-
dimensional square lattice along the (x, y) plane. The nearest neighbor distance d
corresponds to a dipole surface density ρ = 1/d2. Each dipole �μi = μ �ei undergoes
a viscous torque ��vis,i = −ζ �ωp,i, with �ωp,i the instantaneous rotation vector of
dipole �μi and ζ = 6ηV the angular viscous friction coefficient. In addition to this
damping, each dipole i is subjected to a magnetic torque �μi × �Bi with

�Bi = �B1 − μ0

4π

∑

j �=i
( �μj · �∇i )

(−→
r ij

r3
ij

)
.

To account for the collisions with the liquid molecules, we have considered an
angular Langevin equation with a stationary random torque ��rnd,i acting on �μi . The
correlation time of this torque is consequently the collision time, which remains
much smaller than the relaxation time of the angular velocity �ωp,i . �rnd(t) is thus
delta-correlated in time: 〈�rnd(t)�rnd(t + τ)〉 = 2ζkBT δ(τ). The complete set of
differential equations describing the dynamics of the magnetic dipoles damped in a
liquid is

{
Id �ωp,i/dt = �μi × �Bi − ζ �ωp,i + ��rnd,i (t)

d �μi/dt = �ωp,i × �μi (26)

In principle, it would be possible to study the response of the system illuminated
by an external alternating field �Bl(ω) along direction l by including explicitly Bl in
Eq. 26. The dynamics of a magnetic dipole in an oscillating field has been studied
with a similar approach (Engel et al. 2003). Practically, this procedure requires too
many calculations to determine the whole spectrum of the magnetic susceptibility
tensor α(ω) defined as:

�Mk(ω) = αkl(ω) �Bl(ω). (27)

Thanks to the fluctuation-dissipation theorem (Callen et al. 1951; Landau and
Lifshitz 1980) (FDT), the components of the imaginary part of the magnetic
susceptibility tensor α′′ = Im(α(ω)) can be obtained from the time correlation
function of �M as:

αkl(ω) = 〈Mk(0)Ml(0)〉
NkBT

+ iω

NkBT

∫ ∞

0
〈Mk(t)Ml(0)〉e−iωt dt, (28)
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with

〈Mk(t)Ml(0)〉 =
+∞∫

−∞
Mk(t + τ)Ml(τ )dτ , (29)

k, l ∈ {x, y, z} and N is the number of particles considered. This approach
can be compared with some correlation functions of the magnetization trackable
experimentally (Grimm et al. 2011).

4.2 Collective Behaviors in Large Clusters of MN Nanoparticles

Let us consider the case of noninteracting rigid dipoles. It corresponds to the
limit where the inter-particle distance d → ∞, so that there is no effect of the
dipolar interactions and ρ = 0. The dipoles are carried by spherical particles of
various diameters. Figure 16 depicts the time fluctuations of the components of
the magnetization �M(t) and the imaginary part of the susceptibility spectra α′′(ω)
extracted from these fluctuations following Eq. (28). As expected, it can be observed
that α′′(ω) fits with a Debye law according to the formula:

α′′(ω, ρ = 0) = α(ω = 0, ρ = 0)
ωτ

1+ (ωτ)2 . (30)

The lowest frequencies are attributed to the slowest characteristic times; thus, the
longer one increases the simulation duration, the better one estimates the lowest
frequency part of the spectra (in our case, Ns = 18 steps with dt = 1 ms). At
the optimal excitation angular frequency ω = τ−1, the dissipation α

′′
(ρ = 0)

reaches its maximum value α
′′
max(ρ = 0) ≡ α(ω = τ−1, ρ = 0) = α(ω =

0, ρ = 0)/2, where τ is the relaxation time of the system (Fig. 16b). For MNPs with
hydrodynamic diameters ranging from 5 to 50 nm, the simulations give relaxation
times that quantitatively agree with the expected Nernst-Einstein relation τ = τB =
ζ/2kBT = 3ηV/kBT (Fig. 16c). This result validates the statistical calculation in
the well-known case of noninteracting rigid dipoles experiencing angular Brownian
relaxation. Note that, as expected, the in-plane component of the susceptibility
α′′n/p (�en and �ep being any couple of orthogonal in-plane directions) and the cross-
plane components of the susceptibility α′′z are identical in this case. We have
next included the dipole-dipole interactions between MNPs. The strength of the
interactions is tuned with the particle surface density ρ. Figure 17b displays the
anisotropic dissipation spectra for the two components α′′n and α′′p in the plane

and the perpendicular component α′′z , at the density of 1.5 · 10−2 nm−2. The
corresponding time fluctuations of these magnetization components are illustrated
on the inset. We have identified on the same figure a range of concentration (gray)
where the Knudsen number Kn = -/l, obtained from the water mean-free path
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Fig. 16 Top: Imaginary part
of the susceptibility from
equilibrium simulations. Inset
shows the time evolution of
the momentum. A Debye fit
is shown with the bold lines.
Bottom: Validation with the
Nernst-Einstein formula

(- = 2.5 · 10−10 m in water) and the edge-to-edge inter-particle distance l, is not
small enough to guaranty the absence of hydrodynamic effects. As shown on the
same plot, this particular regime occurs in the restricted case where the particles are
in contact (ρ ∼ 10−2 nm−2). As we will see later in this work, the damping by the
liquid is so weak compared to the dipole-dipole interactions that the effect of the
liquid can be completely neglected.
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4.3 The Effect of the Dipole-Dipole Interaction

The dipole-dipole interactions (illustrated in Fig. 17) impact the amplitude of α′′(ω),
which is dramatically decreased, and the maximum of dissipation is shifted toward
higher frequencies. In the time domain, orientational fluctuations of interacting
dipoles are both accelerated and limited in amplitude compared to noninteracting
dipoles. This is consistent with what has already been reported independently (Landi
2014; Denisov and Trohidou 2001; Zhou and Bagshi 1992). To estimate the mass
concentration of nanoparticle in g/l from which the effect of the interactions

Fig. 17 Top: Imaginary part
of the susceptibility from
equilibrium simulations. The
in-plane (red) and cross-plane
(blue) dissipation are plotted.
Bottom: Evolution of the
susceptibility spectra with the
concentration. The simulation
points have been fitted with
continuous curves for the
sake of clarity
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becomes observable, we consider the mass density of iron oxide (5 · 103 kg/m3).
Dipolar effects occur as soon as the inter-particle distances become shorter than
roughly three times the particle diameter (this correspondence between the dipolar
energy cutoff and the particle diameter remains a good approximation even at other
sizes, when accounting for a volume-dependent dipole moment). Considering the
case of an isotropic particle distribution, the mass concentration is of the order of
250 g/L. Figure 17b presents the amplitude at the maximum of dissipation α′′max(ρ)

as a function of the density, for each component. These amplitudes are normalized

Fig. 18 Power law with the
inter-particle distance.
(Bottom) The relaxation
frequency as function of the
concentration. (TOP): The
amplitude of absorption as
function of the concentration
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by the corresponding values in the noninteracting case. Similarly, Fig. 17c displays
the frequency of maximum dissipation 1/τ as a function of the MNP density.
Importantly, above a density threshold of ρ = 4 · 10−4 nm−2, the optimal frequency
increases with density as ρ3/2, similarly to the coupling energy U which scales as
d−3 = ρ3/2. According to the Debye structure of the dissipation spectra, we deduce
that the relaxation rate of rigid interacting dipoles includes an additional term which
accounts for the interactions (Fig. 18):

τ−1 = τ−1
B + τ−1

U (ρ), (31)

with τU (ρ) = ζ/U(ρ).

4.3.1 Concluding Remarks
Considering the equilibrium orientational fluctuations of magnetic dipoles, we have
demonstrated that one can quantify the Brownian dissipation without approxima-
tions. Our work suggests that the interactions between magnetic dipoles have a
dramatic impact on the fundamental mechanisms of dissipation: Increasing the
dipole pair energy enhances the Brownian relaxation rate and diminishes the
magnitude of absorption. Practically, these mechanisms are essential in the context
of hyperthermia research. A perspective of this work would be to carry this analysis
in situ, in order to study the heat diffusion in more complex environments, where
the intracellular confinement has affected the particle concentration.
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Abstract

This chapter provides a comprehensive description of phonon transport in nanos-
tructures of silicon-based Group-IV alloys. We employ the phonon Boltzmann
transport equation (pBTE) formalism with full phonon dispersion and a partially
diffuse momentum-dependent specularity model for boundary roughness scat-
tering. The results show thermal conductivity in Si-Ge nanostructures including
thin films, superlattices (SLs), nanowires (NWs), and nanocomposites (NCs) to
be well below their bulk counterparts, reaching almost to the amorphous limit.
Further minimization of lattice thermal conductivity is shown in binary (SiSn
and GeSn) and ternary (SiGeSn) alloys and their thin films. Si-Sn alloys have
the lowest conductivity (3 W/mK) of all the bulk alloys, which reduces further to
around 1 W/mK in 20-nm-thick Si-Sn films. Thermal transport in nanostructures
is tunable by extrinsic boundary effects such as sample size in thin films, period
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thickness in SLs, length/diameter in NWs, and grain size in NCs. Additionally,
boundary/interface properties, such as roughness, orientation, and composition,
also play a significant role in thermal transport and offer additional degrees of
freedom to control the thermal conductivity in nanostructured semiconductor
alloys. Thermal conductivity can be minimized in SLs by growing short-period
Si/Si1−xGex SLs with the Si-Ge alloy layer thicker than the Si one. We
describe a Monte Carlo method of sampling the phonon mean free paths (MFPs),
capable of capturing both partially diffuse boundaries and ballistic effects in
the calculation of thermal conductivity of Si-Ge NWs. The computed phonon
flights are comprised of a mix of long free flights over several μm interrupted
by bursts of short flights, resulting in a heavy-tailed distribution of flight lengths,
indicating superdiffusive phonon transport, which results in L1/3 scaling across
a wide range of NW lengths up to nearly 10 μm. Lastly, our pBTE model for
nanocomposites, based on Voronoi tessellation to capture the grain structure in
NCs, is described. The size scaling of thermal conductivity observed in NWs
persists in NCs as well and is found to be insensitive to the variance in grain
sizes.

1 Introduction

This chapter discusses thermal transport in silicon-based semiconductor alloys,
which has drawn considerable interest in recent years. Much of the work employs
a combination of alloying (Bera et al. 2010) and nanostructuring (Hicks and
Dresselhaus 1993a; Dresselhaus et al. 2007) techniques to reduce the lattice
thermal conductivity and improve the thermoelectric (TE) conversion efficiency of
semiconductors (Joshi et al. 2008; Minnich et al. 2009; Zhu et al. 2009). TE energy
conversion efficiency, given by the ratio between heat absorbed and the energy
produced, is primarily dictated by a dimensionless figure of merit ZT = S2σT/κ ,
where S is the Seebeck coefficient, T is the absolute temperature, σ is the electrical
conductivity, and κ is the thermal conductivity, composed of both lattice and
electronic contributions (DiSalvo 1999). Most moderately doped semiconductors
have high electrical conductivity σ and a moderate Seebeck coefficient S, with σ
increasing and S decreasing with doping. Even when doping levels are optimized
for a maximal power factor (S2σ ), ZT is still limited by the high thermal
conductivity. The lattice contribution to thermal conductivity (κl) far outweighs its
electronic counterpart (κe), and is the only property which can be tuned somewhat
independently, without adversely affecting the power factor.

Silicon-based TEs are attractive due to the abundant availability of Si, relatively
low cost, and previously established processing technology. In addition, they
integrate easily with existing microelectronics microelectronics, opening up the
possibility for on-chip cooling and improved thermal management in ultra-scaled
CMOS circuits (Chowdhury et al. 2009; Pop 2010; Ryu et al. 2010). However, the
high lattice thermal conductivity of bulk silicon at room temperature (146 W/m ·
K) (Glassbrenner and Slack 1964; Maycock 1967) limits the ZT of silicon to
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approximately 0.05 (Liao et al. 1999), almost two orders of magnitude below
the value of ZT = 3, which is considered desirable for solid-state TE devices
to replace the conventional methods of cooling and power generation (Majumdar
2004). However, a more modestZT of 1.5−2 may suffice for kW-range applications
such as vehicle heat recovery, car cooling/heating, and home cogeneration (Vining
2009).

Group-IV alloys of Si-Ge with varying composition have long been employed
in TE energy conversion applications, such as NASA radioisotope TE generators,
and have ZT > 1 around 900 K (Snyder and Toberer 2008). The improvement
in ZT is primarily from the order-of-magnitude reduction in the lattice thermal
conductivity κph due to the mass-difference phonon scattering induced by alloying.
However, the lattice thermal conductivity in Si1−xGex alloys reaches a broad plateau
between 0.2 < x < 0.8 (Maycock 1967), which limits the lowest conductivity
achievable through alloying. The mass-difference phonon scattering that dominates
lattice transport in the alloy depends on the difference in atomic mass between the
constituent materials (in this case Si and Ge) and the average mass in the alloy
(given by MSi(1 − x) + MGex). Initially, increasing the Ge concentration moves
the average further from the Si mass, resulting in an increase of the scattering rate
(discussed in detail in Sect. 2). However, increasing the Ge concentration past a
certain point (around x = 0.2) does move the average further from the Si mass but at
the expense of moving it closer to the increasingly large fraction of Ge atoms in the
alloy, resulting in a broad plateau in thermal conductivity vs. composition. Hence,
additional methods of reducing the lattice thermal conductivity are required. Within
this plateau, nanostructuring results in stronger decrease of thermal conductivity
(three to five times lower than the bulk) than variation in Ge composition, while
outside the plateau, compositional variation dominates.

The low-dimensional approach to reduce thermal conductivity was first proposed
in seminal papers by Hicks and Dresselhaus (1993a, b), leading the way for numer-
ous studies on Si1−xGex alloy nanostructures, such as SiGe thin films (Cheaito et al.
2012), Si/Si1−xGex superlattices (Lee et al. 1997; Lee and Venkatasubramanian
2008; Liu et al. 2001; Aksamija and Knezevic 2013; Upadhyaya et al. 2015),
nanowires (Khitun et al. 1999; Wang and Mingo 2010; Lee et al. 2012; Hsiao
et al. 2013; Upadhyaya and Aksamija 2016), and nanocomposites (Joshi et al. 2008;
Wang et al. 2008; Aksamija 2014). Lattice thermal conductivity in nanostructures
is dominated by scattering from the rough boundaries or interfaces between layers,
even at room temperature. Therefore, in addition to composition, boundary/interface
properties, such as roughness and orientation, are expected of freedom to control the
thermal conductivity in semiconductor nanostructured alloys.

Our methodology is described in Sect. 2 and is based on solving the phonon
Boltzmann transport equation (pBTE) in the relaxation time approximation, com-
bining the full phonon dispersion calculated from Weber’s adiabatic bond charge
model (Weber 1974). All the relevant intrinsic scattering mechanisms spanning
3-phonon anharmonic umklapp and normal, isotope, impurity, and alloy mass
difference are included. In order to accurately treat extrinsic phonon scattering
from rough boundaries/interfaces, we employ a momentum-dependent specularity
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parameter that depends on phonon wavelength and rms roughness amplitude.
Several key results are discussed, beginning with Si-Ge alloy thin films in Sect. 3,
and superlattices in Sect. 4, where diffuse interface scattering results in highly
anisotropic thermal transport, with conductivity below that of a random alloy. Ther-
mal conductivity can be further minimized by growing short-period Si/Si1−xGex
SLs with the SiGe layer thicker than the Si one. Calculation of the lattice thermal
conductivity in Si-Ge nanowires (NWs) based on solving the pBTE by Monte
Carlo method of sampling the phonon MFPs is discussed in Sect. 5. In alloy NWs,
unlike their non-alloy counterparts, phonon transport is essentially superdiffusive,
and thermal conductivity scales with the length of the NW as κ ∝ L1/3 over a broad
range of wire lengths 10 nm< L <10 μm regardless of diameter and roughness.
This is a consequence of Levy-like phonon transport where series of short random
flights are interrupted by several-μm-long leaps, leading to a heavy-tailed flight
distribution.

Next, Sect. 6 on alloy NCs describes our Voronoi tessellation technique to com-
pute the grain size distribution and interconnections. The size-dependent thermal
conductivity in each grain is computed, and the resulting grain distribution is iterated
until convergence to find the effective thermal conductivity in micron-sized samples,
composed of tens of thousands of nanoscale grains. The size scaling observed in
NWs persists even in nanocomposites, where the conductivity scales with the mean
diameter of the grains as κ ∝ D1/3 in SiGe and κ ∝ D2/3 in Si NWs. However,
the conductivity is found to be insensitive to the variance in grain sizes. Much
work remains to be done in co-optimizing the complex morphology of NCs for
simultaneous decrease in thermal and gain in electrical conductivity. Lastly, Sect. 7
discusses material advancement beyond SiGe, to Group-IV alloys containing tin,
including binary Si-Sn and Ge-Sn and Si-Ge-Sn ternary alloys. Si-Sn was found
to possess the lowest thermal conductivity among all the cases, and its nanostruc-
tures have conductivity nearing the amorphous limit. We conclude in Sect. 8 that
Group-IV alloy nanostructures, in particular SLs, NWs, and NCs containing a mix
of Si-Ge and Si-Sn, hold tremendous promise for future high-efficiency TE energy
conversion applications.

2 Phonon Transport Model

Most theories that simultaneously capture both electron and phonon transport
in crystalline solids employ the Boltzmann transport equation (BTE). The BTE
theory can explain a broad range of relevant effects in bulk or homogeneous
materials, including the dependence of the electrical conductivity, the thermal
conductivity, and the Seebeck coefficient on temperature, impurity content, isotope
scattering, and quantum confinement (Cahill et al. 2003). We focus herein on the
lattice thermal conductivity via the transport of phonons, where the BTE approach
can be complementary to other methods, such as molecular dynamics (MD). By
solving the time-independent phonon Boltzmann transport equation (pBTE) in its
relaxation-time-approximation (RTA) form, the steady-state distribution function
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can be obtained, which is then used to determine lattice heat conductivity. In steady
state, the time-independent pBTE is given as (Carruthers 1961)

υb,q · ∇Nb,q(x, y, z) = −
Nb,q(x, y, z)−N0

b,q(T )

τ int
b (q)

. (1)

As indicated in the pBTE, the steady-state phonon distribution Nb,q(x, y, z) is a
function of the phonon branch b, wave vector q, and position in 3D space (x, y, z).
Here τ intq is the relaxation time due to all the intrinsic scattering mechanisms
occurring in the interior of the material, including both resistive umklapp and
non-resistive normal anharmonic phonon-phonon, isotope, impurity, and alloy
mass-difference interactions. τ int

q can be obtained using the standard single-mode
relaxation time approximation from elasticity theory (Morelli et al. 2002) or from
first principles, which typically leads to a quadratic (Ward and Broido 2010) or cubic
(Esfarjani et al. 2011) frequency dependence of the anharmonic scattering rates in
the long-wavelength limit. The equations hold for each branch, and interbranch
scattering is included in τ int

b (q). In the calculation of relaxation time τ int
b (q) for

a phonon in branch b and with wave vector q, we consider normal (N) and umklapp
(U) three-phonon scattering, impurity (I, if present through doping or defects), and
mass-disorder scattering (Mass) with branch- and momentum-dependent relaxation
times τb,N(q), τb,U(q), τb,I(q), and τb,Mass(q), respectively. The total intrinsic
relaxation time is given by

1

τ int
b (q)

= 1

τb,N(q)
+ 1

τb,U(q)
+ 1

τb,I(q)
+ 1

τb,Mass(q)
. (2)

When two materials are combined into an alloy, in this case Si1−xGex , variation
in the local atomic mass leads to perturbations of lattice waves, which results in
strong mass-difference scattering of phonons. In alloys, mass-disorder scattering
will have three components: alloying, isotopic mass variation, and the small local
strain field induced by variations in the atomic species (Si or Ge). The scattering
strength will be proportional to the total fraction of mass-disordered constituents:
(Carruthers 1961)

ΓMass(x) = ΓAlloy(x)+ ΓIso + ΓStrain(x). (3)

The alloy mass-difference constant is defined as (Abeles et al. 1962)

ΓAlloy =
∑

i

fi(1−Mi/M)2, (4)

where fi is the proportion of material i with mass Mi while the average mass is
M = ∑

i fiMi (Morelli et al. 2002). The strength of the alloy mass-difference
scattering has a quadratic dependence on the ratio between the masses of constituent
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atoms (Mi) and the average alloy mass (M) in Eq. 4. In the present case of Si1−xGex
alloys, the mass disorder depends on the germanium fraction:

ΓAlloy(x) = x(1− x) (MGe −MSi)
2

(xMGe + (1− x)MSi)
2 . (5)

The primary driver of thermal conductivity reduction from pure Si or Ge to the SiGe
alloy is the quadratic dependence on the germanium concentration in alloy mass-
difference ΓMass(x). The energy dependence of the alloy scattering rate follows a
Rayleigh-like (τ−1 ∝ ω4) trend and is calculated from (Tamura 1983; Maris 1990):

1

τMass(ω)
= π

6
V0ΓMassω

2D(ω), (6)

where V0 is the volume per atom and D(ω) is the vibrational density of states per
unit volume (Garg et al. 2011). The total energy-dependent vibrational density of
states is given by a sum over all phonon branches b:

D(ω) =
∑

b

∫
dq
(2π)3

δ [ω − ωb(q)] . (7)

The volume integral of the energy-conserving delta function over the whole
first Brillouin zone (BZ) is calculated from the full phonon dispersion using the
extrapolation method of Gilat and Raubenheimer (1966). In this method, the BZ is
discretized, and the area of the intersection between the constant-energy surface
described by the delta function δ [ω − ωb(q)] and each discretization cube is
calculated. Then the areas are divided by the gradient of the dispersion and summed
(Gilat and Kam 1969; Gilat 1972).

The contribution due to isotopic variation in each of the constituent materials can
be obtained by combining the isotope constants for each pure material as

ΓIso(x) = (1− x)ΓSiM
2
Si + xΓGeM

2
Ge

(xMGe + (1− x)MSi)
2 , (8)

where the pure silicon and germanium isotope scattering constants ΓSi and ΓGe
were taken from Morelli et al. (2002). An additional component to alloy scattering
arising from the strain field due to the difference in lattice constants of pure Si and
Ge and their alloys has been proposed. The contribution due to strain is then given
by (Abeles et al. 1962)

ΓStrain(x) = εx(1− x)(aGe − aSi)
2

a2
SiGe(x)

, (9)
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where aSiGe(x) is the composition-dependent alloy lattice constant, taken in the
virtual crystal approximation, including bowing (Rieger and Vogl 1993). The
empirical strain parameter is taken to be ε = 39 (Abeles 1963). It is estimated
on the basis of the impurity model (Klemens 1960) and is in good agreement with
experimental results for SiGe alloys. For most values of germanium concentration
x, the strain contribution ΓStrain(x) is found to be much smaller than the mass-
difference component.

The resistive anharmonic phonon-phonon scattering rate was calculated in the
standard approximation for dielectric crystals (Morelli et al. 2002):

τ−1
b,U(q) =

h̄γ 2
b

MΘbῡ
2
b

ω2
b(q)T e

−Θb/3T , (10)

where the speed of sound ῡb of each branch b is determined from the average slope
of its dispersion curve near the Γ point and M is the average atomic mass. The
Grüneisen parameter γb was obtained for each branch from the phonon dispersion
and has the value of 1.1 for the longitudinal acoustic branch and −0.6 for the
two transverse acoustic branches. The expression in (10) contains the exponential
term e−Θb/3T in the temperature dependence, which controls the onset of resistive
umklapp scattering for each phonon branch through the branch-specific Debye
temperatures Θλ, which were obtained from (Slack 1979):

Θ2
b =

5h̄2

3k2
B

∫
ω2Db(ω)dω∫
Db(ω)dω

, (11)

where the branch-wise vibrational density of states (vDOS) function Db(ω) =∑
q δ [ω − ωb(q)] was calculated for each phonon branch b from the full dispersion,

as described previously. This way, the temperature dependence of the contribution
from each phonon branch to the total thermal conductivity is accurately represented.

In the bulk case, the crystal is assumed infinite and uniform. The distribution is
only a function of temperature, and in the absence of boundaries and interfaces, the
solution of the pBTE equation is simply given by

nq = τint.(q)υq · ∇rT
∂N0

q(T )

∂T
. (12)

In contrast, boundaries and interfaces play an important role in the solution of pBTE
in nanostructures. Hence, in nanostructures, an extrinsic relaxation rate τ−1

b,B(q)
due to boundary-roughness scattering is added. Each time a phonon reaches the
boundary, the probability of it not being scattered by the roughness is captured
through the momentum-dependent specularity parameter 0 < p(q) < 1 given by

p(q) = exp
(
−4�2q2 cos2Θ

)
, (13)
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with � being the rms boundary roughness (typically 0.1 < � < 1 nm, depending
on sample quality and processing) and Θ being the angle between the direction
of propagation of the phonon wave and the boundary normal. The specularity
parameter allows us to capture both the magnitude and the angle dependence of the
scattering and distinguish between the contribution to the heat flux from phonons
traveling into the boundary (small Θ , hence smaller p(q) and more scattering) and
phonons traveling parallel to the boundary (large Θ and larger p(q), leading to less
scattering). The specularity parameter is used in solving the pBTE as a boundary
condition, with [1 − p(q)] giving the fraction of the incoming phonons which are
scattered randomly.

As boundary scattering is a momentum-randomizing elastic process, the scat-
tered phonons will carry zero heat flux, so they can be represented by the equilibrium
Bose-Einstein distribution, leading to a boundary condition of the form:

Nb(q)+ = p(q)Nb(q)− + [1− p(q)]N0
b,T (q). (14)

with + and − representing the solution before reaching and after leaving the bound-
ary, respectively, and N0(q) is the equilibrium Bose-Einstein phonon distribution of
phonon mode q in branch b. The boundary scattering rate for a film of thickness H
is then obtained as (Aksamija and Knezevic 2013)

τ−1
b,B(q) =

υb,⊥(q)
H

Fp(q,H)

1− τ int
b (q)υb,⊥(q)

H
Fp(q,H)

, (15)

where a mode-dependent scaling factor Fp(q,H) is given by

Fp(q,H) = [1− p(q)] {1− exp
[−H/τ int

b (q)υb,⊥(q)
]}

1− p(q) exp
[−H/τ int

b (q)υb,⊥(q)
] . (16)

This formulation of interface scattering allows for the rates of internal (intrinsic) and
boundary roughness scattering to be added together, despite their interdependence
(Turney et al. 2010). The factor given by Eq. (16) encapsulates the competition
between boundary and internal scattering: the effective strength of boundary
scattering will depend on the relative strength of the competing internal scattering
mechanisms.

The full thermal conductivity tensor καβ is calculated as a sum over all phonon
momenta and branches:

καβ(T ) =
∑

b

∑

q

τb(q)Cb (q, T ) υαb (q)υ
β
b (q), (17)

where τb(q) is the total phonon relaxation time [for a bulk sample, τb(q) =
τb,Internal(q) from Eq. (2)] and the phonon heat capacity per mode Cb (q, T ) is given
by
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Cb (q, T ) = [h̄ωb(q)]2

kBT 2

e(h̄ωb(q)/kBT )

[
e(h̄ωb(q)/kBT ) − 1

]2 . (18)

All the phonon branches have to be considered in the calculation of heat transport
(Klemens 1958), although optical branches represent standing waves with very low
group velocities and hence contribute comparatively little to the overall thermal
transport, relative to their acoustic counterparts. Despite this, in some nanostructures
with strong boundary scattering, the contribution from the acoustic branches
decreased to the point that the optical phonons, which do not scatter as often from
boundaries due to their low group velocity, can make a non-negligible contribution
(Tian 2011).

The υα,βb (q) are the components of phonon velocity vector calculated from
the full phonon dispersion based on Weber’s adiabatic bond charge (ABC) model
(Weber 1974). The ABC model includes interactions between ions, bond charges,
bond bending, and long-range electrostatic interactions and has been shown to
reproduce measured phonon vibrational frequencies in virtually all Group IV
(Weber 1977; Rustagi and Weber 1976), III–V (Strauch and Dorner 1990; Rustagi
and Weber 1976), and II–VI (Rajput and Browne 1996) semiconductors with
excellent accuracy. It has also recently been re-parametrized from first principles
(Colombo and Giannozzi 1995). The ABC phonon dispersions for Si can be found in
Aksamija and Knezevic (2010a) and for Ge in Weber (1977) and Rustagi and Weber
(1976). Vibrational properties of Si1−xGex alloys, including phonon dispersion
and velocity, are calculated in the virtual crystal approximation (VCA) (Abeles
1963), which has been shown to accurately capture the phonon modes of random
alloys (Larkin and McGaughey 2013). The full phonon dispersion allows accurate
treatment of the inherent anisotropy which arises out of the combination of phonon
focusing and the momentum-dependent boundary-roughness scattering.

3 Lattice Thermal Conductivity in Si-Ge Alloy Thin Films

The calculated thermal conductivity of bulk and thin films as a function of varying
Ge composition is shown in Fig. 1a. The symbols represent experimental measured
data by Cheaito et al. (2012). The thermal conductivity rapidly decreases with
increasing germanium composition in the range of 0 < x < 0.2, and the strongest
reduction is achieved as it reaches an almost flat plateau between 0.2 < x < 0.8,
after which the conductivity again increases between 0.8 < x < 1. Virtual crystal
approximation is applied to SixGe1−x by replacing the mass-disordered lattice by
an ordered virtual crystal with randomly distributed atoms of constituent materials.
A similar reduction has been shown in AlxGa1−xN alloys at high temperature using
the VCA by Liu and Balandin (2005). They found that the thermal conductivity
reduces from 200 W/mK for Al1Ga0N to 50 W/mK for Al0.9Ga0.1N and 20 W/mK
for Al0.5Ga0.5N, about a factor of 10 decrease in conductivity for the 50% GaN case.
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We find that the reduction is much higher in Si-Ge alloys, about a factor of 18, as
the conductivity reduces from 146 W/mK for Si1Ge0 to 8 W/mK for Si0.8Ge0.2.

The effect of nanostructuring in reducing thermal conductivity can also be
observed in thin films. As shown in Fig. 1a, the strong quadratic dependence
on germanium concentration dominates the variation in thermal conductivity.
However, inside the plateau region, changing the thickness has a much greater
effect on thermal conductivity than variation of Ge composition, while outside
the plateau, compositional variation dominates. As the film thickness decreases,
alloying induces smaller changes in the thermal conductivity as size effects begin to
dominate. There is significant reduction in the thermal conductivities of thin films
as compared to bulk, which is due to boundary scattering of the long wavelength
phonons which are the primary thermal carriers. Consequently, achieving minimum
thermal conductivity requires composition inside the plateau region in combination
with nanostructuring well below the bulk limit.

In Fig. 1b, the calculated thermal conductivity of Si1−xGex thin films is plotted
against sample thickness for different boundary roughness, showing reduction in
conductivity with decreasing film thickness. The behavior of thermal conductivity
as the thickness is reduced to the subnanometer regime depends on the model and
assumptions therein. Cahill’s minimum thermal conductivity model (Cahill et al.
1992) implies that the scattering rate has an upper bound which is reached when
the phonon lifetime equals one period of vibration. Hence the upper bound on
the scattering rate is given by τ−1

max = ω/π , and setting this upper bound on
the phonon scattering rate reproduces the experimental values for amorphous Si
(1 W/mK) and Ge (0.6 W/mK), as shown by solid lines in Fig. 1b. In the completely
diffuse limit (p = 0), the boundary scattering rate is proportional to thickness, and
the conductivity scales linearly with thickness. If the boundary scattering rates
are allowed to scale with decreasing thickness above the τ−1

max, then the thermal
conductivity gradually dips below the minimum value predicted by the minimum
thermal conductivity model, often referred to as the amorphous limit, as shown
by dashed lines in Fig. 1b. In that case, the trends are in agreement with recent
measurements below the amorphous limit by Feser et al. (2013).

More generally, this model connects the boundary specularity p(q) with rough-
ness and finds that specularity depends exponentially on the rms roughness�; when
thickness is reduced to the point that boundary roughness becomes comparable to
the thickness, the exponential dependence of conductivity on roughness becomes
more prominent, and the conductivity would tend to zero at a slower rate than the lin-
ear dependence predicted by the completely diffuse model. Hence, the dependence
of the thermal conductivity on thickness would also include the consideration of
roughness, and the amorphous limit is reached when both roughness and thickness
become comparable to the unit cell size (0.543 nm in Si). Increasing the boundary
roughness yields a reduction in thermal conductivity due to increased boundary
scattering, more emphasized in larger samples as at smaller scales the conductivity
is already limited by the size of the sample and increasing the boundary scattering
will not reduce it further.
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Fig. 1 (a) Thermal conductivity as a function of Ge composition is plotted for bulk and thin-
film Si1−xGex for three different thickness values of 100, 300, and 500 nm at room temperature.
The symbols correspond to experimental data on the thickness series (upward triangles) and
composition series (rightward triangles) by Cheaito et al. (2012). The plot demonstrates strong
quadratic dependence on the germanium composition with a plateau between 0.2 < x < 0.8.
(b) Thermal conductivity of Si1−xGex alloy is plotted versus film thickness for five different
roughness values and germanium composition of 0.2. The solid lines represent the conductivity
tending to the amorphous limit, and the dashed lines show the conductivity scaling with thickness
below the amorphous limit. Increasing the roughness yields a gradual reduction in thermal
conductivity, reaching the amorphous limit as the thickness approaches the nanometer scale. (Inset)
The same plot on a log-log scale to show the conductivity scaling linearly with thickness below the
amorphous limit (dashed lines). (Adapted from Upadhyaya et al. 2015)
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4 Lattice Thermal Conductivity in Si-Ge Superlattices

SiGe SLs are bi-/multilayered structures composed of regular alternating layers
of Si, Ge, or Si-Ge of varying composition, wherein the individual thickness of
each layer is on the order of a few nanometers to several tens of nanometers. SLs
have been found both experimentally and theoretically to have thermal conductivity
below that of bulk Si1−xGex alloys due to the combined effect of alloying and
quantum confinement of particles due to nanostructuring. Bismuth-based SLs have
been reported to possess very high figures of merit of around 2.6 (Venkatasubra-
manian et al. 2001). The impact of SL structure on lattice thermal conductivity
has been attributed to a number of effects such as modification of the phonon
spectrum, phonon localization, and scattering of phonons at the rough interfaces.
Thermal conductivity of Si/Ge SL samples was measured to be lower than that of
the corresponding alloy films (Huxtable et al. 2002), while in other materials, such
as GaAs/InAs and bismuth-based SLs, the thermal conductivity was measured to be
higher than that of the alloy film having equivalent overall composition.

Thermal transport in semiconductor SLs can be separated into two main direc-
tions based on symmetry: one being parallel called the in-plane transport (Khitun
et al. 2001) and the other, perpendicular to the plane of the layers, called the
cross-plane direction. The cross-plane direction is typically of much more interest
for TE applications due to its lower lattice thermal conductivity (Cahill et al.
2003, 2014). In SLs with small period thickness, phonons are scattered by atomic-
scale roughness present at the boundaries between successive layers. Roughness
scattering is especially prominent in the cross-plane lattice thermal conductivity,
which is governed by extrinsic rather than intrinsic effects (Chen 1998; Simkin
and Mahan 2000; Yang and Chen 2001). This is particularly true for Si-Ge and
Si/Si1−xGex SLs, where the large mismatch between lattice constants and other
material properties can lead to significant imperfections and appreciable roughness
at the interfaces between layers, typically having several monolayers (ML, where
1 ML ≈ 0.13 nm) of roughness between the dissimilar layers in the SL (Huxtable
et al. 2002). Therefore, interface properties, such as roughness (Martin et al.
2009), transport direction, and crystal orientation (Aksamija and Knezevic 2010a),
in addition to alloy composition (Dismukes et al. 1964), are expected to play a
significant role in thermal transport. They offer additional degrees of freedom to
control the thermal conductivity in semiconductor nanostructures based on SLs,
thereby opening up possibilities for further enhancement of the TE figure-of-merit
through the reduction in lattice thermal conductivity.

Inside each layer of superlattice, every time the phonon reaches the boundary of
that layer, one of two things must happen: the phonon will either continue traveling
unscattered to the neighboring layer; this occurs in the case of a specular interaction,
with probability given by the momentum-dependent specularity parameter p(q),
given earlier in Eq. (13). In the alternate case, called the diffuse case, the phonon
will be scattered in a random direction with probability 1 − p(q). The addition
of boundaries in one of the crystal directions breaks the symmetry and increases
the anisotropy of the thermal transport between the direction of transport and
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the direction normal to the boundaries. In general, since the boundary scattering
rate for each phonon mode depends on the angle between its group velocity and
the boundary normal, phonons interacting with the boundaries at low angles of
incidence will undergo fewer and more specular collisions, thereby contributing
more to transport in the direction parallel to the boundaries and increasing the
anisotropy.

Once the thermal conductivity tensor κ for each of the two alternating layers
is obtained, it can be decomposed into the two primary in-plane and cross-plane
components. Owing to the cubic crystal symmetry of the underlying lattice, the
tensor is diagonal. However, the diagonal components are not all equal due to
the periodic SL structure breaking the rotational symmetry. From the full thermal
conductivity tensor in Eq. (17), we can compute thermal conductivity by projecting
it along any direction as καβ = n̂ακ n̂β with n̂ being the unit vector along
the direction of transport (Aksamija and Knezevic 2010b). Subsequently, the
conductivities of the two repeating layers in the SL will be combined in series for
cross-plane transport and in parallel for in-plane transport; however, the cross-plane
direction also has a small additional component of thermal resistance due to the
acoustic mismatch between the layers, which adds a Kapitza resistance in series
with the individual layers themselves:

κin−plane = L1κ
xx
1 + L2κ

xx
2

L1 + L2

κcross−plane = L1 + L2
L1
κ
yy
1
+ L2
κ
yy
2
+ 1
σAIM1

+ 1
σAIM2

. (19)

The acoustic impedance mismatch (AIM) term has been found to add only a minor
correction to the overall thermal conductivity in the extreme case of a Si/Ge SL
and even smaller in alloy-based SLs due to smaller mismatch when both layers are
composed of SiGe alloys (Aksamija and Knezevic 2013).

The additional scattering of phonons at the imperfect interfaces separating the
SL layers leads to a two-order-of-magnitude reduction in thermal conductivity
compared to bulk in Si/Ge SLs (Fig. 2a, b). The resulting thermal conductivity
is lower than that of a Si1−xGex alloy with the same proportions of silicon and
germanium in agreement with Thumfart et al. (2017). This can be attributed
to the additional boundary roughness scattering of phonons, especially the low-
energy (long wavelength) acoustic phonons which are not strongly scattered by
the Rayleigh-like mass-disorder scattering, given previously in Eq. (6). The lowest
thermal conductivity is achieved when each of the layers is an alloy, which requires
that the two layers are made up of different alloy compositions. In such a SL, thermal
conductivity almost reaches the amorphous limit due to the combined effect of
strong mass-difference scattering internal to the alloy layer and roughness scattering
at the boundaries between the alloy layers, seen in Fig. 2c where both the layers
are Si1−xGex /Si1−yGey alloys with different composition of x = 0.2 and y = 0.8.
In SLs, both period thickness and total length play an important role; however,
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Fig. 2 Room temperature cross-plane thermal conductivity of a Si/Ge SL versus (a) SL bi-layer
period thickness with fixed total sample thickness of 200 μm and (b) total sample thickness with
fixed period thickness of 10 nm. Cross-plane thermal conductivity of a Si0.8Ge0.2/Si0.2Ge0.8 as
a function of (c) bi-layer period thickness, with total sample thickness of 200 μm, and (d) total
sample thickness with period thickness of 10 nm, for five different boundary roughness values
of 0.05, 0.1, 0.25, 0.5, and 1 nm. Increasing the boundary roughness yields further reduction in
thermal conductivity, more emphasized in larger samples because at smaller scales the conductivity
is already limited by the overall size of the sample and increasing the boundary scattering between
successive layers will not reduce it further. (Figure adapted from Upadhyaya et al. 2015)

total sample thickness is only significant when the roughness is small and the
phonon mean free paths (MFPs) are not interrupted by the roughness scattering
at the layer boundaries before they can reach the sample ends, as shown for both
pure Si-Ge (Fig. 2b) and alloy SLs (Fig. 2d). The dependence on both sample and
period thickness is more pronounced in pure Si/Ge SLs where the absence of alloy
mass disorder implies that the thermal conductivity reaches the bulk limit in thick
samples.

Figure 3a, b shows the in-plane conductivity for the Si-Ge and Si0.2Ge0.8/
Si0.8Ge0.2 SLs. The in-plane thermal conductivity is higher due to the reduced effect
of the boundary roughness scattering, which is more emphasized as the thickness
of the individual layers is reduced. The inset figures show the anisotropy ratio
(in-plane/cross-plane conductivity), which has the highest value at small layer
thickness and saturates to a value of approximately as the layer thickness is
increased above 1 μm.
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Fig. 3 Room temperature in-plane thermal conductivity of (a) Si/Ge SL and (b)
Si1−xGex /Si1−yGey consisting of bi-layers with germanium composition of x = 0.2 and
y = 0.8, respectively. Results are plotted as a function of bi-layer period thickness for five different
boundary roughness values of 0.05, 0.1, 0.25, 0.5, and 1 nm (the total sample thickness is
200 μm). (Inset) The anisotropy ratio (in-plane/cross-plane conductivity) as a function of total
sample thickness showing increasing anisotropy as thickness is reduced. Room temperature
lattice thermal conductivity of (c) Si-Ge and (d) Si1−xGex /Si1−yGey consisting of bi-layers with
germanium composition of x = 0.2 and y = 0.8. The period thickness is held fixed at 20 nm and
total sample thickness is 200 μm, while the thickness of the first layer is varied from 0 to 20 nm.
(Adapted from Upadhyaya et al. 2015)

Varying the relative thickness of the two layers, while keeping both period and
total sample thicknesses fixed at 20 nm and 200 μm, respectively, shows that the
lowest thermal conductivity occurs when the Si layer is thinner than the Ge layer in
pure Si/Ge SLs (Fig. 3c). This is due to the lower intrinsic thermal conductivity
of Ge (κ � 56 W/m/K at room T (Glassbrenner and Slack 1964)). In contrast,
alloy SLs have lower thermal conductivity when the Si-heavy layer (with x = 0.2
of Ge) is dominant (thicker) and the second Ge-heavy layer (with y = 0.8) is thinner,
as shown in Fig. 3d. This is again caused by the layer possessing lower thermal
conductivity being preferred; in the alloy case, it is predominantly the Si layer which
has lower conductivity (as seen from the asymmetry of the curves toward the Si side
in Fig. 1a, especially in the bulk case) due to the smaller Si mass being further from
the alloy average than the heavier Ge mass, causing more mass-disorder scattering,
as defined in Eq. (5). Hence, composition must be precisely taken into account when
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designing SiGe SLs for TE applications because the lattice thermal conductivity
will in general be minimized by making the layer with lower thermal conductivity
thinner; for example, in a SL where only one layer is composed of an alloy (while
the other is either pure Si or pure Ge), the non-alloy layer should be made as thin
as possible in order to emphasize the contribution from the roughness scattering,
while the alloy layer can be made thicker since the mass disorder will keep its
conductivity low.

5 Thermal Conductivity in Si-Ge Nanowires

Thermal transport along Si nanowires has been of particular interest owing to
their potential applications in TE conversion (Boukai et al. 2008; Hochbaum et al.
2008). Ideally, the reduction of thermal conductivity due to alloy scattering could
be combined with the effect of boundary scattering; then Si-Ge nanowires (SiGe
NWs) could lead to even more dramatic improvements of ZT (Shi et al. 2009). MD
simulations suggested that the reduction in alloy NWs (relative to small-diameter
Si NWs) is only a factor of 5 (Chen et al. 2009). Several measurements of thermal
conductivity in thin SiGe NWs with rough boundaries were performed (Kim et al.
2010; Yin et al. 2012; Lee et al. 2012) and confirmed the weak diameter dependence
of thermal conductivity in Si-Ge NWs.

Semiconductor NWs are typically grown using the VLS procedure (Li et al.
2003), producing a circular geometry which leads to the usual Casimir limit τ−1

B ∝
vs/D in the case where boundary scattering is independent of angle (Xie et al. 2014).
The closed-form solution used in the planar (membrane or thin film) case (Aksamija
and Knezevic 2013; Sellan et al. 2010) in the previous sections is not valid here
because the distance from each point on the interior of the circular wire to the rough
surface depends on both the angle (determined by the phonon group velocity vector)
and the point of origin, in contrast to the planar case. In addition, the specularity of
the boundary depends not only on the roughness but also on the angle of incidence
between the phonon and the local boundary normal (Aksamija and Knezevic 2010a;
Soffer 1967). To overcome these challenges, the phonon Monte Carlo (pMC)
technique has been widely used to solve the phonon Boltzmann transport equation
(pBTE) (Mazumder and Majumdar 2001; Chen et al. 2005; Lacroix et al. 2006;
Jeng et al. 2008; Randrianalisoa and Baillis 2008; Péraud and Hadjiconstantinou
2011; Ramayya et al. 2012). The pMC allows us to sample the phonon lifetimes
(McGaughey and Jain 2012) and find the combined phonon lifetime in the presence
of both intrinsic scattering (from anharmonic phonon-phonon and mass-difference
interactions inside the wire) and partially diffuse boundary scattering at the rough
surface in circular wires (Martin et al. 2009).

In the phonon Monte Carlo algorithm, an ensemble of phonons is initialized
according to the Bose-Einstein distribution (McGaughey and Jain 2012). Then the
free-flight time until scattering of each phonon is determined by first selecting a
random number rint., uniformly distributed between 0 and 1, and sampling the
lifetime according to tint. = −ln(rint.)τint.(q) (Maurer et al. 2015). The phonon
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lifetime (τint.q) combines all the intrinsic scattering mechanisms. Once the phonon
free-flight time is determined, each phonon travels along the propagation direction
given by its group velocity vg(q), until scattering at the end of the “free flight” at
tint. or until it encounters a boundary or contact, whichever occurs first.

The boundary roughness scattering is characterized through a momentum-
dependent specularity given in Eq. 13. When a phonon reaches the rough boundary,
another random number rspec. is used to select between a specular and diffuse
scattering. If rspec. < p(q), then the boundary interaction is specular and the
phonon is simply reflected at the boundary by flipping its momentum about the
boundary normal qfinal = qinit. − 2qinit. · ŝ. Otherwise, the interaction is diffuse:
the phonon path is terminated and the boundary scattering time tB is recorded as
the time at which the diffuse scattering occurred and the process is restarted. The
quasi-ballistic contribution arising from phonons which reach the contacts (at time
tC) before scattering internally or at the boundaries is also captured. When all the
phonon flights are terminated in either internal or boundary scattering or at a contact,
thermal conductivity is computed from the average:

κ = 1

NqNi

∑

q,i

v2
g(q)min{tint., tB, tC}C(T ,q), (20)

where C(T ,q) is the modal volumetric heat capacity (McGaughey and Jain 2012)
and Nq, Ni are the number of phonons and iteration in the simulation, respectively,
both being typically 100,000.

Figure 4a depicts the thermal conductivity vs. diameter for NWs of different
lengths and surface roughness �. The results were computed for NWs with 20%
Ge concentration at room temperature. The conductivity shows an almost linear
diameter dependence at intermediate diameter values for pure Si (Xie et al. 2014),
where boundary scattering is dominant. The deviation from this linear dependence
increases with alloying. Alloy scattering rate follows a Rayleigh-like trend (Eq. 6)
and suppresses most of the higher-frequency phonons, whereas the low-frequency
(long-wavelength) phonons remain nearly unaffected.

The high-frequency phonons tend to undergo a more diffuse scattering at the
boundaries causing a stronger diameter dependence seen in SiNWs, whereas the
low-frequency phonons undergo a more specular boundary scattering and have
smaller diameter dependencies, indicating that it is the midrange phonons that cause
the weak diameter dependence in SiGe NWs. Surface roughness dependence of
thermal conductivity is shown in Fig. 4b. There is a steady decrease in conductivity
with an increase in surface roughness up to 1 nm due to more diffuse boundary
scattering, but increasing the roughness further does not reduce the conductivity,
which saturates to a value much lower than in pure SiNWs. However the reduction
in conductivity due to increased diffuse boundary scattering in SiGe NWs is not as
effective as in pure Si NWs, primarily in thin wires where boundary scattering is
dominant, due to the suppression of the high-frequency phonons by alloy scattering.
For a pure Si NW of 10 nm diameter and 100 nm length, there is a 75% reduction
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Fig. 4 (a) Thermal conductivity is plotted as a function of the wire diameter. The diameter
dependence is weak due to strong intrinsic scattering. The solid lines represent the relaxation
time approximation (RTA), and dashed lines represent the MC results. (b) Thermal conductivity
is plotted as a function of surface roughness. For � values of 1 Å or less, the conductivity is
unaffected, and it steadily decreases as the roughness is increased, without any further significant
decrease beyond 1 nm. (c) Thermal conductivity as a function of length. The conductivity exhibits
a L1/3 behavior and gradually transitions into the diffusive regime at lengths exceeding 10 μm.
(d) Exponent of length dependence α as a function of length. In SiGe NWs, 0.3 < α < 0.4
over a broad range of lengths, indicating non-diffusive transport. (Adapted from Upadhyaya and
Aksamija 2016)

in conductivity when surface roughness is increased from 0 to 1 nm, whereas the
reduction is about approximately 52% for a SiGe NW of the same dimension.

Figure 4c shows the dependence of thermal conductivity from pMC simulations
on NW length. The dashed lines and symbols are the Monte Carlo results, while
solid lines are the deterministic solution of the pBTE in the RTA, shown for
comparison, and they are in close agreement. There is a gradual change in thermal
conductivity with length, as seen in Fig. 4c, with the crossover to purely diffusive
transport only occurring at lengths exceeding 10 μm, far in excess of the average
phonon MFP and in agreement with measurements (Hsiao et al. 2013). Alloying
suppresses most of the high-frequency phonons while the low-frequency phonons
possess very long MFPs, allowing them to travel several microns without being
scattered internally. However, even at very small NW lengths, the linear trend in the
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length dependence is not present that would be characteristic of ballistic transport;
instead, as seen in Fig. 4c, the conductivity scales as L1/3.

A plot of the running exponent, defined as α(L) = d ln κ(L)/d lnL (Saito and
Dhar 2010), in Fig. 4d shows that all SiGe NWs follow the same trend regardless of
diameter, with 0.4, even when L <10 nm. In contrast, short Si NWs reach the fully
ballistic regime (characterized by α = 1). The α ≈ 0.33 behavior has been observed
in many momentum-conserving systems (Dhar 2008), including one-dimensional
chains (Lepri et al. 2003; Mai et al. 2007), alloy thin films (Vermeersch et al.
2016), and, over a much narrower range of lengths, even thin Si NWs (Yang et al.
2010). However, the upper limit of length at which exponent α ≈ 1/3 depends
on boundary scattering: in a rough wire (�= 1 nm), the exponent reduces to the
diffusive α = 0 at a shorter length than in a smooth wire (where�= 0.2 nm). Diffuse
boundary scattering limits the longest MFP and thus results in a more uniform
MFP distribution. Hence boundary scattering affects the range of length over which
α = 1/3 is observed, but not the length-scaling exponent α. Alloy scattering, on the
other hand, results in an intrinsically different mode of transport having a broader
range of MFPs with very few purely ballistic phonons.

Non-diffusive behavior of phonons can be readily seen in a plot of the distance
along the NW traveled by one simulated phonon through a sequence of free flights
interrupted by scattering events. Each flight number in the plot corresponds to a
single free flight between successive scattering events for both Si (Fig. 5a) and
Si0.8Ge0.2 (Fig. 5c). One phonon is chosen from the ensemble at random as a
representative and plotted, as all of the simulated phonons exhibit qualitatively
similar behavior. The scattering is predominantly elastic, arising in both cases from
boundary roughness, while in alloy NWs there is a strong additional component
due to mass disorder. It is interspersed by less frequent inelastic (anharmonic
phonon-phonon) events which mix the phonon modes. Si NWs have a continuous
distribution of distances due to the series of relatively uniform flight characteristic of
diffusive transport, leading to a white noise-like appearance seen in Fig. 5a, which
is readily associated with Brownian motion and predominantly diffusive transport.

In contrast, phonon flights in SiGe NWs are comprised of sequences of many
short flights interrupted by rare long leaps, as evidenced by the micron-sized jumps
in the distance traveled by the phonon shown in Fig. 5c. This behavior in the alloy
is a consequence of the strong mass-disorder scattering, which affects the upper
portion of the phonon spectrum far more than the low-frequency modes. Viewing the
whole phonon ensemble collectively, the result is a heavy-tailed distribution of free-
flight lengths, shown in Fig. 5e. The difference is especially prominent when alloy
NWs are compared to pure Si NWs, in which the tail of the phonon flight distribution
decays faster. Phonons making long jumps exceeding 1 μm are more than twice as
frequent in SiGe NWs as they are in Si NWs, as seen in the distribution of flight
lengths �x as measured in the direction of heat flow along the NW. The difference
between alloy and non-alloy steadily increases for longer leaps, in spite of alloy
scattering causing phonons in SiGe to have MFPs more than an order of magnitude
shorter on average than pure Si. The heavy-tailed behavior is characteristic of Lévy
walk dynamics (Dhar et al. 2013; Zaburdaev et al. 2015), which has already been
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Fig. 5 The distance traveled by one simulated phonon between successive scattering events (blue
dotted line) and the cumulative distance (red line) vs. flight number is plotted for (a) a pure Si
NW and (b) a Si0.8Ge0.2 NW. Also, the time between scattering events (blue dotted line) and the
cumulative time (red line) is plotted vs. the flight number in (c) pure Si NW and (d) Si0.8Ge0.2 NW.
(e) Histogram of the individual free-flight lengths in Si (red) and Si0.8Ge0.2 NWs (blue). SiGe NWs
show a larger proportion of long leaps, which leads to a heavy-tailed distribution. (f) Diffusion
coefficient vs. time. In SiGeNWs there is a broad intermediate regime in which the exponent of the
diffusion coefficient is ≈ 0.33 over several orders of magnitude in time, whereas in SiNWs α = 1
in the ballistic regime followed by a smooth transition into the diffusive (α = 0) regime. (Adapted
from Upadhyaya and Aksamija 2016)

linked to superdiffusive phonon transport in low-dimensional (Cipriani et al. 2005)
and alloy systems (Vermeersch et al. 2015).

Non-diffusive behavior of phonons in alloy NWs is further examined by the
time-dependent phonon transport calculated from pMC simulations. The time
dependence of the mean square energy displacement (MSD) (Denisov et al. 2003)
is calculated from σ 2(t) = 〈

�x2(t)
〉

and related to an exponent σ 2(t) ∝ tβ .
Consequently, the diffusion coefficient σ 2(t)/2t ∝ tβ−1. The exponent of length
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dependence α, shown previously in Fig. 4d, has also been related to the MSD
through α = β − 1 (Liu et al. 2014). In normal diffusion, where Fourier’s law
remains valid, phonons undergo Brownian motion resulting in β = 1 (as σ 2(t) ∝ t)
(Shlesinger et al. 1993), which also means the exponent of length dependence α = 0
and the conductivity is constant, independent of length. In contrast, when the system
size is smaller than the MFP, phonon flights are uninterrupted by scattering, and
their distance from origin grows in proportion with time; hence, ballistic MSD is
quadratic in time (β = 2), implying that α = 1 and the conductivity is linearly
proportional to length (Li et al. 2015).
α = 1/3 scaling is attributed to an intermediate regime of superdiffusion:

when 1 < β < 2 transport is neither entirely ballistic nor diffusive. Instead, it
is collectively characterized by a mix of long quasi-ballistic leaps, interrupted by
bursts of short, diffusive steps. Consequently, the diffusion coefficient σ 2(t)/2t ∝ tα
should also imply a length exponent 0 < α < 1 in the superdiffusive regime.
The diffusion coefficient σ 2(t)/2t is plotted as a function of simulation time in
Fig. 5f, and α = 1/3 (and β = 4/3) is observed over a wide range of timescales
in SiGeNWs. In bulk SiGe alloys and SiGe thin films in the cross-plane direction,
Vermeersch et al. (2015, 2016) have shown that β = 1.34, confirming that length
scaling is a consequence of superdiffusion.

The range of lengths over which superdiffusion is observed (α ≈ 1/3 over
10 nm < L < 10 μm) far exceeds the average phonon MFP in the system; instead,
it maps directly to the wide range of timescales over which superdiffusion is
observed here in SiGeNWs (2 ps < t < 2 ns in Fig. 5f) using the simple cutoff
ts ≈ L/vs for superdiffusion in finite systems (Lepri et al. 2003; Liu et al. 2014),
with vs being the speed of sound (vs ≈ 5000 m/s in SiGe, depending on alloy
composition). The diameter and roughness do not alter the exponent of the diffusion
coefficient; instead, they affect only the onset of the transition from superdiffusion
(0<α< 1) into purely diffusive regime (α = 0), reducing the resulting conductivity
in the steady state analogously to its length dependence in Fig. 4c. Thus, lattice
conductivity is length tunable even in NWs several microns long, with potential
applications to reducing thermal conductivity and thus increasing TE figure of merit
in alloy NWs with sub-ten-micron lengths.

6 Thermal Conductivity in Si-Ge Nanocomposites

Despite their desirable properties, the cost of growing SLs is prohibitive, and
nanocomposites (NCs) offer a tremendous advantage in their ease of manufacturing.
Rather than having to grow SLs layer by layer from the ground up, NCs are made by
relatively simple and cheap mechanical processing of materials, such as ball milling
the bulk material into a fine powder of nanoscale grains, followed by spark plasma
sintering into a nanostructured bulk composite (Liu et al. 2012), thereby making
such nano-bulk materials much more amenable to scaling and commercialization
(Lan et al. 2010). In addition to Si-Ge NCs, nanocrystalline Si has similar grain
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structure and has also been studied as a platform to achieve high ZT in a Si-based
system (Neophytou et al. 2013; Shiomi 2016).

However, the resulting NCs have a very heterogeneous structure with grains rang-
ing in size from a few nanometers to hundreds of nanometers, typically following an
exponential distribution (Lan et al. 2009). The grain properties, including atomic-
scale grain boundary roughness (GBR), orientation, and composition, will also
substantially affect thermal transport in NCs, offering numerous ways of adjusting
their thermal conductivity by manipulation of grain size, shape, and crystalline
angle distributions. Hence NCs can be designed to improve ZT by reducing lattice
thermal conductivity by a combination of approaches including additional scattering
of phonons from the interfaces between nanoscale grains of dissimilar materials,
alloys of different composition, or grains with different crystal orientation (Kazan
and Volz 2014).

Our model for NCs is based on solving the phonon Boltzmann transport equation
(pBTE) with partially diffuse boundary conditions at the grain boundaries, similar to
the model described previously in Sect. 3, but modified to capture fully the complex
heterogeneous structure of the NC (Aksamija 2014). Voronoi tessellation (VT) is
employed to discretize the material into grains which resemble closely the complex
random grain structure of real NCs (Priolo et al. 1992; Bartkowiak and Mahan
1995). A cubic region is discretized, typically several micrometers in each direction,
using the VT technique, which starts with a set of seed points and determines the
division of the simulation domain into distinct and non-overlapping polyhedra. Each
cell grows from its seed point until reaching its nearest neighbors at which point
a grain boundary forms. The grain boundary always bisects the line connecting
adjacent seed points. The VT follows the rules for constructing Wigner-Seitz cells
except on the scale of grains rather than lattice cells (Aksamija and Knezevic 2014).
Once the VT is complete, it provides critical information about the morphology of
the NC, including the size of each individual grain, the grain size distribution, their
interconnectivity (who the neighbors of each grain are), as well as the area of the
contact region between neighboring grains. The grain size distribution is typically
lognormal when starting from seed points uniformly distributed at random (Ferenc
and Nda 2007) but can be modified to follow other prescribed size distributions (Fan
et al. 2004).

When grain boundaries are introduced, the pBTE solution becomes position-
dependent along the direction of propagation of the phonon mode (b,q) because
of scattering at the grain boundaries, which partially randomizes the direction of
propagation of the incoming phonons, and scattering inside the grain. At the grain
boundary, phonons will interact with the atomic-scale roughness, and a fraction pq
of the incoming phonons will pass through unchanged (coherent or specular part)
while the rest (1−pq) will be absorbed by the boundary and reemitted in a random
direction (diffuse part). An effective scattering rate Γ GBR

i due to the interactions
of phonons with the GBR in the i-th grain can be defined by averaging the pBTE
solution over the volume of each grain (Carruthers 1961; Wang and Mingo 2011) to
obtain the final expression for the effective GBR scattering rate:
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1

τGBR
b,i (q)

= υb(q)
Di

Fb,i (q)

/[
1− Λ

int.
b (q)

Di
Fb,i (q)

]
, (21)

with Di being the average distance a phonon travels inside the i-th grain. Di can
be related to the cubic root of the volume of the grain Vi , calculated for each grain
from the VT, as Di = fiS

1/3
i , where fi is the dimensionless form factor which

captures the peculiarities of the specific geometry of each grain. For grains roughly
approximated as disks, f = 8

3π3/2 ≈ 0.48. The parameter Fb,i (q) fully captures
the competition between GBR scattering at the boundaries of the grain and internal
scattering inside the grain and is completely analogous to the one given previously
for thin films, with Di replacing the film thickness L. The GBR scattering rate
1/τGBR

b,i (q) in Eq. (21) can be added to the rates due to intrinsic scattering processes
internal to the grain to obtain the total scattering rate of mode (b,q) in grain i as
1/τb,i (q) = 1/τ int.

b (q)+ 1/τGBR
b,i (q).

In the steady state, the net heat flux through the boundaries of each grain must be
zero. Therefore, fluxes in and out of its neighbors and any external heating source
Qi applied to i-th grain must add up to zero. This assertion allows us to calculate
the temperature Ti inside the i-th grain from:

∑

j=n.n.

Gij
(
Ti − Tj

)+ SiQi = 0, (22)

with the summation index j running over all the grains that neighbor grain i. The
thermal conductance Gij between neighboring grains i and j is given by the usual
expression:

Gij =
[
diκi(Ti)+ djκj (Tj )

]
Aij

d2
ij

. (23)

with κi being the thermal conductivity of the i-th grain including the corresponding
GBR scattering rate. Here, dij = di + dj is the distance between the centers
of the two grains, i.e., the length of the straight line connecting the two centers,
while di and dj are the lengths of the line’s segments inside the i-th and j -th
grains, respectively. Aij is the surface area of the grain contact region separating
the two grains. This way, thermal resistor network is obtained, which can be
solved iteratively (Braginsky et al. 2002), repeatedly updating the temperature of
each grain based on the past values of the temperatures of its neighbors until
convergence.

A heat sink is applied to the outer grains in the simulation domain so that the
boundary condition on temperature outside of radius r2 is kept constant. A heat
source Q is applied to the grains inside a radius r1 =1 μm around the center and is
allowed to diffuse.Q is determined, upon iteration of the temperature, to ensure the
peak temperature in the center to be a few Kelvin (≈ 1%) above the temperature of
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the heat sink. Convergence is reached when the total flux entering each grain equals
the flux leaving it and the temperatures of all grains reach a constant value. After the
temperature throughout the simulation domain reaches steady state (measured by
the relative change in the temperature from one iteration to the next), the effective
thermal conductivity is extracted using the below equation:

κeff =
Q log

(
r2
r1

)

2π(T1 − T2)
. (24)

Effective thermal conductivity depends on the direction of heat propagation inside
the NC, leading to strong directional anisotropy which arises from the local
morphology of the grains, their sizes, and interconnections.

We find that the lattice thermal conductivity decreases with average grain size,
as shown in Fig. 6b, analogous to the thickness dependence in thin films and SLs
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Fig. 6 (a) Thermal conductivity of a Si/Si0.8Ge0.2 NC is plotted versus the percentage of
Si0.8Ge0.2 grains. (b) Thermal conductivity of a Si1−xGex NC with germanium composition of
x = 0.2 is plotted versus average grain size for both uniform and randomly distributed grains.
(Inset) The distribution of grain sizes. (c) Thermal conductivity of a Si1−xGex NC with germanium
composition of x = 0, 0.05 and 0.2 is plotted versus average grain size. Conductivity scales asD2/3

in Si NC and D1/3 in SiGe NCs indicating superdiffusive transport. (d) Thermal conductivity vs.
standard deviation of the grain size distribution showing negligible effect of size distribution on
conductivity. (Partially adapted from Upadhyaya et al. 2015)
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discussed in previous sections. Further reduction in thermal conductivity can be
achieved by making a NC with grains comprising of different material/composition
due to increased mass-difference scattering. This trend is observed when a NC
is made of intermixed Si and SiGe grains as shown in Fig. 6a. The size depen-
dence is gradual and begins at grain sizes of several micrometers and saturates
toward the amorphous limit as grain size approaches the nanometer scale, as seen
in Fig. 6c.

It is interesting to note that despite the heterogeneity and disorder in the NC
structure, the crossover to purely diffusive transport occurs only when average
grain diameter exceeds 10 μm, similar to what we observed in SiGe NWs. The
conductivity scales asD2/3 in Si NC andD1/3 in SiGe NCs, indicating a breakdown
of Fourier’s law and superdiffusive transport in both these systems. Even in the
absence of alloy scattering, phonon transport in Si NCs is never predominantly
ballistic due to the strong GBR scattering at the interface of each grain. However,
the wide distribution of grain sizes (Fig. 6b (inset)), coupled with momentum-
dependent GBR scattering that is more specular for long wavelengths, suppresses
mid- and high-frequency phonons while allowing low-frequency (long-wavelength)
phonons with long MFPs to travel several microns before being scattered internally,
somewhat analogous to alloy scattering. This leads to superdiffusive transport even
in non-alloy NCs.

On the other hand, the shape of the grain size distribution appears to have little
effect, at least in alloy NCs, as both uniform and randomly distributed grain sizes
lead to the same thermal conductivity for a given average grain size. We study the
dependence on the grain size distribution in more detail by starting with a uniform
distribution of seed points, which leads to a VT with uniform grains and a tight
distribution of grain sizes. Next, we increasingly perturb the initial seed points to
reach a broader size distribution and compute the standard deviation of grain sizes
from the mean and its corresponding thermal conductivity. Our finding that the
shape of the distribution has modest effect is further confirmed by Fig. 6d, which
shows that varying the standard deviation of the grain size distribution in Si-Ge
NCs has no effect on the thermal conductivity, after averaging over all transport
directions. This trend is explained by the gradual dependence of the thermal
conductivity of each grain on its size, caused by the competing alloy scattering in
their interior. On the other hand, in Si NCs where the size dependence is more
pronounced, we observe a gradual increase with as much as 20–30% variation, in
agreement with a recent study (Hori et al. 2015).

We conclude that our model, based on the Voronoi tessellation and the pBTE
solution in each grain, captures the grain structure of the NC and its impact on
the thermal conductivity much more directly than empirical approaches such as the
effective medium approximation (EMA) (Aksamija 2014). Reducing grain size into
the nanometer regime or adding nanoscale grains into the bulk matrix is the most
effective way to reduce thermal conductivity in NCs, with the additional benefit of
lower cost and simpler fabrication than SLs. At such scales, energy-filtering effects
are expected to lead to a boost, rather than a reduction, in the electronic power factor
(Zebarjadi et al. 2011).
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7 Beyond SiGe: Lattice Thermal Conductivity in Binary and
Ternary Group-IV Alloys

Lately, there has been some interest in Sn-based Group-IV alloys, in particular,
because of their widely tunable band gap (Zhu et al. 2015), which has opened the
possibility of Si-based direct-band-gap semiconductors (Moontragoon et al. 2012;
Gaiduk et al. 2014) with potential application in optoelectronics (Kouvetakis et al.
2006; Soref et al. 2007). Ternary Group-IV alloys such as Si1−x−yGexSny and
their heterostructures are also potential candidates for IR devices and quantum-
well photodiodes (Fischer et al. 2015). However, growth of Si-Sn and, to a lesser
extent, Ge-Sn alloys with high Sn concentration remains challenging due to the
large lattice mismatch (19.5% between Si and α-Sn) and low solubility of Sn in
Si (≈ 5× 1019 cm−3) (Min and Atwater 1998). Spurred on in part by potential TE
applications (Tonkikh et al. 2014; Khatami and Aksamija 2016), recent work has
demonstrated growth of thin-film Si1−xSnx with large concentration x on Si, Ge,
and InP substrates (Kurosawa et al. 2017).

The phonon transport model used for computing thermal conductivity in Si-Ge
alloys described in Sect. 2 holds for ternary Group-IV alloys as well. However, the
isotope scattering term is modified to include contribution due to isotopic variation
in each of the three constituent materials by combining the isotope constants as

ΓIso(x, y) = (1− x − y)ΓSiM
2
Si + xΓGeM

2
Ge + yΓSnM

2
Sn

(xMGe + (1− x − y)MSi + yMSn)
2

, (25)

where ΓSn is calculated from known isotope composition of naturally occurring tin
to be ΓSn = 3.64× 10−4 from Eq. 4, which holds for isotope scattering within each
material in the alloy (Liu and Asheghi 2005). An additional component to alloy
scattering arising from the strain field due to the difference in lattice constants of
pure Si and Ge and their alloys has been proposed. The contribution due to strain is
then given by (Abeles et al. 1962)

ΓStrain = ε
∑

i

fi(1− ai/ā)2, (26)

where fi is the proportion of material i with lattice constant ai in this case Si,
Ge, and Sn while the average lattice is given by ā = ∑

i fiai . Here aSiGeSn(x)

is the composition-dependent alloy lattice constant, taken in the virtual crystal
approximation (VCA), including bowing (Rieger and Vogl 1993). The empirical
strain parameter is taken to be ε = 39 (Abeles 1963).

The lattice thermal conductivity of bulk ternary alloy SiGeSn is calculated
from the full dispersion pBTE model. Figure 7a depicts thermal conductivity of
bulk SiGeSn alloys against the contributed composition of each material. Thermal
conductivity of binary alloy SiGe can be seen along the edge where Sn composition
is equal to zero, similarly for SiSn and GeSn where Ge and Si composition,
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Fig. 7 (a) 3D plot of thermal conductivity vs. Sn and Ge composition in bulk SiSn, GeSn, and
SiGe. SiSn has the lowest thermal conductivity in bulk form. (b) Ternary plot of thermal con-
ductivity vs. alloy composition. (c) 3D surface plot of the lowest achievable thermal conductivity
vs. alloy composition in SiGeSn. Binary alloys correspond to the data points on the edges of the
triangle and show that Sn has the lowest thermal conductivity in the amorphous (disordered) limit.
(d) Ternary plot of the same. (Figure adapted from Khatami and Aksamija 2016)

respectively, are equal to zero. Similar to SiGe (discussed in Sect. 3), thermal
conductivity reaches a broad plateau in the alloy composition range 0.2 < y < 0.8
of tin composition in Si1−ySny and Ge1−ySny , due to dominance of mass-disorder
scattering which depends quadratically on the difference in atomic mass between
the constituent materials and the average mass. The lowest thermal conductivity for
bulk binary alloy SiSn is 3 W/mK, at Sn composition of 0.5, is in good agreement
with RNEMD calculations with mass ratio of 4.2 between Si and Sn (Frachioni
and White 2012), and 5.86 W/mK in GeSn at Sn composition of 0.61, in agreement
with the range of values (5–9 W/mK) measured in annealed poly-GeSn (Uchida
et al. 2015). The large mass difference between Si and Sn results in a higher
mass-disorder scattering rate, hence a lower lattice thermal conductivity, below the
lowest value of 6.67 W/mK at Ge composition of 0.38 in SiGe. Fig. 7c shows the
calculated amorphous (disordered) thermal conductivity, which is below 1 W/mK,
and provides some indication of the minimum conductivity achievable through



944 M. Upadhyaya and Z. Aksamija

0 0.2 0.4 0.6 0.8 1
Sn Composition

10-1

100

101

102

 [W
m

-1
K-1

]

Amorphous

20nm 100nm 500nm Bulk

(a)

10-10 10-8 10-6 10-4

Mean free path [m]

0

0.2

0.4

0.6

0.8

1

cu
m

ul
at

iv
e

/
to

ta
l

TA1
TA2
LA

Si0.5Sn0.5

Si

(b)

0 0.1 0.2 0.3 0.4 0.5
Ge Composition

100

101

102

 [W
m

-1
k-1

]

20nm 100nm 500nm Bulk

Amorphous

(c)

10-10 10-8 10-6 10-4

MFP [m]

0

0.2

0.4

0.6

0.8

1

cu
m

ul
at

iv
e

TA1
TA2
LA

Sn

Si0.3Ge0.3Sn0.3

(d)

Fig. 8 Thermal conductivity of (a) SiSn vs. Sn composition and (c) SiGeSn vs. Ge/Sn composi-
tion, for bulk, 500, 100, and 20 nm thick samples, simulated at room temperature with roughness
of 0.45 nm and sample thickness of 1 μm. Cumulative thermal conductivity vs. MFP of (b) pure
Si (dashed lines) and SiSn alloy (solid lines), (d) pure Sn (dashed lines) and Si0.3Ge0.3Sn0.3 alloy
(solid lines). (Figure adapted from Khatami and Aksamija 2016)

disorder (a combination of mass/alloy and boundary roughness) in each of these
binary and ternary alloys.

The lowest thermal conductivity of SiSn at 20 nm thickness is 0.91 W/mK
(Fig. 8a), achieved at Sn composition of 0.59. This value is below that of a high-
performance TE BiSbTe alloy NC (κph=1.1 W/mK at room temperature) having
comparable (20 nm average) grain size (Poudel et al. 2008). SiSn alloys with high Sn
concentration have not been demonstrated previously, due to the low solid solubility
of Sn in Si; nonetheless, thermal conductivity in 20 nm thick SiSn film at 18%
Sn concentration, the highest Sn fraction demonstrated thus far (Kurosawa et al.
2015), only increases to 1.22 W/mK, which is nearly a 30% reduction from the
lowest value achievable in SiGe thin films of equal thickness. A room temperature
thermal conductivity of 2.5 W/mK, with a lattice contribution of 1.8 W/mK and
corresponding ZT of about 1.3 at 900 ◦C, was reported in a Si0.8Ge0.2 NC with
average nanoparticle size of about 20 nm (Wang et al. 2008; Lan et al. 2010). The
calculated thermal conductivity of Si0.82Sn0.18 is 50% smaller that could potentially
lead to a ZT of 1.7, assuming the same electron contribution to thermal conductivity
κe = 0.7 W/mK. In p-type SiGe NCs, the peak ZT value is around 30% smaller than
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n-type, likely due to lower hole mobility (Fischetti and Laux 1996), reaching 0.95
at 850 ◦C (Joshi et al. 2008; Zhu et al. 2009).

Figure 8c depicts the ternary alloy thermal conductivity vs. Ge and Sn composi-
tion, keeping Ge x and Sn y composition equal (x = y). x and y are varied from
0 to 0.5, while the silicon composition (1 − x − y) is reduced from 1 to 0. At
x = y = 0.32 and the film thickness of 20 nm, the thermal conductivity reaches its
lowest value of 1.11 W/mK, slightly higher than the lowest value achieved in SiSn
at that same thickness. However, this is the closest value to the lowest achievable
thermal conductivity given by the corresponding amorphous limit.

Figure 8b, d shows the normalized cumulative thermal conductivity vs. MFP
in SiSn and SiGeSn, respectively. The optical modes are omitted due to their
low contribution to thermal conductivity, caused by their very flat dispersion and
consequently low phonon group velocities. The density of states peaks near van
Hove singularities and the sharp bends in the slope of the cumulative thermal
conductivity plot correspond to these peaks. In the diffuse case, boundary scattering
limits the phonon MFP; hence, only phonons having MFP smaller than or equal
to the film thickness will contribute to thermal conductivity, and its value can be
estimated using the cumulative plot by taking the MFP equal to thickness and
reading off the corresponding thermal conductivity. In SiSn, phonons having MFPs
below 20 nm still contribute around 40% of thermal conductivity, significantly more
than they contribute in SiGe (Khatami and Aksamija 2016). Alloying leads to a
broader range of MFPs and a more gradual dependence of conductivity on MFP in
Fig. 8c.

Group-IV alloys containing Sn have tunable band gaps which may expand the
range of temperatures at which they are competitive with existing materials. For
example, bulk Bi2Te3 is commonly used at room temperature because of its small
band gap (150 meV at room temperature (Bejenari and Kantser 2008)) and low
thermal conductivity (1.4 W/mK measured in a 1 μm film (Goncalves et al. 2010));
both of these are achievable with SiGeSn alloys, with the added advantage of
compatibility with current Si-based nanoelectronics. While it is too early to fully
evaluate the potential for SiGeSn to replace or improve existing TE materials, these
recent findings will spur further research into the growth of bulk and nanostructured
Group IV alloys containing Sn and their optimization for TE applications.

8 Conclusions

This chapter describes the lattice thermal conductivity in nanostructured SiGe
alloys, including thin films, SLs, NWs, and NCs. The pBTE is solved with the
full phonon dispersion and a momentum-dependent specularity model for bound-
ary roughness scattering that effectively captures the interplay between intrinsic
and interface scattering mechanisms. There’s an order-of-magnitude reduction in
thermal conductivity due to alloying, and further decrease is achieved in each of
the nanostructures, with conductivity nearing the amorphous limit. Among Group-
IV binary (SiSn and GeSn) and ternary (SiGeSn) alloys and their thin films, SiSn
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has the lowest conductivity (3 W/mK) of all the bulk alloys, which reduces further
to around 1 W/mK in 20-nm-thick SiSn films. Thermal conductivity is optimized
in SLs by reducing the overall thickness of the superlattice period, increasing
the roughness of the interfaces, and either introducing alloying into both layers
of the superlattice or minimizing the thickness of the pure layer in silicon-alloy
superlattices.

A Monte Carlo technique is used to compute the thermal conductivity in SiGe
NWs. We find that thermal conductivity scales as L1/3 over a broad range of lengths
and the direct ballistic-to-diffusive crossover picture should be augmented by
superdiffusion in the broad intermediate range of NW length from 10 nm to 10 μm.
A Voronoi tessellation model was employed to treat the complex heterogeneous
grain structure in NCs. The size scaling observed in NWs persists in nanocomposites
and is insensitive to the variance in grain sizes. Alloy nanostructures exhibit novel
heat dynamics and can be used as a unique fundamental platform to study the break-
down of Fourier’s law and superdiffusive heat transport. The results demonstrate
tunability of thermal transport through boundary and interface properties including
structure size, roughness, and composition that are relevant to guiding the design of
nanostructured SiGe alloys for thermoelectric applications.
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Abstract

Thermoelectric materials allow heat to be converted directly into electricity or,
conversely, to be absorbed or rejected when electrical power is provided. A key
requirement for a thermoelectric material is to exhibit a low thermal conductivity
while simultaneously possessing a high power factor, which is proportional to the
electrical conductivity. The challenge, however, is that these two property targets
are coupled and are at odds with each other in common materials. This natural
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constraint has limited the performance of thermoelectric materials and impeded
their industrial proliferation. In this chapter, we present a recently proposed
material concept, termed nanophononic metamaterial, which overcomes this his-
torical constraint. One promising configuration of a nanophononic metamaterial
consists of a silicon membrane with inherently attached local resonators in the
form of nanopillars distributed on the surface. The nanopillar local resonances,
or vibrons, hybridize with the underlying phonon waves carrying the heat in the
membrane, which leads to significant reductions in the phonon group veloci-
ties and to mode localizations within the nanopillars. These two wave-based
phenomena, supplemented by reductions in phonon lifetimes, together cause a
reduction in the lattice thermal conductivity along the base membrane. Since the
nanopillars are located external to the main body of the membrane, changes to
the electronic band structure and electron scattering are both minimized – thus a
negligible effect on the generation and flow of electrons is expected. This novel
nanostructure-induced mechanism therefore has all the ingredients to enable
thermoelectric energy conversion at record high performance while using a low-
cost and practical base material such as silicon. This chapter includes lattice
dynamics- and molecular dynamics-based analyses of the underlying physical
processes stemming from the presence of the local resonances and discusses how
the nature of resonant thermal transport is shaped particularly by the wave-based
mechanism of phonon-vibron coupling.

1 Introduction

Thermoelectric materials (TE) convert heat into electricity or vice versa through a
solid-state process. For the conversion efficiency to be competitive with fluid-based
technologies, a TE material must be a good insulator of heat while, simultaneously,
exhibiting good electrical properties – a combination that is hard to find in
common materials. Here we present the concept of a locally resonant nanophononic
metamaterial (NPM) (Davis and Hussein 2014; Hussein and Davis 2016; Honarvar
and Hussein 2016, 2018; Honarvar et al. 2016) to overcome this natural properties
trade-off. One realization of an NPM is a freestanding silicon (Si) membrane (thin
film) with a periodic array of nanoscale pillars erected on one or both free surfaces.
Heat is transported along the membrane portion of this nanostructured material as a
succession of propagating vibrational waves, phonons. The atoms making up the
minuscule pillars on their part generate stationary vibrational waves, which we
describe as vibrons. These two types of waves interact causing a mode coupling
for each pair which appears as an avoided crossing in the pillared membrane’s
phonon band structure. This in turn (1) reduces the base membrane phonon group
velocities, as well as (2) enables the generation of new modes localized in the
nanopillar portion(s) in physical space; it also (3) drops the phonon lifetimes at and
around the phonon-vibron coupling regions in the phonon band structure. These
three effects in tandem cause a reduction in the in-plane lattice thermal conductivity
of the underlying membrane.
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Given that the number of vibrons scales with the number of degrees of freedom
of a nanopillar, the three effects intensify as the size of the nanopillar(s) increases
and in principle may be tuned to influence the entire phonon spectrum (which
for silicon extends up to over 17 THz). This novel full-spectrum phenomenon thus
provides an opportunity for achieving exceptionally strong reductions in the thermal
conductivity. Furthermore, since the mechanisms concerned with the generation
and carrying of electrical charge are practically independent of the phonon-vibron
couplings, the Seebeck coefficient and the electrical conductivity are at most only
mildly affected, if not at all. In this chapter, we introduce the concept of an NPM and
resonant thermal transport, provide a lattice dynamics (LD) analysis highlighting
the impact of local resonances on the phonon band structure, and present thermal
conductivity predictions using molecular dynamics (MD) simulations. Finally,
projections of record-breaking values of the TE energy conversion figure of merit
ZT are provided.

2 Classical Macroscopic Metamaterials for Electromagnetic
and Acoustic/Elastic Waves

Metamaterials are artificially structured materials that possess properties generally
viewed to exceed what we expect to find in naturally occurring materials. The
concept was first introduced in electromagnetics and optics (Pendry et al. 1999;
Smith et al. 2000) and shortly afterward in acoustics (Liu et al. 2000). Examples of
such unusual properties include subwavelength band gaps and negative refraction.
In both electromagnetic and acoustic/elastic metamaterials, the feature of interest
appears in the subwavelength regime and in the context of extreme effective prop-
erties. A form of local resonance is usually associated with this behavior. The local
resonance is introduced by embedding or attaching resonating substructures into/to
the host or base material medium (Hussein et al. 2014). At a resonance frequency, a
coupling takes place between the resonating substructure and a traveling wave mode
associated with the underlying medium. This coupling creates an avoided crossing
in the electromagnetic or acoustic/elastic band structure of the overall system, which
may result in the opening of a band gap and the creation of negative (or generally
extreme) effective properties at and around the resonance frequency.

An example of a classical macroscopic metamaterial, proposed in a seminal
paper by Liu et al. (2000), consisted of a relatively light and compliant matrix
material, namely, epoxy, hosting heavy inclusions coated with a highly compliant
material, namely, rubber-coated lead spheres. In this acoustic metamaterial, the lead
spheres acted as the resonating masses, whereas the rubber coating served the role of
supporting springs. An example of an elastic metamaterial was presented by Pennec
et al. (2008) and Wu et al. (2008) in the form of a plate with pillars erected on
one surface. The thickness of the plate and the size of the pillars were selected
to be on the order of a few millimeters, which results in local resonances and
hybridization band gaps at frequencies as low as a few hundred Hertz. In both sets of
examples, the coated inclusions and the pillared plates, the resonating components
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were placed in a spatially periodic fashion. While periodicity is advantageous in
terms of compactness and ease of analysis and characterization, it is not necessary
in a metamaterial (Achaoui et al. 2013).

3 Nanophononic Metamaterials for Thermal Transport

Similar to electromagnetic and acoustic/elastic metamaterials, an NPM also features
resonating substructures, except as implied by the terminology; these substructures
are of nanoscale size which makes their atomic structure directly relevant to the
emerging resonance characteristics (Honarvar and Hussein 2018). Moreover, in
classical metamaterials, typically the interest is in a single low-frequency resonance
in the kHz or MHz regime. In an NPM, on the other hand, the entire set of
resonances is of interest due to the nature of nanoscale thermal transport which
in principle is formed from the collective contributions of all phonon modes.
In a semiconducting material, the resonance spectrum spans an extremely broad
frequency range, for example, reaching over 17 THz for silicon. The number of local
resonances is equal to the number of atoms comprising a nanoresonator multiplied
by three, which is the number of degrees of freedom for the motion of an atom. Thus
for a resonating substructure on the order of a few tens of nanometers in size, the
number of local resonances could be in the hundreds of thousands or millions.

3.1 Nanopillared Membranes for Thermoelectric Energy
Conversion

In TE materials, the underlying process of power generation from temperature
differences is referred to as the Seebeck effect, while the process of heat pumping
or refrigeration driven by an electrical current is known as the Peltier effect (Vineis
et al. 2010; Chen et al. 2013). Since no moving mechanical components, fluid
systems, or chemical reactions are involved, TE materials provide good reliability
and stability. On the other hand, their low efficiency is a significant obstacle that
impedes their wide use for large-scale industrial and domestic energy conversion.
The performance of a TE material is based on a well-defined figure of merit,
ZT = (S2σ/k)T , where S is the Seebeck coefficient (representing the amount of
voltage generated per unit temperature gradient), σ is the electrical conductivity, k is
the total thermal conductivity (consisting of a lattice component kl and an electronic
component ke), and T is the average temperature between two material junctions
(Rowe 2005).

A key requirement for a TE material is to exhibit a low thermal conductivity
while simultaneously possessing a high Seebeck coefficient and a high electrical
conductivity. The challenge, however, is that these two sets of requirements – the
thermal and the electrical – are tightly coupled and cannot be both met, especially
in industrial materials like silicon. At present, commercially available TE devices
exhibit ZT values near 1; yet a value of 3 or higher is needed to enable industrial-
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Fig. 1 Illustration of thermal conductivity reduction in a membrane by (a) scattering (using
obstacles; conventional approach) versus by (b) the resonance hybridizations mechanism (without
obstacles; proposed approach)

scale deployment of thermoelectrics for waste heat conversion to electricity and
for cooling and refrigeration (Vineis et al. 2010). Over the last two decades, an
overriding philosophy for increasing ZT has been to introduce small features (such
as holes, particles, and/or interfaces) within the internal domain of the material
in order to scatter the heat-carrying phonons and consequently reduce the thermal
conductivity (Vineis et al. 2010; Snyder and Toberer 2008) (Fig. 1a). This strategy,
however, still suffers from the properties trade-off mentioned above since the
scatterers are also likely to affect charge generation and impede the transfer of
electrons and thus negate any possibility of substantial increase in ZT .

The historical performance limitations of TE materials are potentially overcome
via an NPM configuration that is based on a thin membrane of silicon with a
periodic array of closely packed nanopillars standing on its surface (i.e., exterior
to the membrane cross section) (Davis and Hussein 2014; Hussein and Davis 2016;
Honarvar and Hussein 2016, 2018; Honarvar et al. 2016). A large portion of the heat
transported in this nanostructured material is carried by phonons, a collection of
propagating vibrational waves. The atoms making up the nanoscale pillars on their
part generate stationary vibrational waves. These two types of waves, the traveling
and the standing, interact and cause a substantial portion of the energy of the heat-
carrying phonons to divert into the nanopillars and remain localized there (Fig. 1b).
In addition, the coupling between the resonances and the underlying heat-carrying
phonons traveling in-plane in the membrane causes the phonon group velocities to
drop significantly. Furthermore, the nanopillars reduce the phonon lifetimes at and
around the hybridization zones that feature in the phonon band structure. These three
effects cause a reduction in the lattice thermal conductivity along the membrane.
This novel mechanism of phonon-vibron coupling via nanostructuring is practically
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independent of the mechanisms of generation and transport of electrical charge
and therefore does not significantly affect the Seebeck coefficient and electrical
conductivity, respectively.

3.2 Vibrons: Standing Phonons

In an NPM, the substructure resonances are denoted as vibrons, which unlike
phonons are wavenumber-independent because they are localized standing waves.
The frequency spectrum of vibrons made available by a resonating nanosubstructure
may be designed to couple with heat-carrying phonon modes belonging to all or
most of the dispersion branches across the full spectrum of the host medium. This
atomic-scale coupling mechanism gives rise to a resonance hybridization between
pairs of vibrons and wavenumber-dependent phonons of the host medium.

This phenomenon has been demonstrated theoretically using LD calculations
and a Boltzmann transport model on a system based on a 3-nm-thick suspended
Si membrane with Si nanopillars, yielding a factor of 2 reduction in the thermal
conductivity due to the presence of the nanopillars (Davis and Hussein 2014). This
discovery was the topic of a focus article in Physics (Monroe 2014) and, more
recently, has been described in a German online book on renewable energy and
energy efficiency as one of the recent ideas in thermoelectrics that “is radical and
potentially overcomes the main problem that has limited the development of the field
since its birth in 1821” (Khammas 2007–2018). In Fig. 2, we consider a freestanding
Si membrane but use gallium nitride (GaN) for the nanopillars as another example of
an NPM (modeling details are provided in the next subsection). As shown in Fig. 2a,
avoided crossings between horizontal resonance modes (i.e., the vibrons) and the
underlying membrane dispersion branches take place. In Fig. 2b, we clearly observe
how an avoided crossing causes mode localization. We note that the nanopillar-
membrane coupling in this multi-material structure is sufficiently strong to still
generate these avoided crossings which lead to a reduction the in-plane thermal
conductivity along the membrane.

3.3 Frequency Limits for “Active” Resonance Hybridization

Thermal transport in silicon is carried by very short wavelength waves which
puts low-frequency limits on the nanopillar generated vibrons that couple with
the phonons. To investigate these limits, we switch back to a simpler nanopillared
membrane configuration where both the membrane and nanopillar portions are made
out of silicon. We use this model throughout the rest of the chapter. Two NPM
configurations are considered, namely, a membrane with nanopillars (1) on a single
surface and (2) on each of the two surfaces. We only examine base membrane and
nanopillars formed from defect-free single-crystal silicon. Figure 3 displays the unit
cells of these two NPM configurations as well as the structure of a conventional cell
(CC) and a unit cell of a uniform (unpillared) membrane with the same thickness as
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Fig. 2 Illustration of the resonance hybridization phenomenon from a lattice dynamics perspec-
tive. (a) Phonon band structure of a Si membrane with GaN pillars standing on one surface (green)
versus that of a uniform Si membrane with the same thickness (red). (b) Atomic displacements for
a standard heat-carrying phonon indicating activity within the Si membrane portion. (c) Atomic
displacements of a hybridized mode revealing localized pillar motion and almost “thermal silence”
in the Si membrane portion. A small model (3264 atoms in the unit cell) is displayed for clarity

Fig. 3 Atomic-scale unit-cell
models. (a) Conventional
8-atom unit cell for silicon
and unit cells for a (b)
uniform membrane, (c)
single-pillared NPM, and (d)
double-pillared NPM. In (b),
(c), and (d), the top and
bottom surfaces are free

(c) (d)
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the thickness of the base membrane in the NPM. The geometry of a membrane with
nanopillars on each surface is represented as aAx×aAy×d+b×b×hT+b×b×hB
which may be converted to CC by dividing each dimension by a. This same
representation is used for an unpillared surface by simply dropping each of the last
two terms. Figure 3 provides a pictorial definition of all geometric parameters. In all
our analyses, room temperature at T = 300 K is assumed, and the Stillinger-Weber
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Fig. 4 Phonon band
structure of a
6× 6× 6+ 4× 4× 12 CC
NPM unit cell (right) and a
corresponding unpillared
membrane modeled as a
1× 1× 6 CC unit cell (left).
Frequency-wavenumber
intercepts are marked to
illustrate the lower frequency
limits for “active” vibrons
considering phonons with
wavelengths ranging from
0.54 to 10.86 nm
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empirical potential is used to represent the interactions between neighboring atoms
(Stillinger and Weber 1985).

In bulk silicon, thermal transport is carried by phonons with wavelengths ranging,
roughly, from 0.4 to 10 nm at room temperature with the majority of the distribution
being between 0.4 and 2.2 nm (Esfarjani et al. 2011). In Fig. 4, we show the phonon
band structure for an unpillared membrane unit cell of size 1×1×6 CC (i.e., 0.543-
nm wide) and a nanopillared membrane unit cell of size 6 × 6 × 6 + 4 × 4 × 12
CC (i.e., 3.259-nm wide). In principle, the Brillouin zone of this NPM unit cell
may be unfolded six times and mapped onto the unit cell of the uniform membrane
to enable direct comparison. In the figure, we consider the wavelengths of λ =
0.54, 1.09, and 10.86 nm and mark the frequency where each of these wavelengths
intersects the lowest dispersion curve of the uniform membrane. The intercepts
correspond to frequencies ω = 3.1, 2.8, and 0.1 THz, respectively. These values
represent the lower frequency limits for vibrons that are capable of coupling with
phonons at each of these wavelengths and lower. For example, any local resonance
that is 2.8 THz or higher is, in principle, available for coupling with phonons with a
wavelength of 1.09 nm or lower. Furthermore, we observe from an extended version
of Fig. 4 that the longitudinal acoustic branch reaches nearly 7 THz upon unfolding
once. Thus the numerous vibrons spanning the 3–7 THz range are available for
coupling and hybridization with a wide selection of phonons with wavelengths
between 0.5 and 1 nm, and many more vibrons are active when also considering
phonons with wavelengths larger than 1 nm. From the inset of Fig. 4, we observe
that the vibrons for this example NPM structure start at 0.04 THz and populate as we
move upward in the frequency domain; therefore there is an abundance of vibrons
available for resonance hybridizations to take place within the full range of relevant
phonon wavelengths.

The other critical size-dependent factor for the NPM concept is the distribution
of the phonon mean free path (MFP). The MFP distribution for bulk silicon
at T = 300 K ranges from a few nanometers to a few microns (Esfarjani
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et al. 2011). For Si membranes with a thickness on the order of a few tens or
hundreds of nanometers, the room-temperature MFP distribution was shown in
recent experimental investigations to comfortably cover a range that is at least on
the order of the membrane thickness; see, for example, Neogi et al. (2015), Johnson
et al. (2013), and Minnich (2012). The active wavelengths (which as discussed
above can be as small as a few angstroms) are able to travel relatively long distances
within the nanopillared membrane structure as long as these distances fall within
the range of the MFP distribution. In order to directly account for the effects
of phonon-phonon and boundary scattering, MD simulations are needed. In MD
simulations, any limitations on the dynamical processes involving the nanostructure
phonon and vibron modes are inherently incorporated in the results. The reader is
referred to Honarvar and Hussein (2016) where direct evidence of the existence of
the resonance hybridization phenomenon in room-temperature MD simulations was
demonstrated using spectral energy density (SED) calculations (Thomas et al. 2010;
Larkin et al. 2014).

4 Thermal Conductivity Prediction by Molecular Dynamics
Simulations

4.1 Simulation Parameters and Analysis Tools

To incorporate the effects of anharmonic phonon-phonon interactions and to predict
the lattice thermal conductivity, we resort to equilibrium MD (EMD) simulations.
In these simulations, the computational domain consists of one or more of the unit
cells shown in Fig. 3, and standard periodic boundary conditions are applied at the
in-plane boundaries. The MD results are post-processed using the Green-Kubo (GK)
formulation to predict the thermal conductivities (Zwanzig 1965; Ladd et al. 1986;
McGaughey and Kaviany 2004; Landry et al. 2008). Classical MD simulations like
the ones we conduct here are valid at room temperature where quantum effects are
negligible. The GK approach follows the linear response theorem and is based on the
dissipation of equilibrium fluctuations for the heat current vector, J . Defining the
time average of the heat current autocorrelation function (HCACF) for a generally
anisotropic material as 〈J (0) ⊗ J (t)〉, where ⊗ denotes the tensor product, the
thermal conductivity tensor is expressed as

k = 1

kBV T 2

∫
〈J (0)⊗ J (t)〉dt, (1)

where kB is the Boltzmann constant, V is the system volume, and t is time.
In order to examine whether the resonance hybridization mechanism does indeed

exist and unfolds within the MD simulations (and as suggested by the quasi-
harmonic phonon band diagrams), we compute the spectral energy density (Thomas
et al. 2010; Larkin et al. 2014), which is a quantity obtained directly from the
simulations. There are two SED formulations reported in the literature for phonon
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transport problems. In one SED expression, referred to asΦ, the MD atom velocities
are projected onto the phonon normal modes of the constituent unit cell, which are
obtained separately from phonon band structure calculations. This approach allows
for an accurate prediction of both phonon frequencies and lifetimes (Larkin et al.
2014). In an alternative formulation, the SED expression requires knowledge of
only the crystal unit-cell structure and does not require any a priori knowledge
of the phonon mode eigenvectors. This alternative SED expression, referred to as
Φ ′, accurately predicts only the phonon frequencies and not the lifetimes (Larkin
et al. 2014). In seeking to obtain evidence for the existence of local resonances and
phonon-vibron couplings within an MD simulation, we intentionally seek an SED
technique that enables us to extract the frequency-wave vector spectrum directly
from the simulations without any prior knowledge of the phonon band structure.
Thus the Φ ′ formulation is perfectly suited for this aim.

As provided by Thomas et al. (2010), the SED expression, Φ ′, is a function of
wave vector, κ , and frequency, ω, and for an all-silicon system is given by

Φ ′ (κ, ω) = μ0

3∑

α

n∑

b

∣∣∣∣∣∣

N∑

l

τ0∫

0

u̇α

(
l

b
; t
)
e

i

[
κ .r0

(
l

0

)
−wt

]

dt

∣∣∣∣∣∣

2

, (2)

where μ0 = m/(4πτ0N),m is the mass of a Si atom, τ0 is the total simulation time,
r0 is the equilibrium position vector of the lth unit cell, and u̇α is the α-component
of the velocity of the bth atom in the lth unit cell at time t . There are a total of
N = Nx ×Ny ×Nz unit cells in the simulated computational domain with n atoms
per unit cell. The phonon frequencies in Eq. (2) can only be obtained at the set of
allowed wave vectors as dictated by the crystal structure. For our model, the �X-
path wave vectors are κx = 2πj/(NxAx), j = 0 to Nx/2.

4.2 Simulation-Based Evidence of Phonon-Vibron Coupling

In implementing the Φ ′ form of the SED method, we consider a unit cell similar
to the one depicted in Fig. 3 with Ax = Ay = Az = 6, Apx = Apy = 2, and
Apz = 6 considering only a single nanopillar. For the computational domain, we
set Nx = 50 and Ny = Nz = 1, which gives a �X wave vector resolution of
Δκx = 0.04. MD simulations under NVE (constant mass, volume, and energy)
conditions are executed for this system for 222 time steps where the duration of
each time step is Δt = 0.5 fs. Equation (2) is evaluated by computing the Fourier
transform of the velocity trajectories extracted every 25 time steps.

The SED spectrum is shown in Fig. 5a for the uniform membrane and in
Fig. 5b–e for the NPM with different nanopillar heights. Only the frequency
range 0 ≤ ω ≤ 1.5 THz is shown because higher frequencies are difficult to
distinguish in the SED field. This frequency range is responsible for roughly 40%
of the total lattice thermal conductivity (Davis and Hussein 2014). The phonon
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Fig. 5 Phonon dispersion of several NPMs with various nanopillar heights. The subfigures show
the phonon dispersion as revealed by the SED field as a function of wave vector and frequency, and
superimposed are the dispersion curves as directly obtained from harmonic LD calculations. The
NPM unit-cell dimensions are 6×6×6+2×2×h CC; the uniform membrane unit-cell dimensions
are 6 × 6 × 6 CC, i.e., h = 0 for the uniform membrane. Each inset presents a schematic of the
unit cell analyzed

dispersion emerging from the MD simulations matches very well with that obtained
by the independent LD calculations, thus providing confidence in both sets of
simulations/calculations (upon close inspection, there is a slight upward deviation
in the SED phonon dispersion curves compared to the LD dispersion curves,
the extent of which is indicative of the degree of anharmonicities in the MD
simulations). Considering the NPM case with h = 3 CC (Fig. 5c) as an example,
we observe in the NPM SED spectrum the first two nanopillar local resonances
appearing as horizontal lines at nearly 0.2 THz. More importantly, the interaction
of these resonances with the acoustic branches of the underlying membrane is
distinctly observed and follows closely the hybridization profiles featured in the
LD dispersion curves. Resonance hybridizations are also seen at higher frequencies
where vibrons interact with optical phonon dispersion branches. Upon comparing
Fig. 5b–e with each other, the effects of changing the nanopillar height on the
locations of the vibrons within the frequency spectrum are shown. The taller the
nanopillar, the lower the first resonant frequency.

4.3 Maximization of Phonon-Vibron DOS Conformity

As we have described earlier, the key mechanism in an NPM is the coupling
between phonons whose motion is confined to the in-plane directions within the
base membrane and vibrons whose motion is limited primarily to the domain of each
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nanopillar. The more effective this coupling across the full spectrum, the stronger
we expect to achieve a reduction in the thermal conductivity. In Fig. 6, we examine
how the overall size of the NPM affects the phonon and vibron density of states
(DOS) distributions, separately and with respect to each other. A key factor in this
comparison is the degree of DOS conformity, which may be quantified. For this
purpose, we introduce a metric to represent the inverse of conformity, namely, the
nonconformity factor R̂pv, which is defined as

R̂pv = ‖Rpv − Rpp‖, (3)

where Rpv is the cross-correlation between the phonon and the vibron DOS, Rpp
is the autocorrelation of the phonon DOS, and ‖.‖ denotes the double norm. The
reader may refer to Rabiner and Gold (1975) for the definitions of correlation
functions. The nonconformity factor varies between 0 (perfect conformity) and
∞ (no conformity). We see in Fig. 6 that as the sizes of the membrane and
nanopillar portions are increased at an identical rate (the top path), the value of
the nonconformity factor rises. On the other hand, we observe that when the size
of the nanopillar portion is increased at a higher rate compared to the membrane
portion (the bottom path), this value decreases, i.e., the degree of conformity
intensifies. The former scenario corresponds to the set of cases considered by
Honarvar et al. (2016). On the other hand, the latter scenario represents a design
pathway that creates what we describe as vibrons compensation (Honarvar and
Hussein 2018). Under this design scheme, nanopillar vibrons are added at a higher
rate than membrane phonons as the overall size of the unit cell examined is
increased. The outcome is that not only (1) the phonon band structure gets enriched
with a higher vibrons-to-phonons ratio, but also (2) the level of conformity between
the phonon and vibron DOS distributions gets significantly increased.

4.4 NPM Performance: Ultralow Thermal Conductivity

The size and geometry of the nanopillars are key to increasing the intensity of
the resonance hybridization effect, as demonstrated in Fig. 6. In this subsection,
we provide predictions of the thermal conductivity and seek to further explore
the conditions for its extreme reduction. Equilibrium MD simulations and the
GK method are used for the thermal conductivity calculations. The simulations
are conducted using the LAMMPS software (Plimpton 1995). The systems are
equilibrated under NVE ensembles with a time step Δt = 0.5 fs for a time
span of 6 ns, which is sufficiently large compared to the longest phonon lifetime.
The HCACFs converge within the first 500 ps. To minimize statistical error, the
average of values from six independent simulations with different initial velocities
is considered. Furthermore, the thermal conductivity predictions are averaged in
the x- and y-directions, effectively resulting in an averaging over 12 predicted
values.
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Fig. 6 Demonstration of phonon-vibron conformity as a function of unit-cell size and Vr. Relative
distributions of the phonons and vibrons DOS are shown for three NPMs whose Vr values are kept
constant (top route) and increased as the overall unit-cell size grows (bottom route). The leftmost
NPM configuration has a 3×3×1 CC membrane and a 1×1×1 CC nanopillar. The vibrons DOS
are obtained by considering the nanopillar as an independent nanostructure with free boundary
conditions. All quantities are normalized with respect to their maximum values. Increasing the size
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conformity, which corresponds to lower values of R̂pv and a more intense resonance hybridization
effect
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Fig. 7 With nanopillar
design optimization, the
reduction in the thermal
conductivity is shown to
reach a factor of 130
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Figure 7 presents the reduction in the in-plane thermal conductivity for various
NPM sizes and geometries. The reduction is represented by kr, the lattice thermal
conductivity of a membrane with nanopillar(s) in the unit cell divided by that of
a uniform membrane with the same thickness. Key factors in this analysis are (1)
the relative volumetric size of the nanopillar(s) with respect to the base membrane
within the unit cell (this quantity is denoted Vr and is equal to DOFPillar/DOFBase
where DOFPillar and DOFBase denote nanopillar(s) and base membrane number of
degrees of freedom, respectively) and (2) the rate of change of Vr and the manner by
which the geometry of the different NPM components (membrane and nanopillar)
change relative to each other, as the size is increased. We consider a Si membrane
with a Si nanopillar at each of the top and bottom surfaces. Using α as a size
parameter, we specifically consider configuration 6α × 6α × 6α + (6α − 2) ×
(6α − 2) × 6αβ + (6α − 2) × (6α − 2) × 6αβ where β is the nanopillar height
divided by the membrane thickness. We also consider a single nanopillar unit cell
which is described by the same configurational formula minus the last term.

The three data points shown in Fig. 7 represent α = 1, 2, and 3, respectively,
and for all the results shown, we have selected β = 60. These parameters give us
Vr =53.3, 83.3, and 94.8 for these three α values, respectively, which correspond
to a case of profound vibron compensation. The thermal conductivity results, in
turn, do yield improvements with upscaling as shown for both the single-pillared
and double-pillared cases. We observe a reduction in the thermal conductivity by
a factor of 75± 14 for the former case and a factor of 130± 28 for the latter
case, for a membrane 9.78-nm thick with each nanopillar extending up to 586.5 nm
in height. These are exceptionally strong reductions given that no scatterers have
been introduced in the interior domain of the membrane and the membrane surfaces
have not been roughened or oxidized. Yet more reductions are possible with further
increases in nanopillar size and augmentation with conventional treatments such
as optimized alloying (Xiong et al. 2016). Future research will explore different
nanoresonator configurations to reduce the need for occupying a large volume. For
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example, the nanopillars may be made from a higher atomic density material in
order to generate the same number of vibrons using smaller heights or may be
made from a material with heavier atoms in order to shift the vibron DOS to lower
frequencies and thus be effective in reducing the thermal conductivity with shorter
nanopillars.

4.5 Nanopillars Versus Nanowalls

The resonating substructures in an NPM may take a variety of forms. For example,
instead of nanopillars we could instead erect nanowalls with a finite thickness
along one direction in the plane of the membrane and extended to infinite in the
orthogonal direction. A schematic of this modified NPM configuration is shown
in Fig. 8a where a nanowall extends along the full length of the periodic unit cell
in the x-direction and has a specified thickness along the y-direction. Compared
to a squared nanopillar with the same thickness as the nanowall, the latter has more
DOF; thus the NPM exhibits a higher value of Vr and is therefore expected to deliver
a stronger level of thermal conductivity reduction. Furthermore, the asymmetry of
the nanowall substructure is expected to produce anisotropic phonon dispersion
characteristics and anisotropic planar thermal conductivity.

To confirm and quantify these expected results, we investigate a nanowalled
membrane with dimensions 6× 6× 6+ 6× 4× 6 CC and, for direct comparison, a
corresponding nanopillared membrane with dimensions 6× 6× 6+ 4× 4× 6 CC.
The nanowall on top of the membrane has the same length as the unit cell along the
x-direction and is therefore a contiguously extended substructure in this direction
due to the application of the periodic boundary conditions. Along the y-direction,
both the nanowall and nanopillar have the same thickness. In Fig. 8b, the dispersion
curves for a uniform, a nanopillared, and a nanowalled membrane are shown; for
the nanowalled case, phononic band structures are shown for wave propagation
along both the �X and �Y directions. We observe the �X dispersion diagram is
relatively similar to that of the uniform membrane; indeed there is no periodicity
in that direction and the nanowalled membrane is in fact a uniform waveguide. The
�Y dispersion diagram, on the other hand, is comparable to the nanopillared case
because the nanowalls form a periodic system with freely vibrating substructures
that exhibit a wide range of vibrons.

In Fig. 8, the �X thermal conductivity kx and the �Y thermal conductivity ky
of the nanowalled membrane are computed using EMD simulations and the GK
method and compared to the nanopillared case. A total of six simulations were
performed for each case. It is clear that the nanopillared membrane is practically
isotropic with respect to the x- and y-directions. The nanowalled membrane, on
the other hand, displays a strong reduction in the ky/kx ratio. In the y-direction,
the thermal conductivity of the nanowalled system is noticeably smaller than the
nanopillared system and reduces with increasing nanowall height (following a
similar saturating trend as for nanopillared membranes). For a nanoresonator height
of hT = 15 CC, we predict an average kr value of 0.1966 ± 0.0572 for the two
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Fig. 8 (a) Nanowalled membrane versus nanopillared membrane. (b) Phonon dispersions of
uniform, nanopillared, and nanowalled membranes. (c) Ratio of the thermal conductivity along the
y-direction to the thermal conductivity along the x-direction for nanopillared (background bars)
and nanowalled (foreground bars) membranes. The anisotropy in the planar thermal conductivity
is evident for nanowalled membranes. Specific values of x- and y-direction thermal conductivities
for each of the configurations are provided

nanopillared cases and kr values of 0.3157 ± 0.06368 and 0.1255 ± 0.0255 for the
�X and �Y nanowalled cases, respectively. The additional reduction in the thermal
conductivity brought about by the nanowalls is a direct outcome of increasing the
volume of the nanoresonator. In summary, replacing the nanopillars by nanowalls
is shown to (1) reduce the thermal conductivity significantly (by a nearly 30% in
the present example) and (2) introduce a sharp planar anisotropy in the thermal
conductivity (by nearly a factor of 2 in the present example). Furthermore, adopting
nanowalls might be more amenable for nanofabrication over nanopillars.

5 Thermoelectric ZT Figure-of-Merit Projections

Accurate prediction of thermoelectric ZT values for the NPM configurations
investigated in this chapter requires intensive electronic structure calculations
followed by implementation of techniques for obtaining the electrical properties
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(e.g., see investigation by Mangold et al. (2016) for calculations and models used
for thermoelectric analysis of uniform Si membranes). However, one may generate
rough estimates of the ZT performance by projections. We recall that the lattice
thermal conductivity of the double-nanopillar case reported in Fig. 7 is lower than
a corresponding uniform membrane by a factor of 130± 28. We may multiply this
number by 3.7± 0.7, which is the factor by which kl drops for a 9.78-nm-thick
uniform silicon membrane compared to the bulk form. This gives a total reduction
factor of 481± 55. By conservatively assuming the same kr value for α = 6 for
the same geometric configuration, a 19.55-nm-thick NPM would exhibit a lattice
thermal conductivity reduction by a factor of 311± 85 with respect to bulk silicon.
(We predict kl of a 19.55-nm-thick uniform silicon membrane to be 2.4± 0.4 times
lower than the bulk form.) If we assume ke ≈ 0 (Shanks et al. 1963), we may
apply a one-to-one mapping between the lattice thermal conductivity reduction
and the increase in ZT . (This assumption is supported by experimental studies
of similarly sized freestanding nanomeshed silicon membranes (Yu et al. 2010)
and silicon nanowires (Boukai et al. 2008). Considering the electrical conductivity
in particular, the MFP of electrons in bulk silicon at room temperature has been
determined experimentally to range, roughly, from 10 to 30 nm depending on the
level of doping (Weber and Gmelin 1991); thus with moderate doping (which is
recommended to optimize between S and σ ), it is conceivable that a nanostructure
with a 20-nm characteristic size would exhibit a negligible change in σ compared
to the bulk form.) Given that ZT of moderately doped bulk silicon at T = 300 K is
0.01 at a minimum (Weber and Gmelin 1991; Stranz et al. 2013), we obtain through
this mapping a projected room-temperature ZT value of 3.1± 0.9. (If we assume
that the electrical properties also do not change for the best 9.78-nm-thick double-
nanopillar case, we would obtain a room-temperature ZT value of 4.8± 0.6.)

In some references, the contribution of the electronic thermal conductivity in
silicon is reported to be relatively significant (Lee et al. 2008; Mangold et al.
2016). This would require a modification to our projections. When accounting for
ke, we will still assume that the NPM electrical properties are bulk-like, i.e., the
NPM electronic thermal conductivity is the same as the bulk electronic thermal
conductivity. By considering a nonzero ke, there is now a one-to-one mapping
between the total (not lattice) thermal conductivity and ZT improvement. The
predicted values of the bulk electronic thermal conductivity are taken from the
studies by Lee et al. (2008) and Mangold et al. (2016). These values were obtained
by first principles calculations and are shown in Fig. 9a for doping concentrations
in the range of 0.2–8 × 1019cm−3. Across these two references, there are some
discrepancies between the two sets of results that would affect the ZT projections
as is also shown in Fig. 9 – the ke values predicted by Mangold et al. are generally
higher than the ones reported by Lee et al. In our analysis, the ke values are first
normalized by an experimental value of the lattice thermal conductivity, which we
take as kl = 160 Wm−1 K−1. This fraction is then multiplied by the EMD-GK lattice
thermal conductivity of kl = 376 ± 19 Wm−1K−1 to estimate the corresponding
ke values for our models. Following these assumptions, in Fig. 9b, the NPM ZT

values are projected based on the bulk ZT values of 0.01 (for carrier concentrations
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Fig. 9 (a) Electronic thermal conductivity ke and (b) projected NPM ZT versus carrier concentra-
tion. The experimental and theoretical values of the bulk lattice thermal conductivity are chosen to
be kl = 160 Wm−1K−1 and kl = 376±19 Wm−1K−1, respectively (Kremer et al. 2004; Honarvar
and Hussein 2018)

in the range 0.2–1 × 1019cm−3) and 0.02 (for carrier concentrations in the range
1–8 × 1019cm−3) (Stranz et al. 2013). Depending on the carrier concentration
and ke values, the projected NPM average ZT varies roughly between 1 to 4. For
example, for silicon that is doped with a carrier concentration of 1 × 1019 cm−3

and has a bulk ZT value of 0.02, we project a ZT value of 4 ± 1.1 for the
19.55-nm-thick double-nanopillared silicon membrane. The upper bound of this
range is significantly higher than any previously reported ZT value at any tempera-
ture, for silicon and for thermoelectric materials in general.

6 Conclusions

This chapter presents elements of phonon dynamics of a recently developed
class of nanostructured metamaterials, nanophononic metamaterials, that have their
thermal conductivity dramatically decreased by an array of distributed resonating
substructures. The substructures’ numerous local resonances hybridize with the
phonon modes of the underlying host, or base, material, which leads to reducing
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their group velocities significantly and creating energy localization–two factors
that reduce the thermal conductivity. In addition, the local resonances, also termed
vibrons, reduce the phonon lifetimes at and around the hybridization regions in the
phonon band diagram thus causing even more reduction in the thermal conductivity.

A particularly useful type of an NPM is in the form of an all-silicon nanopillared,
or nanowalled, freestanding membrane. This configuration is advantageous because
the nanoresonators are located outside the domain of the transport medium, which
is the membrane, and is therefore not expected to significantly alter the electrical
properties. Such outcome is ideal for thermoelectric energy conversion which
requires a material with as low thermal conductivity as possible and as high Seebeck
coefficient and electrical conductivity as possible.

The notion of conformity between the membrane and nanoresonator density of
states is presented and analyzed. It is shown in Fig. 6 that this conformity in a
nanopillared membrane increases when the size of the nanopillars increases at a
higher rate than the base membrane (when considering progressively larger unit
cells). This scenario, termed vibrons compensation, enables a stronger reduction in
the thermal conductivity with upscaling – a trait that is highly desirable for potential
integration of NPMs into TE devices.

From our calculations, the lattice thermal conductivity of a 9.78-nm-thick
uniform silicon membrane is 3.7± 0.7 times lower than the bulk form. Multiplying
this by the factor of 130± 28 for the double-nanopillar case reported in Fig. 7
gives a total factor of 481± 55, which corresponds to roughly half the thermal
conductivity of bulk amorphous silicon (He et al. 2011; France-Lanord et al. 2014;
Larkin and McGaughey 2014). By conservatively assuming the same kr value for
α = 6 for the same geometric configuration, the lattice thermal conductivity
for a 19.55-nm-thick NPM would be lower than for bulk silicon by a factor of
311± 85. Assuming that all the electrical properties retain their bulk values at a
length scale on the order of 20 nm and at T = 300 K (see Section 5), we may
estimate the effect of a decrease in the lattice thermal conductivity on the ZT value.
Given that the ZT of moderately doped bulk silicon at T = 300 K ranges from 0.01
to 0.02 (Stranz et al. 2013), we obtain a projected room-temperature ZT value in
the range of 1–4 depending on the specific level of doping. The upper bound for
this projection is significantly higher than any previously reported ZT value at any
temperature, not only for silicon but for thermoelectric materials in general.
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Abstract

In this chapter, methodology to model heat flow in polymers and their nanocom-
posites will be presented. One focus will be on the use of molecular-level
modeling techniques for the thermal conductivity determination of bulk poly-
mers. In the case of polymer nanocomposites, the methods for molecular-level
modeling of the interfacial thermal resistance will be described, and its role
along with other factors, such as filler shape, orientational distributions, and
dispersion on the composite thermal conductivity, will be analyzed within the
homogenization analysis.

1 Introduction

Polymers, as well as their composites, constitute complex materials with a number
of structural characteristics, such as polymer chain backbone chemistry and con-
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formation, side groups, and filler particle size and distribution, all of which are
influencing properties, including thermal transport characteristics. The structural
complexity of these materials requires an informed approach in order to model their
heat transport coefficients. On one hand, one needs to capture the most important
structural and bonding features to enable predictions with a reasonable level of
fidelity, and, on the other hand, the model has to be tractable either analytically
or computationally.

We will limit our consideration to solid polymers and their composites and
thus disregard contributions to the heat flow from convection that might play a
role in the liquid phase during polymer processing. Within this constraint, from
a practical perspective, the most important characteristics for heat conduction are
thermal conductivity, κ (W/m-K), and volumetric heat capacity, C (J/K-m3). The
thermal conductivity is defined via Fourier’s law:

jq = −κ∇T (1)

where jq is the heat flux (W/m2) and ∇T is the temperature gradient (K/m).
Accounting for energy conservation and heat sources, one can derive the diffusive
heat flow equation:

C
∂T

∂t
− ∇ (κ∇T ) = ∂qV

∂t
(2)

where qV is the volumetric heat source. The above two equations are general and
describe heat conduction in all materials at the macroscopic scale. Therefore the
modeling of the specific materials focuses on the modeling and determination of the
thermal conductivity and heat capacity, and the rest is the analytical or numerical
solution of the well-known continuum problem given by Eq. 2, with appropriate
boundary and initial conditions.

The determination of thermal conductivity and its relationship to the underlying
structure and bonding, in addition to practical value, is motivated by scientific
discovery. Such scientific knowledge exposes the underlying the mechanism of
thermal transport and provides guidance toward the design of the materials with the
desired thermal conductivity. In this context, modeling and simulations are uniquely
positioned to contribute to such design as one can control and characterize the
structure and relate it to thermal conductivity to a much larger extent than is possible
in experiment.

In order to systematically present an approach to modeling of the thermal
conduction of polymers and their nanocomposites, this chapter is composed of
several sections. The following section provides background on thermal conduction
due to vibrations of ion and atoms, i.e., phonons that are the dominant heat
carriers in polymers, along with conceptual models of the thermal conductivity of
polymers. The third section presents the use of molecular dynamics simulations
for thermal conductivity determination, particularly in the context of polymers.
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The fourth section describes molecular-level modeling of the interfacial thermal
resistance associated with dissimilar constituents forming polymer nanocomposites.
The fifth section provides a connection between molecular-level modeling and heat
flow at larger scales either by solutions of the continuum heat flow equation or
homogenization theory. The last section will provide a summary and conclusion.

2 Conceptual Models of Thermal Conduction in Polymers

To provide a fundamental context of heat conduction modeling in polymers and
nanocomposites, we briefly discuss phonon (vibration)-based thermal transport
kinetic theory. Within this theory, for crystalline materials, each propagating
vibrational mode (phonon) contributes to thermal conductivity, and for a system
of volume V, the bulk thermal conductivity is given by (Ziman 1960):

κ = 1

3V

∑
Vj (v)λi(v)cj (v, T ) (3)

where ci (ν, T) is the spectral heat capacity, i.e., a temperature dependent of
heat capacity of a harmonic oscillator with a frequency ν, vi is the mode-specific
group velocity (in the low frequency limit, it is the speed of sound), and λi

is the phonon mean free path, and the summation is done over all vibrational
modes. Such formulation is very successful in modeling of thermal transport
in crystalline materials. In this case determining the phonon mean free path or
alternatively, the phonon lifetime, poses the biggest challenge. This quantity is
affected by multiple phonon scattering processes, such as anharmonicity-related
phonon-phonon scattering, or phonon-defect scattering, and can be calculated from
theory or evaluated in molecular-level simulations (Turney et al. 2009).

The description of phononic heat conduction provided above has some relevance
to polymers in the case of polymers with a degree of crystallinity and, perhaps
most prominently, in the case of polymer fibers with highly aligned polymer chains.
The vast majority of polymers, however, have an amorphous structure or at most a
semicrystalline structure involving a mix of crystalline and amorphous regions. This
renders the kinetic theory of propagating phonons largely not applicable.

However, the heat conduction in amorphous polymers is still carried by vibra-
tions. For such materials, as well as other nonmetallic glasses, the basic heat
transport model is the so-called minimum thermal conductivity, which was first
proposed by Einstein and later developed by Slack (Cahill et al. 1992). The basic
heat transport model builds upon the Einstein model and borrows from the Debye
model of solids to allow for different frequencies and wavelengths. The model
assumes that the lifetime of the vibration is half of the period of vibrations,
and summing up the contribution of all vibrations with the Debye dispersion
relationships, it yields minimum thermal conductivity, κmin, via the following
formula:
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κmin =
(π

6

)1/3
kBn

2/3
∑

j

Vj

(
T

θj

)2∫ B,/T

0

x3ex

(ex − 1)2
dx (4)

where the sum is calculated over one longitudinal and two transverse phonon
branches, with their respective speeds of sound, vi =vl or vi =vt, and Debye
temperatures, θ i. In Eq. 1, n is the number density of atoms or ions, and kB is the
Boltzmann constant. Equation 3 correctly predicts a continuous increase of κ from
zero as a function of temperature, due to increasing heat capacity, with κ saturating
at higher temperatures. Examination of the κ predictions for a variety of glasses and
disordered crystals indicates that this theory/estimate provides a good representation
of the experimental measurements (Cahill et al. 1992).

In the case of amorphous polymers, at room temperature or above, we can
take the high-temperature limit of the expression given by Eq. 3, yielding
κmin = 0.4kgn2/3(Vi + 2Vt). This expression was tested in experiment and molecular
dynamics simulations by monitoring thermal conductivity dependence on high
pressure applied to amorphous poly(methyl methacrylate) (PMMA) (Hsieh et al.
2011), yielding reasonable agreement with the experimental data and even better
agreement with the result of molecular dynamics simulations. Such good agreement
is rather surprising because polymer materials exhibit highly nonhomogenous
bonding with stiff bonds within the polymer chain backbone and side groups
and much softer nonbonded interactions. Furthermore, nonbonded interactions
between the chains are significantly nonlinear, and anharmonic interactions between
localized vibrations, of the type invoked in “fracton hopping” models (Alexander
et al. 1986), could conceivably contribute to heat transport. Evidence for the
importance of anharmonicity in the thermal conductivity of amorphous polymers
was recently observed in molecular dynamics (MD) simulations of polystyrene (PS)
(Shenogin et al. 2009).

It is also likely that the minimum thermal conductivity model is a poor predictor
of thermal conductivity in the case of amorphous polymers when polymer chains are
characterized by relatively long straight sections, i.e., by a large persistence length
In this case, the nature of the heat flow involves a rapid propagation of heat along
the straight sections and slower propagation between sections.

The effect of such straight sections is even more pronounced for oriented
polymers and can be characterized by a much larger and highly anisotropic conduc-
tivity, with a high conductivity in the alignment direction and a low conductivity
in the transverse directions. While drawing amorphous polymers increases their
conductivity by about a factor of ∼3 in the draw direction (Kurabayashi 2001),
drawing of semicrystalline polymers can increase their thermal conductivities 100-
fold (Choy et al. 1978).

Current theoretical descriptions of heat transport in such complex polymeric
materials involve phenomenological and continuum-level models. For example,
recognizing that heat flow along the covalently bonded polymer backbone is more
efficient than in the transverse directions, a simple model of oriented resistors was
proposed to describe the anisotropy of drawn amorphous polymers (Henning 1967).



41 Modeling of Heat Transport in Polymers and Their Nanocomposites 979

To obtain upper and lower bounds (Ward 1971) for the effective conductivities,
resistor-in-series and resistor-in-parallel models are used. According to the
literature, a resistor-in-series model provides a better prediction of experimental
behavior. For such a model, orientational averaging gives the following expression
for macroscopic conductivities, k|| and k⊥:

1

K⊥
= 1

2

[(
1

Kji⊥
+ 1

Kji‖

)
−
(

1

Kji‖
+ 1

Kji⊥

) 〈
cos2δ

〉]
and

1

K‖
= 1

2

(
1

Kji‖
− 1

Kji⊥

) 〈
cos2δ

〉
+ 1

Kji⊥

(5)

where δ is the angle between the chain direction and direction of heat flow
and <cos2δ> is the orientational average over the sample. Although the above
model provides a reasonable description of the thermal conductivity of deformed
amorphous polymers, the parameters of the model are obtained from fits to the data
and have no fundamental microscopic justification. The much larger conductivity
and anisotropy observed in aligned semicrystalline and liquid crystal polymers is
described by rapid heat flow along the well-connected “continuum” network of
conducting fibers of highly aligned and crystalline polymers (Ashton et al. 1969).

In these phenomenological approaches, the “microscopic” thermal conductivities
are treated simply as adjustable parameters to be fitted to the experimental data.
Physically, of course, the true microscopic parameters are determined by the
details of the atomic-level bonding and the conformation of the polymer chains.
In this instance, one has to resort to more fundamental modeling approaches, most
prominently to atomic-level models of polymers and the use of molecular dynamics
simulations to predict thermal conductivity that will be described in the following
section.

3 Molecular Simulations of Polymers Thermal Conductivity

As already discussed above, the key goal of polymer thermal transport modeling
is relating the structure and bonding to thermal transport characteristics to enable
an informed design of the polymers with desired thermal conductivity and to gain
insights into the fundamental mechanism of thermal transport in these materials. To
achieve this goal one can resort to the use of molecular dynamics (MD) simulations.

Molecular dynamics is a well-developed classical simulation method in which
Newton’s equation of motion, F=ma, is integrated in time for a collection of atoms.
The force between the atoms is prescribed in a semiempirical or empirical manner,
carefully fitted to pertinent experimental data or to electronic structure calculations.
The MD approach can capture all of the features of the vibrational motions of the
atoms and can reproduce the phonon spectrum of the system in a quantitative or
semiquantitative manner.
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Molecular dynamics (MD) simulations are classical and are thus strictly only
applicable above the Debye temperature. For example, for polyethylene (PE), strong
covalent intra-chain bonds lead to Debye temperatures of 1650 K and 700 K
for longitudinal and transverse along-the-chain (one-dimensional) modes, respec-
tively. Much weaker nonbonded, van der Waals interactions lead to corresponding
temperatures of 223 K and 134 K (Tucker and Reese 1967). Since for practical
applications room temperature behavior is the most relevant, at first glance this
would appear to produce an insuperable obstacle to classical simulations in which
all vibrations are fully excited, regardless of the temperature. However, thermal
energy is mostly carried by low-frequency and intermediate-frequency vibrations.
By contrast, high-frequency phonons have rather low group velocities and are easy
to scatter; thus, although overrepresented in the classical simulation, they do not
contribute significantly to thermal transport. As an approximation to real quantum
behavior, a temperature renormalization technique has been developed, where the
temperature at which the classical simulation is performed actually corresponds
physically to a somewhat higher temperature for a quantum system of the same
mean kinetic energy (Wang et al. 1990). However, the dynamics of such a system
are still classical, and, by definition, it is assumed that all excited phonons contribute
equally to the heat transport. Goddard and his coworkers performed semiclassical
analysis that took into account quantum effects (Che et al. 2000). Remarkably,
they found that quantum corrections, even for diamond (Debye temperature is
∼2200 K), do not significantly affect thermal transport at room temperature. Given
the similar strong bonding in polymeric materials, a purely classical approach is
both completely suitable and computationally the most efficient for the description
of polymer’s thermal transport properties even at room temperature.

We also note that full electronic-level approaches for MD simulations, i.e.,
ab initio MD or quantum-mechanics-based tight-binding MD simulations, do not
provide significant advantages and have their own limitations. While in these
methods, the forces between atoms and ions are calculated more accurately using
quantum-mechanics-based calculations, the computational load is very significant
and often prohibitive, and the dynamics of atomic/ionic motion is still classical.

One challenge in using MD simulations for polymers lies in the fact that the
structural relaxation time even in polymer melts is much longer than that accessible
to molecular dynamics. Therefore it is critical to construct outright model structures
representative of real polymers. The amorphous structures can be created using a
method first proposed by Suter and collaborators (Muller et al. 2001). This method
(the software is named PolyPack) consists of a heuristic search algorithm in the
space of torsion angles, which automatically delivers the correct conformational
statistics of the chains maintaining so-called rotational isomeric states (RIS). Such
structures can be later deformed to mimic drawing (see Fig. 1). Hybrid approaches
need to be employed to create models or semicrystalline polymers that involve
“composites” of crystalline and amorphous regions (Lee and Rutledge 2011).

Once model structures are generated, the forces acting between ions and atoms
need to be prescribed. For simulations of thermal transport polymers, there are
two levels of molecular modeling. The first is united atom (UA) description,
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Fig. 1 Fully atomistic
polycarbonate structure
prepared with PolyPack
software and deformed under
constant load in tension. The
color code represents the
local strain

where hydrogen atoms are not represented explicitly, but are “united” with carbon
or other heavy atoms. This simplification is not expected to significantly affect
thermal energy propagation, since hydrogen atoms introduce very-high-frequency
local vibrations that are very weakly coupled to vibrations responsible for heat
transport. For example, the UA description used in simulations of thermal transport
in crystalline and liquid paraffin (see Fig. 2) predicted thermal conductivity in
excellent agreement with experiment (Babaei et al. 2013). The chief benefit of the
UA approach is the ability to access one order of magnitude longer simulation times
and larger structures at the same computational cost.

Effects associated with the explicit presence of H atoms are expected to play a
role associated with altered nonbonded interactions. For example, it is known that
explicit atom models are needed to correctly reproduce the crystalline PE structure
(Duffour and Malfreyt 2002) or more accurate structures of more complex polymers.
For this purpose one of the most widely used descriptions of atomic interactions is
the polymer consistent force field (PCFF) (Sun 1998), a second-generation force
field, derived from ab initio models and is an extension of CFF91 force field, which
was parameterized against a wide range of experimental observables for organic
compounds.

The most popular descriptions of interaction for both united and all-atom models
are given in the following general form:

V = V2
(
rij
)+ V3

(
θijk

)+ V4
(
φijkl

)+ Vnb
(
rij
)

(6)
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Fig. 2 United atom models of crystalline and liquid paraffin. Red “united atoms” are end chain
CH3 groups, and gray atoms represent CH2. (From Babaei et al. 2013)

where the stretching of the covalent bonds is described by a pair potential V2,
preferably accounting for anharmonicity, and thus capable of capturing bond-
stretching-related contributions to the phonon-phonon scattering process. We note,
however, that even with a harmonic bond-stretching potential, due to coupling
with bending, the system is not harmonic with respect to atomic displacements.
Furthermore, except for highly oriented polymers, phonon scattering is dominated
by structural scattering. The bond-bending potential, V3, describes interactions
between three consecutive bonded atoms and depends on the equilibrium angle
and the spring constant parameterized to the frequencies of bending. The torsional
potential, V4, describes the different energetics of trans and gauche configurations
(Duffour and Malfreyt 2002). Finally, the nonbonded interactions (i.e., those
between united or explicit atoms on different chains and united atoms on widely
separated parts of the same chain) use pair potentials to describe hard-core repulsion
(preventing atomic overlap), van der Waals attraction, and Coulomb interactions,
if applicable. Once the model structures are prepared, and atomic interactions
described, the proper MD simulations can be executed.

The most straightforward method for thermal conductivity determination via the
MD simulations is the nonequilibrium molecular dynamics (NEMD) method. The
most popular NEMD approach is analogous to a simple experimental setup with a
temperature gradient induced by a planar heat source and heat sink. This method
is referred to as the direct method or heat source and sink method (Schelling et al.
2002). In this method the temperature of the sink and the source is kept constant
by the application of local thermostats, or heat energy is added to the source and
removed for the sink at a constant rate. In both approaches, heat power can be
determined, and thus the heat flux can be evaluated. At the same time, after a
transient period, when the system reaches a steady state, the temperature profile
between the source and the sink is determined, which in the this simple planar
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Fig. 3 Top: The simulation cell containing amorphous PE subjected to a steady-state heat flow.
Bottom: The corresponding temperature profile. (From Kikugawa et al. 2013)

geometry is simply a straight line (see Fig. 3). Subsequently, with the known heat
flux and temperature gradient, the thermal conductivity can be determined from
Eq. 1.

In the direct methods simulations, the molecular-level formula for the heat flux
allows one to look into more detail into the path and channels of the heat flow. This
formula is typically given for the so-called heat current, Jq = Vjq., where jq is the
heat flux form (see Eq. 1) and V is the volume considered. In the case of pairwise
atomic interactions, the heat current is given by:

Jq =
∑

i

vj εi + 1

2

∑

ij i �=j
rij
(
Fij · vi

)
(7)

where the sum is over all atoms, or atomic pairs in the given volume, Fij is the force
on atom i due to atom j, εi is the energy of atom i, and vs are atomic velocities. The
above formulation can be generalized in the case of many body interactions, such
as three-body bond-bending and four-body torsional interactions (Torii et al. 2008).
Using the above formula, one can create a spatial map of the heat current density



984 P. Keblinski

or evaluate contributions to the heat flow separately from bonded and nonbonded
interactions – such analyses were performed for regular and crossed-linked PE
(Kikugawa et al. 2013).

The thermal conductivity determination from the direct method assumes that
Fourier’s law is valid. The validity of Fourier’s law relies of the diffusive heat
flow mechanism, i.e., on the fact that the mean free path of the majority of the
heat-carrying vibrations is much shorter than the distance between the heat source
and heat sink. If this is not the case, the heat-carrying vibrations can propagate
ballistically, and Fourier’s s law is not valid. To assess such possibility, one
has to execute several simulations using simulation cells of varying lengths. If
the thermal conductivity is length-independent, the results indeed represent bulk
thermal conductivity. Otherwise one can try to extrapolate thermal conductivity to
an infinite system size by plotting the inverse of the conductivity as function of
the inverse of the system size (Schelling et al. 2002). In the case of amorphous
polymers, in which the phonon mean free path is short, size effects are negligible,
and the above-described method is accurate and practical. On the other hand, in the
case of highly aligned chains, the phonons can propagate by large distances, and the
convergence of the direct methods can be challenging and in some cases prohibitive.

The convergence challenge that the direct method suffers in some cases can be
alleviated by the use of the equilibrium MD (EMD) (Schelling et al. 2002) tech-
niques based on Green-Kubo formalism. In particular, the Green-Kubo approach
is an EMD method that uses fluctuations in the heat current components, Jx,y,x (t),
to compute the whole thermal conductivity tensor via the fluctuation-dissipation
theorem:

kμv (τm) = 1

VkBT 2

τ∫

0

〈
Jμ (τ) Jv(0)

〉
dτ (8)

where τm is the upper integral limit that has to be large enough to reach the
convergence of the integral and the angular brackets denote a time average of
the heat current autocorrelation function. The analytic form of the heat current is
determined for the interatomic interactions (see Eq. 7). In this method, there are
no heat sources and sinks, and with the use of the periodic boundary conditions,
vibrations can propagate across the simulation cell multiple times without scat-
tering, thus eliminating the associated size effects present in the direct method.
Also the total thermal conductivity can be broken down into contributions from the
autocorrelations of each of the various terms in Eq. 7 plus cross terms involving, e.g.,
correlations between bond stretching and bond bending. The correlation function in
Eq. 8 typically decays exponentially with a time constant yielding the relaxation
time of the dominant phonon. Furthermore, in the EMD method has a significant
conceptual advantage over the NEMD method since there is no temperature gradient
imposed, which eliminates the need to use heat sinks and sources. This leads to
a practical advantage that smaller system sizes can be used, albeit typically for
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Fig. 4 Heat current autocorrelation function for the perfect crystal PE (red curve) and a single
straight PE chain (black curve). While the former function converges to zero, the latter shows
persistent positive values indicating non-convergent thermal conductivity given by the integral of
the function in Eq. 7. (From Shen et al. 2010)

significantly longer simulation times. Also the fact that a single simulation can
provide the whole thermal conductivity tensor is useful for anisotropic materials.

In the case of highly oriented/crystalline polymer fibers, the EMD method is
perhaps the only practical method. For example, the MD simulations of Henry and
collaborators demonstrated the thermal conductivity of a perfect crystal PE chain
can be over∼100 W/m-K (Shen et al. 2010). However, in the case of single, isolated
straight PE chains, even EMD faces convergence problems (Henry and Chen (2008)
(see Fig. 4).

4 Interfacial Thermal Resistance

The heat conduction of polymer nanocomposites, or for that matter of any material
with high density of interfaces, is significantly affected by the interfacial thermal
resistance and known as the thermal boundary resistance, RBd, or Kapitza resistance.
This resistance represents an additional resistance to the heat flow, beyond that due
to bulk material. The inverse of RBd is interfacial thermal conductance, Gk. Gk

is an interfacial thermal transport parameter and is quantified in via an equation
analogous to Fourier’s law (Eq.1):

jq = −GK�T (9)
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Fig. 5 Temperature profile across silicon-amorphous PE interface – the temperature drop at the
interface is due to thermal boundary resistance. (From Hu et al. 2007)

However, the role of the temperature gradient is replaced with the discontinuous
temperature at the interface, �T (see Fig. 5).

As an alternative to the steady-state heat flow simulations across the interface,
one can determine the interfacial conductance by mimicking a laser pump-probe
experimental measurement (Shenogin et al. 2004). In this case, one material forming
the interface that is nanoscopic in size, such as nanoparticle or nanoscopic film, is
subjected to a pulse heating. The observation of the thermal relaxation/equilibration
of the system allows to extract the interfacial conductance. As shown in Fig. 6,
the temperature difference between the two materials forming the interface exhibits
exponential decay. The exponential decay is the result of the heat flow being limited
predominantly by the thermal resistance at the interface. Under such conditions, the
time constant of the decay, τ , depends on the heat capacity, C, of the nanoscopic
component and the interfacial thermal conductance via:

τ = C

GKA
, (10)

where A is the interfacial area.
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Fig. 6 The exponential
decay of the temperature
difference between a
graphene layer and polymer
matrix as a function of time in
thermal relaxation molecular
dynamics simulations. (From
Hu et al. 2011a)

While the heat source-sink method and thermal relaxation method allow for the
determination of the value of the conductance, a more detailed understanding of
the thermal coupling across the interface can be obtained from equilibrium MD
simulations (Barrat and Chiaruttini 2003). Specifically, an interface-specific Green-
Kubo relationship is employed, which relates the fluctuating cross interfacial heat
power, P(t), to the interfacial conductance via:

GK = 1

AkBT 2

∞∫

0

〈P(t)P (0)〉 dt, (11)

where 〈P(t)P(0)〉 is the interfacial heat power autocorrelation function and A is the
interfacial area. The interfacial heat power can be easily obtained by monitoring the
total energy of the material on the one side of the interface and then taking its time
derivative. Also, the upper limit of the integral given by Eq. 11 is in practice finite
as the autocorrelation function decays to zero. In addition to the value of GK , the
full functional form of 〈P(t)P(0)〉 provides dynamical information about coupling
between molecular vibrations in the two phases forming the interface. As pointed
out by Barrat and Chiaruttini, the Green-Kubo relation in Eq. 11 is rigorously valid
for an infinite system where the heat capacity of both materials forming the interface
is infinite. When the system size is small, the effects of the finite heat capacity need
to be accounted for (Barrat and Chiaruttini).

In addition to the finite heat capacity effects, in the limit of extremely small
nanoscopic object, such as single-walled carbon nanotube or few atomic layer
graphene, more fundamental issue affects the determination of the interfacial
thermal resistance. This is illustrated in Fig. 7. When in steady-state direct method
simulations, the heat source is placed on graphene, the temperature drop at the
interface is very large, and the associated GK is ∼20 MW/m2-K. Essentially the
same value of the GK is obtained in thermal relaxation simulations (Hu et al. 2011a).
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Fig. 7 Left panel: Model structure with a graphene layer in polymeric material along with
the steady-state temperature profile obtained from the heat source-sink method, with graphene
constituting the heat source. Right panel: Similar to the left panel, but with heat sources and sinks
outside graphene. (From Hu et al. 2011a)

By contrast, when the heat sources and sinks are outside graphene, the temper-
ature drop at the interface is much smaller (see Fig. 7), and the associated GK

∼170 MW/m2-K is much larger.
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The above difference is due to the fact that low-frequency vibrations domi-
nate thermal transport across the weakly bonded interface. Consequently, in the
simulations where the graphene is the heat source (including thermal relaxation
simulations), the interfacial resistance has two main contributors: (i) the internal
to graphene resistance between high-frequency modes (that have the majority of
thermal energy) and low-frequency modes and (ii) the external resistance between
low-frequency modes in graphene (that carry most heat across the interface) and
the matrix. When the heat sources and sinks are outside graphene, the internal
resistance plays no role in interfacial thermal transport, and in effect, the interfacial
conductance is much higher.

The significance of the above finding lies in the fact that the relaxation method
that mimics the experimental laser based pump-probe measurements of the interfa-
cial thermal resistance might not provide relevant information about the interfacial
thermal transport in terms of predicting and understanding the thermal conductivity
of nanocomposites.

Yet another value of the effective interfacial thermal conductance, of about
30 MW/m2-K, was calculated for the case of heat entering a high aspect ratio carbon
nanofiber in order to propagate along the fiber (Hu et al. 2011b) (see Fig. 8). In this
case, the heat enters the fiber predominantly via low-frequency modes involving
vibrations normal to the interface. However, rapid transport along the carbon fiber
is facilitated by acoustic modes with little or none of the normal to the interface
displacement. Consequently, the heat flow in this configuration involves energy
redistribution over modes within the fiber and is thus affected by associated internal
to the fiber phonon-phonon coupling.

All the cases described above show that interfacial thermal transport can involve
a complicated process in which the phonons carrying most of the heat across the
interface are not necessarily the phonons carrying the heat in the bulk or along the
fiber, which in turn makes phonon-phonon coupling within each material forming
the interface an important factor. The associated effects are not just artifacts of the
simulations, but are present in the pump-probe transient experimental measurements
and are relevant to the heat conduction, particularly in the case of high aspect ratio
fiber composites.

5 Thermal Conductivity of Polymer Composites

The thermal conductivity of polymer composite is affected by a number of factors,
including bulk thermal conductivity of the polymer matrix, interfacial thermal
resistance, conductivity of the filler, filler loading, filler shape, and the spatial and
orientational distributions of the fillers. Molecular simulation-based methods can
provide quality data on bulk and interfacial thermal conductivities, as described
above, as well as on the heat flow around individual small nanofillers. However, even
such fillers as multiwalled carbon nanotubes (MWCNs) with diameters of tens of
nanometers and much larger lengths are much too large to simulate with molecular
dynamics.
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Fig. 8 (a) Model structure of resin/graphene composite. (b) Model structure of resin/CNT
composite. (c) The steady-state temperature profile obtained from the nonequilibrium, heat source-
sink method. (From Hu et al. 2011b)

To treat larger-scale fillers and assemblies of multiple fillers, one can resort to the
solution of the diffusive heat flow equation (Eq. 2). In amorphous polymer cases,
the continuum equation holds all the way to the atomic scale as mean free paths
of vibrations are very short. For highly conductive fillers, the mean free path can
be longer than the filler size, so in principle, the diffusive equation for the heat
flow might not be valid. However, in these cases, it might be enough to use the
continuum equations, with the stipulation that filler conductivity be much higher
than the matrix, as far as the heat flow is mainly limited by the matrix and interfacial
thermal resistances.

An example of finite element method (FEM) analysis of the 90◦ junction between
two MWCNs is shown in Fig. 9. This analysis accounted for the interfacial thermal
resistance between the tubes and the matrix using surface elements (Shenogina et
al. 2005). Interestingly, the above analysis demonstrated that as far as the distance
between tubes is much smaller than their length, the separation between the tubes
does not affect the rate of the heat flow between the tubes noticeably. Even if tubes
are in physical contact, the rate of heat flow is not increased noticeably when contact



41 Modeling of Heat Transport in Polymers and Their Nanocomposites 991

Fig. 9 A picture of the
meshed model used in an out
FEM analysis of two tubes
crossed at 90◦ in a
cylinder-shaped calculation
box (Shenogina et al. 2005)

resistance is present. The situation would be different when the contact resistance is
negligible, such as the case when the carbon nanotubes are covalently bonded.

The numerical solution of the diffusive heat flow equation can be applied to
large filler and its environment and also to multiple filler ensembles. However, a
simulation volume that faithfully represents the bulk nanocomposite with a number
of associated fillers and their distributions can be prohibitively expensive to treat
even with a numerical solution of the continuum heat flow equation. In this case, one
can resort to the homogenization treatments, where, e.g., a case of heat flow around
a single ellipsoidal inclusion is solved analytically and also analytically averaged
over distributions of filler orientations.

To this end, the homogenization treatment due to Nan et al. (1997) is particularly
useful in the case of polymer nanocomposites as it accounts for the interfacial
thermal resistance. In this treatment, the effective thermal conductivity of the
composite along a specific direction, K∗33, is given by:

K∗33 = Km
1+ f [β11 (1− L11)

(
1− 〈

cos2θ
〉)+ β33 (1− L33)

〈
cos2θ

〉]

1− f [β11L11
(
1− 〈

cos2θ
〉)+ β33L33

〈
cos2θ

〉] , (12)

with

βii = Kcii −Km
Km + Lii

(
Kcii −Km

) (13)

L11 = L22

=

⎧
⎪⎨

⎪⎩

p2

2(p2−1)
− p

2(p2−1)
3/2 cosh−1p, for p > 1,

p2

2(p2−1)
+ p

2(1−p2)
3/2 cos−1p, for p < 1,

(14)
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Kcii = Kp/
(
1+ γLiiKp/Km

)
, (15)

with

γ =
{
(2+ 1/p) α, for p ≥ 1
(1+ 2p) α, for p ≤ 1

.

and

α =
{
ak/a1, for p ≥ 1,
ak/a3, for p ≤ 1,

(16)

where Km is the thermal conductivity of the matrix, Kp is the thermal conductivity
of the ellipsoidal filler particle, and L33 are geometrical factors dependent on the
particle shape. Other parameters are given as follows: p = a3/a1 is the aspect ratio
of the graphene given by the ratio of longest to shortest radii of the ellipsoid;
γ = (2 + 1/p)α, ak = RgdKm = Km/Gk is the Kapitza length, i.e., the length over
which the temperature drop in the matrix is the same as at the interface; and f
is the particle (filler) volume fraction. Finally the triangular brackets in <cos2θ>
indicate the orientational average over a specific distribution of fiber orientations,
for example, for fully randomly oriented fibers <cos2θ> = 1/3 and for fully aligned
fibers, along the alignment direction <cos2θ> = 1.

Using Eqs. 12, 13, 14, 15, and 16 and the results of molecular dynamics
simulations on graphene fiber composites (see Fig. 8), Hu and collaborators (Hu et
al. 2011b) extracted the effective interfacial thermal conductance, GK , for different
fiber lengths and obtained consistent value of about 30 MW/m2-K. These results
indicate the effective medium theory is indeed capable of an accurate estimate of
the composite conductivity for a wide range of aspect ratios, filler volume fractions,
and filler orientations.

The effective interfacial thermal conductance of∼30 MW/m2-K is relatively low,
and for a typical polymer thermal conductivity, the corresponding Kapitza length is
equal to about 10 nm. Even more important for the thermal conductivity of fiber
composites is the estimate of the “critical” filler length, LC, over which the heat
flown in to the fiber is dissipated to the matrix, given by (Huxtable et al. 2004):

Lc =
√

rKp
Gk

(17)

where Kp and r are the filler conductivity and thickness, respectively. Using
Kp = 1000 W/K-m, r = 0.3 nm, and GK = 30 MW/m2-K, Eq. 17 yields LC of
100 nm, with the corresponding aspect ratio of about 300. The importance of LC

lies in the fact that for fillers significantly longer than LC, the interfacial resistance
plays a minor role on thermal conductivity, while for fillers shorter than LC, the
conductivity is severely limited by the interfacial resistance. This finding indicates
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Fig. 10 Effective thermal
conductivity of
resin-graphene composite
(with 1% volume fraction of
graphene) as a function of the
graphene platelet diameter.
(From Hu et al. 2011b)

that for fillers with large enough aspect ratios, the limitation associated with the
interfacial resistance can be largely alleviated.

When filler aggregation leads to effectively lower aspect ratio fillers, it is
detrimental to thermal transport. To illustrate this point, Fig. 10 shows the effective
thermal conductivity for randomly oriented carbon graphene fibers – polymer
nanocomposites predicted by Eqs. 12, 13, 14, 15, and 16. In this case, the thermal
conductivity is isotropic. Using Kp = 1000 W/K-m and GK = 30 MW/m2-K,
the conductivity of the composite at 1% of the graphene volume fraction, as a
function of the diameter of the graphene platelets, is shown in Fig. 10 for two cases:
(i) single graphene-layer platelets and (ii) five graphene-layer platelets correspond-
ing to ∼2 nm platelet thickness. In both cases, conductivity increases rapidly with
an increasing diameter and converges to the common upper limit value given by
1/3KPf + (1 − f ) KM (Nan et al. 1997). However, the upper limit is reached at
smaller diameters for single graphene-layer platelets, emphasizing the benefit of
good dispersion, resulting in a higher effective aspect ratio.

As discussed above for the very high aspect ratio (∼>500), the interfacial
resistance plays no role, and for random filler orientation, the effective thermal
conductivity is 1/3KPf + (1−f ) KM , while for aligned fillers in the alignment
direction, the effective thermal conductivity is KPf + (1−f ) KM . These results are
also applicable when the filler forms a well-connected network, i.e., a continuum
phase.

By contrast, in the case of spherical and well-dispersed fillers, the homoge-
nization theory in the limit of low volume fractions of nanoparticles, and with
Kp >> Km, predicts:

Keff

Kp
= 1+ 3f

aK/r − 1

aK/r + 2
, (18)
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Fig. 11 Schematic of a homogenization approach for fractal particle clusters. The aggregate is
decomposed into dead ends with the fluid and the backbone. The effective thermal conductivity
of the aggregate with only particles belonging to the dead ends is first calculated using homoge-
nization theory. In the next level of homogenization, linear chains embedded inside a medium with
effective conductivity of knc are considered. (From Prasher et al. 2006)

where aK is the Kapitza length as before and r is the particle radius. According
to Eq. 18, when the particle radius becomes equal to the Kapitza length, there is
no thermal conductivity enhancement at all, while for larger interfacial resistance
or smaller particle radius, the addition of particles actually decreases the thermal
conductivity of the composite.

Homogenization theories can also be applied to more complex situations where
small aspect ratio nanoparticles agglomerate, but into sparse fractal patterns. This
way they create fillers with an effectively much larger aspect ratio. Such situations
can occur in suspensions of solid nanoparticles in fluids (so-called nanofluids) and
possibly in polymer resin before curing. Prasher and collaborators (2006) introduced
an interesting homogenization treatment for such systems depicted in Fig. 11.
According to Fig. 11, a fractal cluster is embedded within a sphere of radius equal
to Rg and is composed of a few approximately linear chains, which span the whole
cluster (aggregate) and side chains. The linear chains are treated as high aspect ratio
fillers, while side chains are treated as well-dispersed particles. Such an approach
enables the prediction of thermal conductivity for a variety of particle agglomeration
states.

6 Summary and Discussion

In this chapter, an approach to model the heat conduction in polymers and their
nanocomposites was presented. Classical molecular dynamics simulations were
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presented as the method of choice for the thermal conductivity determination
of bulk polymers which combine the computational efficiency and the relative
accuracy of the description of atomic structure, chemistry, polymer chain con-
formation, and bonding. This allows studying the relationship between these
structural characteristics and thermal conductivity. The MD-based methods for
determining the interfacial thermal conductance were introduced and described in
the context of inorganic-polymer interfaces present in the polymer nanocomposites.
The incorporation of such determined thermal transport parameters including
thermal conductivity of bulk polymers and interfacial thermal resistance into
homogenization theories was discussed. These theories allow predicting the role of
these parameters, along particle size, shape, volume fraction, distribution of particle
orientations, and agglomeration state on thermal conductivity.

While the presented approach constitutes a quality predictive tool for the heat
flow analysis in polymers and their composites, a number of challenges and
limitations need to be recognized. A standard challenge in MD simulations is
the accuracy of describing the interatomic forces. In the case of bulk amorphous
polymers, the situation can be quite favorable. The interatomic potentials along
with the Monte Carlo-based algorithms allow the preparation and the simulation of
the polymer structures which accurately represent real materials. The thermal con-
ductivity predictions for these materials compare favorably with their experimental
values. This agreement might be partially due to the fact that some details of the
models and atomic interactions might be not that consequential for thermal transport
properties. Most likely and good account for the chain conformation (trans-gauche
statistics), polymer density and elastic modulus might be sufficient for accurate
thermal conductivity predictions.

The situation is more challenging in the cases of highly oriented polymers that
exhibit a multifold higher thermal conductivity. The first challenge here is the
creation of the quality model structures. Also, in the case of highly aligned and
crystalline polymer fibers, the phonon scattering can be very weak and dominated
by phonon-phonon scattering, instead of structural scattering. In this case, it is
imperative to use both high-accuracy model structures and atomic interaction that
would also account for the anharmonic nature of the bonding. However, these
bonding parameters are typically not considered when the force fields are designed
and parameterized. Nevertheless, the MD simulation studies of the role of chain
orientation and their alignments are feasible, particularly to develop correlations,
rather than to determine the absolute values of the thermal conductivity.
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Abstract

The growth of computational resources has enabled investigations of large-
scale and highly correlated problems by using first principles computational
techniques such as density functional theory (DFT). In context of oxide materials,
these problems include oxide surface reconstructions (Diebold et al. 2010),
diffusion and reaction barriers in heterogeneous systems (Chizallet and Raybaud
2014; Aksyonov et al. 2018), phase diagrams for transition metal oxides (Park
et al. 2014; Leonov 2015), and point defects as well as extended defects (Youssef
and Yildiz 2012; Sun et al. 2015). These developments have opened up new
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opportunities for predicting not only the bulk crystal properties of oxides, but
also the effect of complex microstructures such as associated point defects (Hu
et al. 2013; Liu et al. 2012; Zhang et al. 2014; T-Thienprasert et al. 2012),
grain boundaries (Polfus et al. 2012; McKenna and Shluger 2009; Hojo et al.
2010), dislocations (Sun et al. 2015; Hojo et al. 2011; McKenna 2013), and
surfaces (Lee and Morgan 2015; Freysoldt and Neugebauer 2018; Bajdich et al.
2015) under thermodynamic drivers. These developments can ultimately allow
for ab initio prediction of realistic device performance. Yet, challenges remain
on both the theoretical and algorithmic level to accurately predict oxide materials
properties on a complex potential energy surface. Here we summarize several
growing fields in addressing these challenges and present our perspectives on
future directions that these methods will enable.

1 Methods: Overview and Perspectives

Developing functionals towards chemical accuracy: Developing functionals that
accurately describe the exchange and correlation energy has been a continuing
interest ever since the development of Kohn-Sham (KS) DFT (Mattsson 2002).
For oxides, the use of standard KS-DFT is known to give errors in properties such
as electronic structures (Li et al. 2013), formation energies (Kirklin et al. 2015),
and surface adsorption energy and reaction barriers (Lousada et al. 2013). These
errors hinder the accurate prediction of phase diagrams (Heinemann et al. 2013;
Hautier et al. 2012), redox potentials (Chevrier et al. 2010), surface reactivities
(Nørskov 2011) for many materials of interest for energy storage and conversion
and for information processing. Increasing the accuracy of functionals by moving
from local to nonlocal descriptions is called climbing the “Jacob’s ladder” (Perdew
et al. 2005). To date, five rungs of Jacob’s ladder have been extensively investigated
and readily applied to oxide solid state systems: local density approximation (LDA),
generalized gradient approximation (GGA), meta-GGA, hybrid functionals, and
random phase approximation (RPA) (Tran et al. 2016; Perdew and Schmidt 2001;
Tao et al. 2003; He and Franchini 2017). Despite the increasing accuracy in treating
the exchange-correlation energies and the computational cost paid going up on
the ladder, the concurrent DFT methods still fail to accurately treat short-range,
intermediate-range, and long-range accurately at the same time (Becke 2014). One
of the consequences is that systems with diverse bond types (covalent, metallic as
well as ionic, hydrogen, and van der Waals bonding) are hard for DFT prediction.
One notorious example is the prediction of molecule adsorption energies on oxide
surfaces. Bajdich et al. showed that on alkaline-earth metal oxides surfaces, the best-
behaving functional gives errors of up to 0.1 eV compared to the experimentally
measured value, and this error is significant for weakly bound molecules (Bajdich
et al. 2015). It can be foreseen that improving the accuracy of DFT functionals
will still be a major field of interest in the coming years, both by climbing up the
Jacob’s ladder (Bechstedt 2018) and by developing problem-specific methods, such
as DFT+ U (Anisimov et al. 1991), SCAN-meta-GGA, and van der Waals schemes
(Kulik 2015; Sun et al. 2016; Klimeš and Michaelides 2012).
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Treating excited electronic states: Excited state calculations are of interest
in many photonic, optoelectronic, and photochemistry processes. In particular,
for oxide materials, photoluminescence (Chizallet et al. 2008), carrier transport
(Han et al. 2016), and photocatalytic activity (Abe et al. 2013) are important
in determining the performance of the material in applications ranging from
transparent conducting oxides (Varley et al. 2017) to solar cells (Makhal et al.
2010; Fattori et al. 2010), and photoelectrochemical cells (Zhao et al. 2015).
First-principles-based calculation of spectroscopic features which are accessible
experimentally, such as in X-ray absorption, photoemission, and electron energy
loss spectroscopy, has been helpful in uncovering the photo- and electro-dynamics
of chemical bonds and electronic transitions as they take place (di Valentin et al.
2014). Such studies have been demonstrated on various device applications such
as photovoltaics (Labat et al. 2012), photocatalysis (Suzuki et al. 2012), and light
emitting diodes (Kuttipillai et al. 2016). However, due to challenges in selecting
functionals (Leang et al. 2012; Laurent and Jacquemin 2013), convergence on a
complex potential energy surface (Plasser et al. 2012), and high computational cost,
excited state calculations have been so far limited mainly to simple systems. An
archetypal case is the band gap of semiconductor and insulator, a key quantity for
virtually all applications, which is not accurately accounted for within standard
local and semilocal functionals. Recent advances in quasiparticles approaches in
the framework of the GW approximation (Hedin 1965) have proven to be a viable
route for a precise prediction of band gaps even in complex oxides (Klimeš et al.
2014; Ergönenc et al. 2018). Another challenging example is that in modeling dye-
sensitized solar cells, predicted energy level alignment between TiO2 and organic
dye can vary up to 1 eV with different functionals and thus, cannot lead to a
conclusive quantitative result (Pastore et al. 2013). Further method development in
this direction is needed, and the most promising approaches for assessing optical and
electronic excitations at present include the time-dependent DFT (TD-DFT) (Runge
and Gross 1984; Petersilka et al. 1996; Stratmann et al. 1998) and many body
Green’s function approaches such as solving the Bethe–Salpeter equation (BSE)
(Salpeter and Bethe 1951; Onida et al. 2002; Reining et al. 2002). Developments in
this direction can allow for applying excited states calculations to obtain optical and
electronic properties of surface complexes, hetero-interfaces, and defects, opening
up opportunities to tune oxide-based electronic and electrochemical devices by
defect and interface engineering (Pentcheva and Pickett 2010; Mannhart and Schlom
2010). An alternative approach to describe the many-body physics of correlated
materials is the dynamical mean field approximation (DMFT) (Georges et al. 1996),
that in recent years has demonstrated its validity in interpreting optical spectra and
optical transitions and is becoming applicable to realistic problems in materials
science.

Embedding methods for large-scale problems: In many atomistic modeling
problems, a fraction of the system is of special interest and worth being treated
with a higher-level theory. The rest of the system serves as its environment and
can be treated rather at a lower level. Problems of interest include chemical and
electrochemical reactions on oxide catalysts or oxide electrodes that depend on
the surface morphology or particle shape, such as corners, facet edges, kink,
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surface-terminated dislocations (McKenna 2013; Zheng et al. 2015; Cao et al. 2010;
Kleijn et al. 2014; Meyer and Reuter 2014; Stecher et al. 2016) Methods that
combine an expansive, more accurate method and a computationally cheap, low-
level method are called embedding methods (Sun and Chan 2016). These methods
allow for treating large-scale problem while maintaining accuracy for the active
region of interest. Depending on the choice of the two levels of methods, embedding
methods come with many flavors, such as quantum mechanics/molecular mechanics
(QM/MM) (Lin and Truhlar 2006), which combines classical force field with
quantum chemistry methods, DFT embedding (Libisch et al. 2014) (different
levels of DFT or DFT with many-electron wave function methods), Green’s
function embedding (Chibani et al. 2016) (DFT with Green’s function). Besides
the challenges for individual methods as mentioned previously, embedding methods
bring about more challenges in terms of developing the embedding potential and
coupling the two methods in a reliable and computationally efficient way across
their border region.

Including finite temperature effects: Temperature effect is important to be
taken into consideration to accurately predict oxide properties in real applications.
Accounting for finite-temperature effects is important in many properties of mate-
rials, such as heat conduction, phase transitions, and transport properties (Togo
and Tanaka 2015; Mankowsky et al. 2014; Serrano et al. 2010; Lee and Rabe
2010). Introduction of temperature effects to couple with first principles calculations
involves two lines of effort: (1) explicit free energy terms with all relevant excitation
mechanisms such as electronic, quasiharmonic, and anharmonic vibrational terms
and (2) explicit account for defect equilibria at finite temperature and their effect
on material properties. On the first, calculating anharmonic vibrational contribution
generally requires sufficient high-quality DFT force data and is limited mainly
to bulk compounds at present (Grabowski et al. 2009; Duff et al. 2015; Zhou
et al. 2014; Tadano and Tsuneyuki 2015). Phonon properties and phonon-electron
coupling at hetero-interfaces remains a question of interest as well (Sadasivam et al.
2017; Wang et al. 2016). On the second aspect, a successful case is the prediction
of point defect equilibria in bulk oxide materials by combining first-principles
and statistical mechanics calculations (Youssef and Yildiz 2012; Freysoldt et al.
2014; Youssef et al. 2016). On the other hand, equilibrium structures of extended
defects, including surfaces, grain boundaries, and interfaces, and their effects remain
largely unexamined for oxide materials. Scaling up of DFT methods, development
in advanced sampling techniques (Chua et al. 2010; Harmer 2011), and including
the embedding methods discussed above can enable more progress in this context
of taking into account temperature effects at extended defects of oxides.

2 Highlights from the Part

Below, we highlight key points of the chapters covered in this section, each demon-
strating the state of the art at present in addressing the challenges summarized above.
These works include the modeling of charged point defects and hetero-interfaces
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from an electronic structure perspective and extending these studies to continuum
level equilibria and transport kinetics, ferroelectric, and multiferroic properties, and
transport and charge transfer properties in battery and solid oxide fuel cell materials
in bulk and at surfaces.

The chapters by Shluger, Reticcioli et al., and Youssef et al. address the modeling
of point defects in oxides as relevant to electronic and electrochemical properties.
Shluger in �Chap. 43, “Defects in Oxides in Electronic Devices,” provides an
overview of established models of some of the typical defects in oxides used
in microelectronic devices. Defects in oxide dielectric films are often electrically
active, capturing and emitting charge carriers from the interfacing materials. Such
charge trapping and emitting defects strongly affect the device characteristics,
sometimes leading to device failure. This chapter highlights some recent results
of theoretical modeling as well as existing problems of computational methods in
handling such defects. The properties considered concern mainly nonstoichiometry
and disorder of oxides as well as the role of hydrogen. These recent results demon-
strate that theoretical modeling and simulation of complex and often defective and
disordered thin oxide films is a powerful tool of materials discovery. Importantly,
the chapter brings together calculations and results from a range of oxide materials,
provides an opportunity to compare models of similar defect species in different
materials, and identifies interesting trends that are not obvious from disparate data
available in different research fields. The chapter points to the challenges related to
lack of transferability of the found defect models from crystalline bulk structures
to disordered structures or to surfaces and interfaces. The chapter also points to the
lack of direct links from the present static calculations to the dynamics going on in
electronic devices, calling for more method development in addressing spatial and
time scales that are reachable with first principles methods.

In �Chap. 44, “Small Polarons in Transition Metal Oxides” Reticcioli et al.
address the physics of polarons, a quasiparticle defect ubiquitous in polar semi-
conductors and transition metal oxides which affects the fundamental properties
and functionalities of the hosting materials. The chapter begins with a thorough
introduction on the concept of polaron, including theoretical accounts (from the
seminal model descriptions of Fröhlich and Holstein to a modern view of polarons
based on first principles theories) and experimental aspects (how to detect and
measure polaron properties). Then, according to the aims of this handbook, the
authors describe different types of computational procedures and prescriptions to
model the formation, stability, and dynamics of polarons (including charge-trapping
techniques, molecular dynamics, statistical analysis and energetics) and provide
evidence that this array of schemes is capable to disclose and interpret the role of
polarons in the paradigmatic polaronic material TiO2.

The chapter by Youssef et al. takes the defect studies from single defect
properties to establishing equilibria of a multitude of point defects in the bulk
and near interfaces of oxides, in �Chap. 45, “Defect Equilibria and Kinetics in
Crystalline Insulating Oxides: Bulk and Hetero-interfaces.” This is an important
step in predicting and controlling the properties of metal oxides under different ther-
modynamic conditions. This chapter introduces the approach of coupling electronic
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structure methods, thermodynamics, electrostatics, and transport theory, to predict
defect equilibria and transport kinetics in metal oxides. Equilibria in the bulk is
captured by combining first principles calculations of defect formation energies
with statistical mechanics, that self-consistently solves for concentration of defects
and the established electron chemical potential as a function of temperature and
oxygen chemical potential. The framework is extended to interfaces, by calculating
defect energies at the interface as well, and connecting the interface to bulk by
solving for the Poisson-Boltzmann formalism. The kinetics of defect transport is
captured by using concentrations and migration barriers found from first principles
in random walk and kinetic Monte Carlo calculations. The demonstrations of this
framework are shown on ZrO2 as a model system for insulating oxides. In the
end, the chapter points to challenges in implementing this framework to metallic
oxides which are typically strongly correlated systems whose electronic structure
and thus defect properties are difficult to capture accurately. In addition, in more
complex oxides with multiple elements and a large range of defect types, automated
algorithms would be beneficial to systematically analyze the possible defects and
pinpoint the most important ones. Finally, the chapter calls for studying the effect
of other thermodynamic forces, including electromagnetic fields and nonhydrostatic
stresses.

�Chapter 46, “Oxide Heterostructures from a Realistic Many-Body Perspective”
by Lechermann et al., focuses on materials design from a many-body perspective.
The materials at stake are oxide heterostructures and the computational method-
ology is based on DMFT. The creation of oxide heterostructures represents a
relatively new paradigm in condensed matter research which enables a controlled
design of new materials and the onset of novel quantum phases arising from (i) the
interplay between the diverse electronic characteristics of the bulk constituents and
(ii) the presence of interface regions. In this chapter, Lechermann shows that this
complex class of materials can be reliably described using DMFT. The authors
offer a focused presentation of the concept of strong electronic correlation in solids,
conveys a concise and well-documented introduction to DMFT, and discusses the
applicability of DMFT to two exemplary interfaces: band-band insulators and Mott-
band insulators.

The importance of interface effects is also addressed in �Chap. 47, “First-
Principles Modeling of Interface Effects in Oxides” by Demkov et al., in the context
of single-particle DFT. The authors review several important aspects related to
the first principles modeling of interfaces (supercell approach, band alignment,
construction of the structural models, dipole corrections, defect energy-levels) and
validate the reliability of these schemes to technologically relevant interfaces based
on transition metal oxides materials as well as Si-based structures. Here the focus is
to provide a proper account of several measured properties such as electron energy
loss spectra, scanning transmission electron microscopy images, core-level x-ray
photoemission spectra.

In �Chap. 48, “Design of New Multiferroic Oxides” Lu and Reticcioli discuss
a fundamentally and technologically relevant class of materials, multiferroics.
After providing a classification of multiferroic systems in terms of the specific
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mechanism enabling the coupling among different ferroic orders (spontaneous
ferroelectricity, ferromagnetism, and ferroelasticity), the authors focus their pre-
sentation on theoretical and computational protocols necessary to design novel
materials with enhanced ferroic properties. These design principles are based on
chemical considerations (crystal stricture and composition), electronic properties
(the system must exhibit an insulating regime), lattice dynamical analysis (polar
phonons), and spin properties (magnetic exchange interactions). The authors show
that all these aspects can be assessed in the framework of DFT (suitably extended
to account for electronic correlation effects), which provides a computationally
reliable scheme to interpret the coexisting ferroic responses and phase stability in
realistic situations.

The chapter by Wang et al addresses larger scale simulations by phase field
method, which can input thermodynamic data deduced from first principles
calculations, in a multiscale manner. The chapter takes ferroelectric domains,
�Chap. 49, “Strain Control of Domain Structures in Ferroelectric Thin Films:
Applications of Phase-Field Method.” Phase-field method has been extensively
applied to understanding the underlying physics of the experimentally observed
domain structures and predicting their responses to external electrical, mechanical,
thermal, and chemical stimuli. This chapter reviews the fundamentals of the thin-
film phase-field method and its applications in predicting the effects of strains on
the phase transitions, domain structures, and the domain switching. The chapter
also presents the prospects of using the phase-field method in microstructure design
and property optimization for ferroelectric thin films. Of particular interest to note
here is that, this approach has only been applied to a limited number of materials
due to the lack of the thermodynamic parameters including the Landau coefficients,
electrostrictive coefficients, elastic constants, and gradient energy coefficients.
Obtaining Landau coefficients, the polarization, and dielectric responses as a
function of temperature experimentally is challenging. First-principles or atomistic
calculations can fill this gap, providing the needed input to phase field calculations
to address a broader range of ferroelectric oxide materials.

The chapters by Chu et al. and by Kozinsky review the advances brought
to energy storage materials by first principles modeling techniques. Ong and
Meng and coauthors, in �Chap. 50, “Battery Electrodes, Electrolytes, and Their
Interfaces” introduce how the well-established ab initio modeling methods were
implemented widely in studying and predicting battery materials, electrodes,
electrolytes and their interfaces, from both the thermodynamic and kinetics aspects.
The thermodynamic approaches include the computations of equilibrium voltage
and voltage profiles, electronic structure, and stability analyses. The kinetics
approaches cover methods for ionic diffusion studies, including transition state
theory and nudged elastic band method, and ab initio molecular dynamics.
This chapter presents an illustrative demonstration of the need for close-loop
interaction of first-principles calculations with experimental design and data.
The authors conclude by defining their perspective on the pressing challenges
in modeling noncrystalline systems, e.g., the presence of intrinsic defects and
the electrolyte/electrode interfaces, and the design of high-voltage high-capacity
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cathode materials. They call for developments in the areas of multiscale
approaches to bridge the multiple time and length scales, and automation software
and machine learning tools to facilitate and accelerate the studies of battery
materials.

In line with the challenge and need described in �Chap. 51, “Transport in
Frustrated and Disordered Solid Electrolytes,” Kozinsky addresses ion transport
studies in highly defective and disordered materials for Li-ion conduction in solid
state. The aim is to reveal the descriptors or design principles for enabling high ionic
conductivity in inorganic materials at room temperature. This chapter assesses the
effects of strong ion-ion interaction, geometric frustration, disorder, and collective
motion in ionic motion and illustrates applications of atomistic computational
tools in combination with techniques of statistical mechanics, group theory, and
computational geometry for analyzing dynamics and transport mechanisms in the
context of Li-ion conducting oxides. In particular, the chapter demonstrates that
ab initio molecular dynamics in combination with coarse graining is a very useful
tool in resolving ionic transport mechanisms in ceramic electrolytes. A key result
is that the overall ability of the Li sublattice configuration to rearrange with low
transition barriers in the oxide is found as the necessary ingredient of high ionic
conductivity. This requires symmetry breaking and maximizing the amount of
geometric frustration in the Li sublattice, preventing the system from settling into
a low-entropy arrangement. The chapter calls for systematic consideration of the
complex regimes of high Li-ion concentration and strong interaction in different
classes of Li-ion conductors.

In �Chap. 52, “Solid Oxide Fuel Cell Materials and Interfaces” Hess et al.
present computational studies of the bulk and surface chemistry of perovskite oxides
that are widely used as catalysts and electrocatalysts in energy conversion devices.
Here the specific focus has been the operating conditions of solid oxide fuel cells.
For these materials, while the ion and electron transport properties in their bulk are
generally well understood, the surfaces remain much less explored and challenging.
Depending on the temperature, oxygen pressure, and electrochemical potential, the
surface and near-surface region of doped perovskite oxides can significantly deviate
from bulk, in terms of chemistry, atomic structure, and even phase composition.
It is known in the field that such deviations are detrimental to surface catalytic
properties under operating conditions. The chapter first presents a short description
of the bulk defect chemistry of perovskite oxides and highlights the challenges for
both theory and experiment in treating these materials. The authors then present
the work from the field in investigating surface instabilities and their potential
reasons, including electronic reconstruction, ionic segregation, and the formation
of stable AO surface terminations. Finally, the chapter examines oxygen adsorption
and dissociation reactions on different terminations of selected perovskite oxides.
The outlook in this field is to advance the computational frameworks to capture
both the equilibrium and dynamic structure of surfaces of complex oxides, a yet
unresolved field but immensely important for a range of catalytic and energy
conversion applications.
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Abstract

This chapter provides an overview of established models of some of the typical
defects in oxides used in microelectronic devices, highlighting some recent
results of theoretical modeling as well as existing problems of computational
methods. In numerous electrical measurements, defects in oxide dielectric
films have been demonstrated to be electrically active, meaning that they
can capture and emit charge carriers from the substrate as well as the gate.
These defects, commonly referred to as charge traps, can strongly affect the
device characteristics or even impair their functionality causing device failure.
Predictive theoretical modeling and simulation of growth and properties of
complex and often disordered thin oxide films became a powerful tool of
materials discovery where new sophisticated methods of computer experiments
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play an important part in designing and screening new materials and studying
and predicting their properties.

1 Introduction

Defects play a crucial role in the performance and reliability of microelectronic
devices, optical fibers, transparent conductors, catalysts, sensors, and many other
systems. Achieving a better understanding of defect structures and processes has
been a driving force behind the development of many powerful theoretical concepts
and methods. For example, extensive studies of color centers in the 1960s driven by
radiation physics and chemistry helped to shape point defect, polaron, and exciton
theories and to develop a wide range of scintillators, laser materials, and dosimeters.
Doping of semiconductors, which proved to be vital for microelectronics industry,
has long been an inspiration for developing computational solid-state methods.
Problems related to the mechanisms of silicon oxidation, reliability of microelec-
tronic devices, Bragg grating formation in optical fibers, luminescence of porous
silicon, and others promoted extensive studies of amorphous materials. More recent
examples concern the development of new high-k dielectrics for microelectronics
applications, transparent conductive oxides, materials exhibiting magneto-resistant
properties, high-Tc superconductors, and various applications of quantum dots.
Again, most of the work is performed in experimental labs where various combina-
tions of materials are tried and their properties tested. At the same time, predictive
theoretical modeling and simulation of growth and properties of complex and often
disordered thin oxide films became a powerful tool of materials discovery where
new sophisticated methods of computer experiments play an important part in
designing and screening new materials and studying and predicting their properties.

A significant component of this research, close to the interests of the authors
of this chapter, is related to defects in oxides. They are responsible for leakage
current, breakdown and degradation of microelectronic devices, Bragg grating
formation, conductivity of electro-active insulators, chemical sensing, and many
other processes. Defects are likely to play even more important roles as devices
continue to scale and reach dimensions where single defects can affect their
performance.

In this chapter we provide an overview of established models of some of the
typical defects in oxides, highlighting some recent results of theoretical modeling
as well as existing problems of computational methods. We will focus mainly
on oxides relevant for applications in microelectronics. This choice is mainly
determined by our assertion that these materials are likely to remain in focus of
active research for the next few years. However, we hope that this review will
provide a useful source of models and understanding of theoretical modeling in
a wider area of wide-gap oxides.

Successful development of new materials for gate oxides and transparent con-
ducting oxides (TCOs) poses difficult problems for theoretical modeling. Some of
the typical problems include predicting stable structures and electronic properties
of Si/dielectric systems. This implies calculations of band offsets; possible interface



43 Defects in Oxides in Electronic Devices 1015

defects, such as dangling bonds, Si–Si bonds, hydrogen defects, etc.; studies
of the structure and properties of grain boundaries (they can, e.g., accumulate
vacancies); and electronic states due to disorder if the dielectric is amorphous.
Another important issue concerns predicting the structure and energy levels of
possible defects induced by growth and post-deposition annealing in different
ambient conditions, for example, due to incorporation of boron, chlorine, oxygen,
nitrogen, hydrogen, and other species. Determining the most stable charge states
of interface and bulk defect species and their possible role in static charging of as-
grown and annealed oxides has long been one of the main challenges of theoretical
modeling. An even more difficult problem concerns transient electron and hole
traps responsible for leakage current and degradation of oxide films and possible
ways of eliminating them. This includes predicting defect diffusion and re-charging
in applied electric fields. Defect-induced conductivity is the key issue for TCOs,
such as indium tin oxide (ITO). Theory should also help in identifying defects by
predicting their vibrational, EPR, optical, and other properties.

Figure 1 gives an overview of some of the processes relevant to gate oxide
films: creation of defects, incorporation from the environment and creation during
growth; charge transfer, defects can change their charge state due to electron and
hole trapping; reactions, defects react with each other to form different defects;
and defect diffusion. Theoretical models discussed in this chapter may help to

Fig. 1 Diagram showing the different defect processes which can be important to the properties
to gate oxide films. These include defect creation during growth and post-deposition anneal,
electron transfer processes between defects and from/to silicon, reactions between defects leading
to formation of more complex species and annihilation of existing defects, and defect diffusion
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understand the mechanisms of these processes as well as the structure and electronic
properties of defects as a function of oxide composition.

The initial stage of studying defects in a new material concerns building
structural models of defect species. For example, hydrogen, oxygen, and nitrogen
species can incorporate into the lattice during growth or annealing of oxide films in
atomic and molecular forms in different charge states. Another class of problems is
related to energy levels of vacancies and incorporated species. As-grown films are
almost always nonstoichiometric. In relatively narrow-gap oxides, such as In2O3,
SnO2, and Sr(Ba)TiO3, oxygen vacancies are the source of electron doping, which
makes them n-type conductors. On the other hand, electron and hole trapping by
interstitial oxygen and oxygen vacancies from Si in gate oxides may lead to oxide
charging and affect leakage current. Charged defects can create strong electric fields
and affect band offsets. They can contribute to dielectric loss and their diffusion
in an electric field is equivalent to electrolysis. Building a complete picture of
defect processes also includes defect reactions, requiring the parameters of electron
transfer between defects, calculations of defect diffusion, and recombination. More
complex modeling concerns the dynamics of defect processes, mechanisms of
energy dissipation, and ultimately absolute rates of these processes.

In many cases, reliable and predictive theoretical screening of complex oxide
materials takes much longer than the decision regarding their irrelevance for
particular applications reached experimentally. Therefore computer experiments to
investigate characteristics related to basic electronic properties, processing, and
operational performance of these materials are carried out mainly on prototype
systems. In the case of high-k dielectrics, these include ZrO2, HfO2, and HfSiO4.
The best-studied prototype TCOs include SnO2 and In2O3. SiO2 has long served
and will still continue to serve for some time as a gate dielectric and the material
of optical fibers and optical components in lithography. Therefore many of our
examples will concern basic defects in this material. Finally, there are many relevant
studies of electron and hole defects in the bulk and at surfaces of MgO, some
ferroelectrics and in other oxide materials. They allow one to outline some general
defect models and trends from their properties. For this chapter we will focus mainly
on oxygen- and hydrogen-related defects in these materials due to their ubiquitous
nature and general relevance.

Below we will give a brief overview of defects and defect processes relevant for
electronic devices. Many of these defects and related processes have been previously
studied in bulk, crystalline oxides. Therefore we will discuss the transferability of
defect models developed in model oxides to other more complex materials and will
consider the effect of disorder in amorphous materials on defect properties.

This chapter inevitably provides only a very specific slice of an extensive and
vibrant area of research. Recent excellent reviews related to the topics outlined here
may help to broaden the picture. In particular, defects in cubic oxides have been
considered in Henderson (1980), Hayes and Stoneham (1985), and Kotomin and
Popov (1998). Extensive reviews of defects in SiO2 in relation to Bragg grating
formation in optical fibers and in gate dielectrics can be found in Pacchioni et al.
(2000), Lenahan and Conley (1998), and Fleetwood et al. (2008). Advances in
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the theory of oxide-semiconductor interfaces have been discussed in Edwards and
Fowler (1999) and more recently in extensive collections of papers (Massoud
et al. 2000; Jupille and Thornton 2015; Netzer and Fortunelli 2016). The role of
oxide defects in reliability of microelectronic devices has recently been discussed
in Fleetwood et al. (2008) and Grasser (2014). Defects in wide bandgap II-VI
crystals and in transition metal oxides have been reviewed in Neumark (1997),
Pacchioni (2000), and Hofmann et al. (2007). Models of radiation-induced point
defects and oxygen vacancies in MgO and several ferroelectric perovskites have
been considered in Kotomin and Popov (1998), Islam (2000), Kotomin et al. (2002),
and Popov et al. (2010). Methods and challenges for atomic-scale modeling of
electronic materials and high-k dielectrics have been reviewed in Zunger (1998),
Kawamoto et al. (2000, 2002), and Freysoldt et al. (2014). A significant part of
research related to defects in oxides is carried out in relation to diverse applications
of oxide surfaces in catalysis and in solid electrolyte fuel cells as reviewed in
Gellings and Bouwmeester (2000) and Jupille and Thornton (2015).

2 Calculation of Defect Properties

2.1 Formation Energies

In thermodynamic equilibrium, the probability of creating an individual defect D
in the charge state q is determined by the defect formation energy Freysoldt et al.
(2014):

Efor(D) = EqD − E0 −
∑

i=1

niμi + qEF + Ecorr , (1)

where Efor(D) is calculated as the total energy difference between the system with
the defectEqD and the system without the defectE0. The integer ni > 0 indicates the
number of atoms of type i, which can be the host atoms missing or impurity atoms
added to the system to form the defect, and the μi are the corresponding chemical
potentials of these species. The Fermi energy EF is analog of the chemical potential
of the electrons.Ecorr is a correction term that accounts for finite size of the periodic
cell used for calculating the system with the defect.

Defining the chemical potentials of the atomic species in a compound crystal
is impossible without further information. Usually, the atomic chemical potentials
are set to reflect the experimental conditions, which define the properties of the
reservoirs of atoms in equilibrium with the system. If, for example, the sample of
MgO has been annealed in an oxygen atmosphere, the chemical potential of the
oxygen atoms is the same as in gaseous molecular oxygen at the experimental
partial pressure and temperature. The chemical potential of the oxygen atoms in
well-annealed oxide in thermodynamic equilibrium is thus strongly dependent on
temperature and pressure. However, most calculations do not consider the process
of formation of a vacancy or incorporation of an atom or molecule. For example,
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during annealing of an oxide film in oxygen atmosphere, oxygen molecules can
dissociate into atoms at the surface or due to irradiation. However, in most cases
calculations are concerned only with final possible state of an atom or molecule in
the bulk of material in thermodynamic equilibrium. If atoms are available directly
from an oxygen atomic source, then an atomic reference for energy EO is used.
If an O2 molecule can dissociate into atoms in the process of incorporation, then
half of the molecular energy is taken as a reference to account for the dissociation
costs. Thus the formation energy gives just a reference for the difficulty of forming
a defect in the oxide – the higher the energy, the more difficult it is to create.

2.2 Electrical Levels

Yet another issue, specific for device applications, is that the oxide of interest can be
in contact with the electrode(s) – semiconducting (e.g., silicon) or metallic – which
set a Fermi level EF in the system and provide a source of extra electrons. Also
an oxide film can be placed in the electric field between the two electrodes, which
may alter the defect charge states. To define which charge state of an intrinsic defect
(e.g., vacancy) or incorporated defect specie is favored, assuming the common case
of oxide film grown on silicon, the chemical potential of the electron can be chosen
at the bottom of Si conduction band or at the silicon midgap energy (Blöchl 2000).
Electrons can tunnel elastically or inelastically from/to these states to/from defect
states in the oxide and change their occupation creating charged defects. Since the
interface is not explicitly included in most calculations, one needs to use the exper-
imental information (Alay and Hirose 1997; Mihaychuk et al. 1999) (e.g., 4.6 eV
for the valence band offset at the Si/SiO2 interface, 1.1 eV for the bandgap of Si) to
estimate the energy of an electron at the bottom of the conduction band of Si with
respect to the theoretical zero energy level (see Fig. 2). The calculated energies are
readily adjusted if doping, temperature, or bias favors another source of electrons.

To study the dependence of the defect charge state on the position of the system
Fermi energy, it is useful to define the thermodynamic charge transition level, Eth.
The Eth(q1/q2) is defined as the Fermi-level position for which the formation
energies of charge states q1 and q2 are equal. Both charge states can coexist near
the charge transition level energy.

Once the charge transition levels are defined, the dependence of the defect charge
state on the electrode Fermi energy can be introduced via a correction term qEF ,
where EF is varied in the energy range from the top of the oxide valence band to
the bottom of the conduction band (providing the bandgap is correctly reproduced).
The results are presented as plots of Efor(D) vs. EF calculated for different values
of EF . The crossing points of the corresponding lines determine the EF where one
charge state of a defect becomes more favorable than the other, i.e., charge transition
levels. Although the exact position of the Fermi energy can be unknown in some
experiments, such diagrams allow one to identify some critical cases and help in
the analysis of the experimental data. An example of such a plot is shown below in
Fig. 5.
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Fig. 2 Schematic band offset diagram showing the relative energies of the top of the valence
bands and the bottom of the conduction bands of the bulk materials in contact (for the Si/SiO2
interface Alay and Hirose 1997; Mihaychuk et al. 1999). The figure shows two discrete black
levels in the silica bandgap, which correspond to the positions of occupied states of neutral and
positively charged oxygen vacancy in α-quartz. To the right from these levels are schematically
shown distributions of levels of neutral and positively charged vacancies in a-SiO2: discrete levels
correspond to the finite number of vacancies in a periodic cell and continuous distributions to a
macroscopic sample. Note that the zero energy level in theoretical calculations of bulk materials is
poorly defined and can be even below the top of the calculated valence band

3 Oxygen Vacancies

Oxide films in electronic devices are often nonstoichiometric on oxygen, and their
structure includes oxygen vacancies. Oxygen vacancies are likely to be the most
prevalent defects in many oxides and may have several charge states. They are char-
acterized by formation energies, position of defect levels with respect to the valence
and conduction bands, structural models, spectroscopic properties (including optical
absorption and luminescence energies, parameters of EPR spectra, and IR and
Raman spectra), mechanisms of diffusion, electron transfer and recombination with
other defects, and other characteristics. The study of vacancies in bulk oxides has
a long history (e.g., see reviews in Pacchioni 2000, Popov et al. 2010, Hofmann
et al. 2007), and here we will try to only highlight those aspects which are of
specific interest. First, we will introduce some general models and will illustrate
them by several examples. Then we will consider in more detail a case study: oxygen
vacancies in hafnia.

Dependent on material and particular application, vacancies can be classified as
electron donors or hole traps. Their most stable charge state depends on whether the
oxide is in contact with Si or other electron source and on applied voltage. Another
type of classification is based on structural models. It provides a rough but very
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simple cross section through different oxides in terms of two common types: F ,
centers, and Me•, centers. The main difference between the two structural models
discussed below is in the character of localization of electrons left by removed
oxygen and of the lattice relaxation.
F -like centers are known to form in cubic alkali halides and oxides, such as

MgO, CaO, and BaO (Pacchioni 2000). In these ionic materials, the oxygen site is
surrounded by six equivalent metal ions. A classical F -center will have one (alkali
halides) or two (cubic oxides) electrons in an s-type deep state in the bandgap.
Formation of this defect is accompanied by small and fully symmetric (Oh point
group) relaxation of the surrounding ions. A significant amount of the electron
density is localized in the vacancy with considerable and equal contributions
of neighboring metal ions (see Fig. 3a). Ionization of the F -center will lead to
characteristic strong and, again, symmetric distortion of surrounding ions, where the
nearest metal ions are moving outward from the vacancy and the 12 next nearest-
neighbor anions move inward.

MgO represents perhaps the most studied of oxides, and therefore we will use
it as a reference for other oxide materials. In the context of electronic devices, it
is used, e.g., in magnetic tunnel junction devices. The properties of neutral and
charged oxygen vacancies in MgO have been studied experimentally in great detail
(Chen et al. 1969; Hofmann et al. 2007). It is well established that vacancies in
MgO can be described by an F -center model (Hayes and Stoneham 1985; Pacchioni
2000) (see also Fig. 3a). As discussed previously, a neutral vacancy possessing two
electrons is called an F -center, and a positively charged vacancy, which keeps only
one electron, is called an F+ center, respectively. The paramagnetic F+ center has
been well described using ESR and ENDOR (Henderson and Wertz 1977). The
unpaired electron of the F+ center is shown to be well-localized in the vacancy

Fig. 3 Schematic of different types of oxygen vacancies in insulators. Cations are shown in black
and anions in white. (a) An F -like center defect characterized by symmetric electron distribution
centered in the vacancy (shown in gray); (b–d) various types ofMe• – center models (see text for
discussion). Again electron localization is shown schematically in gray
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with only small hyperfine interaction with the surrounding Mg nuclei (Henderson
and Wertz 1977). Both centers have close optical absorption energies − 4.92 and
5.01 eV for the F and F+ center, respectively (Chen et al. 1969). Surface analogues
of bulk F -centers have long been considered to be part of various surface processes
(see, e.g., the recent review Pacchioni 2000).

Another characteristic oxygen vacancy type is represented by what may be
called a Me• model. In this case the electrons left in the vacancy reside on the
neighboring Me ions rather in the vacancy, in contrast with the F -center model.
Oxygen vacancies of this type are formed in different phases of SiO2, GeO2, and in
silicates, where each oxygen ion is surrounded by only two nearest neighbor positive
ions. Formation of a neutral oxygen vacancy in these materials is accompanied by
the creation of a Me − −Me bond and by strong displacements of these two Me
ions toward each other (see Fig. 3b). In TiO2 and CeO2 electrons occupy Me ions in
the vicinity of the vacant site, but there is noMe −−Me bond formation.

The model of a neutral vacancy in SiO2 is in marked contrast with cubic oxides,
such as MgO and the more complex HfO2 discussed below. In those materials,
despite the substantial ionic polarization, the formation of a neutral oxygen vacancy
leads to only very small displacements of the surrounding metal atoms. In the case
of MgO, ionic displacements are isotropic and at a distance of 8.0 Å from the
neutral vacancy are less than 0.002 Å. A double positively charged anion vacancy
in MgO produces a much stronger perturbation, but again, the displacements of the
lattice ions decrease relatively rapidly and do not exceed 0.02 Å at a distance 8.0 Å
from the vacancy. This results from the different structure and chemical bonding
in these materials. In particular, in MgO, unlike α-quartz, the oxygen site is the
center of inversion. The peculiar structure of α-quartz is also manifested in the
strong asymmetry of the relaxation of the two Si atoms neighboring the vacancy
(see Sulimov et al. 2002).

The E′-center is perhaps the most famous defect related to oxygen deficiency
in silica, which also plays a very important role in many applications of silica in
microelectronics and fiber optics. TheE′-center is thought to be a positively charged
oxygen vacancy. Ionization of the neutral vacancy leaves a relatively weak bond
between two silicon atoms. Flexibility of the amorphous structure gives room to
formation of several centers. In particular, theE′γ -center identified by EPR in a-SiO2
(Griscom et al. 1974; Griscom 2000) has an unpaired spin localized on a dangling
bond of a silicon atom (see Fig. 3c, d). This defect has an optical absorption band at
5.85 eV with line-width (FWHM) of 0.8 eV and an oscillator strength f = 0.14±0.1.
This absorption yields no luminescence. The EPR spectrum ofE′1-center in α-quartz
is similar to that of the E′γ center in amorphous SiO2, as shown in Weeks (1956)
and Weeks (1994). However, in spite of some analogies between models of vacancy
defects in α- quartz and amorphous SiO2, it is becoming increasingly clear that there
are significant differences too. Some of them stem from the fact that, in contrast with
crystalline α-quartz, there are various types of a-SiO2, which differ by preparation,
treatment, water content, and other parameters.

Having discussed the “classical” F -center and Me• case, we will now briefly
review models of oxygen vacancies in two other oxides widely used in devices.



1022 A. Shluger

Fig. 4 Structural models and spin density distribution in O vacancies in α-Al2O3 and monoclinic
HfO2. (a) An energy level diagram for the neutral vacancy in α-Al2O3 showing the symmetry
forbidden and allowed optical transitions and the molecular orbitals of the A1 and T2 states
involved in the symmetry allowed excitations. (b) Spin density in a plane containing three Hf ions
neighboring the three-coordinated oxygen vacancy (V) with one electron removed from the system.
Black arrows show directions of displacements of Hf ions neighboring the vacancy resulting from
the electron removal. Charge density is in 0.1 e/Å3 and all distances are in Å

Sapphire or α-Al2O3 is a representative of a wide class of ceramic materials
important for applications in microelectronics and laser optics, as a substrate, and
in many other areas. Each Al atom in this material is bonded to six oxygen ions,
and each oxygen ion is surrounded by four nearest neighbor Al ions in the form of
distorted tetrahedron. Recent ab initio calculations (Hine et al. 2009; Weber et al.
2011) demonstrated that oxygen vacancies in α-Al2O3 form an F -center type defect
(see Fig. 4a). However, the relatively low symmetry of the vacancy and mixed ionic-
covalent bonding of alumina means that there is significant relaxation (up to 16%
of the original bond lengths) of the Al and O ions around the vacancy. The neutral
vacancy, F -center, introduces a doubly occupied deep level of about 3.0 eV above
the valence band edge, whereas the position of the F+-center state is predicted to
be only 0.25 eV lower. Analysis of the electron density shows that the ground state
of the F -center is strongly localized inside the vacancy with large contributions on
the surrounding Al and O ions (see Fig. 4a). An energy level diagram for the neutral
vacancy in α-Al2O3 in Fig. 4a shows the symmetry forbidden and allowed optical
transitions, and the molecular orbitals of the A1 s-type and T2 p-type states involved
in the symmetry allowed optical excitations.

Hafnium oxide, HfO2, is widely used in microelectronics as a gate dielectric as
well as in memory cells and other applications. Together with ZrO2 they represent
the case of mixed ionic-covalent type of chemical bonding and materials with a
relatively high (≈20) dielectric constant. Oxygen vacancies in monoclinic hafnia
can form at either a four-coordinated tetragonally or three-coordinated trigonally
bonded lattice oxygen site. The spin density distribution inside the positively
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Fig. 5 Calculated formation
energies of the singular O
vacancy in monoclinic HfO2
as a function of the electron
chemical potential with the
origin corresponding to the
VB maximum. Charge states
are indicated in the inset

charged vacancy in Fig. 4b shows strong electron localization inside the vacancy
and on the d–orbitals of Hf ions surrounding the vacancy. Due to the high dielectric
constant and d-character of the conduction band they can exist in both positively and
negatively charge states (Muñoz Ramo 2007). The formation energy diagram as a
function of Fermi-level position in Fig. 5 shows that vacancies prefer to be positively
charged at Fermi-level position below 4.3 eV and may become negative at Fermi-
level position close to the bottom of the conduction band. The lattice relaxation
around neutral vacancies involves small displacements of the nearest neighbor Hf
ions. The displacements of these ions for both types of vacancies are in the range
of 0.01–0.02 Å, which corresponds to 0.5–1.0% of the HfO bond length. Such
small displacements are characteristic for the F-center-type defects. In the negatively
charge state, extra one or two electrons are localized on the Hf ions surrounding the
vacancy (Muñoz Ramo 2007).

These results provide examples of relatively complex systems where periodic
DFT calculations allow one to routinely investigate models and ground state
electronic properties of defects in different charge states.

4 Defects at Interfaces

Devices are systems of interfaces between different materials. Electronic properties
of thin oxide films grown on Si and other substrates vary widely with their mor-
phology and with the morphology of the interface. The oxide film morphology, in
turn, is very sensitive to small variations in chemical composition and to deposition
and post-deposition processing. Most as-deposited thin oxide films are amorphous,
and annealing at high temperature leads to their partial or full crystallization and
formation of polycrystalline films. Structural disorder in amorphous films and grain
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boundaries in polycrystalline films help to reduce strain developing at the interface
due to misfit of structural parameters of interfacing materials.

Over the years atomistic modeling proved to be instrumental in understanding
the structure and defect properties of silicon/oxide and metal/oxide interfaces. The
earlier works on metal/oxide interfaces emphasized the role of image interactions,
which has been later included in atomistic simulations. More recent work is using
DFT and molecular dynamics to predict interface structures. There are broadly
three approaches employed for constructing semiconductor/oxide and metal/oxide
interfaces. All of them employ a periodic model along the interface plane and
therefore are subject to constraints when trying to accommodate two materials in
a periodic cell of certain dimension.

One of the most common approaches combines lattice matching with anneal
using molecular dynamics. This mimics a growth process and gives additional
freedom for the interface atoms to relax. Powered by several types of classical
interatomic potentials, it has been used to construct models including more than ten
million atoms (Bachlechner et al. 1998). Reactive force fields have been developed
and applied to modeling interfaces between crystalline Si and amorphous SiO2 (van
Duin et al. 2003), often accompanied by DFT simulations. Similar approach using
DFT and molecular dynamics to melt and quench a-SiO2 layer sandwiched between
two crystalline Si substrates has been used to model a Si/SiO2/Si systems and more
recently Ge/GeO2/Ge and Si/SiO2/HfO2 stacks.

The most popular approach to constructing metal/oxide interfaces is using static
DFT calculations for systems constructed by lattice matching (Tse et al. 2010) for
different values of oxygen pressure (Netzer and Fortunelli 2016). The main criterion
of the interface stability is the interface free energy as a function of oxygen pressure
(Zeng et al. 2014). In particular, static DFT calculations have been performed to
model the formation of the interface between silicon and strontium titanate and its
atomic structure (Forst et al. 2004). In this case the order of deposition is important,
and this study shows that atomic control of the interfacial structure by altering the
chemical environment can dramatically improve the electronic properties of the
interface to meet technological requirements.

Another approach is based on simulating the film growth via atomic layer
deposition (ALD) or chemical vapor deposition (Dkhissi et al. 2008, 2009). Other
studies, focused on the interface growth kinetics, suggested that HfO2 film growth
on Si may be substantially non-epitaxial and would strongly depend on precursor
chemistry.

Although atomistic modeling to date had established several important structure-
property dependencies, the main challenge remains in identification and characteri-
zation of the realistic interface models as opposed to simplified (and possibly even
unstable) structures and characterization of interface defects. Electrically active
interface defect states may lead to degradation of device characteristics, such as
the threshold voltage, the on-current, or the surface carrier mobility. Creation of an
interface naturally leads to breaking some of the bonds in the interfacing materials.
To further improve the interface quality, the number of dangling bonds can be further
reduced by annealing the system in forming gas with hydrogen atoms. The purpose
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Fig. 6 Schematic showing Pb0 and Pb1 defects located at the interface between an amorphous
SiO2 film and Si substrate with the (100) orientation. The Pb0 center is back-bonded to three
silicon atoms and electrically very similar to the Pb center. The silicon atom of the Pb1 center is
back-bonded to two other silicon atoms and an oxygen atom. Both traps are electrically active as
their energy lies in the silicon bandgap making their charge state Fermi-level dependent

of annealing is to reduce the number of structural defects formed during the film
growth and to passivate dangling bonds.

Figure 6 shows a schematic of Si/SiO2 interface. The structure of the interface
depends on the Si surface exposed to the oxidation (Massoud et al. 2000; Fleetwood
et al. 2008; Grasser 2014). Pb centers are dangling Si bonds remaining at the
interface after the oxidation. Pb0 and Pb1 centers in Fig. 6 are located at the interface
between an amorphous SiO2 film and the (100) Si substrate. The Pb0 center is back-
bonded to three Si atoms. The silicon atom of the Pb1 center is back-bonded to
two other silicon atoms and an oxygen atom. Both centers are electrically active
as their energies lie in the silicon bandgap making their charge state Fermi-level
dependent. These dangling silicon bonds are usually passivated by hydrogen after
anneal, forming Si-H bonds. With this treatment the amount of electrically active
interface states can be reduced to ≈1010 cm−2 eV−1. The exact properties of the
interface defects, which are trivalent silicon atoms with one unpaired valence
electron Si3 ≡ Si•, or Si2O ≡ Si•, depend on the atomic configuration and on
the orientation of the substrate. While Pb centers are formed on (111) oriented
substrates, Pb0 and Pb1 centers exist when Si (100) substrates are used.

It is instructive to consider an example of a more complex Si/SiO2/HfO2 interface
shown in Fig. 7. To construct this periodic cell, a Si/SiO2 interface was generated in
a large supercell of 15× 15× 40 Å. The bottom silicon (001) layer was passivated
by hydrogen and kept constrained during subsequent geometry optimizations using
DFT calculations (Gavartin and Shluger 2007). The rest of the system, including the
fully hydroxylated SiO2 surface, was relaxed using simulated temperature annealing
followed by static relaxation. Then a block of the monoclinic HfO2 was added at
the top of the structure, such that each hydrogen atom at the SiOH surface was
replaced by the Hf at the bottom of HfO2. The top surface of the HfO2 block
was also hydroxylated to eliminate dangling bonds. Subsequent simulated high
temperature annealing leads to a dramatic relaxation of the interface manifested
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Fig. 7 The atomistic
structure of a periodic cell
used to calculate the
electronic structure and defect
properties in HfO2/SiO2/Si
stack. In DFT calculations,
the cell is translated in the
direction along the HfO2
surface. Formation energies
of 43 neutral oxygen
vacancies at various positions
between the Si and HfO2
parts of the stack are shown
in the graph below the
structure. The rightmost
defects are directly at the
HfO2/SiO2 interface and the
leftmost directly at the
SiO2/Si interface

by highly correlated oxygen diffusion from the bulk HfO2 toward the interface.
Then the number of Si layers was increased with respect to the original structure to
converge the bandgap of the Si substrate to 1.2 eV. The geometric structure of the
whole stack has been optimized using the hybrid density functional. The thickness
of the SiO2 layer is about 0.65 nm and that of the HfO2 layer is about 1 nm, close to
the technologically relevant structures.

Defects in the SiO2 and HfO2 layers affect reliability of devices and have been
studied extensively. However, the nm thickness of oxide layers, confinement, and
strain at interfaces change the defect characteristics with respect to the bulk oxide.
In addition, disorder in the amorphous SiO2 layer leads to a site dependence and
distribution of defect properties. This is illustrated in Fig. 7 where the formation
energies of a sample of O vacancy defects at sites throughout the SiO2 part of the
model interface were calculated. There is a considerable spread in the formation
energies of oxygen vacancies at different sites within the stack. Importantly, O
vacancies tend to segregate at the Si/SiO2 interface.

5 Hydrogen Defects

The lightest element, hydrogen, is probably also the most abundant, as well as
the least detectable impurity in the dielectric oxides. It is also believed to be the
most damaging for the dielectric properties of the gate stack – leading to interface
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charging (Afanas’ev and Stesmans 1998), stress-induced leakage currents, and
ultimately an electrical breakdown of the dielectric films (Stathis 2002; Fleetwood
2002; Degreave et al. 1999; Fleetwood et al. 2008; Grasser 2014). However, in
traditionally used Si/SiO2 systems, hydrogen also plays a positive role in passivating
Si dangling bonds, as discussed in the previous section.

Abundance of hydrogen in a dielectric film arises from it being present through-
out the manufacturing process. For example, hydrogen is abundantly available
during atomic layer deposition of HfO2 and subsequent device processing. It can
also be injected into the oxide during device operation and electrical stress from gate
stack or from the spacer regions and remains trapped in the film in various stable
forms, not all of which are easily detectable. For example, molecular hydrogen does
not usually interact strongly with the dielectric lattice and may be identified by
Raman spectroscopy. Neutral hydrogen atoms can be detected in the EPR (electron
paramagnetic resonance) measurements, but the complications arise from a high
mobility of hydrogen atoms. In contrast, various hydroxide ions (OH)− and water
molecules can be probed using the FTIR (Fourier-transform infrared spectroscopy)
techniques, although an ambiguity often arises as to where from in the sample
(device) an IR signal originates.

Due to difficulties in experimental detection, most of the evidence of the
involvement of hydrogen in the electric degradation of CMOS devices is indirect
(Fleetwood et al. 2008; Grasser 2014). Though technology primarily aims at
passivation of existing defects by hydrogen to improve the device performance, it
may also induce new defects or charges detrimental to the reliability. For example,
most of the charging phenomena in much better studied insulating a-SiO2 films
are associated with hydrogen-related network fragments. Oxygen vacancies in a-
SiO2 can effectively trap hydrogen resulting in, e.g., a hydrogen bridge center where
hydrogen replaces the bridging oxygen. As discussed earlier, anion vacancies have
a large electron affinity, and so does the hydrogen bridge center.

The interaction of hydrogen with transition metal oxides is important for a wide
range of applications and has also been studied extensively. DFT investigations of
thermodynamic stability and charge transition levels of hydrogen in stoichiometric
monoclinic HfO2 and ZrO2 as a function of the Fermi-level position using nonlocal
DFT functionals concluded that H is a negative-U system, with the+1 or−1 charge
states lower in energy for all relevant Fermi-level values (Godet et al. 2007; Li
and Robertson 2014; Lyons et al. 2011). In the positive charge state, the hydrogen
interstitial is bonded to a threefold-coordinated oxygen atom, with a bond length
of 0.98 Å. Negatively charged H− ion sits interstitially and is coordinated by two
(Li and Robertson 2014) or three Hf atoms (Lyons et al. 2011). Such behavior is
characteristic to many other crystalline wide-gap oxides (Li and Robertson 2014).

The dynamics of interaction of hydrogen with crystalline oxides is complex, and
its understanding has been aided tremendously by the so-called oxide muonics,
where muonium is used as a pseudoisotope of hydrogen, as summarized in Cox
et al. (2006) and Cox (2003). In a nutshell, hydrogen atom injected into in wide-gap
perfect bulk oxide can be (meta)stable and diffuse through the lattice. If the so-called
+/ pinning level (Li and Robertson 2014) is above the bottom of the conduction
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band or the bandgap is smaller than about 5.5 eV, atomic H will eventually donate
an electron into the conduction band and become a proton and bind to the lattice
oxygen ion. If there are defects in bulk material, such as oxygen vacancies, grain
boundaries, and misfit dislocations, atomic hydrogen can donate its electron to these
defects and again form an OH bond at one of the lattice sites. If the Fermi level set
by external electrodes or dopants is high enough, it will eventually trap an extra
electron and become H−.

The final result depends on the character and concentration of electron trapping
sites in a particular system. For example, atomic hydrogen does not react with
terraces at the MgO (001) surface, but donates electrons to three-coordinated Mg
sites at corners and kinks at that surface, creating new [Mg+— O-H]-type centers
(Ricci et al. 2003). The recent study of amorphous silica has concluded that,
unlike in α-quartz, atomic H can break some strained Si-O bonds and form a
new thermodynamically stable defect, termed hydroxyl E′ center (El-Sayed et al.
2015). In this case, the electron is localized on a Si atom and a proton forms
an O-H bond nearby. However, the proton is loosely bound, and the volatility
observed in electrical measurements of SiO2-based CMOS devices can be explained
by the motion of the proton from one O ion to another (Wimmer et al. 2016).
In amorphous HfO2, hydrogen is also negative-U, with charged states being the
most thermodynamically stable at all Fermi-level positions. However, metastable
atomic hydrogen can share an electron with intrinsic electron trapping precursor
sites forming a [Hf3+ —- OH] type center (Kaviani et al. 2017), which is lower
in energy on average by about 0.2 eV. These electron trapping sites can affect both
the dynamics and thermodynamics of the interaction of hydrogen with a-HfO2 and
the electrical behavior of amorphous hafnia films in CMOS devices. Thus structural
disorder adds important new features to the interaction of hydrogen with materials.

6 Defects in Amorphous Oxides

Amorphous oxides are produced using different methods: metal oxidation, film
growth on semiconductor, and metal substrates using different techniques, such
as atomic layer deposition (ALD), pulse laser deposition (PLD), chemical vapor
deposition (CVD), molecular-beam epitaxy (MBE), rf-sputtering, sol-gel dip coat-
ing, chemical synthesis of powders, and other methods. Densities and atomic
structures of produced samples strongly depend on the method and temperature
of growth, anneal, and other treatments. In this chapter we mainly consider oxide
films grown on metal and semiconductor substrates, which are better studied due
to their wide applications. Still, different communities use different methods of
preparation and propose different ideas regarding the structure of these films. For
example, the thermodynamic approach suggests that an amorphous structure of
oxide overgrowths on metals may be stabilized with respect to the corresponding
crystalline oxide, up to a certain critical oxide-film thickness. This results from
the absence of mismatch strain for the amorphous oxide film (in contrast to an
epitaxial or semi-coherent crystalline oxide film). The value of critical oxide-film
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thickness when initial amorphous oxide film transforms into a crystalline oxide
film depends on the substrate orientation, temperature, and metal-oxygen system
under study (Reichel et al. 2008). However, density, thickness, and morphology
of oxide films strongly depend on the substrate and method of deposition, and
amorphous films well exceeding a critical thickness are grown on many substrates.
They have a varied degree of crystallization depending on the growth conditions,
anneal temperature, as well as other factors, such as oxygen pressure. Low oxygen
pressure leads to the formation of oxygen vacancies which may induce a decrease
of the valence state of the metallic ions or a phase separation reaction in the oxide
(Millon 2013). These results highlight the fact that, unlike bulk crystal phase,
the morphology and atomistic structure of amorphous films are extremely varied
dependent on the sample preparation, which makes simulation of these structures
challenging (Medvedeva et al. 2017; Pandey et al. 2016).

By far the most popular method of creating atomistic models of bulk amorphous
oxides is based on melting crystalline samples using periodic boundary conditions
and then cooling the melt to low temperatures. This method is based on the
assumption that all liquids can be frozen into amorphous state by fast cooling.
Application of 3D periodic boundary conditions helps to eliminate nucleation of
crystal phases unless crystalline nuclei are deliberately introduced into melt. Cool-
ing is usually unrealistically fast due to computer limitations and the cooling rate
is rarely slower than 1 K/ps. In many cases, especially when quantum mechanical
methods are employed, the cooling rate can be as high as 500 K/ps. Since many
oxides are so-called intermediate glass formers, they tend to crystallize at low
cooling rates. Further optimization of the volume and geometry of these structures
and calculations of defect states are often performed using DFT and periodic models
of a system.

The biggest complication for modeling defects in amorphous oxides is related
to the variations in their local environment due to disorder. Defects in the bulk
crystalline phase formed at equivalent lattice sites have equivalent properties.
However, in amorphous structures, all sites are different, and any comparison of
model parameters with experiment must involve statistical analysis of different con-
figurations. Using periodic cells is required in order to avoid border effects which
may affect defect characteristics. However, this makes the amorphous structures
quasiperiodic and induces constraints on the structural relaxation accompanying
defect creation. Taken together these factors imply that simulations should be
performed in the largest periodic cells feasible for DFT calculations. To credibly
predict distributions of properties, calculations at many sites in amorphous structure
and of many models are required.

Some of the effects of disorder have been mentioned above when discussing
the spread in the formation energies of oxygen vacancies at different sites within
the Si/SiO2/HfO2 stack in Fig. 7. In the previous section, we mentioned that
hydrogen can react differently with certain sites in amorphous oxides creating
specific defects which do not exist in the crystalline phase. Perhaps the most
straightforward manifestation of structural disorder is distribution of defect one-
electron states and charge transition levels illustrated in Fig. 2. The figure shows
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two discrete black levels in the silica bandgap, which correspond to the positions
of occupied states of neutral and positively charged oxygen vacancy in α-quartz. To
the right from these levels are schematically shown distributions of levels of neutral
and positively charged vacancies in a-SiO2. To calculate such a distribution, one
would usually position vacancies at different sites in a periodic cell simulating an
amorphous structure. Discrete levels correspond to the finite number of vacancies
in a periodic cell and continuous distributions to a macroscopic sample. Different
levels correspond to vacancies formed at different sites in an amorphous structure.
The distribution of levels leads to inhomogeneous broadening of optical spectra
and gives rise to a large variety of possible combinations of relaxation energies and
energy barriers when considering defect diffusion and electron capture and emission
processes (Wimmer et al. 2016).

7 Outlook

We reviewed some of the main issues pertaining to calculations of point defects
and defect processes in oxides for microelectronics. To some extent we followed
empirical approaches, which rely on knowledge of other materials in similar states
to those to be used in devices. Therefore we have drawn some analogies with other
oxides, such as alumina and MgO. The properties we considered concern mainly
non-stoichiometry and disorder of oxides as well as related issues, such as the role
of hydrogen.

Theoretical modeling is a source of reliable models of defects and defect
processes. They are impossible to develop fully from the experimental data alone. A
comparison of models of similar species in different materials points to interesting
trends, which are not obvious from disparate data available in different research
areas. Particularly striking are similarities in models of structure and diffusion of
interstitial atomic oxygen species in different oxides. They form peroxy linkage-
like species symmetric with respect to the original oxygen site and usually diffuse
by the exchange (interstitialcy)-type mechanism (Foster et al. 2002a, b). On the
other hand, oxygen vacancies, which are intrinsic structural defects, form a range of
models depending on the ionicity of the material and coordination of oxygen sites. In
ionic materials with high coordination, such as MgO, Al2O3, and HfO2, they form
F -center-like defects and deep states in the bandgap. In more covalent materials,
such as SnO2 and CeO2, electrons left in the vacancy tend to be more localized
on surrounding metal atoms. In SiO2 where oxygen sites are only two-coordinated,
neutral vacancies can be viewed as a Me-Me chemical bond.

The direct relevance of this to technological applications is perhaps not imme-
diately evident. Certainly defect models discussed above have been developed as
a result of analysis of large amount of experimental data. In return, they helped to
rationalize that data and predict models are transferable between different mate-
rials. Still specific problems pertaining to microelectronics are different: defects
initiate degradation; they cause charge trapping and provide fixed charge; dielectric
performance will vary in time, as the defects or charge state populations evolve;
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thin film materials will often be inhomogeneous because of the different epitaxial
constraints at the two interfaces; finally, there will be effects on interface properties,
including interface dipoles. The mechanisms of these processes remain largely
unresolved although the number of works trying to bridge the gap between defect
modeling and real processes is growing fast. Establishing a direct link between
defect models and properties and their role in processes leading to degradation
of microelectronic devices remains one of the main challenges of both theoretical
modeling and experiment.

Among other challenges one can note computational studies of the effect of
structural disorder on the structure and properties of defect in oxides, which
have only started to appear, with the main emphasis on amorphous silica. They
demonstrate the limited transferability of defect models developed in crystals within
disordered amorphous materials. One can also expect limited transferability of
defect models onto thin films and interfaces. Direct modeling of defects in these
systems will become extremely important with the ever-decreasing thickness of
oxide films and increasing computer resources. Linking the static properties of these
defects with real processes in microelectronic devices requires more effort on the
front of modeling dynamics of defect reactions. In particular, calculations of the
cross sections of defect states with respect to charge transfer processes, studies of
effectiveness and rates of defect reactions, and the effect of energy dissipation are
bound to become extremely important. This should begin to bridge the size and
timescale gap existing in most of the calculations discussed above.
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Abstract

The formation of polarons is a pervasive phenomenon in transition metal oxide
compounds, with a strong impact on the physical properties and functionalities of
the hosting materials. In its original formulation, the polaron problem considers
a single charge carrier in a polar crystal interacting with its surrounding lattice.
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Depending on the spatial extension of the polaron quasiparticle, originating from
the coupling between the excess charge and the phonon field, one speaks of small
or large polarons. This chapter discusses the modeling of small polarons in real
materials, with a particular focus on the archetypal polaron material TiO2. After
an introductory part, surveying the fundamental theoretical and experimental
aspects of the physics of polarons, the chapter examines how to model small
polarons using first-principles schemes in order to predict, understand, and
interpret a variety of polaron properties in bulk phases and surfaces. Following
the spirit of this handbook, different types of computational procedures and
prescriptions are presented with specific instructions on the setup required to
model polaron effects.

1 Introduction

Electrons in perfect crystals are adequately described in terms of periodic wave
functions. However, rather than being constituted by a perfect lattice, real mate-
rials are often characterized by the presence of defects, such as point defects
(vacancies or interstitials), impurities, grain boundaries, and dislocations (Ashcroft
and Mermin 1976; Crawford and Slifkin 1972). Defects in the crystal break the
periodicity of the electronic charge density. They can lead to the formation of
localized states (Freysoldt et al. 2014; Pacchioni 2015), which affect the materials
properties and, thus, their performance in applications. Less intuitively, such
localized states could exist also in the absence of any defects in the crystal, i.e.,
they can form in perfect lattices. This phenomenon is referred to as polarons. A
polaron is a quasiparticle originating from the interactions between charge carriers
(i.e., electrons or holes) and lattice ion vibrations (Holstein 1959). More precisely,
due to Coulomb forces, the excess charge displaces the ions in its neighborhood
creating a polarization cloud that follows the charge carrier as it moves through the
crystal (see Fig. 1). Such quasiparticles differ from lattice defect states own peculiar
properties and are described by well-developed quantum field theories based on
effective Hamiltonians (Fröhlich 1954; Holstein 1959).

Formation of polarons is particularly favorable in polar semiconductors and tran-
sition metal oxides owing to the strength of the electron-phonon interaction and is
further promoted in the vicinity of a surface, where the crystal lattice is more flexible
and the necessary lattice relaxations cost less energy (Deskins et al. 2009, 2011;
Kowalski et al. 2010; Setvin et al. 2014a, b). Polarons play a decisive role in a wide
range of phenomena, including electron transport (Crevecoeur and De Wit 1970;
Moser et al. 2013), optical absorption, and chemical reactivity, and have crucial
implications in high-Tc superconductivity (Salje et al. 2005), colossal magnetore-
sistance (Teresa et al. 1997; Rønnow et al. 2006), thermoelectricity (Wang et al.
2014a), photoemission (Cortecchia et al. 2017), and photochemistry (Linsebigler
et al. 1995).

This chapter is mostly focused on the first-principles modelling of small polarons
(Sect. 2) and its application to TiO2 (Sect. 3), an archetypal and widely studied
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Fig. 1 Pictorial view of a
polaron. An excess charge is
trapped in a lattice site
(bright) and distorts the
surrounding lattice

polaron material. This introduction is complemented with a brief summary of
the fundamental theoretical aspects defining the physics of polarons and with an
overview of the experimental techniques used to detect polaron features in materials.

1.1 Theoretical Background

The emergence of polaron theory can be traced back to 1933 when Landau
elaborated on the possibility for lattice distortions to trap electrons by means
of an intrinsic modification of the lattice phonon field induced by the electron
itself (Landau 1933). The resulting electron-phonon quasiparticle was later called
polaron, a coupled electron-phonon system in which the polarization generated
by the lattice distortions acts back on the electron renormalizing the electronic
properties, for instance, the effective mass. An analogous discussion is valid for
holes rather than electrons. A first formal description of the polaron problem was
published in 1946 by Pekar (1948), who considered a free electron interacting with
lattice deformations in the continuum approximation. Therefore, Pekar’s study is
limited to the case of polarons with a size larger than the lattice constant, so that
the atomic discreteness is negligible (Alexandrov and Devreese 2010). With the
ionic lattice described as a polarizable dielectric continuum, Landau and Pekar
showed that the polaron mass m∗ is enhanced with respect to the “bare” electron
mass (Landau and Pekar 1965), an important result that set the basis for all
subsequent theories.
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During the 1950s, the second quantization formalism was used to refine the
description of the polaron problem in terms of quantum effective Hamiltonians
including an electronic term (He), a phonon term (Hph), and the electron-phonon
coupling term (He−ph). The e − ph term is of fundamental importance for
understanding the polaronic states, since it takes into account the type (e.g., short- or
long-range) and intensity (weak to strong) of the mutual interactions between charge
carriers and lattice vibrations. However, a complete analytic solution of the polaron
Hamiltonian cannot be achieved, and approximations are needed. Fröhlich et al.
(1950) and Holstein (1959) separately addressed different aspects of the problem
and proposed mathematically more tractable formulations. Fröhlich theory relies
on the continuum approximation and assumes long-range forces (large polarons),
whereas Holstein theory takes into account explicitly the lattice periodicity and
treats the electron-phonon coupling as a short-range interaction (small polaron). The
distinction between small and large polaron is defined according to the strength
of the electron-phonon coupling (weak/strong) and the extension of the lattice
distortion around the electron (large/small) (Alexandrov and Devreese 2010; Rashba
2005; Hahn et al. 2018). The distinct features of small and large polarons are
discussed at the end of this section.

1.1.1 Fröhlich Hamiltonian
Fröhlich theory treats the situation of long-range coupling between electrons
and phonons, which leads to the formation of large polarons (Fröhlich et al.
1950; Fröhlich 1954; Alexandrov and Devreese 2010) and is formalized by the
Hamiltonian:

H =
∑

k

k2

2
c

†
kck +

∑

q

b†
qbq +

∑

k,q

[
Vd(q)b

†
qc

†
k−qck + V †

d (q)bqc
†
k+qcq

]
(1)

where ck and bq are annihilation operators for a particle with wave vector k and a

phonon with wave vector q, respectively, and Vd(q) is the electron-phonon coupling
function for a system in d dimensions, in three dimensions:

V3(q) = i
(

2
√

2πα

V

) 1
2 1

q
. (2)

Here V is the volume of the system, and α is the dimensionless Fröhlich electron-
phonon coupling constant defined in terms of the reduced Planck constant h̄,
the charge carrier charge e, the phonon frequency ω of the long-wavelength
optical longitudinal phonon, and the material’s static and high-frequency dielectric
constants ε0 and ε∞, respectively (ε0 includes ionic relaxation effects, whereas the
ion-clamped ε∞ accounts only for electronic contributions):
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α = e
2

h̄

√
m

2h̄ω

(
1

ε∞
− 1

ε0

)
. (3)

In real materials, α ranges between ≈0.02 (InSb) and ≈3.8 (SrTiO3). In the
weak-coupling regime (small α), the Fröhlich Hamiltonian can be solved using
perturbation theory, and the Feynman’s path integral approach provides accurate
results for all coupling strengths (Feynman 1955; Rosenfelder and Schreiber 2001).
In the large polaron Fröhlich picture, the spatial extension of the large polaron
is bigger than the lattice constant, and the dressed electron is accompanied by a
phonon cloud, whose density determines the size of the polaron effective mass
m∗ and the polaron energy (Devreese 1996; Emin 2013). Recently, the Fröhlich
problem has been recasted within a first-principle perspective by F. Giustino, which
allows for predictive nonempirical calculations of material’s specific electron-
phonon properties (Giustino 2017).

1.1.2 Holstein Hamiltonian
Holstein considered the polaron determined by a short-range strong-coupling
regime, the so-called small polaron, spatially confined within a radius of the order of
the lattice constant, described by the general Holstein Hamiltonian (Holstein 1959;
Ramakumar and Das 2004):

H = −t
∑

<ij>

c
†
i cj + ω

∑

i

b
†
i bi + g

∑

i

ni(b
†
i + bi) (4)

where t is the hopping amplitude between neighboring sites, ci(bi) and c†
i (b

†
i )

are fermionic (bosonic) creation and annihilation operators acting on the site i,
ω the phonon frequency, g the electron-phonon coupling strength, and ni = c

†
i ci

is the fermionic particle number operator. As opposed to the Fröhlich model,
the Holstein model only considers electron-phonon interactions at a single lattice
site, greatly simplifying the model. In the simplified case of a polaron trapped
in a linear molecule, hopping between different molecular sites (Holstein 1959,
2000), the Hamiltonian in Eq. 4 reduces to a two-site Hamiltonian describing the
electron hopping between two sites, interacting with an ion placed in between via
its vibrational mode (Alexandrov and Devreese 2010):

H = t
(
c

†
1c2 + c†

2c1

)
− 1

2M

∂2

∂x2 +
γ x2

2
+ gx

(
c

†
1c1 + c†

2c2

)
(5)

with M the ion mass, γ = Mω2 the spring constant and x the linear ion
displacement from the equilibrium position. The state |ψ〉 with an extra electron
introduced into the unperturbed system |0〉 and localized at the site 1 or 2 with
amplitude probability u(x) and v(x), respectively, is written as

|ψ〉 =
[
u(x)c

†
1 + v(x)c†

2

]
|0〉 . (6)
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Despite the simplicity of this model, an analytic solution for the Schrödinger
equationHψ = Eψ can be found only in special cases (e.g., ionic vibration perpen-
dicular to the hopping direction), and one has to rely on numerical approximations
or restrict the study to the nonadiabatic (t � ω) or adiabatic (t � ω) limits. The
modelling of small polaron within a first-principles picture is addressed in Sect. 2.

At this point, the distinction between polarons and electrons trapped at lattice
defect sites stands out clearly by inspecting the Fröhlich’s and Holstein’s analysis.
First of all, as already mentioned above, polaron formation occurs even in absence
of defects, i.e., in the perfect crystal. Moreover, polarons are not stuck to a specific
lattice site; rather they can move around in the system. Both these characteristics,
i.e., spontaneous localization and mobility, were pointed out by Holstein, who
summarized the concepts in few brilliant sentences (Holstein 1959):

Let us imagine that an electron is momentarily fixed at some point of the crystal. As a
result of electron-lattice interaction, the surrounding lattice particles will be displaced to
new equilibrium positions [. . .] such as to provide a potential well for the electron. If the
well is sufficiently deep, the electron will occupy a bound state, unable to move unless
accompanied by the well, that is to say, by the induced lattice deformation.

At variance, the physics of an electron attached to a defect is rather different, as
it is typically not mobile and its characteristics strongly depend on the type of
defect (Freytag et al. 2016).

1.1.3 A Few Additional Considerations on Small and Large Polarons
Many other theoretical studies have further developed the ideas of Fröhlich and Hol-
stein, leading to two alternative (and to some extent more advanced) descriptions of
large and small polarons (Rashba 2005). Table 1 summarizes the main distinctions
between the large and the small polaron (Emin 2013).

As already mentioned, their names reflect the length scale of the spatial localiza-
tion: while the small polaron electronic charge is usually confined in the primitive
cell (a few Å), the large polaron extends over several lattice sites (typically about
20 Å). Also, the two types of polaronic states exhibit distinct energy scales. The
large polaron is usually a shallow state, few tens of meV below the conduction
band minimum (CBM). Conversely, the small polaron is firmly trapped by local
distortions in a stronger potential well, which determines the formation of a deeper
in-gap state well localized around 1 eV below the CBM (see Fig. 2).

Table 1 General properties of large and small polarons

Large polaron Small polaron

Polaron radius� lattice parameter Polaron radius � lattice parameter

Shallow state (∼10 meV below CBM) In-gap state (∼1 eV below CBM)

Coherent motion (scattered occasionally by phonons) Incoherent motion (assisted by phonons)

Mobility μ� 1 cm2/Vs Mobility μ� 1 cm2/Vs

Decreasing mobility with increasing temperature Increasing mobility with increasing
temperature
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Fig. 2 Polaron in-gap level. Small polaron band-gap states in the surface of rutile TiO2 formed by
excess electrons donated by so-called bridge-bonded oxygen vacancies (VOb ), hydrogen adsorbates
(Had), or hydrogen hydroxyls (HOb ). Results based on first-principles calculations within the
hybrid-DFT approach. (This figure is taken from Moses et al. 2016)

The localization process is also different: a charge carrier introduced into a
system can quickly equilibrate with the lattice and form a large polaron, whereas the
formation of a small polaron occurs only after overcoming an energy barrier (Mott
and Stoneham 1977; Lany 2015). Finally, the two types of polarons are character-
ized by very different transport properties. The large polaron, a heavy quasiparticle,
is weakly scattered by phonons. This weak scattering can compensate the large
mass, resulting in a large mobility for the large polaron. A small polaron instead
hops between trapping sites with a lower mobility. Since its motion is assisted by
phonons, the mobility of small polarons increases with increasing temperature. Both
large and small polarons have been observed in several experiments, as reported in
the next section, and studied by simulations and computational techniques. Histor-
ically, large polarons have been investigated mostly via effective Hamiltonians, in
particular by means of variational treatments solved by Feynman’s path integral
techniques and by diagrammatic Monte Carlo (Feynman 1955; Prokof’ev and
Svistunov 1998; Mishchenko et al. 2000; Rosenfelder and Schreiber 2001; Gerlach
et al. 2003; Gerlach and Smondyrev 2008; Hahn et al. 2018) approaches. First-
principles techniques are more suitable for the description of the small polaron, but
successful attempts to address the large polaron case have been presented in the last
few years (Setvin et al. 2014a; Verdi et al. 2017; Miyata et al. 2017).

1.1.4 How First-Principles Modeling Can be Used
The Fröhlich and Holstein model Hamiltonians are simplifications of the more
general electron-phonon Hamiltonian that is discussed in great detail in a recent
review of Giustino (2017). Giustino also explains how the individual terms can be
derived by first-principles density functional theory, as briefly recapitulated below:
(i) The first term describes the one-electron band structure, and that can obviously
be calculated and parameterized using density functional theory, hybrid functionals
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or the GW approximation. The original Fröhlich and Holstein Hamiltonian involve
only a single band, with a parabolic dispersion in the Fröhlich case, and a tight
binding form in the Holstein case. In the case of electron (hole) polarons, one
thus needs to parameterize the conduction (valence) band. (ii) The second term
describes the vibrational frequencies of the optically active mode. The frequencies
as well as the eigenmodes can be calculated by density functional perturbation
theory. The Fröhlich Hamiltonian involves only a single dispersion free phonon
mode, which couples with a wave vector dependent coupling term q. The functional
form used by Fröhlich is exact in the long-wavelength limit. The Holstein model
involves a single local mode, where the local displacement couples (somehow) to the
electronic bands. (iii) The coupling between the electronic and phononic subsystem
are described by the last term. The matrix elements in Fröhlich model can be exactly
calculated using density functional perturbation theory (Verdi et al. 2017). The
Holstein model is somewhat too simplistic and cannot obviously be mapped onto
first-principles calculations.

The main issue with both approaches is twofold: (i) In many cases, the restriction
to a single band and phonon mode is a too severe simplification, (ii) and even for a
single band and a single phonon mode, the solution of the full many body problem
can be formidable. This is the main reason why realistic modeling of polarons in
real materials has hereto hardly been attempted. Nevertheless, the single band and
single phonon model might be very accurate for many simple polar semiconductors
and insulators. In this case, all one needs to determine are the effective masses, the
phonon frequencies, and the dielectric constants. Then the solution of the Fröhlich
model is fairly straightforward and expected to be accurate. Furthermore, there is
little reason to invoke first-principles calculations for large polarons, if all materials
parameters are experimentally established.

The situation is more complicated for small polarons. As already mentioned,
the Holstein model is a too simplistic approach: for small polarons, the lattice
distortions are usually large around an atom, and it is not obvious how to map the
distortions to a single effective mode; furthermore the implicitly assumed harmonic
approximation might not be accurate if the distortions are large. However, small
polarons often involve fairly large energy scales around 1 eV. In this case, one
might consider to treat the ionic degrees of freedom as classical particles. In many
transition metal oxides, this should be a valid approximation, since the typical
vibrational frequencies are small compared to the considered energy scales. In other
words, quantum fluctuations of the ions can be disregarded. The second crucial
approximation is to treat the electronic degrees of freedom using a mean field
theory, such as DFT. There is no need to discuss the accuracy of DFT; it often
works exceedingly well. Polarons though pose a particular challenge, since they
involve localization of the electrons, which many density functionals fail to describe
accurately because of self-interaction errors (see Sect. 2). Compared to the model
approach, the full first-principles approach is much simpler. One simply choses a
large unit cell, adds an electron, and lets the system evolve into the ground state. The
disadvantage compared to the model approach is about giving up on the quantum
nature of the ions and restricting the treatment of the electrons to a mean field
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approximation. The advantages are, however, numerous. The model Hamiltonians
are obtained by expanding the full electron-phonon Hamiltonian around a reference
ground state to second order in the ionic displacements (recall, one can use density
functional perturbation theory to calculate the vibrational frequencies, as well as
the electron-phonon coupling). Anharmonicities are therefore implicitly neglected
in the model approach. In this respect the simplistic, brute force approach certainly
excels the model approach.

1.2 Experimental Observations of Polarons

Several years after the first theoretical predictions, experimental observations
based on different techniques started to detect the presence of polarons in real
materials and to study their properties. Nowadays, it is a common practice to
complement experimental data with theoretical interpretations based on electronic
structure simulations. Table 2 lists significant experimental studies revealing polaron
formation in oxide materials. This list also represents the variety of experimental
techniques used to observe both small and large polarons, formed by both negative
(electron) and positive (hole) excess charges in oxide materials.

1.2.1 Conductivity Measurements
The first observation of polarons is attributed (Stoneham et al. 2007) to an
experimental study published in 1963 (Nagels et al. 1963). Experiments on oxidized
uranium dioxide reported an increasing hole conductivity with raising temperature,
following a behavior well described by the formula:

μ ∼ 1

T
exp

(
− ΔE
kBT

)
, (7)

indicating small polaron hopping from U5+ to U4+ sites upon thermal activation,
an interpretation further substantiated by the observation that the activation energy
ΔE decreases with increasing oxygen concentration.

Experimental confirmations of Eq. 7 were obtained for a wide range of materials,
with charge carriers injected by different types of defects. Examples are given by
the hole small polarons observed in Li-doped MnO (Crevecoeur and De Wit 1970)
and by the electron small polarons in oxygen-deficient cerium dioxide (Tuller and
Nowick 1977). In the latter example, two excess electrons originate from every
oxygen vacancy present in the system. Each excess electron localizes at one Ce4+
site forming a Ce3+ ion. Hopping is activated by temperature, and the conductivity
measurements confirmed the expected trend for polarons (Eq. 7). Moreover, by
measuring the Seebeck coefficient for thermo-electricity, the number of carriers was
found to be temperature independent. This is in contrast with the band model for the
conductivity, which predicts an increasing number of charge carriers with raising
temperature. On the contrary, according to the polaron hopping model, the charge
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Table 2 List of experimental observations of polarons in oxide materials using different tech-
niques

Type Material Source Exp. technique Publication

Hole, small
polaron

UO2 Oxidation Conductivity
measurement

(Nagels et al.
1963)

Hole, small
polaron

MnO Li doping Conductivity
measurement

(Crevecoeur and
De Wit 1970)

Electron,
small polaron

CeO2 O vacancies Conductivity and
Seebeck

(Tuller and
Nowick 1977)

Electron,
small polaron

BaTiO3 Nb doping EPR (Possenriede et al.
1994)

Electron,
small and
large polaron

a-TiO2 and r-TiO2 Nb doping Conductivity and
optical
measurements

(Zhang et al.
2007)

Electron,
small polaron

r-TiO2 O vacancies Resonant
photoelectron
diffraction

(Krüger et al.
2008)

Electron,
small polaron

r-TiO2 O vacancies EPR (Yang et al. 2013)

Electron, large
polaron

a-TiO2 O vacancies ARPES (Moser et al.
2013)

Electron,
small polaron

r-TiO2 O vacancies STM and STS (Setvin et al.
2014a)

Electron,
small polaron

r-TiO2 UV
irradiation or
H adatom

IR spectroscopy (Sezen et al.
2015)

Hole, small
polaron

LiNbO3 Visible light IR spectroscopy (Freytag et al.
2016)

Electron,
small polaron

r-TiO2 O vacancies IR spectroscopy
on adsorbates

(Cao et al. 2017)

Electron and
hole, large
polaron

Lead halide
perovskites

Laser pulse TR-OKE (Miyata et al.
2017)

carriers are introduced in CeO2 only by defects, and the mobility increases with
raising temperature due to the increased phonon populations.

1.2.2 Electron Paramagnetic Resonance
Electron paramagnetic resonance (EPR) is another experimental technique able
to identify lattice ions with unpaired electrons, a distinct feature of the polaron
state. In EPR experiments, an external magnetic field splits the energy level of
the unpaired electrons (Zeeman effect), thus determining energy levels available
by emitting or absorbing a photon at a specific frequency: the sample is illuminated
by light, typically at constant frequency, while the magnetic field varies, and the
resonance peaks are measured as function of the magnetic field when the conditions
for the level transitions are satisfied. The shape, intensity, and energy values of the
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resonance peaks determine the electronic states of the atoms in the sample where
charge trapping can be detected. Small polarons were identified by EPR in Nb-doped
BaTiO3 samples (Possenriede et al. 1994; Lenjer et al. 2002) and other materials
including oxygen-deficient rutile TiO2 samples (Yang et al. 2013).

1.2.3 Optical Measurements
The difference between small and large polarons manifests itself prominently in
the optical properties of materials. An example is the response of two different
polymorphs of TiO2, rutile and anatase, to (electron) doping with Nb, reported
by Zhang et al. (2007). Epitaxial thin films of the two different polymorphs were
grown on appropriate substrates, SrTiO3(001) or LaAlO3(001) for anatase and
Al2O3(r and c-cut) for rutile. By substituting 4-valent Ti with 5% of 5-valent Nb,
electrons were added to the system. The two types of films showed contrasting
behavior in conductivity measurements: anatase films were metallic while rutile
films semiconducting. Together with the similar carrier density observed in both
films, this is consistent with the formation of large and small electron polarons,
respectively. The optical transmittance of 80% in the visible range for epitaxial
anatase films shows that these films can be characterized as transparent conductive
oxides (Klein 2012).

1.2.4 Resonant Photoelectron Diffraction
The charge distribution in reduced TiO2 rutile (110) single crystals was first deter-
mined by Krüger et al. (2008, 2012). Their experiment is based on angle-resolved
x-ray photoemission (XPS). Intensity variations in a specific photoelectron peak
(here Ti-2p) are recorded while changing the polar and azimuthal emission angle.
Since forward focusing dominates the scattering of electrons with kinetic energies of
a few hundred eV, the configuration of near-range atomic neighbors can be accessed
in a rather direct manner and modeled in a simple cluster geometry (Chambers
1992). In their work, the authors took advantage of the fact that the Ti-2p XPS peak
shows a clear shoulder that is attributed to Ti3+; the intensity of this feature was
additionally increased by tuning the photon energy to a resonance condition (Bertel
et al. 1983). The photoelectron diffraction pattern of the Ti4+ peak (from Ti4+ at
regular lattice sites) and the reduced Ti3+ signature turned out to be drastically
different, and the best fit was obtained by attributing the excess electrons to the
subsurface Ti atoms. This is true independently of the way the excess electrons are
introduced into the lattice, either by creating O vacancies (Krüger et al. 2008) or by
adding electrons via Na deposition (Krüger et al. 2012). This points to the fact that
the location of polarons in subsurface position is an intrinsic feature of rutile TiO2.

1.2.5 Angle-Resolved Photoemission Spectroscopy
TiO2 has been investigated by numerous different experimental techniques in addi-
tion to the methods mentioned above. Angle-resolved photoemission spectroscopy
(ARPES) (Moser et al. 2013) was used to identify the presence of large polarons
in the anatase polymorph of titanium dioxide. The energy dispersion close to the
Fermi level measured by ARPES experiment shows satellite (shallow) states below
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the conduction band, corresponding to large electron polarons, brought about by the
oxygen vacancies present in the sample. By tuning the amount of oxygen vacancies
(via UV irradiation Locatelli et al. 2007), the density of charge carriers can be
controlled. At high vacancy concentrations, the satellite states disappear, due to the
overlap of the polaronic wavefunctions, giving rise to a metallic behavior indicated
by the crossing of the conduction band with the Fermi energy.

1.2.6 Scanning Tunneling Microscopy and Spectroscopy
A direct view at the polaronic states in TiO2 can be achieved by using scanning
tunneling microscopy (STM) and spectroscopy (STS) (Setvin et al. 2014a). In-
gap states stand clearly from the STM and STS studies on both anatase and rutile
TiO2 polymorph, due to charge carriers (electrons) induced by oxygen vacancies or
Nb doping. However, the two polymorphs present quite different polaronic states:
while rutile TiO2 is a prototypical small polaron material, anatase was found to
host predominantly large polarons. STM is capable to provide information on the
spatial distribution of the polaronic charge at the surface, which is helpful for the
identification of small and large polarons.

1.2.7 Infrared Spectroscopy
Small polaron states have been detected in TiO2 also by absorption infrared (IR)
spectroscopy experiments (Sezen et al. 2015). The vibrational energies of the lattice
bonds are typically in the infrared regime. Therefore, by exposure of the sample to
IR light, resonance peaks appear in the measured transmitted and reflected beams.
In the presence of small polarons, the localized charge together with the local
lattice distortions contributes to form resonant peaks at characteristic vibrational
frequencies. Interestingly, the polaron peaks in TiO2 were found to be independent
on the source of charge carriers, H adsorption and UV irradiation, a strong evidence
of the polaron nature of the peaks. The characteristic vibrational spectra of a defect
state, at a donor would, in fact, be susceptible to the type of the donor.

Infrared spectroscopy can also be used to detect polarons indirectly, by inspecting
the vibrational properties of bonds in the vicinity of the trapping site. Electron
small polarons were found to redshift the stretching frequency of NO molecules
adsorbed on reduced TiO2 surfaces with respect to the pristine samples (Cao et al.
2017). Analogously, hole small polarons modify the vibrational frequency of the
OH impurities at Li vacancies in LiNbO3 samples (Freytag et al. 2016). In the latter
study, irradiation in the visible region was used to generate hole small polarons at O
sites and electron polarons at Nb sites. The hole polarons localize in the vicinity of
the Li vacancies, due to the a more favorable electrostatic potential, and therefore
strongly contribute to the frequency shift of the OH impurities. Once the source is
turned off, hole and electron polarons recombine, since their mobile character, and
the original vibrational frequency is restored.

1.2.8 Time-Resolved Optical Kerr Effect
Recently, the time-resolved optical Kerr effect (TR-OKE) was used to investigate
polaron formations in CH3NH3PbBr3 and CsPbBr3 perovskites (Miyata et al. 2017).
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In a TR-OKE experiment, a laser pulse is sent to the material, and the polarization
rotation is detected. With laser pulses of energy larger than the energy gap value, the
experiment probes the TR-OKE response upon charge injection. In these lead halide
perovskites, the detected signals are compatible with a description of the altered
phonon dynamics in terms of the formation of hole and electron, large polarons
in the PbBr3 sublattice. This TR-OKE study reported also interesting insights on
the polaron formation dynamics. In fact, the two materials show different rates
for the polaron formation. This is attributed to the reorientations of the cations in
CH3NH3PbBr3, which determine a faster polaron formation than in CsPbBr3.

2 Modeling Small Polarons by First Principles

The electronic structure community has been quite active in the study of polarons
in real materials. Simulations can be helpful to understand and interpret the
experimental findings or to predict the formation of polaronic states. This section
provides a short overview of the first-principles methods generally used to model
polarons in materials and discusses different computational procedures to acquire
information on the formation and dynamics of polarons and on their mutual
interaction.

2.1 Theories and Methods

Density functional theory (DFT) has been largely applied as a starting point to study
polarons in materials. However, common schemes used to describe the exchange-
correlation functional in DFT simulations, such as the local density and generalized
gradient approximations (LDA and GGA, respectively), fail to describe properly the
charge localization at atomic sites. By using LDA or GGA, the excess charges are
delocalized overall in the lattice, and partial occupations of the available electronic
levels are favored against integer occupations. Therefore, the modeling of polarons
requires a correction in order to overcome the drawback of standard local and
semilocal exchange-correlation approximations.

According to the Janak’s theorem (Janak 1978), variations of the total energy
E due to the electronic occupation (ni) of the state i are given in terms of the
DFT Hamiltonian eigenstates εi , as dE/dni = εi , independently of the exchange-
correlation approximation. The expected behavior of the exact total energy is a
piecewise linear function of the electronic occupation, with discontinuities in the
first derivative for integer values (ni = N ) (Perdew et al. 1982; Perdew and Levy
1983), that is d2E/dn2

i = 0 except at integer occupancies. Therefore, the energy of
the state i remains constant during electron addition or removal.

At variance with the expected behavior, LDA and GGA generally result in a
convex function for the total energy, i.e., d2E/dn2

i > 0. This is schematically
shown in Fig. 3. The energy change of the state i upon its own occupation reflects
a spurious self-interaction effect, introduced by the type of exchange-correlation
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Fig. 3 Total energy vs.
occupation in DFT and HF.
Total energy as a function of
the electronic occupation in
DFT (convex function) and
HF schemes (concave
function)

approximation. As a consequence of the convexity of the calculated energy, partial
occupations are preferred over integer occupations. This leads to well-known
failures of DFT simulations including the underestimation of the energy band gaps,
the description of strongly correlated insulators as metals, and the difficulty to
account for charge localization.

The tendency of DFT to delocalize charge can be corrected via modifications of
the exchange-correlation approximations (To et al. 2005). An efficient remedy is to
construct hybrid functionals by mixing LDA or GGA with the Hartree Fock (HF)
exchange (Becke 1993), following the general formula

E
Hybrid
XC = α1E

HF
X + α2E

LDA/GGA
X + α3E

LDA/GGA
C . (8)

The mixing ratios α’s (and in some screened hybrids the screening length) can be
tuned to match physical quantities determined empirically, such as the energy band
gap (He and Franchini 2012). Alternatively, the hybrid functional parameters can be
determined ab initio by requiring the linearity of the total energy (Kronik et al. 2012;
Elmaslmane et al. 2018) or following a self-consistent procedure (He and Franchini
2017) or fitting the parameters to the dielectric function of the material (Chen et al.
2018; Cui et al. 2018). This is possible since HF theory predicts an opposite result
as compared to DFT: The energy change upon electronic occupation is described
by a concave function of the electronic occupation, d2E/dn2

i < 0; thus, the
charge localization is overestimated by HF. This overestimation is due to neglecting
screening effects, which are usually not negligible in solids.

As an alternative to hybrid functionals, which are usually computationally
quite demanding, corrections can be applied to the standard formulation of the
density functional theory in order to restore the expected behavior for the charge
localization (Maxisch et al. 2006; Nolan and Watson 2006). To this class of methods
belongs the DFT+U method, where an additional term is added to the expression
for the total energy. The DFT+U total energy EDFT+U is given by
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EDFT+U = EDFT + EU(U, J ) , (9)

where EDFT is the energy obtained by standard DFT, while EU is an on-site
correction arising from a local Hubbard-like Coulomb repulsion (U ) and a Hund’s
parameter (J ), including double-counting corrections. Various expressions for EU
have been proposed (Anisimov et al. 1991, 1993; Liechtenstein et al. 1995; Dudarev
et al. 1998a, b), such that the integer occupation of electronic states is energetically
favored. Clearly, the results depend on the choice of U and J , which is not trivial,
and, as a matter of fact, these quantities are typically treated as fitting parameters, by
adjusting their values such that a specific quantity (e.g., the band gap) is predicted
accurately. In order to maintain the ab initio character of DFT, procedures have
been defined to calculate the DFT+U parameters from first principles such as
the constrained local density approximation (Gunnarsson 1990; Cococcioni and
de Gironcoli 2005), where the interaction parameters are obtained by considering
the total energy variation with respect to the occupation number of localized
orbitals, and the constrained random-phase approximation (cRPA), which allows
for an explicit calculation of the matrix element of the screened interactions U
and J (Aryasetiawan et al. 2004). Alternatively, in the specific case of excess
charge introduced by impurities, the EU(U, J ) term can be substituted by an on-site
angular-dependent potential that does not affect the states of the defect-free system.
The potential depends on parameters which are tuned to restore the linearity of the
total energy (Lany and Zunger 2009; Lany 2011).

2.2 Polaron Formation: Energetics and Structural Distortions

In the framework of DFT, regardless of the specific choice for the correction to
the local/semilocal exchange-correlation approximation (DFT+U or hybrids), the
stability of polarons is analyzed in terms of a set of different energies. Unfortunately,
the notion of the polaronic energies is not well standardized, and it varies according
to the authors’ preferences. The important ingredients to consider in order to
characterize a polaron system are:

1. Type of electronic state: (a) excess charge localized in a lattice site (polaron
solution with integer particle occupation on an energy level localized at one
lattice site) or (b) delocalized in the entire sample (no polaron, fractional
occupation on several lattice sites).

2. Type of structural solution: (a) local distortions at the trapping site (polaron
solution) or (b) absence of local distortions (uniform lattice, no polaron). The
lattice distortions are obtained fully self-consistently through the minimization
of the forces acting on the ions (To avoid any confusion, we specify that also in
the non-polaron state, the forces are minimized, but since the excess charge is
delocalized in the lattice, the structural changes are uniform and generally very
small and become zero for very large supercells.).
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Fig. 4 Polaron energies. Sketch of the polaron formation energy (EPOL), the structural energy
cost (EST), and the electronic energy gain (EEL) obtained as combinations of the calculated total
energies in the localized and delocalized solutions (Eloc

dist, E
deloc
unif , and Edeloc

dist ). The delocalized and
localized electronic charge densities are also shown for rutile TiO2, together with the polaronic
lattice distortions Δi

Considering that the polaron represents an unpaired electron, DFT-based calcu-
lations have to be performed taking spin-polarization into account. In order to force
the system to relax into a delocalized solution, it is necessary and often sufficient
to use a non-spin-polarized setup (this prescription is valid for both DFT+U and
hybrid runs). By selectively switching on or off charge localization and/or lattice
distortions, it is possible to compute the total energy of the system in different
regimes (see Fig. 4):

Eloc
dist: Total energy of the polaron state: charge localization plus lattice distortions;
Edeloc

unif : Total energy of the system with delocalized charge carriers and uniform
lattice;

Edeloc
dist : Total energy of the system with delocalized charge constrained into the
lattice structure of the polaron state. Since that solution is only metastable, it
might be difficult to realize it in practice (for instance, by enforcing a non-spin-
polarized ground state).

In order to compare these energies with each other, the computational setup must
be kept fix (except for the spin degree of freedom) in all type of calculations, in
particular the total number of electrons (including excess electrons), the unit cell
size, and the value of U and J (or the value of the mixing parameter in hybrid-
DFT).

Figure 4 sketches the variations of the energy of the system in the delocalized
and localized solutions as a function of lattice distortions, considering a quadratic
(harmonic) energy versus structure curve. Important insights on the formation of
polarons can be obtained by combining the values ofEloc

dist,E
deloc
unif , andEdeloc

dist , which
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define the set of polaronic energies EPOL (polaron formation energy), EST (strain
energy), and EEL (electronic energy gain):

EPOL = Eloc
dist − Edeloc

unif , (10)

EST = Edeloc
dist − Edeloc

unif , (11)

EEL = Eloc
dist − Edeloc

dist . (12)

The stability of a polaron solution can be analyzed in terms of the polaron formation
energy. A negative EPOL stands for stable polarons, i.e., the polaronic solution is
energetically more convenient than a system with delocalized charge carriers. EST
quantifies the structural cost needed to distort the lattice in order to accommodate
the excess charge to form a polaron, whereas EEL is the electronic energy gained
by localizing the charge in the distorted lattice via the electron-phonon interaction.
The values of EST and EEL depend on the degree of charge localization and the
size of the lattice distortion (see the horizontal shift of the parabolas in Fig. 4) and
on the curvature of the parabola in Fig. 4. The three polaronic energies are strongly
connected. For instance, EPOL can be interpreted as the result of the competition
between the structural cost EST and the electronic energy EEL (Setvin et al. 2014a):

EPOL = EEL + EST . (13)

In addition to the polaronic energies, purely structural properties can also provide
important information on the nature and extension of the polaron state. To this
aim, one can define the average bond-length distortion D around the polaron site
to quantitatively measure the degree of local structural distortions (Reticcioli et al.
2018a):

D = 1

n

∑

i=1,n

|Δi | (14)

where Δi = δdist
i
− δunif

i
is the change of the bond length δ for the ion site i

between the polaronic (distorted lattice) and uniform solutions and n indicates the
total number of ions considered in the sum (for small polarons typically first and
second nearest neighbors).

2.3 Site-Controlled Localization

Typically, charge trapping occurs at different sites of a given material. The various
polaronic configurations are characterized by different energies. In general, there
is no guarantee that a DFT+U or hybrid functional DFT calculation leads to the
global minimum of the polaronic system. In fact, the formation of polarons could
spontaneously occur at less favorable lattice sites or occur not at all. Therefore, it
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is important to control the site localization of polarons, by inspecting the formation
of polarons at different sites, and compare the relative formation energies. For this
purpose it is essential to establish a protocol capable to selectively control charge
trapping at specific sites.

Since charge localization strongly depends on the initial conditions (input)
of the calculation, a selective charge trapping can be achieved by forcing ini-
tial perturbations in form of structural distortions or strong on-site Coulomb
energy (Deskins et al. 2011; Shibuya et al. 2017; Hao et al. 2015). Starting from a
biased setup, it is easier for the system to relax into one desired configuration at the
end of the electronic and structural self-consistent calculation (output). Structural
perturbations can be introduced manually by distorting the local structure around
a given atomic site, resembling the expected polaron-induced lattice distortions.
Alternatively, the initial perturbation can be achieved by chemical substitution, as
explained below for the small electron-polaron case:

Step 1: Chemical substitution at the selected site where charge trapping should
occur with an atom containing one more electron than the original native
atom (e.g., Ti → V). Structural relaxation performed at spin-polarized
DFT+U level will yield local lattice distortions around the chosen
site.

Step 2: The initial element is reinserted at its original position (e.g., V → Ti). It
is often necessary to use a larger value of U at the selected site, while
the other atoms keep the original value of U . The manual initialization
of the local magnetic moment has to take into account the presence of
the localized electron at the selected site. A new relaxation is performed
starting from the optimized structure obtained in Step 1. The self-
consistent run should be able to maintain the polaron solution obtained
in Step 1.

Step 3: A final step is necessary, performed by using the original value U for
all atoms. In this case it is recommended to initialize the orbitals with
the one obtained in Step 2. In fact, by using a random initialization, it
can happen that the self-consistent loop will end up in a different polaron
solution (different polaron site) or in a delocalized solution (Papageorgiou
et al. 2010; Deskins et al. 2009; Meredig et al. 2010; Morgan and Watson
2009).

The effective final localization of the electron at the end of each step can be verified
by analyzing the local magnetic moment at the selected site. Step 2 (i.e., using a
larger U ) usually helps to localize the electron at the selected site. However, it is
possible, in simple problems, to skip this step and obtain charge localization at the
selected site by simply performing Steps 1 and 3. This strategy can be extended
to the hybrid-DFT level, by using the orbitals and the optimized structure obtained
in Step 3 as an input for the hybrid functional calculations. In case more than one
electron needs to be localized at selected sites, the Steps 1 to 3 can be performed for
every selected site separately, one after the other or, alternatively, at the same time.
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A systematic use of this strategy allows the identification of the polaronic ground
state (global minimum) of the system (Reticcioli et al. 2018a).

2.4 Polaron Dynamics

As mentioned in the introduction, polarons are mobile quasiparticles, whose
mobility can be activated or increased by temperature. Polaron hopping can be
modeled in DFT, by merging first-principles total energies to the Marcus (Marcus
and Sutin 1985) and Emin-Holstein-Austin-Mott (EHAM) formalisms (Deskins and
Dupuis 2007; Brunschwig et al. 1980; Spreafico and VandeVondele 2014) or, more
effectively, by performing first-principles molecular dynamics (FPMD) (Kresse and
Hafner 1993; Kowalski et al. 2010; Setvin et al. 2014a) or nudged elastic band
(NEB) calculations (Henkelman et al. 2000; Bondarenko et al. 2015; Janotti et al.
2013).

FPMD data can reveal important insights into polaron dynamics, including site
population analysis (sites visited by the polarons during their hopping motion),
temperature- and/or concentration-dependent polaron-related transitions, and
polaron diffusion trajectories. By means of a detailed statistical analysis, one can
acquire information on the interaction with specific lattice sites, with lattice or
chemical defects, or on the mutual polaron-polaron interactions (Kowalski et al.
2010; Setvin et al. 2014a; Hao et al. 2015; Reticcioli et al. 2018a). An example
of polaron dynamics in oxygen-deficient SrTiO3 is given in Fig. 5, showing
the temperature-dependent interaction between two polarons and the (immobile)
oxygen vacancy (VO): at T = 700 K one polaron remains anchored to VO and the
second one has a reduced hopping activity; at higher T (T = 1000 K), both polarons
become very mobile and start to explore sites far away from VO, but the strong
Coulomb attraction between the negatively charged polaron and the positively
charged VO regularly brings polarons back into the vicinity of VO, forming polaron-
VO complexes (Hao et al. 2015).

The statistical analysis is usually performed by investigating the occurrences
of charge trapping at each lattice site in the simulation cell (site-decomposed
population analysis) and by computing different types of correlation functions
aiming to describe the interaction of a polaron with other polarons or lattice defects:

(i) Polaron-polaron site correlation function. The polaron-polaron site correla-
tion function Spol−pol can be defined as the distribution of the site distance i along
a particular direction in the crystal, between two polarons at a given time-step t ,
averaged over all the FPMD time steps τ :

Spol−pol(i) = 1

N

1

τ

τ∑

t=0

∑

j

ρj (t)ρj+i (t) , (15)

where N is the number of atomic sites and ρj (t) indicates the polaronic site density
at time t , and it is equal to 1 for the j -th site hosting a polaron and 0 otherwise.
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Fig. 5 Polaron dynamics. Example of small polaron dynamics in reduced bulk SrTiO3. Two
excess electrons donated by one oxygen vacancy form two polarons whose mobility is temperature
dependent: almost immobile at 700 K and polaron-hopping at 1000 K. The position of the polarons
is given in terms of their distance to the oxygen vacancy, which remains at rest at any temperature.
(Figure taken from Hao et al. 2015)

(ii) Radial correlation function. Analogously, the polaron-polaron Rpol−pol and
defect-polaron Rdef−pol radial correlation functions can be defined as a function of
the distance r:

Rpol−pol(r) = 1

τ

τ∑

t=0

∑

(q,p)

δ(|rq − rp|, r, t) ,

Rdef−pol(r) = 1

τ

τ∑

t=0

∑

(def,p)

δ(|rdef − rp|, r, t) ,
(16)

where the variables δ(|rdef − rq |, r, t) and δ(|rq − rp|, r, t) assume the value 1 if,
at time t , the polaron p is at distance r from the defect at position rdef or from the
polaron q at position rq , respectively, and are 0 otherwise.

These statistical quantities (Spol−pol and Rpol−pol) furnish information on the
spatial distribution of polarons in the lattice, by indicating the statistically more
favorable polaron configurations.

The FPMD calculation is also useful to investigate the stability of the polarons
under different conditions, as an alternative to the site-controlled localization
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strategy discussed above. In fact, a FPMD run leads to a set of high-temperature
structures, hosting polarons in various configurations, which might be difficult
to access by simple structural relaxations. A useful strategy is to use the high-
T structures obtained by FPMD as starting structures for relaxations and check
their stability by inspecting the corresponding polaron formation energies EPOL
and ultimately determine the global minimum (polaronic ground state) (Setvin
et al. 2014a; Reticcioli et al. 2017). This strategy is obviously similar to simulated
annealing.

As mentioned above, in addition to the FPMD approach, polaron dynamics can
be investigated by a sequence of static calculations along pre-defined trajectories,
using a linear interpolation scheme (LIS) (Deskins and Dupuis 2007; Janotti et al.
2013) or the NEB approach. In the LIS scheme, the energy barrier for the transition
of a polaron between different polaronic configurations can be estimated by static
DFT calculations on intermediate distorted structures (Deskins and Dupuis 2007).
Such intermediate structures q(x) are obtained by a linear interpolation of the ionic
positions assumed at the initial (A) and final (B) polaronic states, i.e., q(x) =
(1 − x)qA + xqB , which define the polaron pathway from A to B (Deskins and
Dupuis 2007), see Fig. 6. At each considered configuration, an electronic self-
consistent calculation is performed in order to compute the total energy at each
step and to construct an energy diagram of the polaron transition as a function of
the reaction coordinate x, as those shown in Fig. 6 (Sun et al. 2017). The form
of the energy profile determines whether the polaron transfer is an adiabatic or
diabatic (i.e., nonadiabatic) process (Fig. 6a) (Deskins and Dupuis 2007). If the
coupling between the initial and final state VAB is strong (large VAB , see Fig. 6a),
the activation barrier for polaron transfer decreases, and the energy curve exhibits
a smooth transition: this corresponds to an adiabatic mechanism which occurs via
thermal hopping. The alternative case is when the interaction between the initial
and final states is low and the transfer follows a nonadiabatic process. In this case,
the energy curve exhibits a cusp at the intermediate state, and the electron transfer
occurs via quantum tunneling.

It is important to note that, unfortunately, different functionals can lead to a
different description of the polaron transfer process. For instance, DFT+U and
hybrid functional approaches can lead to qualitative different results, as shown
in Fig. 6 (Sun et al. 2017). In DFT+U , the partial localization is unfavored, the
charge carrier is strongly localized in one site only, the interaction between the
initial and final configuration is weak, and the hopping occurs typically diabatically.
In this case the energy as a function of the lattice distortions resembles the
intersection of two parabola, as shown in Fig. 6c. The cusp is most likely an
artifact of the one-center terms in the DFT+U approach, which does not allow for
localization of the electron between two lattice sites. Conversely, hybrid functionals
predict usually an adiabatic hopping, with a more realistic gradual transfer of the
electronic charge from one trapping site to the other one, as shown in Fig. 6b. As a
consequence, activation barriers for polaronic hopping are usually smaller in hybrid-
DFT compared to DFT+U .
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Fig. 6 Polaron transfer. (a) General scheme of the Marcus-Emin-Holstein-Austin-Mott theory
showing the adiabatic and the nonadiabatic mechanism. (Taken from Deskins and Dupuis 2007).
First-principles results of polaron transfer in CeO2 based on (b) hybrid-DFT (HSE parametrization)
and (c) DFT+U . Depending on the computational scheme, the polaron transfer is described as an
adiabatic (HSE) or nonadiabatic (DFT+U ) process, resulting in different activation barriers. (This
Figure is adapted from Sun et al. 2017)

3 Small Polarons in TiO2

Charge trapping and the formation of polarons is a pervasive phenomenon in
transition metal oxide compounds, in particular, at the surface. As already outlined,
polaron formation influences the fundamental physical and chemical properties of
materials, manifested by a local alteration of the bond lengths, a change of the
formal valence at the specific polaronic site, and the emergence of a characteristic
peak localized in the gap region (Nagels et al. 1963; Verdi et al. 2017; Sezen et al.
2015; Freytag et al. 2016). These changes affect virtually all functionalities of the
material in practical applications. This section is devoted to the presentation of
selected results on polaron effects in TiO2, one of the most studied transition metal
oxides and a prototypical polaronic material. The results are obtained using the array
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of first-principles schemes described in the previous section. Considering that small
polarons show similar properties among transition metal oxides, the methodologies
adopted for TiO2 should be representative for this class of compounds.

TiO2 has been studied by several experimental techniques, making the basic
properties of this material well characterized (Diebold et al. 2010). TiO2 is used
in many applications, primarily as white pigment in paints and cosmetic products
and as a physical blocker for ultraviolet UVA in almost every sunscreen, it is added
to cement and tiles (to give the material sterilizing, deodorizing, and antifouling
properties), it is utilized in self-cleaning glasses as optical and corrosion-protector
(this type of glass is coated in a thin layer of transparent anatase), it is a component
of Grätzel cells (in nanostructured form), and it can be used as varistor in electric
devices.

The first-principles modeling of polarons is performed by introducing excess
charge carriers in a variety of ways:

1. Introducing defects, such as oxygen vacancies, interstitial Ti atoms, or Nb
impurities.

2. By suitably changing (by hand) the number of electrons of the system. In this
way, one mimics excess charges injected by UV irradiation in perfect (i.e., defect-
free) samples (Sezen et al. 2015) or cases where the donor and excess charge are
spatially separated.

3. In surface environments, by means of adsorbates (e.g. hydrogen).

As already mentioned, the stability of the polaron state depends on many factors,
in particular, the location of the trapping site (a particularly delicate issue at surfaces
where the broken symmetry results in various inequivalent Ti sites), the interaction
with defects, and the concentration of charge carriers (polaron-polaron interaction).
The system is generally characterized by an energy profile with several local
polaronic minima (even the delocalized solution might trap in a local minimum),
and there is no guarantee that single-shot runs will lead to the identification of the
most favorable configuration; this issue is discussed in Sect. 2.3.

3.1 Rutile and Anatase

TiO2 exists in various crystal structures (polymorphs). Rutile and anatase, the
most common and stable TiO2 polymorphs, bear the formation of polarons (Yin
et al. 2018), with some important distinctions. The two polymorphs show different
properties upon injection of an excess charge into the system, e.g., anatase becomes
metallic, while rutile remains semiconducting upon Nb doping (Zhang et al. 2007)
(as mentioned in Sect. 1), consistent with the formation of large and small polarons,
respectively. Large polarons have been reported in anatase also by ARPES (Moser
et al. 2013) and STM (Setvin et al. 2014a) measurements and interpreted by first-
principles calculations (Setvin et al. 2014a; Verdi et al. 2017). Conversely, small
polarons have been found to localize easily in pristine or defective rutile, while their



1058 M. Reticcioli et al.

formation in anatase is more seldom. Small polarons in anatase have been observed
only in samples containing chemical or structural defects (e.g., oxygen vacancies
and step edges) (Setvin et al. 2014a, b).

The theoretical analysis based on first-principles calculations has shed some light
on this distinct behavior of rutile and anatase (Setvin et al. 2014a; Spreafico and
VandeVondele 2014). In particular it was found that the trapping energy in rutile is
significantly larger than in anatase, where a larger U (probably unrealistically large)
is required to form a small polaron (see Fig. 7b). By considering a realistic U of
≈4 eV, obtained fully ab initio by cRPA, small polarons are formed in rutile but not
in anatase (Setvin et al. 2014a). This behavior is explained by inspecting the density
of states, shown Fig. 7a. The formation of a polaron involves the perturbation of the
conduction band minimum (CBM), which has a different character in the two TiO2
polymorphs: the CB minimum in anatase lies at a lower energy than in rutile, and
it exhibits a wider bandwidth, suggesting that a larger U is required to change this
favorable configuration (Setvin et al. 2014a).

On the other hand, at reducing conditions, i.e., under conditions where O
vacancies (VO) are present, small polarons can be formed on the surface of both
polymorphs, but their degree of mobility is rather different, as demonstrated by the
FPMD analysis shown in Fig. 7c. In rutile, polarons (orange lines) are very mobile
and hop preferentially among subsurface and surface sites, while in anatase the
polaron is immobile, and it stays attached to the VO, forming a polaron-VO defect-
like complex (Setvin et al. 2014a) (the following sections are devoted to a more
detailed discussion of the small polaron properties of rutile TiO2).

The representative examples discussed in this chapter are mostly focused on the
rutile phase, in particular on the TiO2(110) surface.

3.2 Small Polarons on the Surface of Rutile TiO2

Rutile TiO2 crystallizes in a tetragonal symmetry with each Ti atom surrounded
by six O atoms in a distorted octahedral configuration (Grant 1959). Neighboring
octahedra share one corner and are rotated by 90◦. The titanium atoms are in a
nominal 4+ oxidation state (Ti4+), while the oxygens are in a 2− state (O2−). Rutile
can be easily reduced by intrinsic defects, such as interstitial Ti atoms and double-
charged oxygen vacancies, and by doping and molecular adsorption. Regardless of
the source used to obtain charge carriers in TiO2, excess electrons show similar
behaviors (Janotti et al. 2013; Deák et al. 2015; Moses et al. 2016): they are trapped
at a titanium site, which becomes a Ti3+ site, a hallmark revealed and confirmed by
EPR experiments (Yang et al. 2009, 2013).

DFT-based simulations are capable to describe the formation of small polarons
in rutile, but the stability of the polaronic states, defined in terms of the polaron
formation energy, EPOL, does depend on the computational approach and on the
input parameters (Yin et al. 2018), such as the on-site Coulomb interaction in
DFT+U (Calzado et al. 2008; Setvin et al. 2014a) and the amount of mixing in
hybrid functional DFT (Spreafico and VandeVondele 2014). The calculated EPOL
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Fig. 7 Small polaron formation in TiO2. Basic polaron properties of rutile and anatase TiO2: (a)
Density of states and (b) polaron formation energies in the bulk phases and (c) FPMD trajectories
for oxygen-deficient surfaces. (Adapted from Setvin et al. 2014a)

values are spread in a broad range between 0.1 and 0.8 eV (Yin et al. 2018). Despite
these quantitative differences, the predicted properties are qualitatively in good
agreement among the various methods and also with the experiments. It has been
argued that beyond DFT methods, such as RPA, could result in a more reliable
quantitative determination of EPOL (Spreafico and VandeVondele 2014), but the
high computational cost of the RPA method and the difficulty to implement forces
at the RPA level (Ramberger et al. 2017) (in existing RPA calculations the lattice has
been always relaxed at DFT+U or hybrid-DFT level) have limited its applicability.
In fact, the large size of the cell, needed to accommodate the polaron together with
the induced lattice distortions, prohibits simulations with more advanced quantum
chemistry methods, and DFT+U and to a lesser extent hybrid-DFT remain the most
popular choice.
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Fig. 8 The rutile
TiO2(110). Side view of the
(1× 1) phase of rutile
TiO2(110). The atoms
marked by A are the Ti5c
atoms on the S0 layer and the
atoms below; analogously, the
atoms marked by B are the
Ti56 atoms on the S0 layer
and the atoms below. (This
Figure is adapted from
Reticcioli et al. 2017)

The rutile surface deserves particular attention in the study of polarons, since
charge trapping is more favored in the proximity of the surface than in the bulk. The
most stable surface of rutile, the TiO2(110) surface, consists of a bulk-terminated
(1× 1) surface (see Fig. 8), with large relaxations of the atoms at the surface layers,
predominantly along the [110] direction. The surface slab is formed by a sequence
of tri-layer building blocks, constituted by a central layer comprising an equal
number of Ti4+ and O2− atoms sandwiched between two layers of oxygen atoms.
The topmost (110) layer (the surface layer) is very corrugated since it terminates
with undercoordinated (twofold) oxygen atoms (O2c) arranged in rows along [001].
The layer below the O2c rows is constituted by trifold coordinated oxygen [001]
rows alternated to sixfold coordinated (Ti6c) and fivefold coordinated (Ti5c) titanium
[001] rows (see Fig. 8). Obviously, the surface breaks the symmetry of the Ti and
O atoms and exhibits a higher degree of flexibility and different type of structural
distortions compared to the bulk-like layers.

The O2c atoms are relatively easy to remove by thermal annealing, irradiation,
electron bombardment, or sputtering, because of their coordinative undersaturation,
and this is the main source of excess charge for rutile surfaces. In fact, the propensity
to O2c removal reduces the system, and each VO results in the injection of two
excess electrons, which are eligible to form small polarons. The ability to control
the amount of defects and the concentration of polarons is extremely important,
as this can be used to tune the chemical and physical properties of the surface.
For instance, under extreme reducing conditions, TiO2(110) undergoes a structural
reconstruction, from the (1 × 1) to a (1 × 2) phase, doubling the periodicity
along [11̄0] (Onishi and Iwasawa 1994, 1996; Onishi et al. 1995; Reticcioli et al.
2017). Different models have been proposed to describe the atomic structure of this
reconstruction. The debate is still open, but the Ti2O3 model proposed by Onishi
appears to be the most probable one (Wang et al. 2014b; Reticcioli et al. 2017).

3.2.1 Polaron Configurations and Properties
Preferable trapping site. The first question to address while modeling the polaron
formation is the determination of the optimal polaron sites. According to FPMD
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calculations, Ti sites in the subsurface layer (S1) are the most favorable trapping
centers for excess electrons. Specifically, the site-dependent analysis ofEPOL shows
that the most favorable sites are the Ti atoms (TiAS1) at the S1 layer below the
Ti5c atoms, as indicated by the histogram analysis shown in Fig. 7c. Formation
of polarons at the S1 (TiBS1) sites below the Ti6c atoms is less probable, due to
an unfavorable local structural relaxation. Polaron formation at deeper layers is
hindered by the stiffness of the lattice, which rises the energy cost to locally distort
the lattice. The FPMD analysis in Fig. 7c also shows that polaron formation at the
surface layer (S0) is not particularly favorable, mostly due to the reduced electron
screening at the surface and large local distortions.

Polaron orbital symmetry. A second important aspect is the orbital symmetry of
the polaron state. Depending on the hosting site, the excess electron occupies dif-
ferent d orbitals. Which d orbital becomes populated is predominantly determined
by the local chemical environment, the crystal field splitting, and the flexibility of
the neighboring atoms. Polarons in the Ti5c sites on the surface layer (T iAS0) are
characterized by a dxz − dyz orbital symmetry as evidenced by the polaron charge
density plot displayed in Fig. 9a, b. On the other hand, below the surface, in the
subsurface layer (S1) and in deeper layers, small polarons assume dz2 − dx2−y2 and
dx2−y2 orbital symmetries, alternately along [110] and [11̄0] (see Fig. 9c–f). This
stacking is the result of the orientation of the local environment (i.e., the orientation
of the coordination octahedron around the trapping Ti site). The lattice distortions
are larger for the Ti5c polarons (the Ti site hosting the polaron relaxes outward along
[110], and the surrounding O atoms and the nearest-neighbor Ti atoms are pushed
away by the excess electron), while the relaxations in deeper layers are smaller (the
Ti-O distance in the TiO6 octahedron increases, and the nearest Ti4+ sites relax
toward the polaronic site).

Statistical analysis: polaron-polaron and polaron-vacancy interaction. Another
relevant aspect to understand the physics of polarons is the Coulomb-like polaron-
polaron and polaron-defect (in this case VO) interaction. Being positively charged,
a VO acts as an attractive center for the small polarons and, from the structural
point of view, renders the local structure more flexible and reduces the structural
cost EST to distort the lattice. Conversely, the polaron-polaron interaction is
repulsive and particularly effective at small distances. The relative distance among
polarons and between polarons and VO considerably affects the energy and the
degree of localization of the characteristic in-gap polaronic states. For instance,
at short distance the interaction between polarons can be strong enough to split
the polaron levels and lead to the onset of double in-gap peaks well separated in
energy (Reticcioli et al. 2018a). As mentioned in the methodology section, a useful
tool to decipher these intricate interactions is the statistical analysis of the polaron
energies in the explored configuration space. The results for polarons in rutile TiO2
are summarized in Fig. 10.

Figure 10a, b clearly show that the polaron energy decreases with increasing
polaron-polaron distance and with decreasing polaron-VO distance. Polaron pairs at
nearest-neighbor Ti sites along [001] (i.e., a polaron-polaron distance of about 3 Å)
is very unstable, due to the strong polaron-polaron repulsion. This Coulomb
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Fig. 9 Small polarons for the rutile TiO2(110) surface. Side (a, c, e) and top (b, d, f) views
of the electronic charge density of polarons on the surface S0 (a, b), sub-surface S1 (c, d) and
sub-sub-surface S2 (e, f) layers. The atoms marked by A are the Ti5c atoms on the S0 layer and the
Ti atoms below; analogously, the atoms marked by B are the Ti6c atoms on the S0 layer and the Ti
atoms below. (This Figure is adapted from Reticcioli et al. 2018a)
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Fig. 10 Statistics of polarons on rutile TiO2(110): (a) polaron-VO and (b) polaron-polaron
interactions, (c) sketch of the optimal 1× 3 polaron pattern in the sub-surface of rutile TiO2 at
the critical VO concentration (16.7%), and (d) the spatial correlation function. (Adapted from
Reticcioli et al. 2017)

repulsion is enhanced by the overlap of the polaron charges. In fact, only 70%
of the excess charge is confined at the trapping site, while the remaining charge
is spread around the surrounding atoms and hinders nearest-neighbor polaronic
configurations. For the sake of clarity, it should be noted that the polaron-polaron
curve shown in Fig. 10b is obtained for a perfect crystal without any VO, in order
to decouple the polaron-polaron interaction from the polaron-VO interaction. In
defective samples, the optimal polaronic configuration is the result of the balance
between these two opposite effects: within a simplified picture, one can conclude
that polarons try to maximize their mutual distance and to minimize the polaron-VO
distance.

Clearly the most favorable polaron arrangement and its energetics is concen-
tration dependent. In rutile TiO2, the highest VO concentration experimentally
achievable is ≈16.7% (Reticcioli et al. 2017). At low concentrations, polarons
occupy S1 sites. By progressively increasing the reduction level, the excess
electrons form increasingly more polarons at the most convenient sites in S1,
finally forming a characteristic 1× 3 pattern at the optimal concentration of
16.7% (Reticcioli et al. 2017; Shibuya et al. 2017). This is well reproduced by
theory, as exemplified by the peak at a three-site distance in the correlation function
shown in Fig. 10d. A pictorial view of the 1× 3 pattern is shown in Fig. 10c. Larger
VO concentrations are energetically problematic, since additional polarons in S1
would result in strong polaron-polaron repulsion. To solve this instability, the system
undergoes a structural reconstruction, as discussed in the following.

Surface phase diagram (polaron-induced surface reconstruction). The existence
of a critical concentration of polarons determines a limit for the oxygen vacancy
formation via O2c removal. In fact, rutile TiO2 is able to host up to 16.7% VO on
the surface, which corresponds to a concentration of 33% polarons in the S1 Ti
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Fig. 11 Rutile TiO2(110) phase diagram. The surface energy of the (1× 1) phase with various
concentrations of oxygen vacancies (cVO ) and of the (1× 2) phase is reported as a function of
the oxygen chemical potential μO, as obtained by delocalized (a) and localized (b) calculations.
Panels (c) and (d) display a comparison between the experimental (STS) and simulated (DFT+U )
polaronic peak in the (1× 1) and reconstructed (1× 2) surfaces. (This Figure is adapted from
Reticcioli et al. 2017)

[001] rows (each VO introduces two excess electrons). However, the system can
host larger quantities of excess electrons via a structural reconstruction. The (1× 1)
surface undergoes a (1× 2) reconstruction, specifically the Ti2O3 model (Onishi
and Iwasawa 1994; Reticcioli et al. 2017), which is able to conveniently handle a
larger reduction of the system (50%), as discussed in Reticcioli et al. (2017). This
surface reconstruction problem can be described by DFT+U by construction of an
appropriate phase stability diagram (see Fig. 11b), by calculating the surface free
energy using standard ab initio atomistic thermodynamics (Reuter and Scheffler
2001). The resulting phase diagram is shown in Fig. 11. Close to the critical concen-
tration, the free energy of the reconstructed surface is lower than the corresponding
unreconstructed one, thereby marking the structural phase transition. Remarkably,
by neglecting polaron effects (panel (a), delocalized setup), DFT+U calculations
find the (1× 2) phase unstable, in disagreement with observations (Reticcioli et al.
2017).

It is important to remark that the structural reconstruction is associated with
changes of the in-gap states, as shown in Fig. 11c, d: The localized polaron peak,
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Fig. 12 CO adsorption on rutile TiO2(110). The CO adsorption at Ti5c sites in presence of sub-
surface (a) and surface (b) polarons. The insets sketch the geometric configuration and report the
simulated and experimental STM signatures. The polaron formation energy perturbed by the CO
is compared to the unperturbed case (c). (This figure is adapted from Reticcioli et al. 2019)

typical of the (1× 1) surface (see the corresponding band dispersion in Fig. 2),
becomes broader in the reconstructed (1× 2) phase as a consequence of the higher
amount of excess charge localized on the surface.

Interaction between polarons and adsorbates. A final paradigmatic case of the
importance on polarons on surfaces is the interaction of polarons with adsorbates.
This interaction is essential to decode the initial stage of catalytic reactions at defec-
tive surfaces. It has been shown that even when adsorbates do not transfer any charge
carrier to the substrate, polarons can affect the energetics and configuration of the
adsorption process. This is the case for CO adsorption on TiO2(110) (Reticcioli
et al. 2019), where the polaron stability is altered by the presence of this adsorbate,
as shown in Fig. 12.

Adsorbed CO shows attractive coupling with polarons on the surface layer
and repulsive interaction with polarons in the subsurface. As a result, upon CO
adsorption, the most convenient polaron site is not in S1 anymore: polarons are
attracted onto the surface layer (S0) and bind with the CO (Fig. 12c). The effect
of polarons on S0 stands out clearly from the STM analysis of the TiO2 sample.
A polaron at S0, coupled with the CO, is characterized by a bright filled-state STM
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signal with two lobes tilted with respect [001] (Fig. 12b), while the S1 polaron, right
beneath the CO, generates a feeble single spot, due to a lack of polaronic charge
transfer toward the adsorbate (Fig. 12a).

4 Summary

Small polarons can easily form in oxide materials, in particular near the surface
where the increased structural flexibility, molecular adsorption, and the easy
formation of surface defects facilitate the transfer of charge and its coupling with the
lattice. Small polarons can be effectively studied using first-principles techniques
in the framework of DFT. The main issue to be aware of is that small polarons
involve the localization of charge on a particular lattice site. Usually this goes in
hand with a change of the transition metal oxidation state, for instance, in TiO2,
from Ti4+ to Ti3+. Such a localization is often not well described by standard
semilocal LDA and GGA functionals because of self-interaction errors. Therefore it
is compulsory to use functionals beyond the semilocal approximation, for instance,
GGA+U or hybrid functionals. It goes without saying that such functionals always
involve some empiricism, since increasing U or the amount of exact exchange
will favor charge localization and, thus, the formation of polarons. Currently
no entirely satisfactory approach exists giving an unambiguous answer whether
polaron formation is favorable or not. But there are many principles – such as
determination of U using some first-principles approaches or inspection that the
energy versus electron number shows a straight line behavior – that can guide our
choices. Ultimately, comparison with the experiment, however, remains necessary
and mandatory.

While modeling small polarons, the most important aspects to address are the
trapping process, polaron mobility, and polaron electronic properties. Using the
computational prescriptions presented in this chapter, it is possible to explore the
configuration space by either guiding the excess charge to localize in selected
lattice sites or by performing FPMD calculations. The analysis of the polaron
energies (polaron formation energy, structural energy cost, and electronic energy
gain) allows to identify the global polaronic minimum and its fundamental energy
profile. In order to fully characterize the polaronic state, it is useful to inspect the
degree and extent of the local structural distortions, the mutual interaction among
polarons, as well as their coupling with defects. This can be done by performing
a statistical analysis in terms of the polaron-polaron site correlation function and
radial correlation function. A statistical scrutiny of the FPMD data furnishes also
important insight on the mobility pattern. An alternative way to study polaron
mobility is Markus theory and the Emin-Holstein-Austin-Mott formalism, which
model polaron hopping between two sites and permit to discern between adiabatic or
nonadiabatic processes. The electronic characteristics of small polarons are defined
by the typical band-gap state formed below the conduction band. For an isolated
polaron, this state is well localized and typically resides 1 eV below the conduction
band. Its specific orbital character (symmetry of the d level where the excess charge
is trapped) depends on the local structural and chemical environment. For interacting
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polarons, the situation is more complicated as spin-exchange effects; Coulomb
repulsion and hybridization can significantly modify the energy location and the
width of the polaron state.

Apart from their intrinsic significance, polarons can induce dramatic changes
in the hosting materials and can be used as a mean to drive and control different
types of transitions, including metal-to-insulator transitions (not discussed here,
an example is given in Franchini et al. 2009), structural transitions, or adsorption
processes. Two examples were discussed in this chapter: (i) polaron-induced surface
reconstruction (by increasing the polaron concentration the rutile TiO2(110) under-
goes a transition from a (1× 1) to a (1× 2) surface termination) and (ii) substantial
changes of the adsorption energy (the interaction between CO and polarons changes
the polaron configuration and affects the CO adsorption scheme).

Finally, it is important to underline that the quality of the theoretical modeling
can be assessed by a direct comparison with experimental data, including EPR
(by recognizing the change in the formal valence state of the trapping site; for
instance in TiO2 polaron formation changes the Ti valence state from Ti4+ to Ti3+),
spectroscopy (energy level and band dispersion), or STM (by a direct comparison
between measured and simulated STM images).

Acknowledgments The authors gratefully acknowledge the support of the Austrian Science Fund
(FWF) SFB project VICOM (Grant No. F41) and FWF project POLOX (Grant No. I 2460-N36).
The data and analysis presented in this chapter are the results of years-long collaborations on the
physics of polarons with the theoretical colleague X. Hao (University of Vienna, now Yanshan
University), A. Janotti, and C. Van de Walle (University of California, Santa Barbara) and with the
experimental collaborators M. Setvin and M. Schmid (Surface Science Group @ TU Wien). Their
invaluable help and stimulating ideas were essential to develop the research on polarons discussed
in this work.

References

Alexandrov AS, Devreese JT (2010) Advances in polaron physics. Springer, Berlin Heidelberg.
https://doi.org/10.1007/978-3-642-01896-1

Anisimov VI, Zaanen J, Andersen OK (1991) Band theory and Mott insulators: Hubbard U instead
of Stoner I. Phys Rev B 44(3):943–954. https://doi.org/10.1103/PhysRevB.44.943

Anisimov VI, Solovyev IV, Korotin MA, Czyzyk MT, Sawatzky GA (1993) Density-functional
theory and NiO photoemission spectra. Phys Rev B 48(23):16929–16934. https://doi.org/10.
1103/PhysRevB.48.16929

Aryasetiawan F, Imada M, Georges A, Kotliar G, Biermann S, Lichtenstein AI (2004) Frequency-
dependent local interactions and low-energy effective models from electronic structure calcula-
tions. Phys Rev B 70(19):195104. https://doi.org/10.1103/PhysRevB.70.195104

Ashcroft NW, Mermin ND (1976) Solid state physics. Cambridge University Press, Cambridge
Becke AD (1993) A new mixing of Hartree–Fock and local density-functional theories. J Chem

Phys 98(2):1372–1377
Bertel E, Stockbauer R, Madey TE (1983) Resonant electron emission in Ti and TiO2. Phys Rev B

27(3):1939–1942. https://doi.org/10.1103/PhysRevB.27.1939
Bondarenko N, Eriksson O, Skorodumova NV (2015) Polaron mobility in oxygen-deficient and

lithium-doped tungsten trioxide. Phys Rev B 92:165119. https://doi.org/10.1103/PhysRevB.92.
165119

https://doi.org/10.1007/978-3-642-01896-1
https://doi.org/10.1103/PhysRevB.44.943
https://doi.org/10.1103/PhysRevB.48.16929
https://doi.org/10.1103/PhysRevB.48.16929
https://doi.org/10.1103/PhysRevB.70.195104
https://doi.org/10.1103/PhysRevB.27.1939
https://doi.org/10.1103/PhysRevB.92.165119
https://doi.org/10.1103/PhysRevB.92.165119


1068 M. Reticcioli et al.

Brunschwig BS, Logan J, Newton MD, Sutin N (1980) A semiclassical treatment of electron-
exchange reactions. Application to the hexaaquoiron(ii)-hexaaquoiron(iii) system. J Am Chem
Soc 102(18):5798–5809. https://doi.org/10.1021/ja00538a017

Calzado CJ, Hernández NC, Sanz JF (2008) Effect of on-site Coulomb repulsion term U on the
band-gap states of the reduced rutile (110) TiO2 surface. Phys Rev B 77(4):045118. https://doi.
org/10.1103/PhysRevB.77.045118

Cao Y, Yu M, Qi S, Huang S, Wang T, Xu M, Hu S, Yan S (2017) Scenarios of polaron-involved
molecular adsorption on reduced TiO2(110) surfaces. Sci Rep 7(1):6148. https://doi.org/10.
1038/s41598-017-06557-6, http://www.nature.com/articles/s41598-017-06557-6

Chambers S (1992) Elastic scattering and interference of backscattered primary, Auger and
X-ray photoelectrons at high kinetic energy: principles and applications. Surf Sci Rep
16(6):261–331. https://doi.org/10.1016/0167-5729(92)90016-5, http://linkinghub.elsevier.com/
retrieve/pii/0167572992900165

Chen W, Miceli G, Rignanese GM, Pasquarello A (2018) Nonempirical dielectric-dependent
hybrid functional with range separation for semiconductors and insulators. Phys Rev Mater
2:073803. https://doi.org/10.1103/PhysRevMaterials.2.073803

Cococcioni M, de Gironcoli S (2005) Linear response approach to the calculation of the effective
interaction parameters in the LDA + U method. Phys Rev B 71(3):035105. https://doi.org/10.
1103/PhysRevB.71.035105

Cortecchia D, Yin J, Bruno A, Lo SZA, Gurzadyan GG, Mhaisalkar S, Brédas JL, Soci
C (2017) Polaron self-localization in white-light emitting hybrid perovskites. J Mater
Chem C 5(11):2771–2780. https://doi.org/10.1039/c7tc00366h, http://xlink.rsc.org/?DOI=
C7TC00366H

Crawford JH, Slifkin LM Jr (1972) Point defects in solids. Vol. 1: General and Ionic Crystals.
Plenum Press, New York

Crevecoeur C, De Wit H (1970) Electrical conductivity of Li doped MnO. J Phys Chem Solids
31(4):783–791. https://doi.org/10.1016/0022-3697(70)90212-X, http://linkinghub.elsevier.
com/retrieve/pii/002236977090212X

Cui ZH, Wang YC, Zhang MY, Xu X, Jiang H (2018) Doubly screened hybrid functional: an
accurate first-principles approach for both narrow- and wide-gap semiconductors. J Phys Chem
Lett 9(9):2338–2345. https://doi.org/10.1021/acs.jpclett.8b00919, pMID: 29669414

Deák P, Aradi B, Frauenheim T (2015) Oxygen deficiency in TiO2: similarities and differences
between the Ti self-interstitial and the O vacancy in bulk rutile and anatase. Phys Rev B
92(4):045204. https://doi.org/10.1103/PhysRevB.92.045204

Deskins NA, Dupuis M (2007) Electron transport via polaron hopping in bulk TiO2: a density func-
tional theory characterization. Phys Rev B 75(19):195212. https://doi.org/10.1103/PhysRevB.
75.195212

Deskins NA, Rousseau R, Dupuis M (2009) Localized electronic states from surface hydroxyls
and polarons in TiO2(110). J Phys Chem C 113(33):14583–14586. https://doi.org/10.1021/
jp9037655

Deskins NA, Rousseau R, Dupuis M (2011) Distribution of Ti3+ surface sites in reduced TiO2.
J Phys Chem C 115(15):7562–7572. https://doi.org/10.1021/jp2001139

Devreese JT (1996) Polarons. In: Encyclopedia of applied physics. Wiley-VCH Publishers, Inc.,
vol. 14, pp 383–409. http://arxiv.org/abs/cond-mat/0004497

Diebold U, Li SC, Schmid M (2010) Oxide surface science. Ann Rev Phys Chem 61(1):129–148.
https://doi.org/10.1146/annurev.physchem.012809.103254

Dudarev SL, Botton GA, Savrasov SY, Humphreys CJ, Sutton AP (1998a) Electron-energy-loss
spectra and the structural stability of nickel oxide: an LSDA+U study. Phys Rev B 57(3):1505–
1509. https://doi.org/10.1103/PhysRevB.57.1505

Dudarev SL, Botton GA, Savrasov SY, Szotek Z, Temmerman WM, Sutton AP (1998b)
Electronic structure and elastic properties of strongly correlated metal oxides from first
principles: LSDA+U, SIC-LSDA and EELS study of UO2 and NiO. Phys Status Solidi (a)
166(1):429. https://doi.org/10.1002/(sici)1521-396x(199803)166:1<429::aid-pssa429>3.0.co;
2-f, https://doi.org/10.1002/(SICI)1521-396X(199803)166:1%3C429::AID-PSSA429%3E3.0.
CO;2-F

https://doi.org/10.1021/ja00538a017
https://doi.org/10.1103/PhysRevB.77.045118
https://doi.org/10.1103/PhysRevB.77.045118
https://doi.org/10.1038/s41598-017-06557-6
https://doi.org/10.1038/s41598-017-06557-6
http://www.nature.com/articles/s41598-017-06557-6
https://doi.org/10.1016/0167-5729(92)90016-5
http://linkinghub.elsevier.com/retrieve/pii/0167572992900165
http://linkinghub.elsevier.com/retrieve/pii/0167572992900165
https://doi.org/10.1103/PhysRevMaterials.2.073803
https://doi.org/10.1103/PhysRevB.71.035105
https://doi.org/10.1103/PhysRevB.71.035105
https://doi.org/10.1039/c7tc00366h
http://xlink.rsc.org/?DOI=C7TC00366H
http://xlink.rsc.org/?DOI=C7TC00366H
https://doi.org/10.1016/0022-3697(70)90212-X
http://linkinghub.elsevier.com/retrieve/pii/002236977090212X
http://linkinghub.elsevier.com/retrieve/pii/002236977090212X
https://doi.org/10.1021/acs.jpclett.8b00919
https://doi.org/10.1103/PhysRevB.92.045204
https://doi.org/10.1103/PhysRevB.75.195212
https://doi.org/10.1103/PhysRevB.75.195212
https://doi.org/10.1021/jp9037655
https://doi.org/10.1021/jp9037655
https://doi.org/10.1021/jp2001139
http://arxiv.org/abs/cond-mat/0004497
https://doi.org/10.1146/annurev.physchem.012809.103254
https://doi.org/10.1103/PhysRevB.57.1505
https://doi.org/10.1002/(sici)1521-396x(199803)166:1<429::aid-pssa429>3.0.co;2-f
https://doi.org/10.1002/(sici)1521-396x(199803)166:1<429::aid-pssa429>3.0.co;2-f
https://doi.org/10.1002/(SICI)1521-396X(199803)166:1%3C429::AID-PSSA429%3E3.0.CO;2-F
https://doi.org/10.1002/(SICI)1521-396X(199803)166:1%3C429::AID-PSSA429%3E3.0.CO;2-F


44 Small Polarons in Transition Metal Oxides 1069

Elmaslmane AR, Wetherell J, Hodgson MJP, McKenna KP, Godby RW (2018) Accuracy of
electron densities obtained via Koopmans-compliant hybrid functionals. Phys Rev Mater
2(4):040801. https://doi.org/10.1103/PhysRevMaterials.2.040801

Emin D (2013) Polarons. Cambridge University Press, New York. http://www.cambridge.org/
9780521519069

Feynman RP (1955) Slow electrons in a polar crystal. Phys Rev 97(3):660–665. https://doi.org/10.
1103/PhysRev.97.660

Franchini C, Kresse G, Podloucky R (2009) Polaronic hole trapping in doped babio3. Phys Rev
Lett 102:256402. https://doi.org/10.1103/PhysRevLett.102.256402

Freysoldt C, Grabowski B, Hickel T, Neugebauer J, Kresse G, Janotti A, Van de Walle CG (2014)
First-principles calculations for point defects in solids. Rev Mod Phys 86:253–305. https://doi.
org/10.1103/RevModPhys.86.253

Freytag F, Corradi G, Imlau M (2016) Atomic insight to lattice distortions caused by carrier self-
trapping in oxide materials. Sci Rep 6(1):36929. https://doi.org/10.1038/srep36929, http://www.
nature.com/articles/srep36929

Fröhlich H (1954) Electrons in lattice fields. Adv Phys 3(11):325–361. https://doi.org/10.1080/
00018735400101213

Fröhlich H, Pelzer H, Zienau S (1950) Properties of slow electrons in polar materials. Philos Mag
J Sci 41(314):221–242. https://doi.org/10.1080/14786445008521794

Gerlach B, Smondyrev MA (2008) Upper and lower bounds for the large polaron dispersion
in 1, 2, or 3 dimensions. Phys Rev B 77(17):174303. https://doi.org/10.1103/PhysRevB.77.
174303

Gerlach B, Kalina F, Smondyrev M (2003) On the LO-polaron dispersion in D dimensions. Phys
Status Solidi (b) 237(1):204–214. https://doi.org/10.1002/pssb.200301770

Giustino F (2017) Electron-phonon interactions from first principles. Rev Mod Phys 89:015003.
https://doi.org/10.1103/RevModPhys.89.015003

Grant FA (1959) Properties of Rutile (Titanium Dioxide). Rev Mod Phys 31(3):646–674. https://
doi.org/10.1103/RevModPhys.31.646

Gunnarsson O (1990) Calculation of parameters in model Hamiltonians. Phys Rev B 41(1):
514–518. https://doi.org/10.1103/PhysRevB.41.514

Hahn T, Klimin S, Tempere J, Devreese JT, Franchini C (2018) Diagrammatic Monte Carlo study
of Fröhlich polaron dispersion in two and three dimensions. Phys Rev B 97(13):134305. http://
arxiv.org/abs/1803.09608, https://doi.org/10.1103/PhysRevB.97.134305

Hao X, Wang Z, Schmid M, Diebold U, Franchini C (2015) Coexistence of trapped and free excess
electrons in SrTiO3. Phys Rev B 91(8):085204. https://doi.org/10.1103/PhysRevB.91.085204

He J, Franchini C (2012) Screened hybrid functional applied to 3d0 →3d8 transition-metal
perovskites LaMO3 (M = Sc-Cu): influence of the exchange mixing parameter on the struc-
tural, electronic and magnetic properties. Phys Rev B 86(23):235117. https://doi.org/10.1103/
PhysRevB.86.235117, 1209.0486

He J, Franchini C (2017) Assessing the performance of self-consistent hybrid functional for band
gap calculation in oxide semiconductors. J Phys Condens Matter 29(45):454004. https://doi.org/
10.1088/1361-648X/aa867e, https://iopscience.iop.org/article/10.1088/1361-648X/aa867e

Henkelman G, Uberuaga BP, Jónsson H (2000) A climbing image nudged elastic band method for
finding saddle points and minimum energy paths. J Chem Phys 113(22):9901–9904. https://doi.
org/10.1063/1.1329672

Holstein T (1959) Studies of polaron motion – part I. Ann Phys 8(3):325–342. https://doi.org/10.
1016/0003-4916(59)90002-8, http://linkinghub.elsevier.com/retrieve/pii/0003491659900028

Holstein T (2000) Studies of polaron motion – part II – the small polaron. Ann Phys 281(1–2):725–
773. https://doi.org/10.1006/aphy.2000.6021, http://www.sciencedirect.com/science/article/pii/
S0003491600960214

Janak J (1978) Proof that ∂E/∂ni = ε in density-functional theory. Phys Rev B 18(2):7165–7168.
https://doi.org/10.1103/PhysRevB.18.7165

Janotti A, Franchini C, Varley JB, Kresse G, Van de Walle CG (2013) Dual behavior of excess
electrons in rutile TiO2. Phys Status Solidi (RRL) Rapid Res Lett 7(3):199–203. https://doi.org/
10.1002/pssr.201206464

https://doi.org/10.1103/PhysRevMaterials.2.040801
http://www.cambridge.org/9780521519069
http://www.cambridge.org/9780521519069
https://doi.org/10.1103/PhysRev.97.660
https://doi.org/10.1103/PhysRev.97.660
https://doi.org/10.1103/PhysRevLett.102.256402
https://doi.org/10.1103/RevModPhys.86.253
https://doi.org/10.1103/RevModPhys.86.253
https://doi.org/10.1038/srep36929
http://www.nature.com/articles/srep36929
http://www.nature.com/articles/srep36929
https://doi.org/10.1080/00018735400101213
https://doi.org/10.1080/00018735400101213
https://doi.org/10.1080/14786445008521794
https://doi.org/10.1103/PhysRevB.77.174303
https://doi.org/10.1002/pssb.200301770
https://doi.org/10.1103/RevModPhys.89.015003
https://doi.org/10.1103/RevModPhys.31.646
https://doi.org/10.1103/RevModPhys.31.646
https://doi.org/10.1103/PhysRevB.41.514
http://arxiv.org/abs/1803.09608
http://arxiv.org/abs/1803.09608
https://doi.org/10.1103/PhysRevB.97.134305
https://doi.org/10.1103/PhysRevB.91.085204
https://doi.org/10.1103/PhysRevB.86.235117
https://doi.org/10.1103/PhysRevB.86.235117
https://doi.org/10.1088/1361-648X/aa867e
https://doi.org/10.1088/1361-648X/aa867e
http://stacks.iop.org/0953-8984/29/i=45/a=454004?key=crossref%.8c4d8e5689ad45464f9fb9cfbc59579c
http://stacks.iop.org/0953-8984/29/i=45/a=454004?key=crossref%.8c4d8e5689ad45464f9fb9cfbc59579c
https://doi.org/10.1063/1.1329672
https://doi.org/10.1063/1.1329672
https://doi.org/10.1016/0003-4916(59)90002-8
https://doi.org/10.1016/0003-4916(59)90002-8
http://linkinghub.elsevier.com/retrieve/pii/0003491659900028
https://doi.org/10.1006/aphy.2000.6021
http://www.sciencedirect.com/science/article/pii/S0003491600960214
http://www.sciencedirect.com/science/article/pii/S0003491600960214
https://doi.org/10.1103/PhysRevB.18.7165
https://doi.org/10.1002/pssr.201206464
https://doi.org/10.1002/pssr.201206464


1070 M. Reticcioli et al.

Klein A (2012) Transparent conducting oxides: electronic structure-property relationship from
photoelectron spectroscopy with in situ sample preparation. J Am Ceram Soc. https://doi.org/
10.1111/jace.12143

Kowalski PM, Camellone MF, Nair NN, Meyer B, Marx D (2010) Charge localization dynamics
induced by oxygen vacancies on the TiO2(110) surface. Phys Rev Lett 105(14):5–8. https://doi.
org/10.1103/PhysRevLett.105.146405

Kresse G, Hafner J (1993) Ab initio molecular dynamics for liquid metals. Phys Rev B 47(1):
558–561. https://doi.org/10.1103/PhysRevB.47.558

Kronik L, Stein T, Refaely-Abramson S, Baer R (2012) Excitation gaps of finite-sized systems
from optimally tuned range-separated hybrid functionals. J Chem Theory Comput 8(5):
1515–1531. https://doi.org/10.1021/ct2009363

Krüger P, Bourgeois S, Domenichini B, Magnan H, Chandesris D, Le Fèvre P, Flank AM, Jupille
J, Floreano L, Cossaro A, Verdini A, Morgante A (2008) Defect states at the TiO2(110) surface
probed by resonant photoelectron diffraction. Phys Rev Lett 100(5):055501. https://doi.org/10.
1103/PhysRevLett.100.055501

Krüger P, Jupille J, Bourgeois S, Domenichini B, Verdini A, Floreano L, Morgante A (2012)
Intrinsic nature of the excess electron distribution at the TiO2(110) surface. Phys Rev Lett
108(12):126803. https://doi.org/10.1103/PhysRevLett.108.126803

Landau LD (1933) Über die Bewegung der Elektronen im Kristallgitter. Phys Z Sowjet
664(3):644–645

Landau LD, Pekar SI (1965) The effective mass of the polaron. In: Collected papers of L.D.
Landau, vol 53. Pergamon Press Ltd. and Gordon and Breach, Science Publishers, Inc. pp 478–
483. https://doi.org/10.1016/B978-0-08-010586-4.50072-9, ujp.bitp.kiev.ua, http://linkinghub.
elsevier.com/retrieve/pii/B9780080105864500729

Lany S (2011) Predicting polaronic defect states by means of generalized Koopmans density
functional calculations. Phys Status Solidi (B) 248(5):1052–1060. https://doi.org/10.1002/pssb.
201046274

Lany S (2015) Semiconducting transition metal oxides. J Phys Condens Matter 27(28):283203.
https://doi.org/10.1088/0953-8984/27/28/283203, http://stacks.iop.org/0953-8984/27/i=28/a=
283203?key=crossref.983b68f3b7276a611510ef5879e02e75

Lany S, Zunger A (2009) Polaronic hole localization and multiple hole binding of acceptors in
oxide wide-gap semiconductors. Phys Rev B 80(8):085202. https://doi.org/10.1103/PhysRevB.
80.085202

Lenjer S, Schirmer OF, Hesse H, Kool TW (2002) Conduction states in oxide perovskites: three
manifestations of Ti3+ Jahn-Teller polarons in barium titanate. Phys Rev B 66(16):165106.
https://doi.org/10.1103/PhysRevB.66.165106

Liechtenstein AI, Anisimov VI, Zaanen J (1995) Density-functional theory and strong interactions:
orbital ordering in Mott-Hubbard insulators. Phys Rev B 52(8):5467–5471. https://doi.org/10.
1103/PhysRevB.52.R5467

Linsebigler AL, Lu G, Yates JT (1995) Photocatalysis on TiO2 surfaces: principles, mechanisms,
and selected results. Chem Rev 95(3):735–758. https://doi.org/10.1021/cr00035a013

Locatelli A, Pabisiak T, Pavlovska A, Mentes TO, Aballe L, Kiejna A, Bauer E
(2007) One-dimensional Au on TiO2. J Phys Condens Matter 19(8):082202. https://doi.
org/10.1088/0953-8984/19/8/082202, http://stacks.iop.org/0953-8984/19/i=8/a=082202?key=
crossref.dabd3b55239f988fa949f60f9e906b9a

Marcus R, Sutin N (1985) Electron transfers in chemistry and biology. Biochim Biophys Acta
(BBA) Rev Bioenergetics 811(3):265–322. https://doi.org/10.1016/0304-4173(85)90014-X,
http://www.sciencedirect.com/science/article/pii/030441738590%014X

Maxisch T, Zhou F, Ceder G (2006) Ab initio study of the migration of small polarons in olivine
LixFePO4 and their association with lithium ions and vacancies. Phys Rev B Condens Matter
Mater Phys 73(10):1–6. https://doi.org/10.1103/PhysRevB.73.104301

Meredig B, Thompson A, Hansen HA, Wolverton C, van de Walle A (2010) Method for locating
low-energy solutions within DFT+U. Phys Rev B 82(19):195128. https://doi.org/10.1103/
PhysRevB.82.195128

https://doi.org/10.1111/jace.12143
https://doi.org/10.1111/jace.12143
https://doi.org/10.1103/PhysRevLett.105.146405
https://doi.org/10.1103/PhysRevLett.105.146405
https://doi.org/10.1103/PhysRevB.47.558
https://doi.org/10.1021/ct2009363
https://doi.org/10.1103/PhysRevLett.100.055501
https://doi.org/10.1103/PhysRevLett.100.055501
https://doi.org/10.1103/PhysRevLett.108.126803
https://doi.org/10.1016/B978-0-08-010586-4.50072-9
ujp.bitp.kiev.ua
http://linkinghub.elsevier.com/retrieve/pii/B9780080105864500729
http://linkinghub.elsevier.com/retrieve/pii/B9780080105864500729
https://doi.org/10.1002/pssb.201046274
https://doi.org/10.1002/pssb.201046274
https://doi.org/10.1088/0953-8984/27/28/283203
http://stacks.iop.org/0953-8984/27/i=28/a=283203?key=crossref.983b68f3b7276a611510ef5879e02e75
http://stacks.iop.org/0953-8984/27/i=28/a=283203?key=crossref.983b68f3b7276a611510ef5879e02e75
https://doi.org/10.1103/PhysRevB.80.085202
https://doi.org/10.1103/PhysRevB.80.085202
https://doi.org/10.1103/PhysRevB.66.165106
https://doi.org/10.1103/PhysRevB.52.R5467
https://doi.org/10.1103/PhysRevB.52.R5467
https://doi.org/10.1021/cr00035a013
https://doi.org/10.1088/0953-8984/19/8/082202
https://doi.org/10.1088/0953-8984/19/8/082202
http://stacks.iop.org/0953-8984/19/i=8/a=082202?key=crossref.dabd3b55239f988fa949f60f9e906b9a
http://stacks.iop.org/0953-8984/19/i=8/a=082202?key=crossref.dabd3b55239f988fa949f60f9e906b9a
https://doi.org/10.1016/0304-4173(85)90014-X
http://www.sciencedirect.com/science/article/pii/030441738590%014X
https://doi.org/10.1103/PhysRevB.73.104301
https://doi.org/10.1103/PhysRevB.82.195128
https://doi.org/10.1103/PhysRevB.82.195128


44 Small Polarons in Transition Metal Oxides 1071

Mishchenko A, Prokof’ev N, Sakamoto A, Svistunov B (2000) Diagrammatic quantum Monte
Carlo study of the Fröhlich polaron. Phys Rev B 62(10):6317–6336. https://doi.org/10.1103/
PhysRevB.62.6317%5Cn, https://doi.org/10.1103/PhysRevB.62.6317

Miyata K, Meggiolaro D, Trinh MT, Joshi PP, Mosconi E, Jones SC, De Angelis F, Zhu XY
(2017) Large polarons in lead halide perovskites. Sci Adv 3(8):e1701217. https://doi.org/10.
1126/sciadv.1701217

Morgan BJ, Watson GW (2009) Polaronic trapping of electrons and holes by native defects in
anatase TiO2. Phys Rev B Condens Matter Mater Phys 80(23):2–5. https://doi.org/10.1103/
PhysRevB.80.233102

Moser S, Moreschini L, Jaćimović J, Barišić OS, Berger H, Magrez A, Chang YJ, Kim KS,
Bostwick A, Rotenberg E, Forró L, Grioni M (2013) Tunable polaronic conduction in anatase
TiO2. Phys Rev Lett 110(19):1–5. https://doi.org/10.1103/PhysRevLett.110.196403

Moses PG, Janotti A, Franchini C, Kresse G, Van de Walle CG (2016) Donor defects and small
polarons on the TiO2(110) surface. J Appl Phys 119(18):181503. https://doi.org/10.1063/1.
4948239

Mott NF, Stoneham AM (1977) The lifetime of electrons, holes and excitons
before self-trapping. J Phys C Solid State Phys 10(17):3391–3398. https://doi.org/10.
1088/0022-3719/10/17/022, http://stacks.iop.org/0022-3719/10/i=17/a=022?key=crossref.
62bab474a6fe30e880f6b92499b5d42b

Nagels P, Denayer M, Devreese J (1963) Electrical properties of single crystals of uranium diox-
ide. Solid State Commun 1(2):35–40. https://doi.org/10.1016/0038-1098(63)90388-0, http://
linkinghub.elsevier.com/retrieve/pii/0038109863903880

Nolan M, Watson GW (2006) Hole localization in Al doped silica: a DFT+U description. J Chem
Phys 125(14):144701. https://doi.org/10.1063/1.2354468

Onishi H, Iwasawa Y (1994) Reconstruction of TiO2(110) surface: STM study with atomic-
scale resolution. Surf Sci 313(1–2):L783–L789. https://doi.org/10.1016/0039-6028(94)91146-
0, http://linkinghub.elsevier.com/retrieve/pii/0039602894911460

Onishi H, Iwasawa Y (1996) Dynamic visualization of a metal-oxide-surface/gas-phase reac-
tion: time-resolved observation by scanning tunneling microscopy at 800 K. Phys Rev Lett
76(5):791–794. https://doi.org/10.1103/PhysRevLett.76.791

Onishi H, Fukui Ki, Iwasawa Y (1995) Atomic-scale surface structures of TiO2(110) determined
by scanning tunneling microscopy: a new surface-limited phase of titanium oxide. Bull Chem
Soc Japan 68(9):2447–2458. https://doi.org/10.1246/bcsj.68.2447

Pacchioni G (2015) Numerical simulations of defective structures: the nature of oxygen vacancy
in non-reducible (MgO, SiO2, ZrO2) and reducible (TiO2, NiO, WO3) oxides. In: Jupille J,
Thornton G (eds) Defects at oxide surfaces, chap 1. Springer, pp 1–28. https://doi.org/10.1007/
978-3-319-14367-5

Papageorgiou AC, Beglitis NS, Pang CL, Teobaldi G, Cabailh G, Chen Q, Fisher AJ, Hofer WA,
Thornton G (2010) Electron traps and their effect on the surface chemistry of TiO2(110). Proc
Nat Acad Sci 107(6):2391–2396. http://www.pnas.org/content/107/6/2391, https://doi.org/10.
1073/pnas.0911349107

Pekar SI (1948) Local quantum states of electrons in an ideal ion crystal. Zh Eksp Teor Fiz
18:481–486

Perdew JP, Levy M (1983) Physical content of the exact Kohn-Sham orbital energies: band gaps
and derivative discontinuities. Phys Rev Lett 51(20):1884–1887. http://www.ncbi.nlm.nih.gov/
pubmed/622, https://doi.org/10.1103/PhysRevLett.51.1884

Perdew JP, Parr RG, Levy M, Balduz JL (1982) Density-functional theory for fractional particle
number: derivative discontinuities of the energy. Phys Rev Lett 49(23):1691–1694. https://doi.
org/10.1103/PhysRevLett.49.1691

Possenriede E, Kröse H, Varnhorst T, Scharfschwerdt R, Schirmer OF (1994) Shallow acceptor
and electron conduction states in BaTiO3. Ferroelectrics 151(1):199–204. https://doi.org/10.
1080/00150199408244743

Prokof’ev NV, Svistunov BV (1998) Polaron problem by diagrammatic quantum Monte Carlo.
Phys Rev Lett 81(12):2514–2517. https://doi.org/10.1103/PhysRevLett.81.2514

https://doi.org/10.1103/PhysRevB.62.6317%5Cn
https://doi.org/10.1103/PhysRevB.62.6317%5Cn
https://doi.org/10.1103/PhysRevB.62.6317
https://doi.org/10.1126/sciadv.1701217
https://doi.org/10.1126/sciadv.1701217
https://doi.org/10.1103/PhysRevB.80.233102
https://doi.org/10.1103/PhysRevB.80.233102
https://doi.org/10.1103/PhysRevLett.110.196403
https://doi.org/10.1063/1.4948239
https://doi.org/10.1063/1.4948239
https://doi.org/10.1088/0022-3719/10/17/022
https://doi.org/10.1088/0022-3719/10/17/022
http://stacks.iop.org/0022-3719/10/i=17/a=022?key=crossref.62bab474a6fe30e880f6b92499b5d42b
http://stacks.iop.org/0022-3719/10/i=17/a=022?key=crossref.62bab474a6fe30e880f6b92499b5d42b
https://doi.org/10.1016/0038-1098(63)90388-0
http://linkinghub.elsevier.com/retrieve/pii/0038109863903880
http://linkinghub.elsevier.com/retrieve/pii/0038109863903880
https://doi.org/10.1063/1.2354468
https://doi.org/10.1016/0039-6028(94)91146-0
https://doi.org/10.1016/0039-6028(94)91146-0
http://linkinghub.elsevier.com/retrieve/pii/0039602894911460
https://doi.org/10.1103/PhysRevLett.76.791
https://doi.org/10.1246/bcsj.68.2447
https://doi.org/10.1007/978-3-319-14367-5
https://doi.org/10.1007/978-3-319-14367-5
http://www.pnas.org/content/107/6/2391
https://doi.org/10.1073/pnas.0911349107
https://doi.org/10.1073/pnas.0911349107
http://www.ncbi.nlm.nih.gov/pubmed/622
http://www.ncbi.nlm.nih.gov/pubmed/622
https://doi.org/10.1103/PhysRevLett.51.1884
https://doi.org/10.1103/PhysRevLett.49.1691
https://doi.org/10.1103/PhysRevLett.49.1691
https://doi.org/10.1080/00150199408244743
https://doi.org/10.1080/00150199408244743
https://doi.org/10.1103/PhysRevLett.81.2514


1072 M. Reticcioli et al.

Ramakumar R, Das AN (2004) Polaron cross-overs and d-wave superconductivity in Hubbard-
Holstein model. Eur Phys J B 41(2):197–200. https://doi.org/10.1140/epjb/e2004-00309-4,
0611355

Ramberger B, Schäfer T, Kresse G (2017) Analytic interatomic forces in the random phase
approximation. Phys Rev Lett 118:106403. https://doi.org/10.1103/PhysRevLett.118.106403

Rashba EI (2005) Polarons. In: Bassani F, Liedl GL, Wyder P (eds) Encyclopedia of condensed
matter physics, chap 4. Elsevier, Oxford, pp 347–355

Reticcioli M, Setvin M, Hao X, Flauger P, Kresse G, Schmid M, Diebold U, Franchini C
(2017) Polaron-driven surface reconstructions. Phys Rev X 7(3):031053. https://doi.org/10.
1103/PhysRevX.7.031053

Reticcioli M, Setvin M, Schmid M, Diebold U, Franchini C (2018a) Formation and dynamics of
small polarons on the rutile TiO2 (110) surface. Phys Rev B 98(4):045306. http://arxiv.org/abs/
1805.01849, https://doi.org/10.1103/PhysRevB.98.045306

Reticcioli M, Sokolović I, Schmid M, Diebold U, Setvin M, Franchini C (2019) Interplay between
adsorbates and polarons: CO on rutile TiO2(110). Phys Rev Lett 122: 016805. https://doi.org/
10.1103/PhysRevLett.122.016805

Reuter K, Scheffler M (2001) Composition, structure, and stability of ruo2(110) as a function of
oxygen pressure. Phys Rev B 65:035406. https://doi.org/10.1103/PhysRevB.65.035406

Rønnow HM, Renner C, Aeppli G, Kimura T, Tokura Y (2006) Polarons and confinement of
electronic motion to two dimensions in a layered manganite. Nature 440(7087):1025–1028.
https://doi.org/10.1038/nature04650, http://www.nature.com/articles/nature04650

Rosenfelder R, Schreiber AW (2001) On the best quadratic approximation in Feynman’s path
integral treatment of the polaron. Phys Lett A 284(2):63–71. https://doi.org/10.1016/S0375-
9601(01)00287-0, http://www.sciencedirect.com/science/article/pii/S0375960101002870

Salje E, Alexandrov AS, Liang WY (2005) Polarons and bipolarons in high-Tc superconductors
and related materials. Cambridge University Press, Cambridge

Setvin M, Franchini C, Hao X, Schmid M, Janotti A, Kaltak M, Van De Walle CG, Kresse G,
Diebold U (2014a) Direct view at excess electrons in TiO2 rutile and anatase. Phys Rev Lett
113(8):1–5. https://doi.org/10.1103/PhysRevLett.113.086402

Setvin M, Hao X, Daniel B, Pavelec J, Novotny Z, Parkinson GS, Schmid M, Kresse G, Franchini
C, Diebold U (2014b) Charge trapping at the step edges of TiO2 anatase (101). Angew Chem
Int Ed 53(18):4714–4716. https://doi.org/10.1002/anie.201309796

Sezen H, Buchholz M, Nefedov A, Natzeck C, Heissler S, Di Valentin C, Wöll C (2015)
Probing electrons in TiO2 polaronic trap states by IR-absorption: evidence for the existence
of hydrogenic states. Sci Rep 4(1):3808. https://doi.org/10.1038/srep03808, http://www.nature.
com/articles/srep03808

Shibuya T, Yasuoka K, Mirbt S, Sanyal B (2017) Subsurface polaron concentration as a factor in
the chemistry of reduced TiO2 (110) surfaces. J Phys Chem C 121(21):11325–11334. https://
doi.org/10.1021/acs.jpcc.7b00935

Spreafico C, VandeVondele J (2014) The nature of excess electrons in anatase and rutile from
hybrid DFT and RPA. Phys Chem Chem Phys 16(47):26144–26152. http://pubs.rsc.org/en/
content/articlehtml/2014/cp/c4cp03981e, http://xlink.rsc.org/?DOI=C4CP03981E, https://doi.
org/10.1039/C4CP03981E

Stoneham AM, Gavartin J, Shluger AL, Kimmel AV, Muñoz Ramo D, Rønnow HM, Aep-
pli G, Renner C (2007) Trapping, self-trapping and the polaron family. J Phys Condens
Matter 19(25):255208. https://doi.org/10.1088/0953-8984/19/25/255208, http://stacks.iop.org/
0953-8984/19/i=25/a=255208

Sun L, Huang X, Wang L, Janotti A (2017) Disentangling the role of small polarons and oxygen
vacancies in CeO2. Phys Rev B 95(24):245101. https://doi.org/10.1103/PhysRevB.95.245101

Teresa JMD, Ibarra MR, Algarabel PA, Ritter C, Marquina C, Blasco J, García J, del Moral A,
Arnold Z (1997) Evidence for magnetic polarons in the magnetoresistive perovskites. Nature
386(6622):256–259. https://doi.org/10.1038/386256a0

To J, Sokol AA, French SA, Kaltsoyannis N, Catlow CRA (2005) Hole localization in [AlO4]0
defects in silica materials. J Chem Phys 122(14):144704. https://doi.org/10.1063/1.1880972

https://doi.org/10.1140/epjb/e2004-00309-4
https://doi.org/10.1103/PhysRevLett.118.106403
https://doi.org/10.1103/PhysRevX.7.031053
https://doi.org/10.1103/PhysRevX.7.031053
http://arxiv.org/abs/1805.01849
http://arxiv.org/abs/1805.01849
https://doi.org/10.1103/PhysRevB.98.045306
https://doi.org/10.1103/PhysRevLett.122.016805
https://doi.org/10.1103/PhysRevLett.122.016805
https://doi.org/10.1103/PhysRevB.65.035406
https://doi.org/10.1038/nature04650
http://www.nature.com/articles/nature04650
https://doi.org/10.1016/S0375-9601(01)00287-0
https://doi.org/10.1016/S0375-9601(01)00287-0
http://www.sciencedirect.com/science/article/pii/S0375960101002870
https://doi.org/10.1103/PhysRevLett.113.086402
https://doi.org/10.1002/anie.201309796
https://doi.org/10.1038/srep03808
http://www.nature.com/articles/srep03808
http://www.nature.com/articles/srep03808
https://doi.org/10.1021/acs.jpcc.7b00935
https://doi.org/10.1021/acs.jpcc.7b00935
http://pubs.rsc.org/en/content/articlehtml/2014/cp/c4cp03981e
http://pubs.rsc.org/en/content/articlehtml/2014/cp/c4cp03981e
http://xlink.rsc.org/?DOI=C4CP03981E
https://doi.org/10.1039/C4CP03981E
https://doi.org/10.1039/C4CP03981E
https://doi.org/10.1088/0953-8984/19/25/255208
http://stacks.iop.org/0953-8984/19/i=25/a=255208
http://stacks.iop.org/0953-8984/19/i=25/a=255208
https://doi.org/10.1103/PhysRevB.95.245101
https://doi.org/10.1038/386256a0
https://doi.org/10.1063/1.1880972


44 Small Polarons in Transition Metal Oxides 1073

Tuller H, Nowick A (1977) Small polaron electron transport in reduced CeO2 single crystals.
J Phys Chem Solids 38(8):859–867. https://doi.org/10.1016/0022-3697(77)90124-X, http://
linkinghub.elsevier.com/retrieve/pii/002236977790124X

Verdi C, Caruso F, Giustino F (2017) Origin of the crossover from polarons to Fermi liquids in
transition metal oxides. Nat Commun 8:1–7. https://doi.org/10.1038/ncomms15769

Wang M, Bi C, Li L, Long S, Liu Q, Lv H, Lu N, Sun P, Liu M (2014a) Thermoelectric seebeck
effect in oxide-based resistive switching memory. Nat Commun 5(1):4598. https://doi.org/10.
1038/ncomms5598, http://www.nature.com/articles/ncomms5598

Wang Q, Oganov AR, Zhu Q, Zhou XF (2014b) New reconstructions of the (110) surface of rutile
TiO2 predicted by an evolutionary method. Phys Rev Lett 113(26):1–5. https://doi.org/10.1103/
PhysRevLett.113.266101

Yang S, Halliburton LE, Manivannan A, Bunton PH, Baker DB, Klemm M, Horn S, Fujishima A
(2009) Photoinduced electron paramagnetic resonance study of electron traps in TiO2 crystals:
oxygen vacancies and Ti3+ ions. Appl Phys Lett 94(16):162114. https://doi.org/10.1063/1.
3124656

Yang S, Brant AT, Giles NC, Halliburton LE (2013) Intrinsic small polarons in rutile TiO2. Phys
Rev B 87(12):125201. https://doi.org/10.1103/PhysRevB.87.125201

Yin Wj, Wen B, Zhou C, Selloni A, Liu Lm (2018) Excess electrons in reduced rutile and
anatase TiO2. Surf Sci Rep 73(2):58–82. https://doi.org/10.1016/j.surfrep.2018.02.003, http://
linkinghub.elsevier.com/retrieve/pii/S0167572918300128

Zhang SX, Kundaliya DC, Yu W, Dhar S, Young SY, Salamanca-Riba LG, Ogale SB, Vispute RD,
Venkatesan T (2007) Niobium doped TiO2: intrinsic transparent metallic anatase versus highly
resistive rutile phase. J Appl Phys 102(1):013701. https://doi.org/10.1063/1.2750407

https://doi.org/10.1016/0022-3697(77)90124-X
http://linkinghub.elsevier.com/retrieve/pii/002236977790124X
http://linkinghub.elsevier.com/retrieve/pii/002236977790124X
https://doi.org/10.1038/ncomms15769
https://doi.org/10.1038/ncomms5598
https://doi.org/10.1038/ncomms5598
http://www.nature.com/articles/ncomms5598
https://doi.org/10.1103/PhysRevLett.113.266101
https://doi.org/10.1103/PhysRevLett.113.266101
https://doi.org/10.1063/1.3124656
https://doi.org/10.1063/1.3124656
https://doi.org/10.1103/PhysRevB.87.125201
https://doi.org/10.1016/j.surfrep.2018.02.003
http://linkinghub.elsevier.com/retrieve/pii/S0167572918300128
http://linkinghub.elsevier.com/retrieve/pii/S0167572918300128
https://doi.org/10.1063/1.2750407


45Defect Equilibria and Kinetics
in Crystalline Insulating Oxides: Bulk
and Hetero-interfaces

Mostafa Youssef, Jing Yang, and Bilge Yildiz

Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1076
2 Defect Equilibria in the Bulk of Oxides . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1077

2.1 Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1077
2.2 Defect Equilibria in Intrinsic and Doped ZrO2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1082

3 Defect Redistribution at Oxide Hetero-Interfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1084
3.1 Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1084
3.2 Defect Equilibria Near ZrO2(001)/Cr2O3 Interface . . . . . . . . . . . . . . . . . . . . . . . . . 1087

4 Defect Kinetics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1090
5 Summary and Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1095
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1095

Abstract

Metal oxides fuel our modern technology. In order to sustain a continuous
technological advancement, we strive to understand, predict, and control the

M. Youssef (�)
Department of Mechanical Engineering, The American University in Cairo, New Cairo, Egypt

Department of Materials Science and Engineering, Massachusetts Institute of Technology,
Cambridge, MA, USA
e-mail: mostafa.youssef@aucegypt.edu; myoussef@mit.edu

J. Yang
Department of Materials Science and Engineering, Massachusetts Institute of Technology,
Cambridge, MA, USA

B. Yildiz (�)
Department of Materials Science and Engineering, Massachusetts Institute of Technology,
Cambridge, MA, USA

Department of Nuclear Science and Engineering, Massachusetts Institute of Technology,
Cambridge, MA, USA
e-mail: byildiz@mit.edu

© Springer Nature Switzerland AG 2020
W. Andreoni, S. Yip (eds.), Handbook of Materials Modeling,
https://doi.org/10.1007/978-3-319-44680-6_57

1075

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-44680-6_57&domain=pdf
mailto:mostafa.youssef@aucegypt.edu
mailto:myoussef@mit.edu
mailto:byildiz@mit.edu
https://doi.org/10.1007/978-3-319-44680-6_57


1076 M. Youssef et al.

behavior of metal oxides under different thermodynamic conditions. Since
defects are responsible for the major part of the properties of metal oxides, it
is highly desirable to have powerful predictive models for defect equilibria and
kinetics in oxides and their interfaces. In this chapter we show that a fruitful
coupling between electronic structure methods, thermodynamics, electrostatics,
and transport theory provides a coherent framework for the study of defect
equilibria and kinetics of metal oxides, in their bulk as well as near their
interfaces. We present demonstrations of this framework on the ZrO2 model
system and discuss the remaining fronts that need further research and method
development efforts.

1 Introduction

Our continuous search for a deeper understanding of metal oxides is motivated
by their prevailing presence in modern technologies and the fact that we live
in a planet furnished by metal oxides. Energy conversion and storage devices,
modern computer memories, modern electronics and spintronics, and many other
technologies rely on metal oxides. The earth crust and mantle, the reservoir of
our materials, and the origin of earthquakes consist predominantly of metal oxides.
Oxides protect our metallic structures from continuous environmental degradation.
Even water, the liquid of life, is an oxide.

Upon attaining equilibrium, metal oxides crystallize in ordered crystalline
structures that are dictated by the chemical composition of the oxide and the
surrounding thermodynamic boundary conditions. Most metal oxides around us and
in technological applications are crystalline oxides. But it is also possible to trap
metal oxides in nonequilibrium disordered states, amorphous, but these fall beyond
the scope of this chapter. Crystalline oxides, however, are not truly perfect. They do
contain imperfections which are termed “defects.” Defects can be three-dimensional
such as cracks and voids, two-dimensional such as grain boundaries and hetero-
interfaces, one-dimensional such as dislocations, or zero-dimensional such as point
and electronic defects. The presence of zero-dimensional defects minimizes the
overall free energy of the crystal mainly because of their configurational entropy.
This chapter explains the equilibria and kinetics of zero-dimensional defects in the
bulk of metal oxides and also in the presence of an interface between two metal
oxides. Whenever we refer to “defects” in the rest of this chapter, it implicitly
implies zero-dimensional defects.

One might wonder about the necessity of studying defects in oxides given that we
anticipate them to occupy a tiny fraction of the host lattice sites. This anticipation
is justified since we are studying crystalline oxides, and if the concentration of
defects becomes excessive, then we would rather classify this oxide as amorphous
or disordered. The truth is even the smallest fraction of defects can significantly
alter the electric, optical, magnetic, mechanical, and thermal properties of the
oxide (Kalinin et al. 2012; Kalinin and Spaldin 2013; Baiutti et al. 2015; Cao
et al. 2015). In fact there are many useful properties of oxides that are solely
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attributed to the presence of defects. A canonical example is ZrO2. This oxide is
a poor electric conductor intrinsically. However, doping and introducing oxygen
vacancies in the host crystal can significantly increase its electrical conductivity
to the extent of becoming a useful component in solid oxide fuel cells (Minh
1993; Fergus 2006; Wachsman and Lee 2011). A more dramatic effect is phase
transitions induced by defects. The whole crystal structure of a metal oxide can
change upon the introduction of defects in the lattice. An example for these is the
phase transition among the two phases SrCoO2.5 and SrCoO3 which is induced
by controlling the oxygen defects (Lu and Yildiz 2016). These two phases have
completely different electronic, magnetic, and mechanical properties. Thus, defects
provide a large engineering landscape to tune the properties of metal oxides to fit
into applications, and as such it is of great importance to quantitatively understand
the equilibria and kinetics of defects in oxides. “Defect equilibria” is the study of
the defect concentrations and their variations under the action of thermodynamic
forces in the bulk of the crystal and at higher dimensional defects, whereas “defect
kinetics” in this chapter implies the analysis of the mobility of these defects.
The thermodynamic forces include temperature, chemical potential, stress, and
electromagnetic fields. First, we discuss the equilibria in the bulk of an oxide far
away from any interfaces; next, we extend the analysis to hetero-interfaces between
two different oxides since this setup appears frequently in applications related to
property control at nanoscale; then we discuss defect kinetics; and finally we present
a summary and outlook.

2 Defect Equilibria in the Bulk of Oxides

2.1 Theory

We limit our presentation for the bulk equilibria to non-interacting defects in
binary insulating metal oxides. The notion of non-interacting defects implies that
each defect type is sufficiently isolated from other defects in the lattice such that
its abundance can be described by a formation free-energy function that has no
dependence on neighboring defects. Interacting defects in oxides is a nontrivial
problem which is an active research field (Žguns et al. 2017). The restriction
to binary oxides is to avoid unnecessary complexity of representing the defect
equilibria at this introductory level and also to avoid a persistent ambiguity in
comparing theoretical calculations to experiments (Smyth 2000). If the oxide is
not binary, then number of independent chemical potentials of the elements of
the oxide is greater than one. Experimentally it is common to control only the
chemical potential of oxygen, and the chemical potentials of the rest of the elements
equilibrate in an uncontrolled manner. Thus, even if we have a detailed theoretical
calculation for the equilibria as a function of all independent chemical potentials,
it is still unclear how to compare with experiments. Because of this we limit the
presentation to binary oxides for which specifying the chemical potential of oxygen
is sufficient to determine the chemical potential of the metal. Finally, we chose to
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restrict the presentation to insulating oxides by which we mean oxides that have a
nonzero electronic band gap, and as such we are excluding metallic oxides. Metallic
oxides are dynamically strongly correlated systems from an electronic point of view
(Goodenough 1971; Lankhorst et al. 1997), and understanding their defect physics
is still an ongoing research. For example, it is unclear if notions such as charged
defects, holes, and electrons which are legitimate descriptions of insulating oxides
would apply to metallic ones.

To setup a defect equilibria model of a binary oxide whose chemical formula is
MxOy, we need first to determine all zero-dimensional defects that we have to take
into account. There are two main categories of zero-dimensional defects, electronic
and ionic (or point). Ionic defect includes oxygen vacancies VO, metal vacancies VM ,
oxygen interstitials Oi, metal interstitials Mi, oxygen antisites (oxygen ions setting
on metal lattice sites) OM , and metal antisites MO. These are the so-called native
or intrinsic defects. It is worth noting that there might be more than one interstitial
site in the unit cell of the oxide (Youssef and Yildiz 2012), and in this case, one
has to enlist in the model all possible interstitial defects. In addition to these six
types of native ionic defects, it is also possible to have defect complexes due to
the association of two or more of these defects. For example, an oxygen vacancy
and a metal vacancy can associate together to form a Schottky defect. Another
example is the concurrent presence of a metal vacancy and a metal interstitial
leading to the formation of the so-called Frenkel defect or the concurrent presence
of an oxygen vacancy and an oxygen interstitial leading to the formation of an
anti-Frenkel defect. In fact, the antisite defect is a defect complex formed by the
association of an interstitial of the metal (oxygen) and an oxygen (a metal) vacancy.
The number of possible complex defects is large and grows significantly as the
oxide admits extrinsic defects (explained below). Typically one relies on prior
literature or experiments to have hints about the possible defect complexes that
need to be considered in the equilibria model; otherwise a systematic search can
be very time-consuming. Each one of the ionic defects can have multiple charge
states. The charge meant here is a relative charge with respect to the original
lattice site. So if a lattice site was occupied by an oxide ion (2−) and then this
ion is not present anymore, then the resulting defect is 2+ oxygen vacancy where
the 2+ is the charge of null with respect to (2−). Such a vacancy is denoted
by V••O using Kröger-Vink notation. If an electron localizes on the vacant site
of the 2+ vacancy, its charge state becomes 1+, V •O , and if a second electron
localizes on that site, then the vacancy becomes neutral, V ×O . It is recommended
to study the literature of the particular oxide of interest and perform some tests
using the available computational techniques to determine the possible charge
states for each defect. For example, one is advised to study references (Kohan
et al. 2000; Zhang et al. 2001) for ZnO defects and references (Foster et al.
2002a; Gavartin et al. 2006) for HfO2 defects. In addition to intrinsic defects, the
oxide also can admit extrinsic defects of some element X. These defects can be
substitutional on the oxygen sublattice XO, substitutional on the metal sublattice
XM , or interstitial Xi. Electronic defects, on the other hand, include holes and
electrons. If an electron (a hole) lives in the extended conduction (valence) band
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states and its charge density is spread over many ions, then it is considered free
or a large polaron. Computing the concentration of such a defect requires an
integration of the extended band states they occupy as discussed below. On the
other hand, if the electron (hole) is localized on a single ion and occupies an in-
gap state, then it is considered a small polaron. In computing the concentration
of a small polaron, it is treated as an ionic defect since it is localized on a single
ionic site.

Once we decided which defects to include in the equilibria model, we have to
choose a thermodynamic ensemble that is a best representation for the real life
or experimental situation we are trying to model and simulate. To clarify this, we
examine the first differential of the internal energy dU of an oxide:

dU=T S−PdV +μOdNO + μMdNM + μedNe + ϕdq +−→E · d−→p +−→B · d−→I ,
(1)

where T, S, P, and V are the temperature, entropy, pressure, and volume, respec-
tively. The chemical potentials μO, μM , and μe are those of oxygen, cation M,
and electrons, respectively; and NO, NM , and ne are the number of particles of
oxygen, cation M, and electrons, respectively. ϕ is the electrostatic potential and

q is the charge transferred.
−→
E is an external homogenous electric field, and −→p is

the macroscopic electric dipole moment.
−→
B is an external homogenous magnetic

field and
−→
I is the macroscopic magnetic dipole moment. Other conjugate pairs

(force-displacement) can appear in the above equation if there is a need to include
them (e.g., a surface-tension-like term). From each conjugate pair, we have to
choose the one that is controlled in the experiment or real-life application we are
trying to model. So out of the temperature and entropy pair, certainly we would
choose the temperature. Out of the pressure and volume pair, we can choose
either, and if we decide to choose the volume, we end up with a Helmholtz-like
thermodynamic potential, whereas if we choose the pressure, we end up with
a Gibbs-like thermodynamic potential. Typically in experiments we control the
chemical potential of oxygen by controlling the oxygen partial pressure, and this
in fact determines also the chemical potential of the metal μM since both of them
are constrained by:

μMxOy = xμM + yμO, (2)

where μMxOy is the chemical potential of the oxide. Out of the chemical potential
of electrons and number of electrons, we choose the former as a natural variable
not because it can be controlled in experiments, but for theoretical convenience
(Freysoldt et al. 2014). Once the list of all natural variables has been selected,
a partial Legendre transformation of U can be performed to obtain a convenient
thermodynamic potential that describes the oxide crystal (Callen 1985). Minimiza-
tion of this potential decides the equilibrium state of the crystal and determines
an expression for the concentration of the ionic defects in terms of what is known
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as the free energy of formation of the defect. Equation 3 gives the most common
thermodynamic potential used in modeling defects in the absence of electromagnetic
fields which is commonly termed Gibbs free energy (G) in the defects community
although it might be more appropriate to call it a grand potential:

G = U − TS+ PV − μONO − μene, (3)

where T, P, μO, and μe were chosen as natural variables. For a given defect d whose
charge is q, it is possible to define the Gibbs free energy of formation of this defect
to be:

Gform
d,q =

(
Udef − Uperf

)
+ P

(
V def − V perf

)
− T

(
S∗def − S∗perf

)

− μO

(
N

def
O −Nperf

O

)
+ qμe.

(4)

The definition is a straightforward difference in the terms of the thermodynamic
potential between the defective crystal and the perfect crystal at fixed natural
variables. There are some important observations to note. First, the entropy in the
above expression includes all non-configurational entropies (mainly vibrational and
band electronic). The contribution of configurational entropies to the abundance of
the defects appears in the final expression of the defect concentration. Second, it
looks unclear how this formation expression represents cation defects when it does
not contain any information about the cation chemical potential or number of par-
ticles. Here, one appeals to the natural variables we choose for our thermodynamic
potential and to the experimental setup we are simulating. Since we only controlμO,
then cation defects need to be created by exchanging oxygen between the crystal
and the surroundings of the crystal. Thus, a cation vacancy in MxOy is formed
by transferring y/x oxygen atoms from the surroundings into the crystal. Similarly
creating cation interstitial is formed by destroying an MOy/x unit, such that y/x
oxygen atoms are transferred into the surroundings and a metal atom remains in the
crystal as interstitial. To summarize, when it comes to cation defects, the formation
expression given above is still usable by careful consideration of the number of
oxygen particles in the defective and perfect crystals. Third, if one is interested in
analyzing dopants and their solubility in the oxide, then we need to add an extra term
to the thermodynamic potential (Eq. (3) above). If the dopant is X and we select its
chemical potential μX as a natural variable, then we add the term (−μXNX) to G.
Of course in the perfect crystal of the oxide, the number of particles of the dopant
NX is null. Consequently, Eq. 4 for the formation free energy needs to be updated
by a term (−μXNdefX ). Finally, all the terms of Gformd,q are usually computed from
first-principles electronic structure methods. Density functional theory (DFT) (Kohn
1965) and its advanced derivatives (Perdew 2013) are becoming the electronic
structure method of choice to study the defects of oxides. DFT is a reformulation of
the quantum mechanical description of matter from a 3N-dimensional wave function
to a three-dimensional electron density, where N is the number of electrons. The
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literature of computing Gformd,q is mature (Freysoldt et al. 2014) and is evolving
rapidly to account for new thermodynamic forces that has not been considered
previously for metal oxides such as electric fields (Youssef et al. 2017a) and the
simultaneous action of temperature and pressure (Youssef et al. 2017b).

Creating an ionic or electronic defect requires paying a free-energy penalty, but
that increases the free energy of the defective crystal with the respect to that of the
perfect one. Simultaneously the creation of the defect (ionic or electronic) results
in an increase in the configurational entropy which lowers the free energy of the
defective crystal with respect to the free energy of the perfect crystal. At a given set
of thermodynamic conditions (natural variables discussed above), there is a unique
minimal free energy of the defective crystal (less than that of the prefect crystal)
obtained by a unique set of concentrations of the defects. The minimization has
been carried out analytically (Schmalzried 1995; Kasamatsu et al. 2011) in the limit
of non-interacting defects, and the resulting expression for the concentration of an
ionic defect d with charge q is:

[
dq
] = nd

exp

(−Gform
d,q

kBT

)

1+∑
q∗

∑
d∗

exp

(−Gform
d∗,q∗
kBT

) (5)

Here nd represents the number of possible and degenerate ways of including
the defect d in the lattice space occupied by the chemical formula MxOy. kB is
Boltzmann constant as expected, and the summation in the denominator is taken
over all defects d* with charge q* that can occupy the same lattice site of the defect
d. For example, the defect site of a 2+ oxygen vacancy can also be occupied by
a neutral oxygen vacancy, a fluorine substitutional of charge 1+, and any other
defect that resides on the oxygen sublattice. If Gform

d,q � kBT for all defects, then
the summation in the denominator can be ignored, and we recover the familiar
Boltzmann-like expression. The minimization of the free energy of the defective
crystal also produces expressions for the concentration of free electrons [e] and free
holes [h] which are:

[e] =
∞�
ECBM

gc (E)
dE

1+ exp
(
E−μe
kBT

) , [h] =
EVBM�
−∞

gv (E)
dE

1+ exp
(
μe−E
kBT

) , (6)

where E is the electron energy; ECBM and EVBM are the edges of the conduction
and valence bands, respectively; and gc(E) and gv(E) are the electronic density of
states in the conduction and valence bands, respectively. The density of states can
be computed using electronic structure methods under the assumption that they do
not change with temperature or defect concentration.

Once we specify the control variables T, P, μO, and μX , then all defect
concentrations (ionic and electronic) turn into a single-variable function of the
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chemical potential of electrons μe. The latter cannot be specified; instead it is
determined by the condition of charge neutrality inside the bulk of the oxide, which
can be formulated as:

∑

d,q

q
[
dq
]+ [h]− [e] = 0. (7)

Solving the charge neutrality equation which can be done by a root-finding
numerical method such as the bisection method, we can obtain a unique value μe

that achieves charge neutrality. The latter can be used to determine the concentra-
tions of all defects at the specified thermodynamic conditions. It is important to
check that the formation free energies of all defects at the resulting μe are greater
than zero. A negative formation free energy for a defect indicates crystal instability
(Todorova and Neugebauer 2014) and an inaccessible thermodynamic regime for
the oxide phase under consideration (e.g., under these thermodynamic conditions
that oxide decomposes into a metal and oxygen gas).

After computing the defect concentrations as a function of the natural variables
(T, P, μO), it remains to choose a graphical representation for these concentrations.
For that purpose, it is common to fix T and P and plot the concentrations as a func-
tion of the chemical potential of oxygen (or oxygen partial pressure). The resulting
plot is usually termed Kröger-Vink diagram. Notice that number of particles (defect
concentrations) and chemical potential are conjugate thermodynamic variables, and
as such the Kröger-Vink diagram comes in the spirit of T-S and P-V diagrams
that are very common in thermodynamics. The slopes of the curves on T-S and
P-V diagrams are related to very fundamental thermodynamic properties, such as
the specific heat and the compressibility, respectively. Similarly, the slopes of the
defect concentrations on Kröger-Vink diagrams (although they do not have names)
are of great importance since they can be measured experimentally via electric
conductivity measurements. By measuring these slopes, it is possible to guess the
underlying dominant charged defects utilizing the charge neutrality condition and
the law of mass action. This experimental approach is analogous and synergistic to
the modeling and simulation approach which we explained in this section.

2.2 Defect Equilibria in Intrinsic and Doped ZrO2

An example for computed defect equilibria (Kröger-Vink diagram) is shown in the
left panel of Fig. 1 for tetragonal ZrO2 (Youssef and Yildiz 2012). It is clear that
oxygen chemical potential variation has a dramatic effect on the dominant defects
in the oxide. At very high oxygen partial pressure, 2+ oxygen vacancies V ••O and 1+
holes pv are charge compensated with 4- zirconium vacancies V ′′′′Zr . Then at around
oxygen partial pressure of 10−3 atm, the charge compensation mechanism changes
to be among V ••O and −1 electrons. Another key observation is the characteristic
slopes of the concentrations of the dominant charged defects, 0 slope at high
partial pressure and −1/6 slope at low partial pressure, which are obtained from the
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Fig. 1 (left) Calculated Kröger-Vink diagram for tetragonal ZrO2 at 1500 K. (right) Electric
conductivity measurements on tetragonal ZrO2 by Kofstad and Ruzicka (Kofstad and Ruzicka
1963). (The figure is adapted from Youssef and Yildiz (2012)). In the left panel, nc and pv denote
conduction band electrons and valence band holes, respectively.

defect equilibria model and also consistent with electric conductivity measurements
(Kofstad and Ruzicka 1963) shown on the right panel of the figure. This consistency
gives mutual credibility to both theoretical and experimental approaches. Note,
however, that at very low oxygen partial pressure, theory predicts the predomination
of the neutral oxygen vacancies V ×O . Being neutral, this defect is not amenable to
discovery via electric conductivity experiments. The electronic structure approach
that provided the raw formation free energies of the defects presented in Fig. 1
is standard DFT equipped with some corrections (Youssef and Yildiz 2012). It is
possible to resort to more accurate electronic structure methods (Perdew 2013) to
confirm and possibly correct the predictions of standard DFT especially in situations
where experimental validation becomes difficult as in the case of neutral defects.

It is also possible to use defect equilibria models to predict the solubility of an
element inside the oxide. This is essentially the sum of the concentrations of all
the defects of this element in this oxide at the highest possible chemical potential
of the element. A further utility of the defect equilibria models is computing the
solubility of an undesirable element X when the oxide is doped intentionally by
an element Y. An example for this calculation is shown in Fig. 2 which shows the
solubility of hydrogen in monoclinic ZrO2 as a function of 3D transition metals
dissolved in the same oxide (Youssef et al. 2016). Hydrogen is the undesirable
dopant here because hydrogen pickup and embrittlement is a main design-limiting
factor for zirconium alloys in water-induced corrosion environments (Cox 2005).
Three-dimensional transition metals are added intentionally to ZrO2 to engineer its
hydrogen resistance. The plot shows that Co when dissolved in ZrO2 can increase
the solubility of hydrogen by about 5 orders of magnitude compared to undoped
ZrO2.

It is possible to recast the results presented in Fig. 2 into a design paradigm
as shown in Fig. 3 which presents the solubility of hydrogen as a function of
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Fig. 2 The ratio of hydrogen
solubility in monoclinic ZrO2
doped with 3D transition
metals to that in the undoped
oxide. (The figure is adapted
from Youssef et al. (2016))

temperature and electron chemical potential μe (Youssef et al. 2016). The figure
shows that hydrogen solubility has a “valley” shape due to the presence of a
minimum solubility at any given temperature. The task now is to search for
dopants which either minimize the solubility (triangle markers) or do something
else desirable such as maximizing μe (circle markers). Note that at maximum μe,
the dominant hydrogen defect is substitutional on Zr site which is a less mobile
form of hydrogen compared to interstitial protons that dominate the minimum μe

part of the valley. In reference (Youssef et al. 2016), a search was performed to
found dopants that maximize μe which would be beneficial for protecting Zr alloys
against the ingress of hydrogen, and a list of not previously explored elements were
identified (Ta, P, Mo, W).

3 Defect Redistribution at Oxide Hetero-Interfaces

3.1 Theory

Modeling point defect equilibria from first-principle calculations have proven itself
a powerful tool for understanding defect chemistry of oxide materials in their bulk
as discussed in the previous section. In this section, we introduce how to extend
this predictive scheme to interface systems. Suppose we have obtained bulk band
structure and defect equilibria of two oxide materials; there are three factors that
drive charged defect redistribution if the two materials form a hetero-interface: first,
the discontinuities of valence band �Ev and conduction band �Ec immediately at
the interface without considering any defect. Theoretically, this band discontinuity
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Fig. 3 Hydrogen solubility in monoclinic ZrO2 as a function of temperature and electron chemical
potential at oxygen- and water-rich conditions. The triangles indicate the minimum solubility
“valley” of hydrogen, whereas the circles represent the solubility at the maximum electron
chemical potential. To the right of the “valley,” the dominant hydrogen defect is substitutional
on Zr site with a charge of 3-, and to the left of the “valley,” the dominant hydrogen defect is
interstitial proton. (The figure is adapted from reference Youssef et al. (2016))

corresponds to the large electrostatic potential gradient at ideally abrupt defect-free
interfaces. This discontinuity is localized in the few atomic layers in the immediate
vicinity of the interface and is independent of external perturbations such as dilute
doping and applied electric bias (Van de Walle and Martin 1987). Second, charged
species have different electrochemical potentials in equilibrium bulk materials.
When two materials are put into contact, electronic and ionic defects start to diffuse
to reequilibrate, driven by this chemical potential difference. This leads to buildup
of local electric field and in turn drives drift flux in the opposite direction. When the
system equilibrates, drift and diffusion fluxes cancel out, leading to a reduced form
of drift-diffusion equation with zero flux (Markowich 1990), which is equivalent to
the Poisson-Boltzmann formalism used by the solid state ionics field (Maier 2004).
Third, atoms near an interface are in a distinct bonding environment compared to
atoms in bulk. Defect formation energy will change due to the interfacial lattice
relaxation and chemical composition variation. This adds the segregation energy,
E
seg
Dq , to defect formation energy of ionic defects in the vicinity of the interface. This

region where the segregation energy is non-negligible is termed as the core zone.
Noting that now we have an electrostatic distribution profile across the interface,
electrochemical potential should be used to describe the energetics and kinetics of
charged defects:

∼
μDq = μ0 + μcfg + qφ. (8)
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Here μ0 is the concentration-independent contribution. In the context of our
model and because of the complexity of studying interfaces with electronic structure
methods, we ignore the formation entropies, μ0 = E

f,bulk
Dq + �E

f
Dq . �EfDq

represents the energetic preference of defects segregating to or depleting from the
interfacial core region due to the bonding environment variation. μcfg represents the
configurational entropy generated by defects. φ is the electrostatic potential in the
space-charge layer. The drift-diffusion flux is defined by:

JDq = −MDq	μ̃Dq (9)

where MDq is the mobility. Assuming that there is no generation or annihilation of
defect during the transport process, the transport equation is:

∂ [Dq ]

∂t
= −	 · JDq (10)

Under equilibrium, the fluxes of all species should be zero, which means the
electrochemical potential is constant. Equation (10) reduces to:

JDq = 0 (11)

The defect electrochemical potential in bulk is given by:

∼
μ

bulk
Dq = Ef,bulk

Dq + kBT ln
([
Dq

]
bulk

)
, (12)

assuming dilute limit is satisfied. Since equilibrium is reached across the interface,
∼
μDq (z) is equal to

∼
μ

bulk
Dq throughout the oxide material, we arrive at the equation for

defect concentration:

[
Dq

]
(z) = [

Dq
]

bulk exp

(
−q�φ(z)+�E

f
Dq

kBT

)
(13)

With this expression we can now self-consistently solve Poisson’s equation:

d2φscl(z)

dz2
= −ρ(z)

εε0
, (14)

where ε is the relative permittivity of the oxide and ε0 is the permittivity of vacuum.
Under the constraint of global charge neutrality:

� L
0
ρ(z)dz = 0 (15)
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where ρ(z) is the total charge concentration including electrons, holes, and all types
of charged point defects:

ρ(z) =
∑

D,q

q
[
Dq

]
(z)+ pv(z)− nc(z) (16)

Under equilibrium, bulk defect chemistry is retrieved far away from the interface.
The corresponding boundary conditions are:

dφscl

dz

∣∣∣z=0 = 0,
dφscl

dz

∣∣∣
z=L

= 0 (17)

z equals 0 and L represents the starting and end points of the modeled hetero-
junction. This framework for describing defect equilibria at hetero-interface is
summarized in Fig. 4. The three factors listed above can be obtained from differ-
ent simulation and experimental methods; here we will focus on first-principles
electronic structure approach. Density functional theory (DFT) calculations can
provide bulk defect formation energies, segregation energies, and band offsets.
These DFT results can be fed into the model described above to generate the defect
equilibria profiles across the hetero-interface. Though the discussion here is focused
on oxide hetero-interface, similar scheme is also applicable on grain boundaries
(Souza 2009), surface segregation (Polfus et al. 2016), and metal/oxide interface
(Kasamatsu et al. 2011).

3.2 Defect Equilibria Near ZrO2(001)/Cr2O3 Interface

As an example, we demonstrate the capability of the above described framework on
the model system monoclinic-ZrO2(001)/Cr2O3(01-1̄2) interface (Yang et al. 2017).
This interface system is of interest in the context of high-temperature water-induced
corrosion of Zr alloys (Pêcheur et al. 1992; Hatano and Sugisaki 1997). Due to
the low solubility of alloying elements (such as Cr) in zirconium oxide, alloying
elements precipitate and further get oxidized in the passive film. As a result, Cr
alloying of Zr forms Cr2O3 precipitates within the ZrO2 matrix. The space-charge
effect of such hetero-interfaces can greatly alter oxygen and hydrogen incorporation
kinetics and therefore is important to examine quantitatively. First, we take a close
look at the electrostatic profiles close to the interface as plotted in Fig. 5. Here we see
a positive built-in potential and downward band bending on ZrO2 side and upward
band bending on Cr2O3 side. The positively charged defect species are depleted,
and negatively charged defects accumulate in both the space-charge and core zones
of ZrO2, and the reverse happens for Cr2O3. It is immediately observable that the
electrostatic potential profile is not differentiable at the interface, which corresponds
to an abrupt change in electric field. This is because the electric displacement field
D = εε0E is continuous throughout, as required by Poisson’s equation, but ε takes
different values on the two sides. D is not smooth both at the interface and at the
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Fig. 4 Schematics for a comprehensive framework for predicting point defect equilibria across
hetero-interfaces. Three important factors can be assessed at the atomistic level by DFT calculation:
(a) band offset of the ideal interface, (b) bulk defect equilibria on each side of the interface, and (c)
defect segregation or depletion due to interfacial structural and compositional change. At a hetero-
interface, these three factors determine the difference in chemical potential of charged defects and
thus drive their redistribution (Maier 2004; Markowich et al. 1990; Franciosi and Van de Walle
1996). When equilibrium is reached, the electrochemical potential should be constant throughout
for electronic defects and constant for ionic defects in the oxide side in which they exist. The
steady-state drift-diffusion model can be solved in a self-consistent way which produces (d) the
electrostatic profiles in the space-charge and core zones, and (e) the defect redistribution profiles
across the interface with explicit consideration for the interfacial core zone. Upon equilibrium,
diffusion flux driven by concentration gradient

�
c should cancel out with drift flux driven by

electrostatic potential
�
φ. In (d) and (e), light-colored regions in the immediate vicinity of the

interface represent core regions, which extend for only several atomic layers. (Figure reproduced
from Yang et al. (2017))

boundaries of core layer due to the abrupt change in charge concentration caused by
segregated species.

To examine the effect of defect redistribution on transport properties of ZrO2
with embedded Cr2O3 particles, in Fig. 6 we show the spatial distribution of free
electrons, electrons and holes, and doubly charged oxygen vacancy across such
interface with varying oxygen partial pressure. By looking at the concentration
distribution of oxygen-related defects and electronic defects, we can analyze how
electron transport and oxygen diffusion are changed in the space-charge layer of
ZrO2 compared to its bulk due to the change in the concentration of these defects in
the space-charge layer. In Fig. 6a because the bands bend down on the ZrO2 side,
the concentration of electrons is increased in the space-charge layer compared to
bulk, and subsequently holes are decreased as well in this layer. In addition, the
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Fig. 5 Electrostatic profiles calculated for m-ZrO2(001)/Cr2O3(01-1̄2) interface. (a) Electrostatic
potential φ, (b) The magnitude of the electric field E and electric displacement field D and (c)
charge concentration ρ close to the interface at 1200 K and PO2 = 10−5 atm. Regions with green
and blue background color represent core layer on ZrO2 and Cr2O3 side, respectively. (Figure
reproduced from Yang et al. (2017))

sum of electron and hole concentrations is plotted in Fig. 6b. If we assume that the
mobilities of electrons and holes are on the same order of magnitude, this quantity
should give us an estimation of the change in total electronic conductivity in the
space-charge layer. Figure 6b shows that when PO2 < 10−12 atm, the space-charge
layer of ZrO2 is in its n-type regime. In this case, the total electronic conductivity
in the space-charge zone is increased. On the other hand, when ZrO2 becomes
p-type at higher PO2 , the total electronic conductivity is decreased in the space-
charge layer in comparison to bulk due to the downward band bending.

A major advantage of this first-principles-based method is that it decouples 0 K
effect from finite temperature effect, allowing for a quantitative comparison of the
two effects on the electrostatic properties. In Fig. 7 we plot electrostatic potential V,
electric field E, and charge density ρ from both DFT-calculated profile for defect-
free interface and space-charge model considering charged defect redistribution.
These two effects coexist in every interface between two semiconductors (or
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Fig. 6 Spatially resolved concentrations of (a) electrons, (b) sum of electrons and holes, and (c)
V ••O as a function of oxygen partial pressure at T = 1200 K. Circles and squares in panel (c)
represent the concentrations in the core layer on the ZrO2 and Cr2O3 sides, respectively. (Figure
reproduced from Yang et al. (2017))

insulators) and can both influence the interface properties. However, because of
the difference in spatial scales of these two effects, either could be dominating at
different spatial positions around the interface. The highly localized nature of the
field and the dipole arising from the defect-free interface gives rise to the catalytic
activity of exposed or barely hidden interfaces (Lee and Selloni 2014). It can also
influence the transport processes right at the interface (parallel or across). On the
other hand, the field and dipole generated by defects at finite temperatures influence
the transport processes over an extended region around the interface.

4 Defect Kinetics

Upon establishing the defect equilibria for a binary metal oxide at a given thermo-
dynamic condition, it is possible to determine the self-diffusivity of the oxide anion
or the metal cation under these conditions. For example, the total self-diffusion
coefficient Dtot of the oxide anion can be written as:
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Fig. 7 Macroscopic average of (a) electrostatic potential V, (c) electric field E, and (e) charge
density ρ from the perfect interface calculated by DFT at 0 K, compared with the same quantities
(b), (d), and (f) contributed by the redistribution of defects at T = 1200 K and PO2 = 10−5 atm.
(Figure reproduced from (Yang et al. 2017))

Dtot =
∑

d,q

[
dq
]
D
q
d (18)

where the summation is taken over all oxide anion defects d and the possible charge
states q for these defects and each term is simply the concentration of the defect [dq]
multiplied by its diffusivity Dqd . A similar expression can be written for the cation
self-diffusivity and also for an extrinsic dopant. We described computing the con-
centrations of the defects, and it remains to clarify evaluating the defect diffusivities.
The most direct way to calculate the diffusivities is through molecular dynamics
simulation whose input structure contains defect concentrations corresponding to
the defect concentrations evaluated by the equilibria model. Although this approach
requires no a priori knowledge of the defect diffusion mechanisms, it has a major
drawback. The temperature of the simulation needs to be very high (on the order of
1000 K) so that the defect diffusion events are observable during the course of the
simulation. The reason for this is that solid state diffusion is a temperature-activated
process and as such at low temperatures the diffusion events become very rare. To
overcome this challenge, one can rely on rare-event simulation methods to compute
the activation barrier Eb of each diffusion mechanism. The most relevant method
for the defect diffusion in the dilute limit is the so-called nudged elastic band (NEB)
method and its descendants (Henkelman et al. 2000). For this method, all what is
needed is the initial state of the defect, the final state, and of course a total energy
calculation method such as DFT. Then, the NEB algorithm is capable of finding
the minimum energy pathway and the corresponding activation barrier. Clearly this
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approach requires a prior knowledge of the defect diffusion mechanism to prepare
the initial and final states accordingly. However, for binary oxides the most relevant
diffusion pathways are four which we define here for the case of the oxide anion
diffusion, although the same rationale applies to cation diffusion as well. First, we
have the vacancy mechanism in which an oxide ion hops from a lattice site to fill in
a neighboring oxygen vacancy. Equivalently, we can say that the vacancy hops from
one lattice site to a neighboring one. Second is the antisite mechanism in which an
oxygen ion sitting on the cation sublattice hops to a neighboring cation vacancy.
Third is the direct interstitial mechanism in which an interstitial oxide ion hops
from an interstitial site to a neighboring interstitial site. Fourth is the interstitialcy
mechanism in which an interstitial ion knocks on a neighboring lattice oxygen ion
and eventually the original lattice oxygen ion becomes interstitial and the original
interstitial becomes a lattice oxygen ion. The net effect is a net displacement for
an interstitial oxide ion. The above discussion focused on the diffusion of point
defects. Localized electronic defects (small polarons) hop in a similar fashion to
point defects, although their hopping involves some complications related to the
adiabaticity of the hopping process (Emin and Holstein 1969; Holstein 2000; Austin
and Mott 2001; Wang and Bevan 2016). The very same complication arises as
well in the theory of electron transfer in chemical reactions (Marcus and Sutin
1985; Marcus 1993). On the other hand, the transport of delocalized electronic
defects (large polarons) requires a different approach such as solving Boltzmann
transport equation (Madsen and Singh 2006). In this chapter, we focus on ionic
defect diffusion.

The complexity of the crystal structure of the metal oxide dictates the next step
after sampling the activation barriers of the relevant diffusion mechanisms. Recall
that the main goal at this step is calculatingDqd so that we can obtain the overall self-
diffusivity as in Eq. (18). We discuss two approaches to calculate Dqd . For simple
structures which do not contain nonequivalent sites for the ions (e.g., cubic fluorite
oxides such as ZrO2, CeO2, ThO2, and UO2), there is a unique activation barrier Eb

along each crystallographic direction as shown schematically in Fig. 8a. In this case,
it is straightforward to compute the defect diffusivity from random walk diffusion
theory (Tilley 2008).

The premise of random walk diffusion theory is that a defect migrates (jumps)
between neighboring equivalent sites corresponding to local energy minima. The
migration takes place between the two equivalent sites and across an energy
activation barrier Eb which is readily computed using the NEB method. Each
migration step is thermally activated and is independent of the previous ones, that
is, there is no memory. Under these assumptions, the diffusivity of a defect d whose
charge is q a long a crystallographic direction k is given by:

D
q
d,k =

1

2
ζkλ

2
kvd,k exp

(−Eb
kBT

)
, (19)
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Fig. 8 Two possible energy
landscapes for the diffusion
of a defect along a
crystallographic direction in a
metal oxide crystal. (a) All
energy minima are
equivalent, and there is a
unique activation barrier Eb
characterizing diffusion along
this direction. (b) There are
two (or more) nonequivalent
energy minima along this
path and hence two different
activation barriers Eb1 and
Eb2

where ζ k is the multiplicity of the crystallographic direction k. For example, in
the cubic fluorite structure, the multiplicity of the [001] direction is 3 because
[001], [010], and [100] are crystallographically equivalent. λk is the jump length
along the k direction. vd,k is the attempt frequency for the defect d to migrate
along the crystallographic direction k. For solids this frequency is between 1 and
10 THz. Once Dqd,k is computed for the most relevant crystallographic directions
(the ones that lead to short diffusive jumps on the order of the lattice parameter), it is
possible to calculate the “isotropic” diffusivityDqd of each defect by some averaging
procedure. The diffusion of oxygen in tetragonal ZrO2 (Youssef and Yildiz 2014),
and oxygen in ZnO (Erhart and Albe 2006) were analyzed using this approach.

On the other hand, if the crystal structure is complicated due to the presence
of many nonequivalent sites for the same ions as in Fig. 8b, then simple random
diffusion theory with its analytical form (Eq. 19) cannot account for this complexity.
A viable alternative is on-lattice kinetic Monte Carlo (kMC) simulation (Voter
2007). A kMC simulation models in a stochastic way the time evolution of a system
under the assumption that all relevant processes and their relative probabilities are
known a priori. In the context of modeling the diffusion process, kMC generates a
series of atomistic diffusion events according to the probability distribution of these
as dictated by the activation barrier of these diffusion jumps. In each kMC step, a
diffusion event for the defect is chosen using a random number from a list of pre-
calculated diffusion jumps (using NEB). Then, the clock is advanced according the
activation barrier of the selected event. A high-activation barrier event corresponds
to a long time span and vice versa. After a converged number of kMC steps, the
defect diffusivity can be calculated from the mean square displacement

〈−→
r (t)2

〉
of

the defect using Einstein’s expression:

〈−→
r (t)2

〉
= 6Dqd t (20)



1094 M. Youssef et al.

Fig. 9 Total oxygen
self-diffusivity in monoclinic
ZrO2 as a function of
temperature and oxygen
partial pressure. On an
isotherm, the diffusivity is
dominated by 2− interstitial
for oxygen-rich conditions
and 2+ vacancies for oxygen
poor conditions. (The figure
is adapted from Yang et al.
(2018))

where t is the time. The kMC simulation has to be repeated at each temperature of
interest and of course for each defect type. An excellent introduction for the kMC
method can be found in reference (Voter 2007). Whether the defect diffusivity was
computed using random walk or kMC, the final self-diffusivity of the ion is obtained
by summing over all the defects of this ion using Eq. (18). An example of computing
oxygen self-diffusivity is shown in Fig. 9 for the case of monoclinic ZrO2 (Yang
et al. 2018) as a function of temperature and oxygen partial pressure. Monoclinic
phase is of interest because it is the stable phase for ZrO2 below 1440 K (Abriata
et al. 1986), and so it forms during oxidation of Zr and because of other functional
oxides bearing the same structure (Foster et al. 2002b). Generating this plot required
computing the overall defect equilibria (Youssef et al. 2016), sampling the activation
barriers for all oxygen defects, and performing kMC simulations for those defects
that have multi nonequivalent lattice sites. This effort leads to a complete picture for
oxygen defect kinetics in monoclinic ZrO2; in particular we see that each diffusivity
isotherm has a minimum. Toward oxygen-rich conditions, the diffusivity increases
thanks to interstitial defects, and toward oxygen poor conditions, the diffusivity
increases too, but this time due to oxygen vacancies. Such comprehensive picture
facilitates defect engineering and design where we can adjust the thermodynamic
conditions to obtain a desired diffusivity.
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5 Summary and Outlook

The basic question we tried to answer in this chapter is the following: Given
certain thermodynamic conditions, and given a certain arrangement for a metal
oxide such as uniform bulk or with extended defects such as a hetero-interface,
what is the equilibrium concentration and diffusivities of the zero-dimensional
defects? The answer to this question requires a coupling between thermodynamics,
electrostatics, transport theory, and electronic structure methods. Such coupling
provides a fruitful field to study defect equilibria in metal oxides. We gave examples
based on ZrO2 and its interface with Cr2O3. However, the approaches and ideas have
broad applicability. From a practical point of view, having a model and simulator
for defect equilibria with accurate prediction capability opens the door for material
design and defect engineering. We can dub this field as defect genomics. For a given
application or technology, we can select optimal dopants, optimal interfaces, or
optimal thermodynamic conditions that can maximize or minimize certain defects.

In spite of being perceived as a mature field, the physical chemistry of defects still
needs major research efforts. A cross-validation between theory and experiments
for the defect equilibria models for some of the most technologically important
oxides (e.g., iron oxides) is still missing. Metallic oxides which are typically dynam-
ically strongly correlated systems pose severe challenges to electronic structure
theory and hence to predicting their defect equilibria. These oxides are becoming
increasingly important for various applications, and engineering their defects on
physical grounds calls for advances in understanding their electronic structure.
This, in turn, requires more advanced methods beyond standard density functional
theory. Ternary, quaternary, and higher multielement oxides are rising in many
applications, but the number of possible defects that can arise in them is intractable.
Automated defect study algorithms might be needed to systematically analyze
the possible defects of these systems and to pinpoint the most important ones.
Again cross-validation with experiments is crucial here as well. Moreover, studying
defect redistribution at interfaces, surfaces, and dislocations of metallic oxides and
multielement oxides requires more elaborate effort on top of what we presented for
binary insulting oxides. Finally, although we focused here on studying the effect of
temperature and chemical potential on the equilibria of defects, studying the effect
of other thermodynamic forces such as electromagnetic fields and non-hydrostatic
stresses (Youssef et al. 2017a, b; Chi et al. 2018) is equally important and deserves
more attention from the defect physical chemistry community.
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Abstract

Oxide heterostructures are a new class of materials by design that open the
possibility for engineering challenging electronic properties, in particular, cor-
relation effects beyond an effective single-particle description. This short review
tries to highlight some of the demanding aspects and questions, motivated by
the goal to describe the encountered physics from first principles. The state-
of-the-art methodology to approach realistic many-body effects in strongly
correlated oxides, the combination of density functional theory with dynamical
mean-field theory, will be briefly introduced. Discussed examples deal with
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prominent Mott-band and band-band type of oxide heterostructures, where
different electronic characteristics may be stabilized within a single architectured
oxide material.

1 Introduction

Since the early days of quantum solid-state research, transition-metal oxides are
known to pose very challenging problems in condensed matter physics and materials
chemistry (Mott and Peierls 1937). The delicate balance between localization and
itinerancy of electrons stemming from partially filled d-shells in these systems
is at the origin of many intriguing phenomena. Spanned by the basic electronic
phases, namely, band insulator, Mott insulator, and conventional metal, the rich
transition-metal-oxide phase space encloses, e.g., delicate forms of transport and
magnetism (Imada et al. 1998). The identification of high-temperature supercon-
ductivity (coined high-Tc) in CuO2-based systems (Bednorz and Müller 1986),
eventually well above the liquid-nitrogen temperature, still marks the hallmark
finding in this group of compounds.

A new chapter in the research of such materials systems opened in the early
2000s, when systematic studies of oxide heterostructures appeared (e.g., Ohtomo
et al. 2002). Ever since, that topical field belongs to a key focus in condensed
matter and materials science (see, e.g., Zubko et al. (2011), Hwang et al. (2012),
and Chakhalian et al. (2014) for reviews). Important advancements in experimental
preparation techniques allow researchers to design oxide materials beyond known
appearance in nature. Materials developments from this area may hence be relevant
for future technological applications. However, due to the unique combination of
the well-known demanding physics of bulk transition-metal oxides with the modern
architecturing possibilities, oxide heterostructures furthermore challenge known
paradigms in condensed matter physics. The coexistence and mutual affection of
intriguing bulk-like electronic phases, each up to now associated with a given oxide
compound, within a single oxide heterostructure may be imagined. Moreover, due to
the seminal role of the interface in these novel systems, new exotic phases, unknown
in present bulk compounds, may emerge.

As of today, already a faithful theoretical investigation of bulk transition-metal
oxides with a weakly screened local Coulomb interaction remains a difficult
task. Restriction to (effective) single-particle schemes often misses key oxide
phenomenologies, such as, e.g., the many-body concept of Hubbard bands or
local-moment formation. Therefore, the standard first-principles tool of materials
science, density functional theory (DFT) in the Kohn-Sham representation, is
in many cases not sufficient. Realistic methods beyond conventional DFT that
highlight the importance of strong local Coulomb interactions in connection with
true many-body electron states are on their way of becoming rather routinely
applicable to the correlated electronic structure of bulk oxides. But the sophisticated
structural aspects of oxide heterostructures still promote the task to another level of
complexity.
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The goal of this review is to highlight the many-body character of some oxide
heterostructure problems and to discuss recent first-principles approaches to deal
with the physics. We focus on works based on the combination of DFT with
the dynamical mean-field theory (DMFT). This is motivated by the fact that the
DFT+DMFT framework has evolved to the state-of-the-art realistic many-body
approach to cope with the strong-coupling problem of challenging oxide electron
systems. In order to set the stage, the starting Sect. 2 provides a brief reminder on the
phenomenology of strongly correlated electrons and some thoughts on the relevance
of heterostructure physics. Section 3 delivers an account of the DFT+DMFT
technique, while Sect. 4 presents a selected overview of existing applications to
oxide heterostructure problems.

2 Preliminary Considerations

In the given context, it is relevant to appreciate the many-body phenomenology
of correlated electrons and its difference to sole effective single-particle picturings.
Therefore, a quick summary of the key characteristics of strongly correlated electron
systems renders the text more self-contained. Second, some general thoughts on the
research motivation in the field of oxide heterostructures seem in order.

2.1 Brief Reminder on Strong Electronic Correlations in a Solid

In various transition-metal oxides, the key many-body aspects reside within the
electronic subsystem. The Pauli principle and the mutual Coulomb interaction
among the electrons give rise to an intricate many-particle wave function. While
the former exchange physics, in its pure appearance, may be cast into a Slater
determinant, the explicit interaction leads to more intriguing modifications of the
wave function. Electronic correlations, as defined from quantum chemistry, are
routed in the latter. Though the Coulomb interactions is long-ranged, screening
processes in the solid restrict in most cases its actual relevant range to rather short
distances. To a good approximation for many systems, a sole local interaction
appears sufficient to describe the dominant physics. Given that viewpoint, the
Hubbard model stands out as the seminal picturing of the competition between
localization and itinerancy among interacting condensed matter electrons, i.e.:

HHubbard = −t
∑

〈i,j 〉σ

(
ĉ

†
iσ ĉjσ + h.c.

)
+ U

∑

i

n̂i↑n̂i↓, (1)

whereby i, j are site indices, σ =↑,↓ is the spin projection, and n̂σ = ĉ†
σ ĉσ .

The nearest-neighbor hopping t describes the electron tendency to delocalize on
the lattice, giving rise to the noninteracting band structure, whereas the Hubbard U
marks the local Coulomb interaction. The given basic Hamiltonian is appropriate for
a (effective) one-band problem. Description of multiband systems asks in addition
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Fig. 1 Local spectral function ρ(ω) of the Hubbard model on a three-dimensional lattice for
different U/t ratios. The quantityD marks the half bandwidth. The nomenclature A(ω) = ρ(ω) is
often understood, if the explicit k-dependence in the complete spectral function is not discussed

for an implementation of the local Hund’s physics, as enforced by the Hund’s
exchange JH.

Depending on the ratio U/t , Fig. 1 displays the principle behavior of the
k-integrated spectral function ρ(ω) = ∑

kA(k, ω) on a three-dimensional lattice
for the so-called half-filled case n = 1, i.e., nominally one electron per lattice
site. For small U/t , the system is a very good metal, close to a Fermi gas, with
maximum spectral weight at the Fermi level εF. Note that in that regime, the spectral
function reduces to the common density of states (DOS). On the contrary for large
U/t , the lattice is in an insulating state, since the electrons localize in real space
because of the strong Coulomb repulsion. In spectral terms, removing/adding an
electron is associated with states in the lower/upper Hubbard band. Importantly,
this Mott-insulating state is strikingly different from a conventional band insulator
which arises due to complete band filling in reciprocal space.

ForU/t in between the named limits, the system is in the most interesting regime
of a correlated metal. Subtle spectral-weight balancing between the emerging
Hubbard bands and the coherent quasiparticle (QP) peak close to εF takes place.
The QP peak is the reminder of the original band states, i.e., encloses states with a
well-defined wave vector k, but strongly renormalized and with a weightZ ≤ 1. The
apparent band-narrowing included in Z deviating from unity is readily understood:
the effective hopping t is reduced due to the electron’s hesitation to delocalize
when having to pay the Coulomb penalty U while meeting another electron on the
nearby lattice site. An existing QP weight Z defines a Fermi liquid, since more
formally, the quantity Z is derived from the electronic self-energy Σ(k, ω) via
Z = (1− ∂Σ/∂ω|ω→0)

−1 (see, e.g., Imada et al. (1998) for more details). Notably,
the electronic self-energy integrates all many-body effects and is the key quantity of
the interacting system. Most common metals are Fermi liquids, but it is obvious that
there may exist other forms of correlated metals, where a linear self-energy term
at low energy is missing. Robust QPs are then absent and the metal is, somewhat
vaguely, termed non-Fermi liquid (NFL). Various unusual electronic phases of
transition-metal oxides are associated or in proximity to NFL characteristics, such
as, e.g., in the phase diagram of the high-Tc cuprates.

2.2 Why Oxide Heterostructures?

Deviations from the standard band picture of lattice electrons are often encountered
in bulk oxides. Therefore by heterostructuring these materials, a unique playground
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for investigating, tailoring, and designing correlation effects is opened. The chal-
lenges are twofold in this respect. First, known bulk correlation phenomena are
transferred into the heterostructure environment and may be tuned by various means.
Second, by interfacing different electronic bulk phases, new interface phases are
generated, eventually even without a distinct bulk analogon. A very strict separation
between these both research directions is albeit delicate.

In the first challenge, common correlation features, e.g., strong spectral-weight
transfer, formation of Hubbard satellites, enhanced susceptibilities, local-moment
formation, Kondo physics, magnetic ordering, metal-insulator transition, and
charge-density-wave or superconducting instabilities, are studied within het-
erostructure architectures. Proximity to an interface, different structural/geometrical
relaxations/constraints, symmetry breakings due to layering (cf. Fig. 2), or
polarization effects because of a heterostructure-adapted electric field are only a
few impacts that are able to influence and modify the original bulk electron system.
Already a lot of work has been performed in this context, and much is cited in the
review articles given in the introduction.

For a concrete example, the physics of doped Mott insulators is a key research
field in strongly correlated condensed matter. Bulk doping however poses many
difficulties in view of a well-defined theoretical description. Most importantly, the
intertwining with disorder mechanisms in the electronic and structural sector often
hinders a straightforward modeling. Those problems may be overcome in Mott-
oxide heterostructures, since electron, hole, or structural (i.e., effects only due to
the different ion size of the valence-identical dopant) doping can nowadays be
realized by respective doping layers, e.g., via molecular beam epitaxy (cf. Eckstein
and Bozovic (1995) and Stemmer and Millis (2013) for reviews). Therewith, the
correlated doping physics becomes accessible in a well-defined manner by model-
Hamiltonian and/or first-principles techniques. In general, accompanied by this
progress, the examination of the influence of defects in strongly correlated materials
has gained renewed interest, being explored by considering the detailed defect
chemistry together with a state-of-the-art treatment of electronic correlations.

The second challenge is even more demanding and might be associated with the
physics of conducting quasi-two-dimensional electron interface systems emerging
in oxide heterostructures consisting of bulk band insulators. In principle, selected
surface systems may also be counted in this regard. Yet the clarification of the

Fig. 2 Principle issue of
symmetry breaking induced
by an interface in an oxide
heterostructure, leading to
layer-dependent electronic
self-energies Σij
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uniqueness of such engineered electron phases beyond respective bulk counterparts
is still ongoing research. Topological nontrivial electronic states are surely to be
considered, but there the explicit interplay between the topological aspect and
electronic correlations is still largely uncharted territory. In the following, these
latter material possibilities will not be covered, but the interested reader finds some
ideas on this in a recent review (Keimer and Moore 2017).

3 Theoretical Approach: Realistic Many-Body Theory

3.1 Electronic Density Functional Theory (DFT)

Electronic density functional theory marks an everlasting milestone in condensed
matter research, it is and will remain a key step in the first-principles investigation
of matter. There are excellent reviews and books on DFT, so there is no need
here to iterate thereon. In essence, the framework maps the problem of interacting
electrons onto the problem of noninteracting particles within a complicated effective
potential. In the present context, it is vital to note that although DFT represents in
principle a complete many-body account of interacting electrons, the most common
Kohn-Sham representation based on the conventional local-density or generalized-
gradient approximations (i.e., LDA or GGA) marks this method as an effective
single-particle approach. In condensed matter, it therefore describes band electrons,
whereby the original many-body effects are cast into the named effective potential.

3.2 Dynamical Mean-Field Theory (DMFT)

When it comes to strongly correlated lattice electrons, the dynamical mean-field
theory (Metzner and Vollhardt 1989; Georges and Kotliar 1992) has the reputation
of being the many-body scheme with the best compromise between generality,
accuracy, and performance. Also DMFT describes a mapping, and it is here from
the problem of interacting lattice electrons onto the problem of a quantum impurity
within a self-consistent energy-dependent bath, as sketched for the Hubbard model
in Fig. 3.

The one-particle Green’s function provides seminal access to the spectral
properties and the total energy of an interacting electron system on a lattice. For
chemical potential μ, and Hamiltonian H(k) at wave vector k, it reads:

G(k, iωn) = [iωn + μ−H(k)−Σ(k, iωn)]−1 . (2)

Note that here and in the following part of the text, fermionic Matsubara frequencies
ωn := (2n + 1)πT are employed to emphasize the treatment at finite temperature.
The analytical continuation to real frequencies ω in actual calculations may, e.g.,
be performed via the maximum entropy method (see, e.g., Imada et al. (1998)
and Georges et al. (1996) for more general details).
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Fig. 3 Sketch of the DMFT mapping of an interacting lattice problem (left) onto a problem of an
impurity within an energy-dependent bath (right), assuming a sole on-site Coulomb interaction U

In DMFT, the local Green’s function is approximated with the help of a k-
independent impurity self-energy Σimp(iωn), i.e.:

GDMFT
loc (iωn) =

∑

k

[iωn + μ−H(k)−Σimp(iωn)]−1, (3)

whereby the corresponding impurity problem reads:

Σimp(iωn) = G0(iωn)
−1 −Gimp(iωn)

−1 . (4)

The Weiss field G0(iωn) is a unique function of the local Hamiltonian (expressed
within a localized basis), and, importantly, the DMFT self-consistency condition
implies Gimp = GDMFT

loc . The calculational loop is depicted in the DMFT-loop box
of Fig. 4, and quantum impurity solvers based, e.g., on quantum Monte Carlo, exact
diagonalization, etc. yield the solution. For more details, we refer to Georges et al.
(1996) for a review. Note that local-interaction diagrams are included to all orders in
this non-perturbative theory. The vital energy dependence of the Weiss field ensures
the qualitatively correct description of low-energy QP features as well as high-
energy incoherent (Hubbard) excitations. Extensions to overcome the restriction to
a k-independent self-energy, e.g., via cluster schemes, are available. But those will
not be further pursued in the present text.

3.3 Combining DFT and DMFT

The first explicit promotions of DMFT to the realistic level through a merging
with Kohn-Sham DFT has been realized end of the 1990s (Anisimov et al.
1997; Lichtenstein and Katsnelson 1998). Importantly, since the many-body part
incorporates a Hubbard-model(-like) picturing of a suitably chosen correlated
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Fig. 4 State-of-the-art charge self-consistent DFT+DMFT loop. (After Lechermann et al. 2006).
The calculation usually starts from a self-consistent Kohn-Sham solution. The correlated subspace
is defined and the initial Weiss field G0 constructed. Afterward, a single (or more) DMFT step
is performed. The obtained self-energies are upfolded and an updated charge density ρ(r) is
computed. A new charge density implies a new Kohn-Sham potential, and a single new Kohn-
Sham step is performed; therefrom a new Weiss field is generated, etc

subspace, a (partly) local-orbital representation is an essential building block of the
DFT+DMFT framework. Linear-muffin-tin orbitals (Andersen 1975); Wannier(like)
functions, e.g., of maximally localized kind (Marzari et al. 2012); or projected-local
orbitals (Amadon et al. 2008; Anisimov et al. 2005) are usually in charge of that
representation. The correlated subspace is understood as a quantum-numbered real-
space region where correlated electrons hide. The key interfacing blocks of the
complete DFT+DMFT self-consistency cycle (Savrasov et al. 2001; Minár et al.
2005; Pourovskii et al. 2007; Grieger et al. 2012) (cf. Fig. 4) are marked by the
downfolding of the full-problem Bloch space to the correlated subspace and the
upfolding of the DMFT self-energy back to the original space. The main respective
formulas for sites R, local orbitals mm′ and band indices νν′, read:

G
R,imp
mm′ (iωn) =

∑

k,(νν′)∈W
P̄R
mν(k)G

bloch
νν′ (k, iωn) P̄

R∗
ν′m′(k), (5)

ΔΣ
R,bloch
νν′ (k, iωn) =

∑

R,mm′
P̄R∗
νm (k)ΔΣ

imp
mm′(iωn) P̄

R
m′ν′(k), (6)

with P̄ denoting the normalized projection between Bloch space and correlated
subspace (Amadon et al. 2008). The object ΔΣbloch

νν′ describes the k-dependent
self-energy in Bloch space after double-counting correction. As for the correlated
subspace, there is a choice for the range W of included Kohn-Sham bands in
the downfolding. The double-counting correction takes care of the fact that some
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correlations are already handled on the DFT level. In the upfolding operation, the
charge density will also be updated with correlation effects, i.e.:

ρ(r) =
∑

k,νν′
〈r|Ψkν〉

(
f (ε̃kν)δνν′ +ΔNνν′(k)

)
〈Ψkν′ |r〉, (7)

where Ψ denotes Kohn-Sham states, f is the associated Fermi function, and ΔN
is the DMFT self-energy correction term (Lechermann et al. 2006; Amadon et al.
2008). Thus, since a pure band picture is not vital in a many-body system and
real-space excitations also matter, additional off-diagonal terms in the band index
contribute in the correlated regime. This novel charge density accordingly then
defines a new Kohn-Sham effective potential. Note finally that this first-principles
many-body scheme works, at heart, at finite temperature T . Electron states are
therefore subject to the full thermal impact, beyond sole occupational Fermi-
function modification. For more formal and detailed accounts on the DFT+DMFT
scheme, we refer to Georges (2004) and Kotliar et al. (2006).

In oxide heterostructures, as in various other multiatom unit cells, the correlated
subspace invokes not only a single lattice site. For symmetry-equivalent sites, the
self-energy is determined for a representative site and transferred to the remaining
sites via the proper symmetry relations. A different impurity problem is defined for
each symmetry-inequivalent site j through (Potthoff and Nolting 1999):

G
(j)

0 (iωn)
−1 = G(j)(iωn)

−1 +Σ(j)imp(iωn), (8)

and the coupling is realized via the DFT+DMFT self-consistency condition invoking
the computation of the complete lattice Green’s function.

4 Selected Studies of the Correlated Electronic Structure of
Oxide Heterostructures

There are already various applications of the DFT+DMFT approach to the problem
of oxide heterostructures, and the number is expected to further grow substantially.
Therefore in a short review, the choice of examples has to be highly selective
and is here mainly driven by the author’s interest in this field of research. We
apologize for not covering many details of other interesting studies. Furthermore,
albeit DFT and/or DFT+U studies of oxide heterostructures also provide relevant
insight, including a discussion of such works would go beyond the limited scope of
the present text.

If not otherwise stated, the materials investigations discussed in Sects. 4.1 and
4.2 involving the author were performed using charge-self-consistent DFT+DMFT
based on a mixed-basis pseudopotential code (Meyer et al. 1998) and hybridization-
expansion continuous-time quantum Monte Carlo (Werner et al. 2006) in the TRIQS
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package (Seth et al. 2016) as an impurity solver. For more technical details on the
implementation, the reader is referred to Grieger et al. (2012).

4.1 Mott-Band Insulator Architectures

Joining different bulk electronic phases across the interface of a heterostructure is
appealing as a plausible route to emerging physics. Thermodynamics may select
novel electronic states different from the original bulk states that cope with the
intriguing phase competition.

In this respect, oxide heterostructures composed of a Mott insulator and a
band insulator belong to early studied systems, initially via experimental work on
the LaTiO3/SrTiO3 (LTO/STO) interface (Ohtomo et al. 2002). While STO is an
ideal cubic perovskite at ambient temperature, LTO marks a distorted perovskite
with orthorhombic crystal symmetry. First model-Hamiltonian Hartree-Fock studies
of a Hubbard-model application to such an interface yielded an intricate phase
diagram in the number of La layers and Hubbard U (Okamoto and Millis 2004).
Simplified realistic DMFT for LTO/STO by Ishida and Liebsch (2008) emphasized
the structural orthorhombic-versus-tetragonal aspect of the LTO part. Transport
within a Mott-band insulator heterostructure has been studied again within a model-
Hamiltonian approach by Rüegg et al. (2007).

A superlattice DFT+DMFT investigation of LTO/STO (Lechermann et al. 2013)
revealed the realistic competition of both insulating systems stacked along the
c-axis, giving rise to a metallic interface state. The correlated subspace can be
chosen to be spanned by Ti-3d(t2g) states, i.e., consists locally of three correlated
orbitals. A HubbardU = 5 eV and Hund’s exchange JH = 0.7 eV are applied in that
subspace. Orbital-dependent charge transfers lead to a strong Ti-3d(xy), i.e., inplane
electronic, polarization in the interface TiO2 layer. Surely, on the STO side, the
Ti4+ oxidation state with nominal 3d0 occupation is quickly reached, while on the
LTO side, the Ti3+-3d1 establishes and a sizable lower Hubbard band at ∼−1.1 eV
is identified in the spectral function (see also Fig. 5). In those calculations, the
lattice constant was fixed to the cubic STO value, but local structural relaxations
on the DFT level were allowed. It is to be noted that the lattice degrees of freedom
are an important aspect in oxide heterostructures. Simplified DFT+DMFT bulk-
like studies revealed, e.g., the impact of strain on the Mott-insulating state of
LaTiO3 (Dymkowski and Ederer 2014) and LaVO3 (Sclauzero and Ederer 2015).

Even more intriguing physics may be found when starting from a doped-Mott
state within the heterostructure setting. Motivated by experimental work (Moetakef
et al. 2012; Jackson et al. 2014; Mikheev et al. 2015), a first-principles many-body
investigation of δ-doping the rare-earth titanates LaTiO3, GdTiO3, and SmTiO3 with
a single SrO layer was undertaken (Lechermann and Obermeyer 2015; Lechermann
2017b). Especially the δ-doped SmTiO3 case displays puzzling physics in experi-
ment, namely, NFL transport that switches to FL-like characteristics upon adding
further SrO layers. In the rare-earth titanate 3d(t12g) series of distorted-perovskite
Mott insulators, the magnetic low-temperature state changes from antiferromagnetic
(AFM) to ferromagnetic (FM) with the size of the rare-earth ion. The samarium
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titanate is still AFM, but just on the border toward ferromagnetism. Structurally
well-defined hole doping introduced by the SrO monolayer renders SmTiO3
metallic. The DFT+DMFT results (see Fig. 6) reveal significant spectral-weight
transfer to higher energies compared to DFT and in addition a complex layer-
resolved electronic structure. While far from the doping layer, the system resides
in an orbital-polarized Mott-insulating state; it is conducting in an orbital-balanced
manner just at the interface TiO2 layer (cf. Fig. 6c). Both regimes are joined by an
orbital-polarized doped-Mott layer with a largely renormalized QP peak at the Fermi
level. Detailed analysis of the layer- and orbital-dependent self-energies shown in
Fig. 6d, e indeed reveals signatures of a NFL exponent for the dominant effective
t2g orbital in the second, i.e., orbital-polarized doped-Mott, TiO2 layer. Further
investigations hint toward competing AFM-FM fluctuations in the Mott-critical zone
as a possible cause for NFL behavior (Lechermann 2017b). A pseudogap(-like)
structure in the theoretical spectral function subject to such fluctuations has indeed
been identified in experimental studies (Marshall et al. 2016). In an extension of
this study, it was shown that the addition of further SrO layers establishes an extra
band-insulating regime in the formed SrTiO3-like region, with a stronger inplane
xy-polarized metallic layer at the boundary (Lechermann 2017a).

4.2 Band-Band Insulator Architectures

The formation of a metallic two-dimensional electron system (2DES) at the n-
type interface between the band insulators LaAlO3 (LAO) and SrTiO3 (Ohtomo
and Hwang 2004) has so far been the most appreciated finding in the oxide-
heterostructure context. Follow-up experimental studies furthermore revealed the
2DES delicacy, e.g., the possibility for superconductivity (Reyren et al. 2007)
as well as magnetic order (Brinkman et al. 2007) in the LAO/STO interface.
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A polar-catastrophe mechanism (Nakagawa et al. 2006) is believed to be dominantly
at the root of the 2DES buildup.

In view of electronic correlations, this and related interface systems (Chen et al.
2013) appear more subtle since the band-insulating constituents do not already host
electrons in partially filled d- or f -states. Nonetheless, the confirmed stabilization
of magnetic and superconducting order proves the existence of collective electronic
behavior. Then, nonlocal effects might be more crucial than in the former Mott-
band heterostructures. However, still relevant local correlations are evident from
the coappearance of oxygen vacancies and ferromagnetism in LAO/STO (Salluzzo
et al. 2013). Point defects are an important ingredient of the present interface
physics, and oxygen vacancies (OVs) so far appear to have major impact (Pavlenko
et al. 2012). In a DFT+DMFT study of the LAO/STO interface (Lechermann et al.
2014), it is shown that stable ferromagnetic order needs both, OVs and electronic
correlations. While Ti-3d(t2g) orbitals dominate the states directly above the STO
gap, an oxygen vacancy leads to an in-gap state of Ti-3d(eg) kind, here termed
ẽg . In a minimal model, the correlated electronic structure at the interface may
be described by the interplay between ẽg and an inplane xy orbital from the t2g
threefold (see Fig. 7). Therefore, a reduced Hubbard U = 2.5 eV and Hund’s
exchange JH = 0.5 eV are appropriate in the smaller correlated subspace. Note
that a dense-defect scenario is assumed in that superlattice assessment, i.e., there is
an OV at every other O site in the interface TiO2 plane. Still an in-gap ẽg-like state
at εIG ∼ −1.2 eV is well reproduced in agreement with experiment (Berner et al.
2013). Close to an oxygen vacancy, the formal oxidation state of titanium is close to
Ti3+, i.e., again locally a 3d1 occupation is realized with defects. But the emergent
spin polarization in the given defect limit is not of purely local kind; it develops
substantial dispersive behavior (cf. Fig. 7d, e). In general, such studies show that
strong electron correlations, describable within DMFT, may be introduced also in
band-band insulator architectures of oxide heterostructures.

Approaching significantly lower OV concentrations in a first-principles manner
asks for the handling of much larger supercells. Due to the numerical heavyness
of DFT+DMFT, this is yet not easily possible. Instead, a model-Hamiltonian
approach, equipped with the relevant ingredients from the dense-defect limit,
appears more adequate. Figure 8 displays the setting and some main results of such

�
Fig. 6 Paramagnetic DFT+DMFT data of δ-doping SmTiO3 with a SrO monolayer. (After Lecher-
mann 2017b). (a) 100-atom unit cell in a superlattice architecture: Sr (green), Sm (purple), Ti
(blue), O (red). Two inequivalent Ti sites are handled in each TiO2 layer. Structural relaxations are
performed on the DFT(GGA) level. (b) Total spectral function at different temperatures. (c) Layer-,
orbital-, and T -resolved spectral function. The correlated subspace consists of three effective
t2g orbitals at each Ti site. (d) QP weight Z and dimensionless electron-electron scattering rate
βΓ = −Z ImΣ(i0+) for the dominant state |2〉 in the first (open circles) and second (filled circles)
TiO2 layer. (e) Orbital-resolved imaginary part of the self-energy on the Matsubara axis. Left,
larger frequency range; right, low-frequency region with fitting functions ImΣ(ωn) = C0 +Aωαn
(dashed/full lines). Exponential-fitting cutoff nc is denoted by the dotted line. Values α = 1 and
C0 = 0 mark the Fermi-liquid regime
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Fig. 7 Influence of oxygen vacancies in the LAO/STO interface based on DFT+DMFT calcula-
tions for a dense-defect scenario. (After Lechermann et al. 2014). (a) 80-atom superlattice, La
(brown), Al (darkgreen), Sr (green), Ti (blue), O (red), OV (violet). (b) Total spectral function:
left, larger window; right, smaller window. Top, defect-free paramagnetic (DF-PM); middle,
vacancy-hosting paramagnetic (VH-PM); and bottom, vacancy-hosting ferromagnetic (VH-FM).
(c) Local spectral function for selected effective Ti(3d) states (see text), vertical ordering as in
(b). (d) Spin contrast of the k-dependent spectral function A(k, ω) in the ferromagnetic phase. (e)
Ferromagnetic Fermi surface

an ansatz (Behrmann and Lechermann 2015). A two-orbital ẽg-xy Hubbard model is
solved on a 10×10 square lattice resembling the TiO2 interface plane. The efficient
rotational-invariant slave boson (RISB) scheme (Lechermann et al. 2007; Li et al.
1989), employing a self-energy which has a linear-in-frequency term and a static
term, is put into practice for a simplified treatment. Focusing on the magnetic order,
it is shown that there are three regimes with growing number of OVs. At very small
concentration, a Ruderman-Kittel-Kasuya-Yoshida (RKKY) coupling leads to FM
order, whereas at larger concentration a double-exchange mechanism dominates a
different FM phase. In-between local AFM pairs (or, in an advanced self-energy
modeling, possibly singlets) result in a nearly absent net magnetic moment. This
intricate OV-dependent magnetic exchange is in line with experimental findings of
strongly probe-dependent magnetic response.
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Fig. 8 Influence of oxygen vacancies in the LAO/STO interface. (After Behrmann and Lecher-
mann (2015)). (a) Model setting: 10× 10 square lattice, two orbitals per site, oxygen degrees of
freedom that are integrated out, nearest-neighbor hopping t = 0.2 eV. A crystal-field splitting
Δ = 0.3 eV between ẽg and xy is applied, if an OV is located nearby. (b) Top: color-coded ordered
local magnetic moments on the lattice for selected OV concentration. Bottom: lattice net moment
per site for different Hund’s exchange JH. (c) Orbital-resolved magnetic moment, averaged per site
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In parallel to the STO-based heterostructure investigations, studying the SrTiO3
surface attracted significant attention. Interface and surface properties of a chosen
oxide are often related and the comparison between both plane defects enables a
better understanding of emergent phenomena. A 2DES was initially also found
on the oxygen-deficient (001) surface (Santander-Syro et al. 2011; Meevasana
et al. 2011) and soon after also confirmed for other cleavage planes, e.g., in (111)
direction (McKeown Walker et al. 2014). As a difference to the LAO/STO interface,
the defect-free STO surface is believed to be insulating. Due to a missing interface-
driven polar-catastrophe mechanism, defects such as OVs are essential to metallize
the surface. Similar to the interface spectrum, an in-gap state at a very similar
position, i.e., ∼ − 1.3 eV, has been detected on the STO surface early on Tanaka
et al. (1993). Recent DFT+DMFT considerations of the STO(001) surface with
OVs indeed verified this in-gap state (Lechermann et al. 2016), which is again
dominantly formed by Ti-3d(eg) weight (cf. Fig. 9). Furthermore, the low-energy
structure dominated by Ti-3d(t2g) states is also in accordance with experiment. A
double-vacancy defect provided the best matching with experiment; however only
two distinct vacancy configurations were examined because of the large numerical
effort. Nonetheless, the spectral separation of eg at high energy and t2g is a clear
generic feature of the study. Conventional DFT is not sufficient to provide this
orbital separation (cf. Fig. 9c, d).

4.3 Further Investigations

So far, the present review mainly focused on early-transition-metal titanate het-
erostructures, but theoretical work also dealt with other oxide designs. For instance,
the late-transition-metal rare-earth (R) nickelate series RNiO3 provides important
material building blocks, too (Hwang et al. 2013). Originally, there was the idea
to realize cuprate-like physics within nickelates by proper heterostructuring (Hans-
mann et al. 2009; Han et al. 2011); however experimental success remains absent.
Bulk perovskite-like vanadates split into correlated metals, e.g., SrVO3 and CaVO3,
and Mott insulators, e.g., LaVO3 and YVO3. Heterostructures based on SrVO3 were
studied in view of a possible loss of metallicity in a small-layer limit (Okamoto
2011; Zhong et al. 2015). Moreover, transition-metal oxides from the 4d and 5d
series serve as further building blocks. For instance, the 4d4 physics of strontium
and/or calcium ruthenates poses a long-standing problem, which can be tuned by
heterostructuring (Si et al. 2017).

5 Outlook

The research field of oxide heterostructures will remain promising, on a basic
research level, as well as in view of possible technical applications. Until now, only
a few materials classes have been utilized, and there are vast ways of combinations,
both in different materials as in different geometries. In addition, the opening
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effective inplane eg orbital located on the Ti site between the OVs. (d) Low-energy spectral-weight
comparison of the Ti(3d) states

toward more general hybrid heterostructures, e.g., with Dirac materials, has just
started and will lead to novel phenomena. Detailed studies of challenging spin,
charge, or pairing instabilities of oxide heterostructures are still at its infancy,
and expectations are high for new surprising findings. Furthermore, the recent
focus on the nonequilibrium regime in strongly correlated matter will find an ideal
playground in this class of designed materials.

The DFT+DMFT method, and future extensions to it, has the chance to pave the
roads toward a new era in materials science, highlighting the many-body character in
key functionalities. A better understanding and general appreciation of the intriguing
interplay between electron correlation and materials chemistry is believed to be at
the heart of this endeavor.
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This work is an attempt to provide a self-contained introduction to the field of
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a brief description of common oxides and their technological applications are
included. We then discuss the first principles methods that have proven effective
in dealing with oxide-based interface problems, including common techniques
of building structural models. Examples of validating the atomistic model of an
interface experimentally are given along with predictions of interface properties.
We conclude with a brief summary of the field and the remaining challenges it
faces.

1 Introduction

Metal oxides play an important role in human society. Their applications range
from the mundane, such as kitchen glassware, to the very advanced, such as
microelectronics and nanophotonics. Somewhat surprisingly, because the main
mineral component of human bone is an oxide mineral (hydroxyapatite), oxides
also have a connection to healthcare and medicine. In terms of physical properties,
metal oxides exhibit a wide variety of physical phenomena: they can range from
being electrically insulating to being very good conductors and can also show
interesting properties such as magnetism, ferroelectricity, superconductivity, and
nonlinear optical effects, to name a few. Some oxides also show catalytic activity
or can be used as mechanical supports for catalytically active particles. As a
result, metal oxide nanostructures find applications in a very wide range of devices
including field effect transistors, light-emitting devices, photodetectors, catalysts,
electromechanical devices, sensor elements, solar cells, and many more.

In most applications, oxides do not exist in isolation but are probed (contacted),
manipulated, or supported by other materials. Therefore, oxide interfaces are of
great practical as well as fundamental interest. Recent advances in oxide deposition
techniques started a true revolution in the field of oxide thin films and heterostruc-
tures. Physical deposition methods such as molecular beam epitaxy (MBE) and
pulsed laser deposition (PLD) or chemical methods such as atomic layer deposition
(ALD) have been re-designed specifically to grow metal oxide films and now allow
deposition control at the level of almost a single atomic layer. This has in turn
enabled the use of oxide films in nanofabrication as well as creation of artificial
oxide-based materials that have never been accessible in bulk form previously. The
interface with vacuum is just the oxide surface, and we refer the reader to the
abundant literature on the topic of oxide surfaces. An excellent starting point is,
of course, the classic by Henrich and Cox (1994).

To make our discussion of oxide interfaces more specific, let us consider a device
known as a FerroFET, a field effect transistor (FET) with a thin ferroelectric layer,
e.g., BaTiO3 (BTO), as a gate dielectric (see Fig. 1). As the ferroelectric “remem-
bers” its polarization state and can be switched between two stable polarization
states by a voltage applied to a gate electrode, the device can be used as a nonvolatile
memory. Assuming a Si-based FET, putting a BTO layer on Si with MBE requires
the use of a thin SrTiO3 (STO) buffer layer, which grows epitaxially directly on
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Ferroelectric
“Off-state”

Ferroelectric
“On-state”

Fig. 1 The ferroelectric field-effect transistor is a MOSFET with a ferroelectric gate, achieved
by replacing the dielectric material of the transistor with a ferroelectric material. This nonvolatile,
low power memory device would experience reduced fatigue, due to its nondestructive readout,
and more aggressive device scaling could be achieved in comparison to FeRAM where there is a
separate transistor and capacitor

Si (a BTO film then grows epitaxially on such a buffer). To describe the electrical
properties of this gate capacitor (Si-oxide-gate electrode), one needs to understand
at least three interfaces involving an oxide material: (i) the semiconductor-oxide
interface (Si-STO), (ii) the oxide-oxide interface (STO-BTO), and (iii) the oxide-
metal (BTO-electrode) interface. If in the process, the top Si layer is oxidized and
the SiO2 interlayer is formed, another two interfaces need to be considered, one
between Si and SiO2 and another between SiO2 and STO.

Note that despite all being oxide-related, these interfaces are quite different from
each other, both structurally and chemically, which has implications in how one
would model them. For an interface between two crystalline materials, such as
Si and STO, one may hope to find a common periodicity unit that would allow
the use of the periodic boundary conditions (at least laterally). For the interface
involving amorphous SiO2, this, strictly speaking, cannot be modeled precisely and
one has to either use some crystalline form of SiO2 (such as β-cristobalite) as a
proxy or attempt to generate a quasi-disordered SiO2 structure that can then be used
as repeated unit in a periodic calculation. The electrostatic screening in metals and
insulators also has a different nature, which places very different requirements on
the simulation cell size.

Different interfaces may also require different types and levels of theory. While
Si, Sr, or Ba prefer fixed oxidation states (4+, 2+, and 2+, respectively) at
oxide-based interfaces, transition metals such as Ti can support several different
oxidation states. The existence of multiple oxidation states can be traced to electron
correlation in the d-shell of the transition metal ion. A proper treatment of electron
correlation requires electronic structure methods going beyond the usual mean-field
approximation that is commonly used in approximate density-functional-theory-
based methods.
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Different applications depend on different properties of the interface. One of the
most important properties of an oxide heterostructure is the band offset (the band
discontinuity across the interface between two different materials). The band offset
plays a key role in determining the degree of carrier confinement and electronic
transport along and across the interface. This is a key property for electronic
devices as well as for photocatalytic cells. Magnetic properties of the interface are
important for spintronics, magnetic storage, and sensing applications. In addition,
the interface controls both the electrostatic and mechanical boundary conditions in
thin ferroelectrics. Charge transfer at the interface may cause structural distortions
and induce metal-to-insulator transitions. Calculating such properties is the main
task of the atomic modeling.

The atomistic modeling of an interface can often be performed reliably, provided
the atomic structure of an interface is well known. Deciphering the interface
structure at the atomic level experimentally, on the other hand, is rather difficult. The
atomic structure, of course, can be generated through theoretical modeling; however,
due to many uncertainties, the structural model of the interface inferred from theory
needs to be properly validated before one makes conclusions about the calculated
physical properties using the said model. In some cases, the atomic arrangement
in certain directions can be reconstructed directly from electron microscopy. Often
photoemission or optical spectroscopic methods such as infrared (IR) absorption
or Raman spectroscopy are used to understand the interfacial bonding. (Note that
these are difficult experiments as we are extracting information from just a few
atomic planes buried under a film and in the presence of a substrate). If the results
of such experiments could be predicted theoretically using the interface model, than
comparison between theory and experiment can be used to validate the atomic model
of the interface.

Therefore, the problem of modeling an oxide interface has two parts: first, an
atomistic model of the interface needs to be generated. We emphasize that this is a
complicated task as often the atomic geometry and bonding across the interface
are not known a priori. Once a structural model is generated, one can compute
some of its properties observable in experiment, such as the valence band density of
states that can be checked with X-ray or UV photoemission spectroscopy (XPS and
UPS, respectively), core-level shifts that can be probed by XPS, or interface-specific
vibrational modes to be compared with IR or Raman data. These theoretical values
should then be compared with the available experimental data for validation. If the
model passes the validation, the second part can be accomplished by computing the
device-specific properties of interest.

In this chapter, we will briefly introduce oxide materials in Sect. 2 and describe
different types of technologically important oxide interfaces in Sect. 3. In Sect. 4,
we will briefly introduce density functional theory and discuss specific methods
of building structural models of the interface. Several recent examples of model
validation will be given in Sect. 5, and in Sect. 6 we will discuss computational
modeling of physical properties of several interfaces. In conclusion, we will describe
various remaining challenges in modeling oxide interfaces.
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2 Oxides

Oxides are compounds of oxygen with other elements. For the purpose of the
following discussion, we shall divide oxides into categories based on the chemistry
of the constituent metals and the degree of long-range order. Thus, we will
distinguish simple oxides (e.g., SiO2 or Al2O3, see Fig. 2) from transition metal
oxides (e.g., VO2 or SrTiO3) and crystalline oxides (e.g., MgO or α-quartz SiO2)
from disordered or amorphous oxides (amorphous HfO2 or amorphous SiO2).

Traditionally, oxides are thought of in terms of the ionic model, where a
positively charged metal cation is surrounded or coordinated by negative oxygen
anions. This view has some limitations but captures the main feature of oxide
structure: the need to minimize the electrostatic energy of a system of positively
charged metal ions and negatively charged O2−. The negative oxide ion O2− cannot
exist in free space and is only stabilized by the ionic lattice (its Madelung potential)
and therefore is extremely sensitive to crystal structure. The key attributes of a
crystal structure are stoichiometry and coordination. Stoichiometry describes the
relative number of different atomic species and coordination describes the number
of ions surrounding a given ion. For example, in the case of α-quartz SiO2, the
stoichiometry says that for each Si ion we have two oxygen ions. The coordination
of Si by oxygen is 4 (each Si has 4 oxygen nearest neighbors) and that of oxygen by
Si is 2 (see Fig. 2).

The structure is a (4;2) network of almost rigid, corner sharing SiO4 tetrahedra.
On the other hand, the description of the crystal structure in terms of bonding can
be insightful. Figure 2 shows the ball-and-stick atomistic model for α-quartz as well
as for corundum Al2O3 that shows how each atom is bonded to its neighbors.

Fig. 2 Simple oxides: SiO2 a-quartz (left) and corundum Al2O3 (right)
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Fig. 3 The simple perovskite structure of cubic SrTiO3 on the left is in sharp contrast with the
distorted perovskite-related structure of LaCoO3. The important physics is captured in the tilts of
oxygen octahedra shown in blue

The simple perovskite structure ABO3 (SrTiO3, BaTiO3) is shown in Fig. 3.
The Ti ions are in the center of a cube and are six-fold coordinated by oxygen
ions that assume the centers of cube faces, while Sr is at the cube corners. The
structure has a transition metal ion on the B site (in this case Ti) octahedrally
coordinated by oxygen. The A site is 12-coordinated in the ideal perovskite, but the
coordination can be reduced to as low as 8 by tilting the BO6 octahedra. The ideal
perovskite structure is cubic, with orthorhombic and tetragonal phases being the
most common noncubic distortions of the structure. A simple structure like that is
well explained by a ball-and-stick model shown on the left side of Fig. 3. At the same
time, LaCoO3 crystallizes in a structure that is related to a perovskite but is slightly
more complicated (rhombohedral distortion). On the right side of Fig. 3, we show
the structure with corner-sharing octahedral units explicitly present. The octahedra
are rotated and tilted with respect to the orthogonal axes but maintain connectivity.
These distortions have a profound effect on the properties of LaCoO3, but the
transition metal coordination has not changed. Structurally related to perovskite
oxides are bronzes (e.g., WO3) that can be viewed as a perovskite with all A cation
sites vacant.

Many common binary oxides crystallize in the cubic rock salt structure (MgO.
CaO, NiO, MnO, and EuO); this structure is shown in the left panel of Fig. 4.
Each atomic species is on a separate face-centered cubic Bravais sublattice. The
coordination number of each atom is 6. Each metal ion is coordinated by 6 oxygen
ions and each oxygen is coordinated by 6 metal ions. In terms of coordination
polyhedra, the rock salt structure is composed of edge-shared octahedra. The
space group is Fm3m. The interatomic distance is half of the cubic unit cell
length.

Another common structure of binary oxides is tetragonal rutile (TiO2, SnO2,
and RuO2). A unit cell of TiO2 rutile is shown on the right side of Fig. 4. The metal
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O Ti

Mg O

Fig. 4 The rock salt structure of MgO is shown on the left and a primitive unit cell of rutile TiO2
is shown on the right

cations are six-fold coordinated by oxygen atoms, which form an octahedron around
them. These octahedra are arranged in a combination of edge- and corner-sharing.
The oxygen anions have a trigonal planar coordination with a coordination number
of 3. The space group is P42/mnm.

Simple oxides such as MgO, SiO2, or Al2O3 differ from the complex transition
metal oxides, such as SrTiO3, in their nature of bonding. Simple sp3 metals such
as Si or Al are typically found in a single dominant oxidation state of 4+ or
3+, respectively, and the properties of corresponding oxides are described well
within the band structure picture. On the other hand, the ions of transition metals
can support multiple oxidation states due to complex electronic reconstruction
in the often-correlated d shell. The five-fold degeneracy of the transition metal
d state is lifted by the cubic field of the oxygen octahedron. As a result, a
triplet known as a t2g state and a doublet known as an eg state are separated
in energy by an energy gap known as the crystal field energy 10Dq. Including
into consideration the interaction between the metal d orbitals and p orbitals
of the oxygen, adds another energy separation, now between the bonding and
antibonding combinations of these states, which is known as a charge transfer gap
�CT. If the metallic d states are strongly localized, one can think of the problem
in the atomic limit and use Hund’s rules to predict the electronic configuration.
If localization is weak, the itinerant or band structure picture is appropriate. In
the intermediate regime, one encounters Mott-Hubbard physics and the epony-
mous metal-to-insulator transition. If the interaction with the lattice is strong,
then Jahn-Teller physics becomes important. The surprising closeness of all the
aforementioned energies is responsible for the astounding richness of phenomena
observed in transition metal oxides and the reason why they are called complex
oxides.
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3 Types of Interfaces

As we have discussed in the introduction, depending on the technological applica-
tion, an oxide film can have interfaces with different types of materials. A simple
oxide can interface with a semiconductor, as in the case of the SiO2-Si interface
of the metal-oxide-semiconductor (MOS) stack. One can also have an interface
between a complex and a simple oxide, like in the case of SiO2-HfO2 that occurs
in high-k gate stacks of FETs (Sharia et al. 2007). In the same devices, HfO2 also
has an interface with metals such as Mo (Demkov 2006). The very same metal-
complex oxide interface is also responsible for the operation of resistive random
access memory (RRAM) devices (O’Hara et al. 2014). Complex oxides can have
interfaces with each other as in LaAlO3/SrTiO3 (LAO/STO) interface and so can
simple oxides, for example, SiO2/Al2O3 in core-shell structures.

In the field of medical implants, biominerals such as hydroxyapatite (HA)
have interfaces crucial to their use, for example, with Ti, water, and the TiO2
substrate. Wetting properties at the hydroxyapatite/H2O interface govern its stability
characteristics and bioactivity as the hydroxyapatite crystallites get exposed to
aqueous solutions in vivo, whereas wetting of hydroxyapatite on the TiO2 surface
dictates its adhesion characteristics to the implant backbone. In addition to the active
experimental research conducted in this area (Leon and Janson 2009), a fundamental
theoretical understanding of the physics and chemistry at the two relevant interfaces
(TiO2/HA and HA/H2O) is clearly needed (Slepko and Demkov 2011, 2013). While
strong adhesion of HA to the TiO2 substrate is necessary to prevent premature
deterioration of the implant’s surface, water is the main medium affecting its ability
to connect to biological tissue once immersed into the human body.

Complex oxides can exhibit a wide variety of novel functional properties
such as ferromagnetism, ferroelectricity, and metal-insulator transitions, which
have been extensively studied during the past decades (Imada et al. 1998).
Furthermore, it has even become possible to create and control hybrid oxide
heterostructures with abrupt epitaxial interfaces owing to recent advances in the
field of oxide heteroepitaxy (Chambers 2010). Epitaxial deposition techniques
with the capability of controlling interface composition, length scales, etc., have
opened totally new and exciting scientific avenues and have also offered novel
device applications to explore (Hwang et al. 2012). One of the most important
findings in this research direction is the creation of the two-dimensional electron
gas (2DEG) between two insulating complex oxides, which are LAO and STO
(Ohtomo and Hwang 2004). The origin of the 2DEG has been largely discussed
in the literature, ranging from the original polar-catastrophe argument to the
presence of interfacial O vacancy and intermixing at the interface (Mannhart
et al. 2008). Furthermore, the LAO/STO interface shows a rich variety of
interesting physical properties including magnetism, superconductivity, etc. Now,
the field is expanding, exploring epitaxial interfaces of diverse complex oxides,
and finding new physics and new emergent phenomena (Chakhalian et al.
2014).



47 First-Principles Modeling of Interface Effects in Oxides 1127

In addition to the interface effects for the emergent properties of oxide het-
erostructures, bulk properties of an oxide material can be drastically changed (and
controlled) when it is integrated as a part of heterostructure (Ismail-Beigi et al.
2017). A key example is strain engineering that one can achieve by epitaxially
growing one oxide material on another oxide substrate having a different lattice
constant. The perovskite oxides are known to accommodate a relatively high
degree of structural distortion such as rhombohedral and tetragonal distortions. In
particular, the lattice has additional degrees of freedom in the oxygen octahedra,
which can cooperate to tilt and rotate under external perturbations (Rondinelli et
al. 2012). Therefore, for the oxide overlayer commensurate with the substrate,
epitaxial strain can directly affect the lattice degrees of freedom. Several studies
have shown that strain engineering of oxide heterostructures could stabilize novel
electronic phases that are not present in their bulk constituents, owing to the
close interplay between the lattice, orbital, and spin degrees of freedom present
in the complex transition metal oxides (Ismail-Beigi et al. 2017). One exciting
example is the recent demonstration of biaxial tensile strain stabilizing an insulating
ferromagnetic ground state in LaCoO3, which is normally nonmagnetic at low
temperature (Fuchs et al. 2007a, 2008). A number of possible mechanisms have
been discussed including low-spin/high-spin mixed state (Seo et al. 2012a) and
formation of ordered O vacancy structures (Gazquez et al. 2013).

In the field of renewable energy, oxide-based interfaces play a crucial role,
in particular, for the photocatalytic water splitting to generate hydrogen fuel.
The interfaces of interest are oxide/nano-metal-clusters (Schneider et al. 2018)
and oxide/liquid interfaces (Björneholm et al. 2016). Many complex oxides were
identified as promising candidates for photo-catalysts for water splitting. SrTiO3 is
an excellent example (Carr and Somorjai 1981). The band gap of STO is 3.2 eV,
and its conduction-band minimum, which is positioned about 4.0 eV below the
vacuum level, matches up well with the redox potential of water. The overall
quantum efficiency is, however, low and a number of limiting factors have been
discussed (Chen et al. 2010). A major challenge is to decrease the electron-hole
recombination rates after they are created by photon irradiation. A possible solution
to this problem is to develop a suitable heterogeneous catalyst that could efficiently
separate electrons and holes at the interface. Notably, noble metals, such as Pt,
are frequently loaded on titania as a co-catalyst to boost the catalytic activity
(Paracchino et al. 2011). The enhanced catalytic activity has been attributed in part
to the fact that the rectifying behavior of the Schottky barrier formed between STO
and Pt may allow Pt nanoclusters on the oxide surface to trap electrons, effectively
reducing the oxidants in a photocatalytic process (Chen et al. 2010). In addition
to the oxide/nano-metal-cluster interface, the oxide/water interface is also very
important to understand as in a typical photo-electrochemical environment, mixed
oxide catalysts are interfaced with water. Thus, the oxide/water interface is actually
a crucial component of the entire device to split water. In this regard, there is an
excellent review recently published to discuss atomistic modeling of oxide/water
interfaces (Pham et al. 2017).
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In most cases, we do not know how two materials match at the atomic level,
so we need to model the interface theoretically. Usually one tries several plausible
atomistic models and chooses the one with the lowest total energy, though nature
uses the lowest free energy. One could, in principle, include the entropic terms due
to, e.g., cation intermixing and phonons, but it is difficult and not usually done.
Also, depending on the type of the interface, one can get away with a small segment
replicated via the periodic boundary conditions. But if materials are not epitaxial, a
larger lateral length scale is required, which puts an additional constraint on what
calculation methods can be used.

4 Atomistic Modeling of Oxide Interfaces

4.1 Density Functional Theory

In this section, we describe modeling techniques to generate atomic level structural
models of various oxide interfaces. Systems of interest include metal-oxide, oxide-
oxide, and semiconductor-oxide interfaces. There are two basic ways to model the
interface structure at the atomic level. One can either model the process of the
interface creation, e.g., oxidation of Si or growth of a thin film. Then the interface
structure comes out as a result of a direct simulation. Alternatively, one can make a
guess of an interface by matching two materials and optimizing bonding across the
resulting interface in a simulation. The process modeling or the optimization can
be done using molecular dynamics (MD) or Monte Carlo (MC) methods. In turn,
the forces used in MD simulations or the energy expression in MC simulation can
be classical or quantum mechanical. Classical potential fields offer the advantage of
scale (larger systems can be modeled because the simulation is fast), while quantum
mechanical treatment offers higher reliability, but at much higher cost. Validation is
usually done quantum mechanically, though some properties and, in particular, the
mechanical properties can be modeled classically. And of course, magnetic, electric,
or optical properties all require a quantum mechanical treatment. Thus, we start with
a brief introduction to ab initio techniques.

Density functional theory (DFT) has gained wide-spread acceptance as one of
the predominant ab initio or “first-principles” tools for materials modeling owing
to its ability to provide relatively accurate atomic and electronic structures under
the appropriate approximations. Fundamentally, the task is to solve the many body
Hamiltonian for the system in question which is comprised of the kinetic energy
of all electronics and nuclei as well as their interactions with each other and
is simplified via application of the Born-Oppenheimer approximation (Born and
Oppenheimer 1927). Although several methods exist to tackle the problem of deter-
mining the electronic structure including Hartree-Fock, configuration interaction,
coupled cluster, and perturbative approaches, density functional theory remains
one of the most efficient and accurate methodologies. Density functional theory
would be an exact theory if the appropriate exchange-correlation (XC) and kinetic
energy functionals could be found. While no such universal functional is known,
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we rely on a series of approximations and improvements such as the local density
approximation (LDA), generalized gradient approximation (GGA), meta-GGAs,
and hybrid functionals. As an example, in LDA, the XC potential depends only
on the values for the homogeneous electron gas density for a given position in
space with the exchange portion calculated exactly and the correlation portion
parameterized from quantum Monte Carlo simulations (Ceperly and Adler 1980).
Two of the most common flavors of LDA are due to Vosko-Wilk-Nusair (VWN)
(Vosko et al. 1980) and Perdew-Zunger (PZ81) (Perdew and Zunger 1981) that use
different interpolations of the Ceperly and Adler data. GGA functionals introduce
some nonlocality to the XC functional by introducing spatial gradients of the
electron density to the functional as in the popular functionals of Perdew-Wang
(PW91) (Perdew et al. 1992), Perdew-Burke-Ernzerhof (PBE) (Perdew et al. 1996),
and others. Generally each successive step for the functional introduces additional
computational complexity and the researcher must choose the best functional to
describe the system with a reasonable computational cost. For further details on
these developments of DFT, we direct the reader to Chap. 11, “Recent Developments
in Density Functional Approximations,” by Li and Burke in Handbook of Materials
Modeling, Vol. 1, Methods: Theory and Modeling.

Beyond the choice of the functional, other considerations must be made. From
a practical standpoint, the wave-functions must be determined within a basis set
including real-space finite-difference approaches (such as in the PARSEC code
(Chelikowsky et al. 1994a, b)), localized orbitals such as Gaussians (Boys 1950)
or linear combinations of atomic orbitals (like in the SIESTA code (Soler et al.
2002)), slater-type orbitals (Slater 1930), plane-wave methods, and hybrid methods
which combine localized regions and plane waves (such as (linearized) augmented
plane waves (Singh and Nordstrom 2006) and localized muffin-tin orbitals (Skriver
1984)). Owing to their ease of use in systems with periodic boundary conditions,
plane-waves are a common choice and implemented in the popular Vienna ab-
initio Simulation Package (VASP) (Kresse and Furthmüller 1996) and QUANTUM
ESPRESSO codes (Giannozzi et al. 2009). Regardless of the basis set used, care
must be taken to ensure proper convergence (whether this is the finite-difference
grid spacing, number of higher order local orbitals, or the plane-wave cutoff energy).
In the case of plane-wave-based codes, portions of the calculation are performed in
reciprocal space (or momentum space) and the Brillouin zone must be sampled on
a well-converged grid of points (often a Monkhorst-Pack grid (Monkhorst and Pack
1976)). As the volume of the real space cell and reciprocal space Brillouin zone are
inversely proportional, fewer k-points are needed for calculations of supercells and
heterostructures than their primitive cell counter parts.

Finally, including all electrons in a calculation can lead to severe limits on system
size. For example, in the (100) BaTiO3/(100) Pt simulation cell discussed later and
shown in Fig. 6 (Fredrickson et al. 2013), there are 10 Ba atoms, 11 Ti atoms, 32 O
atoms, and 20 Pt atoms which would imply a total of 2618 electrons. Fortuitously,
only the valence electrons participate in the formation of bonds. Hence, we can
replace the total electron interaction with an effective interaction through the use
of pseudopotentials which treats the core electrons as effectively screening the

https://doi.org/10.1007/978-3-319-44677-6_11
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nuclear interaction. In certain cases, electrons that are a few shells removed from the
valence may also be included explicitly (the so-called semi-core states) to improve
the description of the valence electrons. Through the use of pseudopotentials, the
total number of considered electrons in the (100) BaTiO3/ (100) Pt is actually only
582, cutting the number of electrons considered by roughly 80%. Common choices
include norm conserving pseudopotentials (Rappe et al. 1990; Troullier and Martins
1991) with various pseudoization schemes, ultrasoft pseudopotentials (Vanderbilt
1990), and the projector-augmented wave (PAW) method (Blöchl 1994; Kresse and
Joubert 1999).

For the reader wishing to explore further the theoretical and numerical under-
pinnings of DFT, we direct them to Li and Burke’s chapter as well as several other
highly detailed treatments such as in (Dreizler and Gross 1990; Engel and Dreizler
2011; Fiolhais et al. 2003; Martin 2004) as well as the manual of their chosen DFT
code.

4.2 Construction of Interface Models

In the following discussion, we will assume that the interface is always perpen-
dicular to the c axis of the considered substrate for convenience. Once the Miller
indices of the substrate and the film have been decided, the next step is to consider
the alignment of materials A and B. In order to do this, one must consider the most
likely source of bonding at the interface. For example, one may want to line up the
interface such that the O atoms at the oxide surface are able to bond with appropriate
atoms at the interface (there is a strong probability of Ge-O bonds at the Ge/Oxide
interface (Fredrickson et al. 2014); however, bonding with O at a noble metal/oxide
interface, such as Pt, is probably not very energetically favorable (Fredrickson et
al. 2013)).This requires using physical and chemical intuition and there are at best
only rough guidelines to follow, and most likely several alignments of the two
materials must be tried to find the lowest energy interface. To find the optimum
separation distance, an efficient method is to vary the interfacial spacing between
the two materials, perform several DFT calculations, and fit the energy/distance
curve quadratically to find the expected minimum.

Once an appropriate interface alignment has been chosen, one needs to consider
the possible “defects” or missing or extra atoms present at the interface. For
example, there may be vacancies at the interface (missing atoms) from either
material, or possibly both. These defects are stabilized by chemical conditions at
the interface that would not otherwise be energetically favorable in the bulk or
at the material’s surface (defects also reduce free energy of the system via the
entropy term, but this effect is rarely included in the first principles analysis). In
addition, extra atoms may be present at the interface that depend heavily on the
chemical conditions of the interface under consideration (e.g., extra O atoms may
be present at the interface when grown under oxidizing conditions (Fredrickson et
al. 2014), whereas you may not expect these same atoms for materials grown under
high vacuum (Fredrickson et al. 2013)). Treatment of the substrate chemically may
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Fig. 5 An example of an interface (Ge/BaTiO3) that includes considerations for interfacial
alignment, interfacial atoms, and defects. Green atoms are Ba, red atoms are O, blue atoms are
Ti, pink atoms are Sr, and purple atoms are Ge

introduce other atoms to the interface (e.g., for BaTiO3 grown on Ge, Sr, or Ba
atoms are sometimes introduced as a passivation layer, and these atoms are critical
for predicting correct band gaps and electronic properties (Fredrickson et al. 2014;
Ponath et al. 2015). Examples of the above extra conditions are listed below in
Fig. 5.

The implicit assumption we have made so far is that there are just as many unit
cells of the substrate A as there is film B, but this will not always be true. This will
only work if the specific cut of both the film and the substrate have similar lattice
constants, which minimizes the strain of the film. If this is not the case, and the
one-to-one unit cell matching between the substrate and film induces a tensile or
compressive strain greater than about 5%, the energetics of film growth will be
unfavorable, and the results from the calculation will be unphysical. Thus, it is
important to find whatever n-to-m (coincidence lattice matching) ratio minimizes
the strain and does not result in too large of a unit cell to be unpractical to calculate
(e.g., a 10-to-13 matching of substrate may give a very low strain on the film but
may be hard to calculate because the system is so large!). One also must consider if
the interface matches in both directions of the plane (e.g., the interface may match
1-to-1 in the x direction but (2-to-1) in the y direction). This mismatch can also
depend on the specific cut of the film and substrate (Fig. 6).

Another common pitfall on interface modeling is specifically due to the elec-
tronic structure, not to the atomic structure as discussed above. Due to the
underestimation in band gaps for the LDA and GGA approximations, there can be
issues with band alignment due to the incorrect position of the valence band and
conduction band of the substrate with respect to either the Fermi level of the metallic
film, or the valence or conduction bands of the semiconducting film (e.g., the
conduction band of the substrate can be lower in energy than that of the Fermi level
of the metal, even though the experimental work functions and electron affinities of
the substrate and metal are predicted to be ordered oppositely). In such cases there
is a flow of charge from the substrate to the film (or vise-versa) which is unphysical
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Fig. 6 An interface between
BaTiO3(001) and Pt, with the
supercell model of BaTiO3/Pt
in a solid-line box. (a) The Pt
is grown in the (001)
direction, with 1-to-1
alignment of Pt on BaTiO3;
the alignment is 1-to-1 in the
both x- and y-direction. The
figures on the right side show
the first layer of Pt (top) and
the surface layer of BaTiO3
(bottom) at the interface
region indicated with a red
dashed box in the supercell
model. (b) The Pt is grown in
the (011) direction. The
interface matching condition
(red dashed box) is shown on
the right side in detail, in
which a (2x1) BaTiO3 surface
cell is used to match the (3x1)
Pt(011)

and is solely due to the incorrect energy level ordering in the simulation. To prevent
this unphysical flow of charge, a higher level of theory is required that can give
more accurate band gaps, such as hybrid functionals (Krukau et al. 2006) or the GW
method (Fuchs et al. 2007b; Shishkin and Kresse 2006, 2007; Shishkin et al. 2007).
A computationally less expensive solution is to use the LDA + U method (Dudarev
et al. 1998), which includes a Hubbard-type U that can also increase the band gaps
of materials, and which is also effective in preventing the unwanted charge transfer.

Due to the periodic boundary conditions used in many DFT codes, any calcula-
tion must enforce an equal potential at both sides of the cell, i.e., the potential at
z = 0 and z = l must be equal, where l is the total length of the simulation cell.
This provides an extra complication for modeling interfaces, where, by definition,
the simulated cell is not symmetric. An important note is that the code will enforce
boundary conditions, meaning that if the cell is set up incorrectly, there will be
an unphysical electric field across the cell that one might not expect! There are
two commonly used methods to avoid this problem. The first way is to consider a
symmetric cell, so that the condition of periodic potentials is automatically satisfied
(Fig. 7a). For surface problems, one could include a mirror-symmetric structure
of a slab model in a supercell to meet the periodic boundary condition as shown
in Fig. 7b. A similar method can be used for an interface problem, for which a
symmetric supercell such as one shown in Fig. 7a is not possible to construct. As
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Fig. 7 A choice for the interface model between material A and B that does not satisfy periodic
boundary conditions. (a) A superlattice structure could be constructed to study the interface
between antiferromagnetic CoO(001) and SrTiO3 (001) within the periodic boundary condition.
(b) For a surface problem where the surface dipole or an internal dipole moment play an important
role, a symmetric slab model could be constructed by containing a slab model’s mirror-symmetric
structure in the same supercell. An example of polar LaAlO3(001) is shown. (c) The mirror-
symmetry method described in (b) could be used to study an interface problem, for which the
superlattice approach (a) is not possible. An example of the anatase TiO2/SrTiO3(001) interface is
shown, in which the periodic boundary condition along the c-axis is satisfied by including the TiO2
layer and vacuum on both sides of the SrTiO3(001) slab. (With permission from Seo and Demkov
(2011, 2014), and Seo et al. (2012b))

shown in Fig. 7c, one could include vacuum on either side of the slab to satisfy
the periodic boundary condition (Fig. 7c). However, sometimes, this first way of
dealing with an artificial electric field could be computationally demanding as it
would require doubling the supercell size. To be more computationally efficient,
one could use an asymmetric slab model with a dipole field correction that is equal
in magnitude but opposite in direction to cancel the artificial electric field induced by
the use of an asymmetric slab model (Bengtsson 1999; Makov and Payne 1995). A
self-consistent dipole is added to the system with a magnitude chosen to counteract
the dipole created by having unequal surface termination on either side of the slab;
this dipole creates a large jump in the electronic potential, which ensures that the
vacuum levels remain flat. Since the dipole is placed in vacuum, it is far enough
away from the surfaces of the slab to not affect the interface or bulk properties of
the system. This counteracts the unphysical electric field caused by the nonequal
surfaces of the system. In Fig. 8, we show the electrostatic potential calculated for a
layer of water, which is highly polar, with and without the dipole correction. We see
that without the dipole correction, there is an unphysical field in the vacuum which
forms due to the periodic boundary conditions of the cell. With the dipole correction,
this field is localized in the vacuum region of the cell, and the electrostatic potential
of the water layer is unaffected.
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Fig. 8 Laterally averaged
electrostatic potential for the
electrons in the supercell,
with (solid-curve) and
without (dashed-curve) dipole
correction. (With permission
from Bengtsson (1999))

Despite their success, it is worth remembering that ab initio methods have
some limitations. In particular, the length and time scales of such simulations are
rather limited, and in many cases, classical MD and MC techniques become very
useful. For example, a problem of cationic exchange at the LaAlO3 and SrTiO3
and its effect on the formation of the two-dimensional electron gas (2DEG) at
this interface (Ohtomo and Hwang 2004) has recently received a lot of attention.
Stoichiometric epitaxial LaAlO3 grown on TiO2-terminated SrTiO3 (001) by off-
axis pulsed laser deposition is shown to exhibit strong cation intermixing. Qiao
and co-workers performed a detailed study of this system using a combination of
classical and quantum mechanical calculations of the relative stabilities of abrupt
and intermixed interface configurations (Qiao et al. 2010). They were able to
show very convincingly that the experimentally measured valence band offset of
0.16± 0.10 eV cannot be accounted for theoretically without including intermixing
in the physical description of the interface.

5 Validation of Interface Models

There are many experimental methods used to study interfaces, such as scan-
ning transmission electron microscopy (STEM), electron energy loss spectroscopy
(EELS), XPS, angle-resolved photoemission spectroscopy (ARPES), and they all
can be used to validate the structural model. One needs to use the theoretical
structure of the interface and compute a measured quantity. If several properties
of the interface are well reproduced, the model is most likely reliable.

The combination of STEM and EELS is one of the most powerful methods to
validate an interface model of an oxide-based heterostructure (Varela et al. 2012).
The basic principle of STEM is described in detail elsewhere (Pennycook and
Nellist 2011). In a STEM image, an atom with a greater atomic number produces
a brighter spot than others with a lower atomic number. Using this “Z-contrast”
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Fig. 9 (a) Z-contrast STEM image of the TiO2/SrTiO3 (001) structure and its atomic interface
model (inset). Ti, O, and Sr are represented by large blue ball, middle-sized red ball, and small
green ball, respectively. In the inset, black arrows show the relaxation pattern of the O ions at
the interface. Spatially resolved EELS measurement was performed at the region indicated by the
orange box. (b) EELS O K edge spectra taken at the interface from the STO side (two bottom
spectra) to the anatase TiO2 side (two upper spectra) through the interface (two middle green
spectra). The corresponding 2p-projected DOSs calculated within the Z + 1 approximation are
overlaid in grey. Two insets show schematic pictures of a TiO2 plane in bulk anatase TiO2 (top)
and bulk STO (bottom). (With permission from Seo et al. (2012b))

property, one can directly image an oxide heterointerface at the atomic scale.
Figure 9a shows the STEM image of the anatase TiO2/STO (001) heterostructure
grown on Si(001) (Seo et al. 2012b). The image was taken along the Si [110] zone
axis. A well-ordered epitaxial relationship is shown in the image between the Si
substrate, SrTiO3 layer, and anatase TiO2 film. To infer the most likely structure
of the STO/TiO2 interface, the blue and green balls were superimposed in the
image, and the inset of Fig. 9a shows the deduced structural model of the interface.
This atomic model can be used as input to subsequent density functional theory
calculations for predicting various interface properties, which we will describe later
in this chapter.

In addition to atomic-scale imaging, one can analyze the energy of beam
electrons in STEM inelastically scattered from the sample (known as electron
energy loss spectroscopy or EELS (Pennycook and Nellist 2011)). The inelastically
scattered electrons carry information about the local electronic structure of the atom
or the local region that they scattered off. Therefore, one can further verify an
interface model deduced from a STEM image by comparing the EELS spectrum
that is simultaneously obtained from the region of the STEM image to the electronic
structure theoretically calculated with the interface model.
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For the TiO2/SrTiO3 heterointerface shown in Fig. 9a, an EELS spectrum was
taken across the interface and is shown in Fig. 9b. In particular, an O K-edge
spectrum was taken, in which beam electrons in the STEM measurement lose their
energy by exciting the 1 s core electrons of oxygen atoms. We note that the optical
electronic transition observed in EELS should satisfy the dipole selection rule: the
angular-momentum quantum number of a final state should differ by +1 or − 1.
Therefore, in the O K-edge spectrum in Fig. 9b, the 1 s electrons of oxygen atoms are
excited into the empty O 2p states of the TiO2/STO heterostructure. This means that
the scattered beam electrons provide the conduction band structure of the TiO2/STO
heterostructure that is derived from the antibonding states of O 2p orbitals.

To track the evolution of the antibonding states of O 2p orbitals across the
TiO2/STO interface, Seo et al. performed DFT calculations (Seo et al. 2012b)
at LDA level of theory, using the Ceperley-Alder data parametrized by Perdew
and Zunger (1981), as implemented in the VASP code (Kresse and Furthmüller
1996). Projector-augmented wave pseudopotentials (Blöchl 1994) were employed
to describe Sr, Ti, and O, along with a plane-wave cutoff energy of 600 eV. Several
supercell models were constructed by varying the anatase film thickness from four
to eight monolayers in order to model the evolution of the valence band as a function
of the film thickness. The slab in each supercell was separated from its nearest
neighboring images in the c-direction by 14 Å-thick vacuum space to avoid any
artificial interactions.

At the bottom of Fig. 9b, the O K-edge spectrum taken from the STO bulk region
is compared to the 2p pDOS calculated at the O site in the STO bulk region of the
TiO2/STO interface model. In experiment, three main features are found between
530 and 550 eV, which are all well reproduced in theory. The first, second, and
third main peaks were identified as peaks derived from the interaction with Ti t2g,
Sr d, and Ti 4sp states, respectively. On the other hand, in the spectrum taken from
the anatase bulk region, quite different spectral features are observed. In addition
to the absence of the Sr d peak, there is an appearance of a large spectral weight
between 538 and 543 eV (position C), which is not found on the STO side. This
peak turns out to be derived from the interaction with the nearest-neighbor O along
the c axis as shown in the inset of Fig. 9a. Furthermore, this spectral peak originally
emerges at the interface, as shown in the middle of Fig. 9b. When two oxide slabs are
brought into contact, chemical bonds are created that result in charge redistribution
in conjunction with a structural distortion at the interface. Note that half of O at
the “STO surface” is bonded to Ti of anatase, leading to three-fold coordinated O
(O3-fold, site A), while the other half of O remains two-fold coordinated (O2-fold, site
B). Ti at the STO surface is also bonded to O of anatase at site C. By comparing with
the 2p pDOS at the O3-fold site of the interfacial layer (site A in Fig. 9a), this peak
at the interface is identified as the result of the chemical bond formation between
anatase TiO2 and STO. The excellent agreement between the EELS spectrum and
the theoretical electronic structure of the interface provides a strong verification of
the interface model.

Core-level x-ray photoemission spectroscopy (CXPS) combined with first-
principles calculations is another great tool for validation of an atomic model of
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a heterostructure (Hufner 2003). When x-ray photons with sufficiently large energy
are injected into a sample, they can excite several core-level electrons above the
vacuum level. The excess energy of the photo-ejected electrons is transformed into
kinetic energy, thus carrying information of the binding energy of the core electrons.
The core levels are highly sensitive to the local electronic environment mainly
through electrostatic effects and in turn, to the local atomic environment. Therefore,
a combination of electronic structure calculation and core level shift measurement
can provide a tool to probe the structural information of an interface at atomic scale.

Figure 10 compares the Si 2p core level shifts (CLS) of the bare (2x1) Si(001)
surface with those of the Si(001) 2x1 surface in the presence of ½-ML Sr layer on
top (Choi et al. 2013a). The notable difference between the two structures is the
flattening of the Si dimers on the surface in the presence of the interface with the
½-ML Sr layer. When adsorbed on the Si(001) surface, Sr transfers two electrons
to a Si dimer, thus removing the need of Si dimer buckling. In the Si 2p CLS of
the Si(001) surface, one can observe two dimer-atom-related peaks labeled as Su
and Sd, which are positioned at −0.43 eV and 0.12 eV, respectively, with respect to
the Si 2p peak derived from the bulk Si. At the interface of the ½-ML Sr/Si(001)
structure, only one dimer-atom-related peak is observed at −0.33 eV with respect
to the bulk peak.

In Choi et al. (2013a), the CLS spectrum is also calculated theoretically using the
first-principles final state theory based on density functional theory. They performed
CLS calculations using the VASP code (Kresse and Furthmüller 1996) at LDA level
of theory with the Ceperley-Alder data parametrized by Perdew and Zunger (1981).
The PAW pseudopotentials (Blöchl 1994) were used to model Si and Sr along a
plane-wave cutoff energy of 500 eV. The Si surface was modeled using a 16-layer
thick slab, which was separated from its periodic images in the c-direction by 15 Å
of vacuum. They considered the Si(001) p(2 × 2) surface and the (2 × 1) surface of
1/2 monolayer (ML) Sr on Si(001). They treated both surfaces of the slab as active
surfaces and no hydrogen passivation was used.

When a core electron is excited by a photon with an energy of hν and emitted
from a sample with a kinetic energy, Ekin, the binding energy, EB of the electron is
defined by

EB = hν − Ekin − ϕ = E (nc − 1)− E (nc) ,

where ϕ is the work function, E(nc) and E’(nc−1) are the system’s ground and
excited state energies, respectively, with nc being the number of core electrons.
The quantities on the left-hand side can be determined experimentally, and the total
energies on the right-hand side are the subject of theoretical calculations. A simple
theory to calculate the CLS is based on the Koopmans’ theorem in the Hartree-Fock
theory, stating that the binding energy is the same as the orbital energy under the
frozen orbital approximation (Hufner 2003). Thus, in this theory, the CLS is the
same as the shifts of the orbital energy in the ground state due to the change of
the local electrostatic potential. This contribution to the CLS is known as the initial
state effect. In addition, when a core hole is created, the system tends to screen it
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Fig. 10 (a, b) Si 2p core-level spectrum of clean 2x1 Si(001) (a) and ½-ML Sr/Si(001) (b) by in
situ XPS at room temperature. The energy positions of all components are expressed in terms of
the binding energy relative to the binding energy of the well-resolved bulk component. The insets
in (a) and (b) are theoretical structures of Si(001) and ½-ML Sr/Si(001), respectively, obtained
from the DFT calculations. Si atoms in the top four layers relax significantly and symmetrically
different atoms are labeled accordingly. (c, d) Experimental (top) and theoretical (bottom) peak
positions in the CLS spectrum of Si(001) (c) and ½-ML Sr/Si(001) (d). (With permission from
Choi et al. (2013a))

(the final state effect) as much as possible, providing a relaxation energy gain for
the emitted electron and shifting the core level binding energy toward lower binding
energy from the initial state result.

Figure 10c and d compare the experimental and theoretical CLS of the bare
Si(001) surface and the ½-ML Sr/Si(001) heterostructure, respectively. We observe
that the final state theory calculations well reproduce the dimer-related peak
positions found in experiment for both cases. For the bare Si(001) surface, the up-
atoms of Si surface dimers create a peak at −0.43 eV in experiment, which is well
compared to the theoretical value of −0.56 eV. For the ½-ML Sr/Si(001) structure,
the position of the dimer peak was theoretically calculated to be at −0.35 eV with
respect to the bulk 2p peak, which is in excellent agreement with the experimental
value of−0.33 eV. The agreement between theory and experiment strongly supports
the atomic model of the Si(001)’s structural reconstruction at the interface of the
½-ML Sr/Si(001) heterostructure.
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X-ray CLS is also a powerful tool to probe a buried interface (Himpsel et al.
1988). One of the most studied oxide-based interface systems for applications
of CXPS was the Si/SiO2 interface due to its paramount importance in silicon
technology. For the Si/SiO2 interface, Si 2p core level shifts were mainly used to
probe the chemical and structural properties of the interface (Himspel et al. 1988).
Himpsel et al. used CXPS to suggest that there is a transition region, in which
three distinct intermediate oxidation states of Si are present at the Si/SiO2 interface.
The oxidation state of the atom is heavily dependent on the local O structural
environment. Using this property, Himpsel et al. suggested interface models based
on the density and distribution of intermediate-oxidation states. However, the
underlying structural information obtained solely from the CXPS is indirect and
its verification requires a reliable theoretical calculation. Later, Pasquarello et al.
used density functional theory to reproduce the important features observed in the
previous XPS experiments (Pasquarello et al. 1996). In addition, they combined the
DFT-based CLS calculations and the experimental results to suggest and validate
structural models of the Si/SiO2 interface.

One can also use optical spectroscopy to validate interfacial models. Unlike
electron microscopy, it is nondestructive and not nearly as expensive. Both IR and
Raman spectroscopies are useful in probing interface or defect-related bonds. For
example, understanding the atomistic details of how platinum surfaces are oxidized
under electrochemical conditions is of importance for many electrochemical devices
such as fuel cells and electrolysers. Recently, Huang and co-authors examined
the intermediate stages of electrochemical oxidation of single-crystalline platinum
using a combination of theoretical modeling and in situ Raman spectroscopy (Huang
et al. 2016). The authors used in situ shell-isolated nanoparticle-enhanced Raman
spectroscopy to identify the intermediate stages of the electrochemical oxidation of
Pt(111) and Pt(100) single crystals in perchloric acid. DFT calculations were used to
determine the vibrational frequencies of possible intermediates and products. These
in turn were used to assign the experimental Raman bands. The perchlorate anion
was suggested to interact with a hydroxyl phase formed on the surface. Peroxo-
like and superoxo-like two-dimensional (2D) surface oxides and amorphous 3D
a-PtO2 are sequentially formed during the anodic polarization. The work provided
evidence for the structure-sensitive formation of a 2D platinum-(su)peroxide phase
and provided a fundamental understanding of the mechanism of degradation of
platinum electro-catalysts.

Even more recently, the effect of strain and oxygen deficiency on the Raman
spectrum of monoclinic HfO2 films that serve as gate dielectrics in modern FETs
was investigated using first principles calculations (Gao et al. 2017). The results
provided a more detailed understanding of vibrational modes in HfO2, which
besides technological applications in transistors is important in resistive random-
access memory (RRAM) whose operation relies on oxygen-deficient HfOx. The
simulations of strained oxygen deficient films were compared with experimental
results of Raman frequencies for 50 nm HfO2 thin films. It was possible to
identify a localized vibrational mode at 96.4 cm−1 as being introduced by threefold-
coordinated oxygen vacancies.



1140 A. A. Demkov et al.

6 Band-Alignment at Oxide Interfaces from First Principles

One of the most important interface properties of an oxide heterostructure is the
band offset at the interface. The band offset plays a key role in determining
the carrier confinement and electronic transport along and across the interface.
The discovery of novel electronic phases emerging at oxide interfaces increased
interest in the band offsets of oxide heterostructures (Ohtomo and Hwang 2004;
Mannhart et al. 2008). Furthermore, the understanding of band offsets is crucial for
many renewable energy applications such as heterogeneous photo-catalyst for water
splitting (Chen et al. 2010). However, the band offsets at oxide heterostructures
are not as well understood as those between semiconductors and metals. The first
step to understand the band offset of an oxide heterostructure is to understand the
interfacial chemistry and atomic structure at the interface. Once a representative
interfacial atomic model is obtained, one could calculate its band alignment using
first-principles methods as we describe below.

In Sect. 5, we discussed an atomic model of the TiO2/SrTiO3 heterointerface,
which was validated by using a combination of the STEM/EELS measurements
and the DFT-based theoretical spectroscopic calculations. With this atomic model,
one could proceed to calculate the band alignment of the heterostructure in two
different ways using density functional theory. The first method is to use layer-
by-layer projected densities of states (pDOS). Figure 11a shows the layer-by-layer
pDOS of the TiO2/STO(001) heterostructure, for which the total valence band DOS
is projected to each [001] atomic plane: SrO or TiO2 layer for SrTiO3 and TiO2
layer for anatase TiO2. The description of the calculation setups is given in Sect.
5. To extract the valence band offset, one can compare the valence band edge on
the STO side (green line in Fig. 11) to that on the TiO2 bulk region, which was
determined to be 0.7 eV.

The second method of calculating the band offset at an oxide interface is to use
an averaged electrostatic potential across the interface and those of the constituent
bulk materials. Figure 11b shows the local electrostatic potential profile across the
TiO2/STO(001) interface, which was obtained by calculating the planar average of
the local electrostatic potential and plotting it as a function of distance in the direc-
tion normal to the TiO2/STO(001) interface. Here, “local” in the local electrostatic
potential means that we only use the sum of Hartree and ionic potentials. After
calculating the oscillating potential profile, one can macroscopically average the
potential in the direction normal to the [001] interface plane in order to obtain
the reference potential levels at the STO and TiO2 bulk regions (black lines in
Fig. 11b). Then, the next step is to position the valence band edge with respect to
this reference potential level on both the STO and TiO2 side. For this step, one can
perform two separate calculations with the STO and TiO2 bulk unit cells, in which
one can directly access the position of the bulk valence band edge with respect
to the average of the local electrostatic potential. Using this information, one can
determine the valence band edge position on the STO and TiO2 bulk regions of the
supercell (green lines in Fig. 11b). The offset between the green lines is the band
offset of the heterostructure, which is 0.76 eV. Note that this result is consistent with
the result obtained using the layer-by-layer pDOS in Fig. 11a.
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Fig. 11 (a) Layer-by-layer projected density of states (pDOS) of the TiO2/SrTiO3(001) het-
erostructure. The green line is the Fermi level, which is determined by the valence band edge
of the SrTiO3 bulk (b) planar-averaged electrostatic potential of the heterostructure along the
(001) direction. The straight black lines indicate the reference electrostatic energy positions with
respect to the vacuum level (0 eV) in the bulk region of STO and TiO2, respectively. The green
lines indicate the relative positions of valence band edges of STO and TiO2 with respect to their
corresponding reference energy positions. (With permission from Seo et al. (2012b))

The formation of an interface and its effect on its band offset can be better
understood by considering the Schottky-limit band-offset, which is an offset in a
situation that no interaction is present between the constituent materials: TiO2 and
STO slabs in the case of TiO2/STO(001) interface. Then, the valence band offset of
the heterostructure can be written as �EH = �ES + �V, where �EH is the band
offset of the actual heterostructure, �ES is the band offset in the Schottky limit,
and �V is the electrostatic potential drop at the interface due to the heterojunction
formation. Therefore, �V includes all the important chemical and structural effects
due to the formation of the interface. Using the same technique described above,
Seo, et al. calculated the Schottky-limit valence band offset of the TiO2/STO(001)
interface to be 0.95 eV, thus �V is −0.2 eV (Seo et al. 2012b). The origin of �V
is often described as the creation of an interface dipole or double layer involving
charge transfer and subsequent dielectric screening at the interface.

Another important property that can be obtained from interface calculations is
the presence and concentration of conducting states at the interface. These states can
either be present due to interfacial states (Fredrickson and Demkov 2016), defects
(Kalabukhov et al. 2007), electronic reconstruction like the polar catastrophe as
in LaAlO3/SrTiO3 (Ohtomo and Hwang 2004; Lee and Demkov 2008), or due to
charge transfer from ferroelectric films and interfaces (Fredrickson and Demkov
2015; Yin et al. 2015). By examining the pDOS of atoms at the interface, one can
see if there are states near the Fermi level that do not exist in the bulk of either the
film or the substrate. The atomic and orbital character of these states can offer more
clues to the source of the interfacial states.

In certain cases, construction of a realistic interface may prove difficult due
to factors such as lateral size, undesired artificial strain, or functional choice. An
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alternative to the above described methods can be used to obtain band offsets (and
also the relative defect alignments for point defects) between the two materials in
question by alignment of the charge neutrality levels of the materials (Flores and
Tejedor 1979; Robertson 2000; Tejedor et al. 1977; Tejedor and Flores 1978). There
are a variety of ways to do this including calculation of the zero of the Green’s
function of the density of states (Robertson 2000; Tersoff 1984a, b):

G(E0) =
∫
N
(
E′
)
dE′

E − E′ = 0

However, a more straightforward method for estimating the charge neutrality
level can be performed by calculating the εH(+/−) for interstitial hydrogen (Van de
Walle and Neugebauer 2003) using the Zhang-Northrup formalism for calculating
defect energy levels in bulk materials (Zhang and Northrup 1991):

Eform
(
H
q
i

) = Etot
(
H
q
i

)− Etot (bulk)+ μH + q (EF + εV +�V )

Essentially, a reasonably sized (i.e., well converged, but computationally
tractable) supercell is constructed with an interstitial hydrogen atom. The atomic
position of the hydrogen is then optimized in the H+ state and the H− charged
states and the formation energy plotted as a function of the Fermi energy between
the valence and conduction bands. Since we only care about the crossing point
and not absolute energies, the potential correction (�V) can in the present case
be neglected as the correction is usually similar for oppositely charged defects
of the same type (this is not true generally in defect calculations). The point at
which the formation energy for interstitial H+ and H− cross is the εH(+/−) level
and provides a surface independent estimate for the charge neutrality level. As
the charge neutrality level in each material is given relative to the valence and
conduction bands of the materials, the relative valence and conduction band offsets
can then be determined. Furthermore, since this methodology is essentially an
extension of the calculation of point defect transition energy levels, it can provide an
easy extension from simply calculating formation energy of vacancies, interstitials,
or dopants in oxides to explain their roles as electron or hole “traps” when in
contact with semiconductors. In Fig. 12, this process is illustrated for the alignment
of dielectric oxide HfO2 and semiconductor black phosphorus (BP) using hybrid
functional calculations as performed in (Liang et al. 2018). The calculations therein
were performed using the VASP code (Kresse and Furthmüller 1996) with the
HSE06 hybrid functional (Heyd et al. 2003, 2006), PAW pseudopotentials (Blöchl
1994), and a plane-wave cutoff of 400 eV. The hydrogen impurity was placed in
a 2x2x2 supercell of HfO2 and 3x2x1 supercell of BP with experimental lattice
constants and optimized in both the H+ and H- state by modifying the supercell
electron count. We point out that the value obtained for the CNL in BP is similar
to that obtained slab models (Cai et al. 2014). Additionally, this method has been
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Fig. 12 Calculation of the εH(+/−) level for black phosphorus (top left) and HfO2 (bottom left)
and their relative band alignments generated by aligning this level (right). (Adapted from Liang et
al. (2018))

used to predict and validate band alignment and relative defect levels of HfO2 and
ZrO2 to Si (Lyons et al. 2011), LaAlO3 to Si and III-V semiconductors (Choi et
al. 2013b), and chalcogenide semiconductors with ZnO (Varley and Lordi 2013),
among others.

While relatively simple and potentially less computationally costly than the local
potential method, there are also drawbacks to this method. Principally, the method
can only provide band alignments and relative defect alignments for defects that
would not be immediately at the interface. By neglecting the specific interface
construction, band bending is also neglected. Such methods are thus more suitable
to amorphous or polycrystalline interfaces than to high quality epitaxial interfaces
or computationally challenging interfaces due to lattice mismatch. Additionally, it
neglects the ability to theoretically study the formation of the 2DEG formed in
cases like the SrTiO3/LaAlO3 interface (Lee and Demkov 2008) or atomic migration
across interfaces like in the case of interfacial hydrogen shuttling (Marinopoulous
et al. 2007) or oxygen gettering in resistive RAM applications (O’Hara et al. 2014).
Therefore, the decision as to which method is most useful should be made based on
the nature of the questions being investigated.
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7 Conclusions

From this brief overview, we hope the reader has gained a better understanding of
how one can model interfaces involving oxide materials and what kind of informa-
tion can be obtained from such models. In view of their wide ranging technological
applications, a detailed understanding of the physical properties of these interfaces
is very important. At the same time, the complexity of the materials involved
makes the study of oxide interfaces a highly challenging scientific endeavor. First
principles methods have been used with great success in describing and predicting
the properties of oxide interfaces, assuming the interface structure is known, but
much is left to do. The time and length scales accessible with these first principles
methods are rather limited and multiscale computational schemes are often needed
for the prediction of many properties. In addition, the approximations made to
make the ab initio calculations tractable often are inadequate in the context of
oxides and specifically the oxide interfaces. Electron correlation dominates the
properties of many oxides, particularly those containing transition metals of the
iron group (3d metals). As the more accurate quantum mechanical techniques are
much more expensive computationally, much of the work relies on semi-empirical
methods such as LDA + U. As a result, the predictive power of this approach is
somewhat limited. The local approximation causes severe underestimation of the
band gap and may cause problems with unphysical charge transfer at the interface
if the empty states of the oxide become available for the electrons of the metal
because they are positioned too low in energy. But this field of study is extremely
active and there is no doubt that in the not so distant future, better computers will
allow the use of more accurate theoretical methods for systems large enough to be
technologically relevant. The continuous improvement in computing technology as
well as techniques to more precisely characterize interface structure and properties
will ensure that atomistic modeling of oxide interfaces will in the near future be
capable of much more accurate predictions, enabling one to fabricate designer
heterostructures with properties tailored for specific applications.
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Abstract

Multiferroics materials, displaying magnetic, polar, and elastic order parameters
simultaneously, have garnered intense interests because they may host electric-
field controllable magnetism, which can be utilized in devices for information
storage and processing. In this chapter, based on recent progress in understanding
microscopic mechanisms supporting multiferroism and advances in materials
synthesis, we describe the basic routes by which to design new multiferroic
oxides using electronic structure based calculations to guide materials selection
and discovery.
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1 Introduction

Multiferroic materials, as defined in the early days of the field, simultaneously
exhibit two or more of the three primary ferroic orders, including spontaneous
ferroelectricity, ferromagnetism, and ferroelasticity in a single phase (Schmid 1994).
Nowadays, the term is usually used to refer to any material with coexisting
(anti)ferroelectricity and (anti)ferromagnetism. Uniting an electric polarization and
magnetization in a single material makes these compounds ideally suited to explore
magnetoelectric (ME) coupling, i.e., the coupling between the two ferroic orders
(Khomskii 2006, 2009; Erenstein et al. 2006; Cheong and Mostovoy 2007; Ramesh
and Spaldin 2007; Van den Brink and Khomskii 2008; Picozzi et al. 2008; Wang
et al. 2009, 2016; Spaldin et al. 2010; Picozzi and Stroppa 2012; Johnson and
Radaelli 2014; Lu et al. 2015a; Fiebig et al. 2016).

The multiferroic field and ME interactions can be traced back to the 1950s,
when Landau and Lifshitz proposed the concept of magnetoelectric coupling
whereby a material would exhibit a magnetization and electric polarization under the
application of an external electric field and magnetic field, respectively, i.e., arising
from a nonconjugate field (Landau and Lifshitz 1959). Soon after, Dzyaloshinskii
(1960) predicted and Astrov (1960) observed ME coupling in the compound
Cr2O3. In the early days, this field grew slowly (Ascher et al. 1966; Fox et al.
1980; DiDomenico et al. 1969; Kato et al. 1983; Ismailza and Kizhaev 1965;
Teague et al. 1970), on the one hand, because the techniques producing high-
quality multiferroics were not accessible and, on the other hand, the weak observed
ME coupling did not attract much attention. The situation changed quickly after
the development of multiple advanced thin film synthesis techniques, including
pulsed laser deposition (PLD) and molecular beam epitaxy (MBE), and improved
first-principles computational techniques. For example, BiFeO3, which adopts the
R3c symmetry, was the first discovered room-temperature multiferroic. It exhibits
ferroelectric (FE) and antiferromagnetic (AFM) transitions at 1103 K and 643 K,
respectively (Teague et al. 1970; Sosnowska et al. 1982; Johnson et al. 2013).
The polarization is along the [111] pseudo-cubic direction, and the AFM magnetic
structure takes the form of a long-wavelength (62 nm) spiral. Early experiments
showed that BiFeO3 possesses a small polarization (∼6.1μC/cm2) in bulk (Kiselev
et al. 1963); however, this value was significantly enhanced by almost an order of
magnitude (∼100μC/cm2) in thin film by using a state-of-the-art technique, i.e.,
PLD, in 2003 (Wang et al. 2003), and the larger polarization value was demonstrated
by electronic structure calculations on the R3c structure utilizing the modern theory
of polarization (Neaton et al. 2005).

Although transition metal perovskite compounds are among the most promising
materials to search for new multiferroics, few were reported to be multiferroic prior
to 2003. This is to be contrasted with the abundance of perovskite oxides exhibiting
exclusively ferroelectricity or magnetism (Goodenough and Longo 1970; Mitsui
et al. 1982). To explain the mutual exclusion between ferroelectricity and long-
range magnetic order in transition metal perovskites, Hill proposed a “d0 rule” in
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a seminal paper reported in Hill (2000). It is paraphrased as follows: In most FE
materials, the transition metal ion (e.g., represented by B in ABO3) will be formally
a d0 ion because this electronic configuration can favor hybridization between the
B cation antibonding d states that form the conduction band and the oxygen 2p
states that form the valence band. Polar B cation displacements are stabilized by
the second-order Jahn-Teller effect (Pearson 1975) and result in a spontaneous
electric polarization as in BaTiO3. In contrast, when the d shell is occupied (i.e.,
dn, n > 0), the energetic gain provided by the SOJT is suppressed and eliminates
the driving force for inversion symmetry lifting displacements. In addition, other
factors may suppress the FE distortion, such as a first-order Jahn-Teller distortion
in LaMnO3 (Mn: 3d4 configuration) and YTiO3 (Ti: 3d1 configuration) and the
strong Hund’s exchange energy between occupied t2g and empty eg orbitals, e.g., in
CaMnO3 and RCrO3 (R is rare-earth ion) (Khomskii 2006). In addition, increased
electronic Coulomb repulsion can also compete with the hybridization in bond
formation leading to a centrosymmetric structure with dn (n > 0) configuration.
However, this d0 principle can be circumvented when allowing for ferroelectricity
and magnetism to arise from different origins; for instance, the magnetism can
arise from the magnetic B cations that form one sublattice of the structure, while
ferroelectricity can be induced by the A-site cation. This combination of properties
arising from coexisting cation sublattices is the basic principle active in BiFeO3
and BiMnO3. In this case, polar Bi displaces arise from Bi-O hybridization due to
stereochemically active 6s2 lone-pair electrons of the Bi cations (Seshadri and Hill
2001).

The multiferroic boom arrived in 2003 owing to both the discovery of a large
electric polarization in BiFeO3 and the discovery of another class of multiferroics in
the manganite family. TbMnO3 is an exciting material that violates the d0 rule owing
to spin-induced ferroelectricity (Kimura et al. 2003a). The spiral spin structure
with modulation wave vector (0,0.28,0) (Kenzelmann et al. 2005) present in the
orthorhombic Pbnm crystal structure permits an electric polarization along the c
axis. In addition, a moderate magnetic field applied along the b direction can switch
the polarization from the c axis to the a axis of the crystal. Since then, numerous
multiferroics based on the transition metal perovskites were reported, and they may
all generally be clustered into two groups as proposed by Khomskii (2009):

• Type I Multiferroics: The ferroelectricity and magnetism arise from the different
sources, and thus magnetoelectricity is weak. The critical temperature of the
spontaneous polarization is higher than that of the spontaneous magnetization,
and the magnitude of the polarization is usually very large (>1μC/cm2). The
representative Type I multiferroic is BiFeO3.

• Type II Multiferroics: The ferroelectricity is caused by complex (non)collinear
spin order due to competing exchange interactions and therefore the magne-
toelectric coupling is stronger; however, the magnitude of the polarization is
usually very small (<1μC/cm2). The representative material of this class is
TbMnO3.
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In both multiferroic types, the critical temperature of the spontaneous magnetic
order is usually lower than room temperature, and the magnetic order often leads to
no macroscopic magnetization or a weak ferromagnetism.

Both types of the multiferroics have their own drawbacks, which preclude
their direct application in new technologies, for example, those based on four-
state memory devices and in the writing and reading of magnetic information
with low power by exploiting electric field control of magnetism through the
magnetoelectric response (Lu et al. 2015a; Fiebig et al. 2016). Beyond these single-
phase multiferroic materials, researchers have devoted significant efforts to find
alternatives solutions, for examples, artificial materials engineered with epitaxial
strain, superlattices comprised of multiferroic constituents or non-multiferroic con-
stituents, ferromagnetic-multiferroic heterostructures, ferromagnetic-ferroelectric
interfaces, and domain walls. Recent reviews given in Khomskii (2006, 2009),
Erenstein et al. (2006), Cheong and Mostovoy (2007), Ramesh and Spaldin (2007),
Van den Brink and Khomskii (2008), Picozzi et al. (2008), Wang et al. (2009, 2016),
Spaldin et al. (2010), Picozzi and Stroppa (2012), Johnson and Radaelli (2014), Lu
et al. (2015a), and Fiebig et al. (2016) provide a complete description of advances
made within these areas. More recently the search for single-phase multiferroics has
been buoyed by the formation of new design strategies based on hybrid improper
ferroelectrics (or broadly, geometric ferroelectricity) and asymmetric multiferroics.

In this chapter, we describe the design of multiferroic compounds accord-
ing to the mechanisms permitting the combination of a spontaneous electric
polarization and magnetism. The main mechanisms are lone-pair-induced ferroelec-
tricity, charge-order-induced ferroelectricity, spin-driven ferroelectricity, geometric
ferroelectricity, asymmetric multiferroics, polymorphic materials, superlattices,
ferromagnetic-multiferroic heterostructures, ferromagnetic-ferroelectric interfaces,
and domain walls. We conclude the chapter by briefly discussing frontiers and
functionalities in multiferroics.

2 Strategy and Considerations for Multiferroics
by Computational Design

When beginning to design a new multiferroic, the crystal structure and chemistry
require assessment. It was proposed that any functional material is defined by three
features, referred to as ACS (Rondinelli et al. 2015), and that property realization
through materials-by-design relies on exploiting atomic identities involved (ele-
mental species), composition (integer stoichiometry in compounds or continuous
variable, “subscript engineering,” in alloys and ceramics), and structure (i.e., where
the atoms reside with regard to crystallographic structure). ACS features in this
chapter are based on the transition metal oxides exhibiting or derived from the ABO3
perovskite composition. Owing to the multiferroic behavior, the atomic species of
the A and/or B cations must have partially filled d and/or f orbitals. Usually, B
magnetic ions are selected to have open d shells, which is achieved by selecting
among Ti, V, Cr, Mn, Fe, Co, Ni, Cu, Nb, Mo, Tc, Ru, W, Os, etc.
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No matter what is the mechanism inducing the simultaneous electric and
magnetic polarization, the material must be insulating. For many transition metal
oxides consisting of the aforementioned cations, the electrons in the d orbitals may
be considered weakly or strongly correlated, which means that there will be strong
repulsion when two electrons with opposite spins occupy the same orbital. This
repulsion arises from the Coulomb interaction between the two electrons, which
based on a single-site Hubbard model is referred to as the “Hubbard U” (Hubbard
1963). The strength of the U interaction is related to the insulating state and in the
solid is screened by the dielectric constant of the material. In practice, this on-site
repulsion U can be treated within the density functional theory (DFT) framework
by including an on-site interaction for the correlated orbitals when investigating
correlated compounds to correctly describe the insulating state (Anisimov et al.
1997, 1991; Solovyev et al. 1994). Note that the U correction depends on the type
of the exchange-correlation functional and is not identical to the U that may be
extracted from spectroscopic measurements.

To assess if a designed material is insulating, the band structure and density of
states can be computed by carrying out DFT calculations. Although the size of
the band gap may vary with U, an appropriate U value in the calculations can be
identified by examining the robustness of critical physical properties (e.g., com-
puted band gap, magnetic transition temperature, structural and magnetic structure
parameters) with respect to U and comparing these results to available experiments
on analogous phases. Inaccuracies in the magnitude of the band gap are well-known
consequences of the absence of the derivative discontinuity in the exchange-
correlation functionals, which are usually the local-density approximations (LDA)
(Ceperley and Alder 1980; Vosko et al. 1980), generalized gradient approximations
(GGA), and hybrid functionals. At the GGA level, the forms of Perdew-Burke-
Ernzerhof (PBE) (Perdew et al. 1996) and Perdew-Burke-Ernzerhof revised for
solids (PBEsol) (Perdew et al. 2008) are usually chosen for most studies. In hybrid
calculations, the HSE06 functional is most frequently adopted (Paiera et al. 2006)
owing to its reduced computational overhead without loss of accuracy. It also
performs well for many magnetic oxides and multiferroic materials (Stroppa and
Picozzi 2010). The LDA and GGA functionals usually underestimate the band gap,
and HSE06 functional overestimates the band gap. Alternative approaches to obtain
accurate band gap energies include the GW (or G0W0) method, which works well
for semiconductor (Hybertsen and Louie 1986; Rohlfing and Louie 2000; Deslippe
et al. 2012), and many transition metal oxides (Ergönenc et al. 2018). MetaGGA
functionals include the local density (as in LDA) and the gradient of the density (as
in GGA) but also the kinetic energy density (Sun et al. 2012, 2013, 2015, 2016).
These functionals produce results often much more consistent with experiment and
at times perform similarly to a hybrid functional but require less computational
resources than hybrid functionals or the GW method. The exchange-correlation
functional can also affect equilibrium crystal structures and hence lattice dynamics,
electric polarizations, magnetic structure, etc. (Stroppa and Picozzi 2010; Krukau
et al. 2006; Seixas et al. 2016; Diéguez and Iñiguez 2015). Thus the selection of
a suitable exchange-correlation functional for the study of a known or predicted
multiferroic material should be properly justified.
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For a potential multiferroic compound, one can determine the equilibrium
magnetic structure by using a spin Hamiltonian to model its ordered state, which
can be expressed as:

Ĥspin =
∑

i<j
Jij
−→
S i · −→S i +

∑
i<j

−→
D ij ·

(−→
S i ×−→S i

)
+
∑

i,αβ
Ai,αβ

−→
S iα

−→
S iβ

(1)

where Jij,
−→
D ij , and Ai,αβ are the symmetric spin exchange interaction parameters,

antisymmetric Dzyaloshinskii-Moriya (DM) interaction vectors, and single-ion

anisotropic parameters, respectively, and
−→
S i is the spin vector. The DM interaction

vector and single-ion anisotropic parameter are a consequence of spin-orbital
interactions and in practice require DFT calculations that include relativistic spin-
orbital coupling. All of the coefficients can be computed using the four-states
mapping analysis and DFT energies (Xiang et al. 2011a, 2013a).

In a material with a simple cubic arrangement of magnetic cations with spin S,
for example, one can obtain J12, using four states: (I) S1 = S and S2 = S; (II)
S1 = S and S2 = -S; (III) S1 = -S and S2 = S; and (IV) S1 = -S and S2 = -S.
In the calculation, the other spins are kept fixed for each of the four states, and
all spins are aligned along the z direction. Then, J12 = EI+EIV−EII−EIII

4S2 , where
Ei (i = I–IV) is the energy for each state. For the collinear spin orders, there are
four simple cases, which are FM, A-type, C-type, and G-type orders, respectively
(see Fig. 1). After obtaining the coefficients in the spin Hamiltonian, one can also
simulate the magnetic transition by performing Monte Carlo simulations based on
the Hamiltonian.

To assess the ferroelectric properties, a DFT lattice dynamical analysis can be
performed for proper FE materials within a high-symmetry structure (e.g., which
may but not necessarily correspond to an observed high temperature paraelectric
structure), in which the zone-center FE phonon mode is unstable and exhibits a
double-well energy surface versus phonon mode amplitude (see Fig. 2). In addition,
phonon calculations can also identify other unstable antiferrodistortive (AFD) lattice
modes such as BO6 oxygen octahedral-rotational modes in corner-shared ABO3-
based perovskites. Such instabilities typically occur at the Brillouin zone boundaries
of the high-symmetry phase.

After condensing various combinations of the polar and the AFD phonon modes
followed by structural relaxations using DFT, a final stable structure can be regarded
as the ground state for the composition. The electric polarization in the ground
state structure can be computed by either using the Berry phase method (Resta
1992, 1994; King-Smith and Vanderbilt 1993; Vanderbilt and King-Smith 1993)
or by combing the Born effective charges with the ionic displacements found in the
ground state structure with respect to a reference structure (i.e., paraelectric state)
(Meyer and Vanderbilt 2002). In the Berry phase method, the total polarization
(P) consists of electronic (Pe) and ionic (Pi) contributions (i.e., P = Pe + Pi),
in which P is well-defined modulo eR

�
, where e, R, and � are the charge of

the electron, a real-space lattice vector, and the unit cell volume, because of a
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Fig. 1 (a, b) show the FM spin alignment in the xy plane; (c, d) show the checkboard AFM spin
alignment in the xy plane, where solid circles indicate spin-up and open circles indicate spin-down.
In the FM spin structure, there is an · · ·A-A-A-A· · · sequence along the z axis; in the A-type
AFM spin structure, there is a · · ·B-A-B-A· · · sequence along the z axis; in the G-type AFM
spin structure, there is a · · ·C-D-C-D· · · sequence along the z axis; and in the C-type AFM spin
structure, there is a · · ·D-D-D-D· · · sequence along the z axis

Fig. 2 The energy versus Q mode amplitude for a proper ferroelectric material. According to a
Landau phenomenological model, the energy curve can be described by E = αQ2 + βQ4+higher
even-order terms in Q. When the polar (P) mode is unstable, then the coefficient α becomes
negative and results in a decrease of the energy as shown by the double well with negative curvature
about the origin (P = 0)



1158 X.-Z. Lu and J. M. Rondinelli

gauge-phase factor in the Bloch function. Then the final polarization is obtained
by subtracting any polarization obtained from the paraelectric phase using the
same procedures. By using the Born effective charges, Pα = 1

�

∑
iβ Z

∗
iαβ�uiβ ,

where Z∗i and �u are the Born effective charge tensor and ionic displacement
vector of ion i, respectively, such that i and α/β run over all the ions in the
cell and the three Cartesian components, respectively. The transition temperature
related to the FE orders can also be simulated by Monte Carlo simulations with
an effective Hamiltonian including a local-mode self-energy, a long-range dipole-
dipole interaction, a short-range interaction between soft modes, an elastic energy,
and an interaction between local modes and local strain (Zhong et al. 1994, 1995).

In addition to examining intrinsic FE instabilities, the effect of epitaxial strain on
ferroic properties should be assessed because strain engineering is a powerful tool to
induce FE instabilities in perovskite oxides (Schlom et al. 2014). The sensitivity of
the ferroelectric state in these materials on the strain state of a film coherently grown
on a substrate is due to a strain-phonon coupling mechanism. Typically, compressive
strain favors an out-of-plane electric polarization, whereas tensile strain supports an
in-plane polarization.

In this section, we introduced the basic strategy to investigate the magnetic and
FE properties of candidate multiferroic compounds by using different computational
tools. Applying this scheme to design new multiferroics relies on harnessing known
mechanisms for ferroelectricity and magnetic order. In the next section, we describe
how different atomic specifies, compositions, and structures enable or activate the
necessary mechanism for multiferroism through specific compounds.

3 Mechanisms to Achieve Coexisting Ferroelectricity
and Magnetism

3.1 Lone-Pair-Induced Ferroelectricity

The representative compounds are BiFeO3 and BiMnO3 (Hill and Rabe 1999). By
performing DFT calculations, Seshadri and Hill (2001) demonstrated that the Bi-s
orbitals can mix with O-p orbitals (see Fig. 3c) in the monoclinic C2 structure (see
Fig. 3a), which results in a lobe-like shape of the unbonded 6s2 lone-pair electrons
about the Bi3+ ion (see Fig. 3b). The arrangement of this anisotropic distribution
of 6s2 electrons in the unit cell is the origin for ferroelectricity in the C2 structure
of BiMnO3. It may also be used to explain the ferroelectricity that arises in the
rhombohedral R3c structure of BiFeO3. In BiFeO3, the long-wavelength (62 nm)
spiral magnetic structure can be suppressed in thin film where the spin alignment
is G-type with weak ferromagnetism within the (111) plane of the R3c structure. In
BiMnO3 (Faqir et al. 1999; Moreira dos Santos et al. 2002a, b; Kimura et al. 2003b;
Montanari et al. 2005, 2007; Belik and Takayama-Muromachi 2006; Belik et al.
2007), the spin alignment is ferromagnetic (FM), which leads to a magnetization of
∼3.6μB per formula unit that is close to the nominal magnetic moment of Mn3+
(4μB). The FM transition temperature occurs at ∼105 K. Compared with the easy
synthesis of the BiFeO3 in bulk and thin film at ambient condition, high pressure is
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b

Fig. 3 (a) Monoclinic C2 structure of BiMnO3 projected nearly down the b axis. The large black
sphere is Bi, and the smaller white sphere is Mn centered in an oxygen octahedron. (b) Isosurface
with a value of 0.75 of the valence electron localization function of the structure shown in (a).
Blue color corresponds to nearly no electron localization, and white color corresponds to complete
localization. (c) Orbital resolved density of states (DOS) in FM C2 structure of BiMnO3. The DOS
have been rescaled to a single spin direction and to one BiMnO3 formula unit. (Figure reproduced
from Seshadri and Hill (2001), Copyright American Chemical Society, 2001)

needed to synthesize isoelectronic bulk BiMnO3 single crystals. In thin film form,
relatively strict growth conditions are required even without high pressure (Lu et al.
2015a).

It is noted that the ferroelectricity in BiMnO3 is still under debate (Belik et al.
2007; Montanari et al. 2007; Goian et al. 2012), because a first-principles study
showed that the ground state adopts C2/c symmetry in ideal, stoichiometric BiMnO3
where the anisotropic distribution of 6s2 electrons around different Bi3+ ions cancel
perfectly leading to no net polarization (Baettig et al. 2007).



1160 X.-Z. Lu and J. M. Rondinelli

3.2 Charge-Ordering-Induced Ferroelectricity

In 2004, Efremov et al. (2004) proposed ferroelectricity could appear by inducing
a charge ordering (CO) state in Pr1-xCaxMnO3. The CO can exist for 0.3 < x < 0.8.
When x = 0.5, the CO is site-centered, in which the Mn3+ and Mn4+ alignments
take the form of checkboard ordering as shown in Fig. 4a. Upon decreasing x to 0.4,
the CO becomes bond-centered as demonstrated by experiments (see Fig. 4b), in
which the extra electron is shared by the two nearest-neighboring Mn ions. In both
types of charge-ordered state, ferroelectricity is absent owing to the presence of
inversion symmetry compatible with the CO state. Theoretically when x is between
0.4 and 0.5, and including x = 0.4, the site-centered and bond-centered COs should
coexist (see Fig. 4c), which will lead to the loss of inversion and a small electric
polarization (∼1mC/m2) in the monoclinic P11m structure. (As a point of reference,
BaTiO3 exhibits an electric polarization of 300 mC/m2.) Furthermore, the actual
valence difference between the nearest-neighboring Mn ions is less than 0.1e even
with x = 0.5.

Although the CO-induced ferroelectricity was demonstrated by a degenerate
double exchange model, the direct observation of the ferroelectricity has been
hindered by the finite conductivity displayed by the compound. Support for the
appearance of the ferroelectricity in Pr1-xCaxMnO3 is given by the anomaly in the
dielectric constant observed in vicinity of the CO transition (Jardon et al. 1999;
Mercone et al. 2004).

Another compound proposed to exhibit CO-induced ferroelectricity is LuFe2O4
(Ikeda et al. 2000, 2005) in which the average valence of iron is Fe2.5+. Fe2+ and
Fe3+ undergo a three-dimensional CO under 330 K, where the ratio of Fe2+ and
Fe3+ in one triangular layer comprised of corner-sharing FeO5 trigonal bipyramids
is 1:2, while it is 2:1 in the other triangular layer (see Fig. 5b). With this CO,
the structure exhibits a

√
3x
√

3 supercell of the unordered R3m variant (see
Fig. 5a), and ferroelectricity appears below 330 K. By performing DFT total-energy

Fig. 4 (a) Site-centered charge order. (b) Bond-centered charge order. (c) A FE intermediate state.
The charge-ordered structure in (c) lacks inversion symmetry. The bottom green arrows indicate
the dipole direction in the horizontal and vertical dimers, and the diagonal green arrow indicates
the direction of the electric polarization in the structure. (Figure reproduced from Efremov et al.
(2004), Copyright Springer Nature, 2004)
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Fig. 5 (a) Hexagonal R3m structure of LuFe2O4, in which the large cyan, medium orange, and
small red circles represent the Lu, Fe, and O atoms, respectively. (b) Schematic illustration of
the CO structure, in which the small and large circles indicate the Fe ions in the upper and lower
triangular sheets of an iron bilayer shown in (a), respectively. The open and closed circles represent
Fe2+ and Fe3+ ions, respectively. (c) and (d) schematically display ferroelectric and ferrielectric
arrangements of the dipole moments in the iron bilayers in the CO structure shown in (b). (Figure
reproduced from Xiang and Whangbo (2007), Copyright American Physical Society, 2007)

calculations with the GGA exchange-correlation functional in PBE form, Xiang
and Whangbo (2007) identified that the CO in LuFe2O4 leads to a ferrielectric
arrangement of the dipole moments among the FeO5 bilayers by comparing the
values of the polarizations calculated in the ferroelectric (∼52.7μC/cm2) (see
Fig. 5c) and ferrielectric (∼26.3μC/cm2) (see Fig. 5d) states with that from
experiment (Ikeda et al. 2005) (∼25μC/cm2 measured at 77 K). Also in the
vicinity of a two-dimensional ferrimagnetic order below 240 K, an increase in the
magnitude of the polarization was observed, which indicated a coupling between
the ferroelectric and magnetic orders in this compound (Ikeda et al. 2005). It should
be noted that in a later experiment (de Groot et al. 2012), LuFe2O4 was shown
not to exhibit ferroelectricity because its equilibrium structure is monoclinic C2/m
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symmetry (centrosymmetric and the inversion center is located in-between the Fe
bilayers) with a new CO configuration in the iron bilayer. Therefore, the CO-induced
ferroelectricity in LuFe2O4 is still controversial although the material has more
recently been used in oxide superlattices to achieve an artificial multiferroic (Mundy
et al. 2016).

3.3 Spin-Driven Ferroelectricity

3.3.1 Microscopic Models for Spin-Driven Ferroelectricity

KNB Model
In 2005, Katsura et al. (2005) developed a microscopic electronic model for
magnetic materials exhibiting a noncollinear spin structure at low temperatures.
This so-called KNB model is based on a three-atom system, in which it is assumed
that inversion symmetry exists between the two magnetic ions M1 and M2 as
shown in Fig. 6. Owing to inversion, there is no Dzyaloshinskii-Moriya (DM)
interaction, and the noncollinear spin alignment is due to the competing symmetric
spin-exchange interactions among the magnetic ions. By only considering the t2g
orbitals with the spin-orbital coupling (SOC) and on-site Coulomb repulsion on
the magnetic ions (i.e., M1 and M2) and relying on a process of electron transfer
along the M1-O-M2 bond due to orbital hybridization, the KNB model predicts a
polarization P ∝ − e12 × (e1 × e2), where e12 is the unit vector pointing from
M1 to M2 ions and e1 and e2 are the directions of the two noncollinear spins on
M1 and M2, respectively (see Fig. 6). It should be noted that the KNB model is a

Fig. 6 The model with the two transition metal ions M1 and M2 with the oxygen atom O between
sites. The noncollinear spin directions on M1 and M2 are represented by e1 and e2. P indicates the
direction of the polarization, which is proportional to−e12 × (e1 × e2) where e12 is the unit vector
pointing from M1 to M2 ions. (Figure reproduced from Katsura et al. (2005), Copyright American
Physical Society, 2005)
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Fig. 7 Top: The xz projection of the spin structure and the O ions (solid circles). Bottom: The
Mn2O “molecule” in the cubic perovskite structure, in which rn indicates the displacement of
the O ion. (Figure reproduced from Sergienko and Dagotto (2006), Copyright American Physical
Society, 2006)

purely electronic mechanism for ferroelectricity and there are no ions displacements
required or considered in the contribution to the macroscopic polarization.

Inverse Dzyaloshinskii-Moriya Interaction Model
The so-called inverse DM interaction model (Sergienko and Dagotto 2006) arises
from the DM interaction in the M1-O-M2 subsystem (M1 and M2 are magnetic
ions) without inversion symmetry as shown in Fig. 7. By assuming that only the
position of the oxygen is allowed to move and those of M1 and M2 are fixed and
the DM interaction induced energy is expressed as D(rn) · (Sn × Sn + 1), there
will be an additional displacement of the oxygen along the z direction with the
spiral spin structure. The modulation wave vector (0,0.28,0) for the spiral spins was
obtained from experiment and Dx(rn) = γ(0,−zn, yn) and Dy(rn) = γ(zn, 0,−xn)
in the orthorhombic Pbnm symmetry where γ is the DM interaction constant. The
result is a polarization along the z direction. Although this model was derived based
on the spiral spin structure in TbMnO3 compound, the basic physics can be extended
to other compounds that permit DM interactions (e.g., those that possess the spiral
spin structure) with induced ionic displacements that may significantly contribute to
the spin-driven ferroelectricity.

Unified Model for the Spin-Driven Ferroelectricity
Xiang (Wang et al. 2016; Xiang et al. 2011b, 2013b; Lu et al. 2015b) developed a
unified model with the pure electronic contribution, ionic displacement contribution,
and lattice-deformation contribution together. It is captured by a single formula by
expressing the polarization driven by the magnetic structure in the general form:
Pt = Pt(S1, S2, . . . , Sm; μ1, μ2, . . . , μn; η1, η2, . . . , η6) where Si (i = 1,2, . . . ,m),
μj (j = 1,2, . . . ,n), and ηk (k = 1–6) are the spin vectors, ion displacement vectors,
and homogenous strains, respectively. Here, the pure electronic contribution, ion
displacement contributions, and lattice deformation contributions arise from the
electron density redistribution, ion displacements relative to a paramagnetic (PM)
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structure, and changes of the lattice vectors relative to a paramagnetic structure,
respectively, due to the appearance of a spin order that occurs upon cooling below
the magnetic ordering temperature.

Usually, the spin-order-induced μj (j = 1,2, . . . ,n) and ηk (k = 1–6) effects are
rather small, which allows one to rewrite Pt ≈ Pe(S1, S2, . . . , Sm)+Plattice + ion

(μ1, μ2, . . . , μn; η1, η2, . . . , η6), where the pure electronic contribution (Pe) is
separated from the ionic displacement and lattice deformation contributions
(Plattice + ion). The pure electronic contribution to the polarization (Xiang
et al. 2011b) is obtained by considering in the same way a spin dimer (see
Figs. 6 and 7), such that Pe = P1(S1) + P2(S2) + P12(S1, S2) where P i (Si ) =∑
αβ P

αβ
i SiαSiβ (i = 1, 2) and P 12 (S1,S2) = ∑

αβ P
αβ
12 S1αS2β are the intra-site

and inter-site polarization terms, respectively. The inter-site term can be expressed
in matrix form as:

P 12 (S1,S2) =
[
S1x S1y S1z

]
⎡

⎣
Pxx12 P

xy

12 P xz12
P
yx

12 P
yy

12 P
yz

12
P zx12 P

zy

12 P zz12

⎤

⎦

⎡

⎣
S2x

S2y

S2z

⎤

⎦ . (2)

Specifically, if SOC effects are neglected in the Pe contribution, then P12(S1, S2)
is reduced to be Pes(S1 · S2) where Pes indicates the polarization is induced by
exchange striction and Pes=P xx12=P

yy

12=P zz12, because any global rotations of all the
spins will not change the total electric polarization. If there is inversion symmetry
at the center of a spin dimer, then P12(S1, S2) can be reduced to be

M(S1 × S2) where M =
⎡

⎢⎣

(
P
yz

12

)
x

(
P zx12

)
x

(
P
xy

12

)
x(

P
yz

12

)
y

(
P zx12

)
y

(
P
xy

12

)
y(

P
yz

12

)
z

(
P zx12

)
z

(
P
xy

12

)
z

⎤

⎥⎦ (3)

because P
αβ
12 = −P

βα
12 with the inversion symmetry in the dimer. To extract

the coefficients in Pe by using DFT calculations, a so-called four-states mapping
method analogous to that used to extract the coefficients in the Hamiltonian model
as discussed in Session II is applied. Here, taking the coefficient for the exchange
striction as an example, we can write P es = P I−P II−P III+P IV

4 in which PI, PII,
PIII, and PIV are the polarizations with the spin arrangements of S1 and S2 being
(+,+), (+,-), (−,+), and (−,-), respectively, and the other spins are kept the same
in the calculations of PI, PII, PIII, and PIV.

For the ionic displacement (Xiang et al. 2013b) and lattice deformation con-
tributions (Lu et al. 2015b), one first considers the total energy based on a
paramagnetic reference structure expanded asEPM = E0+∑mAmum+

∑
jAjηj+

1
2

∑
mnBmnumum + 1

2

∑
jkBjkηjηk +

∑
jkBmjumηj + ... where Am, Aj, Bmn, Bjk,

and Bmj are the forces, stresses, force constants, frozen-ion elastic constants, and
internal displacement tensor, respectively. The elements um and ηj correspond to the
ionic displacement and the homogenous strain in Voigt notation, respectively, for
the paramagnetic reference structure. Second, by considering a magnetic transition
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that occurs upon cooling to stabilize a magnetically order state, an additional
energy Espin = EH + EDM + ESIA is required, where EH , EDM , and ESIA

are the Heisenberg symmetric exchange interaction energy, the DM interaction
energy, and single-ion anisotropic energy, respectively. Then by considering only
um and ηj to be induced from the EH contribution, a simplified form of the

symmetric exchange energy can be obtained: EH = E0
H +

∑
i,i′
∂Ji,i′
∂um

Si · Si′um +
∑
i,i′
∂Ji,i′
∂ηj

Si · Si′ηj + . . . in which
∂Ji,i′
∂um

and
∂Ji,i′
∂ηj

are the first order derivatives
of the Heisenberg symmetric exchange interaction (Ji,i′ ) between spins Si and Si′
with respect to um and ηj, respectively. (Here an implied sum notation is used
for m and j in EH hereafter.) Then, by minimizing EPM + EH with respect to

um and ηj, one obtains that

⎧
⎨

⎩
Bmnun + Bmjηj = −∑i,i′

∂Ji,i′
∂um

Si · Si′
Bjkηk + Bmjum = −∑i,i′

∂Ji,i′
∂ηj

Si · Si′
. The ionic

displacements um and strains ηj induced by the spin order are readily obtained by
solving the two coupled linear equations. Density functional perturbation theory
can be used to compute the force constant (Bmn) and the internal-displacement
tensor (Bmj). The frozen-ion elastic constant (Bjk) can be straightforwardly obtained
by calculating the strain-stress relation within DFT. To compute the first-order
derivatives of the symmetric spin exchange parameter Jii′ with respect to ηj, we

propose a four-states mapping approach: ∂Jii′
∂ηj
= 1

4

(
∂EI
∂ηj

− ∂EII
∂ηj

− ∂EIII
∂ηj

+ ∂EIV
∂ηj

)
=

1
4

(
σIj − σIIj − σIIIj + σIVj

)
(see Fig. 8). Here, I–IV refer to the four spin states

with different spin orientations for sites i and i’ (see Fig. 8 for an example), E
and σ denote the total energy and stress, respectively. We note that the stress
can be computed without doing additional DFT calculations due to the celebrated
Hellmann-Feynman theorem. The first-order derivatives of the symmetric spin

Fig. 8 Schematic illustration
of the four spin states in the
four-states mapping method
to compute the derivative of
the exchange parameter with
respect to strain ∂Jii′

∂ηj
. In the

four spin states, only the
spins at sites i and i′ change
the orientation. (Figure
reproduced from Lu et al.
(2015b), Copyright American
Physical Society, 2015)
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Fig. 9 (continued)
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exchange parameter Jii′ with respect to um can be also efficiently evaluated by
using a four-states mapping approach (Xiang et al. 2011a, 2013a). Finally, the
electric polarization from the ionic displacements and lattice deformation is given
as Pα = Zαmum + eαjηj (α = x,y,z) in which Zαm and eαj are the Born effective
charges and frozen-ion piezoelectric tensors, respectively. These later quantities are
directly accessible from a DFT calculation of the non-magnetic or magnetically
ordered phase. If one wants to separate Pα into the ionic displacement and lattice

deformation contributions, then
∑
i,i′
∂Ji,i′
∂um

Si · Si′ should be set to zero, and the

lattice deformation contribution is Plattice = dαjσ j where σj = −∑i,i′
∂Ji,i′
∂ηj

Si · Si′
is the total stress due to the spin structure and dαj = Sjkeαk in which Sjk and eαk are
the relaxed-ion elastic compliance tensor and the relaxed-ion piezoelectric tensor,
respectively, and Pion = Pα − Plattice.

3.3.2 Multiferroic Materials with Spin-Driven Ferroelectricity

Spin-Orbital Coupling Effects

Cycloidal Spin Structure
TbMnO3 (Kimura et al. 2003a) is the first reported multiferroic material with spin-
driven ferroelectricity. Below 41 K, the first magnetic transition occurs, with spins
aligned along the b direction of the Pbnm structure. The spin structure exhibits a
sinusoidal spin-density wave with an incommensurate wave vector (0,0.295,0) as
shown in Fig. 9a and b. The experiment showed that there was no ferroelectricity
with this magnetic structure. Upon decreasing temperature below 27 K, a second
magnetic transition occurs, and the spins rotate in the bc plane and form a transverse
spiral structure with the wave vector (0,0.28,0) (Kenzelmann et al. 2005) as shown
in Fig. 9c. Interestingly, a polarization appears in the vicinity of this magnetic
structure. By applying the KNB model (Katsura et al. 2005) and inverse DM
interaction model (Sergienko and Dagotto 2006), both approaches can correctly
predict the direction of the polarization parallel to the c axis, which was also
demonstrated by a phenomenological Ginzburg-Landau model (Mostovoy 2006)
and first principles DFT calculations (Xiang et al. 2008; Malashevich and Vanderbilt
2008) with both LDA and GGA (in PBE form) exchange-correlation functionals.
Furthermore, the theoretical results (Xiang et al. 2008; Malashevich and Vanderbilt

�
Fig. 9 Schematic illustration of the crystal structure with Pbnm symmetry at room temperature
(a) and spatial variation of Mn magnetic moments along the b axis and atomic displacements
(�z//c) below 41 K (b). Orange arrows indicate Mn magnetic moments below 41 K. The atomic
displacements (indicated by solid arrows) of the spin-spiral states after geometry optimization for
the bc plane spiral (c) and the ab plane spiral (d). The dashed arrows indicate the directions of the
Mn spins in the spiral states. The directions of the electric polarizations are also shown. (Figures
(a) and (b) reproduced from Kimura et al. (2003a), Copyright Springer Nature, 2003. Figures (c)
and (d) reproduced from Xiang et al. (2008), Copyright American Physical Society, 2008)
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2008) also showed that the polarization in the experiments arises from both the
pure electronic contribution from the KNB model and the ionic displacement
contribution from the inverse DM interaction model. Moreover, the experiment
observed that a moderate magnetic field (∼5 T) along b direction can induce a spin
flop (spin-rotational plane is changed from bc to ab planes), which leads to the
polarization change from the direction to a direction (see Fig. 9d). This is because
the spin-rotational plane is either the ab or bc plane and results from the Mn spin
anisotropy (Xiang et al. 2008). The polarization direction with the spin rotating
in the ab plane was also correctly predicted by the theoretical works with both
models (Xiang et al. 2008). In DyMnO3 (Kimura et al. 2005) and Eu0.75Y0.25MnO3
(Cheong and Mostovoy 2007; Noda et al. 2006; Hemberger et al. 2007), similar
phenomena were observed, and the mechanism is the same as that in TbMnO3. One
may find other multiferroics as TbMnO3 with the spiral spin structure in a Pbnm
crystal structure, such as AMnO3 with A being a rare-earth element.

Helical Spin Structure
MnI2 crystallizes in a centrosymmetric P3m1 structure (Kurumaji et al. 2011) in
which each species forms a triangular lattice stacking along the [001] direction in
the sequence of –(I-Mn-I)-(I-Mn-I)- (see Fig. 10a). Upon cooling below 3.45 K, a
helical spin structure occurs with spins rotating in the plane perpendicular to the
modulation wave vector k = (0.181, 0, 0.439). When a magnetic field of 2.3 T
is applied along the [110] direction, the helical spin structure changes to have a
propagation wave vector (q) along [110] simultaneously with the appearance of an
electric polarization along the [110] direction. If the magnetic field is increased
to 5 T along the [110] direction, then the helical spin structure will have q along
[110] and an electric polarization along (Picozzi et al. 2007). It should be noted
that the KNB model, inverse DM interaction model, and the phenomenological
Ginzburg-Landau model proposed by Mostovoy cannot describe the aforementioned
ferroelectricity induced by the helical spin structure, because q is aligned along the
same direction as Si × Sj, meaning there is no DM interaction between the two
nearest-neighboring Mn2+ ions.

Later, Xiang et al. (2011b) developed a general KNB (gKNB) model to explain
the polarization arising from the helical spin structure. Because of the presence
of the inversion symmetry between the two nearest-neighboring Mn2+ ions (see
the right inset in Fig. 10a), the inter-site terms in Pe can be simplified into the
form given by Eq. (3). The DFT-LDA calculations showed that M has the form

of

⎡

⎣
M11 0 0

0 M22 M23

0 M32 M33

⎤

⎦. Therefore, by considering all the Mn2+ sites have the same

polarization and the contributions from the intra-site terms to the total polarization
are zero, P tot = P 0 = ∑6

k=1M0k (S0 × Sk) where M0k (k = 1 − 6) can be
obtained from M by using the mirror symmetry of the structure (see Fig. 10b).
In the case of the propagation wave vector (q) along [Q00] direction, which is
redefined in the coordinate system in Ref. (Xiang et al. 2011b) (see Fig. 10b)
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Fig. 10 (a) The 5 × 5 × 1 supercell of MnI2 in which all Mn ions except for an isolated nearest-
neighboring Mn-Mn pair are replaced by nonmagnetic Mg ions for computing the coefficients
in M (see section “Unified Model for the Spin-Driven Ferroelectricity”). The left inset displays
the layered structure of MnI2. The right inset shows the top view of the Mn2I10 cluster. (b) The
triangular lattice of Mn ions, in which the in-plane lattice vectors a1 and a2 and the corresponding
reciprocal lattice vectors b1 and b2 are shown. The blue lines indicate the mirror (m) planes.
(c) and (d) display the spin orientations of two proper-screw spirals with modulation vectors
q= (1/3,0,0) and q= (1/3,1/3,0), respectively. The modulation vector q and the polarization vector
P are represented by the white and green arrows, respectively. The numbers in μC/cm2 indicate the
magnitudes of the polarizations obtained from the direct DFT calculations and the gKNB model.
(Figure reproduced from Xiang et al. (2011b), Copyright American Physical Society, 2011)

and corresponds to the [110] direction at the low magnetic field in the experiment

(Kurumaji et al. 2011) (see Fig. 10c), P tot =
(√

3
2 A,− 3

2A, 0
)

in the coordinate

system as depicted in Fig. 10a, with A = (−M11 + M22) sin (2πQ). And for q
along [QQ0] direction (corresponding to [110] direction at the high magnetic field

in the experiment (Kurumaji et al. 2011)) (see Fig. 10d), P tot =
(

1
2B,

√
3

2 B, 0
)

with B = (−M11 − 3M22 + 4M11 cos 2πQ) sin 2πQ. It is noted that Ptot

with [Q00] is perpendicular to the propagation vector and Ptot with [QQ0] is
parallel to the propagation vector. Thus, the gKNB model obtained the correct
polarization directions in the helical spin structures at the low and high magnetic
fields, respectively. Furthermore, the polarization values from the gKNB model
are also in good agreement with those from the direct DFT calculations (see
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Fig. 10c and d). Thus, the gKNB model both predicts correctly the direction of
the polarization with a certain spin arrangement and gives an accurate value of the
polarization. The gKNB model is then useful for predicting the polarization with
arbitrary spin arrangements and for investigating the microscopic mechanism on
the spin-ordering-induced polarization, such as elucidating the important path and
the important coefficients.

In CuFeO2 (Kimura et al. 2006) and ACrO2 (A = Cu,Ag) with the delafossite
structure (Seki et al. 2008), similar helical spin structures with propagation wave
vectors (q,q,0) where q is incommensurate were also observed. In CuFeO2, the
helical spin structure only appears by applying the magnetic field along the out-
of-plane axis with a magnitude between 7 and 13 T below 11 K. For small Al
substitution values on the B site in CuFeO2 [i.e., CuFe1-xAlxO2 (x = 0.01,0.02)]
(Seki et al. 2007; Nakajima et al. 2008), the helical spin structure can be stabilized
without any magnetic field at low temperature (6–9 K for x = 0.01 and below 7 K
for x= 0.02). In ACrO2 (A= Cu,Ag), below 24 K, the helical spin structure appears.

Exchange Striction Effects

Helical Spin Structure
CaMn7O12 (Zhang et al. 2011; Johnson et al. 2012) was reported to exhibit improper
ferroelectricity (0.287μC/cm2) with a helical spin structure having propagation
wave vector (0,1,0.963), where both the microscopic mechanisms for the polar-
ization and magnetic structure can be elucidated by using computational methods.
Experiments showed that when the temperature is below 440 K, the structure
transforms into a R3 phase, where there are one Mn4+ and six Mn3+ ions per
formula unit as can be seen in Fig. 11. Figure 11a and b shows the spiral channel
comprised of every three chains in which Mn3+ ions (Mn1 and Mn2) align along the
crystallographic c axis. Moreover, the spiral chains share one Mn3+ chains to form
hexagonal channels, in which the Mn4+ (Mn3) and Ca2+ are at the center of the
cavities aligned along the c direction (see Fig. 11c and d)]. Experiments showed
that a helical spin order appears with the temperature between 48 K and 90 K,
in which the spins on the Mn3+ ions in one Mn3+ chain are ferromagnetic (FM)
and the spins between the Mn3+ chain in the spiral chain are frustrated and form
a 120

◦
arrangement (see Fig. 11e and f). The Mn4+ spins make an angle of 90

◦

with the Mn3+ spins in one set of the three FM chains (dotted triangle in Fig. 11f)
and 30

◦
with the Mn3+ spins in another set of the three FM chains (dashed triangle

in Fig. 11f). In addition, all the spins lie in the plane nearly perpendicular to the c
direction.

Here, the DFT-PBE + U calculations with the on-site repulsion U = 3 eV and
the exchange parameter J = 1 eV were carried out (Lu et al. 2012), in which
the U and J assess the Hubbard U and Hund’s energy for the correlated orbitals,
respectively, and U was chosen to make the experimental magnetic structure more
stable and the system insulating. It was found that the FM order in one Mn3+ chain
is due to the strong FM spin exchange interaction (J1) between Mn1 and Mn2.
The 120

◦
frustrated spin alignment in the spiral chain arises from the strong AFM

spin exchange interaction (J2) between Mn1 ions in the adjacent Mn3+ chains (see



48 Design of New Multiferroic Oxides 1171

Fig. 11 (a) Three adjacent chains of Mn3+ ions along the c direction, in which the blue and
gray circles represent the Mn1 and Mn2 atoms, respectively. (b) A spiral chain comprised of three
adjacent chains of Mn3+ ions viewed approximately along the c direction. (c) Three-dimensional
arrangement of the Mn3+ and Mn4+ (Mn3) ions in CaMn7O12 viewed approximately along the
c direction. For simplicity, the Ca2+ ions are not shown. (d) Arrangements of the Mn3+ ions
surrounding two adjacent Mn4+ and Ca2+ ions, where green and yellow circles represent the
Mn4+ and Ca2+ ions, respectively. (e) Arrangement of the Mn3+ spins in a single chain along
the c direction. (f) Projection view of the Mn3+ and Mn4+ spin arrangements along the c direction,
where each triangle represents three Mn3+ chains forming a spiral chain. The spins of each FM
chain along the c direction (see (e)) are represented by a single spin. (g) Two important spin
exchange paths in a spiral chain comprised of three adjacent chains along the c direction, where
the numbers 1 and 2 indicate J1 (FM) and J2 (AFM), respectively. (Figure reproduced from Lu
et al. (2012), Copyright American Physical Society, 2012)

Fig. 11g). The DFT+U plus SOC effects (DFT+U + SOC) calculations (Lu et al.
2012) also showed that there exists an easy axis for the Mn1 spin and an easy plane
for the Mn2 spins, which are both much closer to the ab plane than to the c axis,
thus leading to the nearly in-plane alignment of all the spins.

It was also found that if only symmetric spin exchange interactions are con-
sidered, then the Mn4+ spin will align along the direction of S1 + S4, because
the energy of the hexagonal channel (see Fig. 12a and b) Ehex ∝ (J3 + J4)cosα,
where J3 and J4 are the spin exchange interactions between Mn4+ and Mn1 and
Mn4+ and Mn2, respectively, and they are both negative. Therefore, α will be zero
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Fig. 12 (a) and (b) display the top and side views of six Mn1 and six Mn2 ions around a Mn3 ion,
respectively. The directions of the Mn1 and Mn2 spins observed experimentally are also shown.
(c) The total energy and electric polarization as a function of the Mn3 spin direction α (see the text
for the definition). NSOC indicates no SOC involved in the calculations. (Figure reproduced from
Lu et al. (2012), Copyright American Physical Society, 2012)

in order to lead to a maximized energy lowering, but this is inconsistent with the
experiment showing α ≈ − 30

◦
. To reconcile this discrepancy, the DM interactions

between Mn4+ and Mn1 and Mn4+ and Mn2 were examined, and it was found
that the DM interaction (D4) between Mn4+ and Mn2 is very large (|D4|/|J4|∼0.54,
compared with the usual ratio of ∼0.1). Thus, by adding a DM interaction energy
arising from D4 into Ehex, Enewhex ∝ (J3 + J4) cosα + Dz4sinα was obtained. By

minimizingEnewhex , α = arctan
Dz4
J3+J4

≈ −11.2
◦
, which is in good agreement with the

direct DFT + U + SOC calculations. The quantitative difference in the magnitude
of the angle compared with experiment can be improved by decreasing U value.
Therefore, a particular spin exchange path between Mn4+ and Mn3+ ions, in which
the DM antisymmetric interaction (Moriya 1960a, b) between them is unusually
strong for magnetic insulators (i.e., |D/J| ≈ 0.54), was uncovered to play a key role
in determining the helical spin structure.
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Although SOC effects are important to obtain the experimental spin structure, the
DFT + U + SOC calculations with the helical spin structure with the propagation
wave vector (0,1,1) in the experimental structure indicated that the SOC contribution
to the total polarization is minor. Thus, it becomes important to investigate the role
of exchange striction using the Pes(S1 · S2) term. The model results demonstrated
that the polarization induced by the exchange striction arises mainly from the path
that includes Mn4+ and Mn2 (i.e., P 4

es), where the polarization on one Mn4+ ion can
be written as P ∝ P zes,4sinαsign [ez · (S4 × S1)] because of the threefold rotational
symmetry and inversion symmetry between the upper set and bottom set of the
Mn4+ and Mn2 path. From the form of P, it should also be noted that the direction of
P is determined by the sign of the scalar chirality σ∼ez · (S4 × S1)∼r41 · (S4 × S1),
and the magnitude is also related to the finite angle α that is due to the large DM
interaction (D4) between Mn4+ and Mn2. Moreover, the results from the exchange
model are also in good agreement with the direct DFT + U calculations where the
magnitude of the polarization is dependent of α and a large electric polarization of
−0.4μC/cm2 is found at α = − 30

◦
. Therefore, it was confirmed that the large

improper polarization in CaMn7O12 with the helical spin structure arises from the
combined effects of the exchange striction and strong DM interaction in a particular
spin exchange path. To design new multiferroics based on these principles, A-site
cation (i.e., Ca) substitution (Belik et al. 2016) or doping (Zhang et al. 2015) may
be a promising way to optimize the structural and magnetic properties.

Collinear Spin Structure
HoMnO3 with Pbnm symmetry was predicted theoretically (Sergienko et al. 2006;
Picozzi et al. 2007) to adopt an E-type collinear spin structure in its ground
state. This spin structure consists of spins that are aligned ferromagnetically in a
zigzag chain, and the spins in different chains are coupled antiferromagnetically as
shown in the left panel of Fig. 13. With the E-type spin configuration, the atomic
structure adopts a noncentrosymmetric state owing to a net displacement of Mn
and O ions along the c axis, leading to a relatively large polarization along the c
direction (∼6μC/cm2) (right panel, Fig. 13). The DFT-PBE results also showed
that the ferroelectricity is related to the difference (�α = αp − αap) between
the Mn-O-Mn angle (αp) with parallel spins on Mn ions and the angle (αap)
with antiparallel spins as can be seen in Fig. 14. Here both P and �α decrease
with increasing U. Furthermore, the total polarization can be divided into the pure
electronic contributions and ionic contribution with almost equal values from each
(3.47μC/cm2 and 3.28μC/cm2, respectively) (Xiang et al. 2013b; Picozzi et al.
2007).

Experimentally, upon cooling to 26 K in polycrystalline HoMnO3, the E-
type spin structure sets in and a spontaneous polarization arises (∼0.001μC/cm2)
(Lorenz et al. 2007), but it is smaller than the predicted from DFT calculations.
Although the polarization increases upon further cooling below 15 K due to a
complex magnetic structure arising from the spins ordering of Ho, it does not change
significantly (∼0.009μC/cm2). Subsequent experimental studies have found that
the magnitude of the polarization can be increased significantly when samples are
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Fig. 13 Left panel: Projection of orthorhombic HoMnO3 in the ac plane. Arrows indicate the
direction of spins and the AFM zigzag spin chains are denoted by shaded areas. Mn-O-Mn angle
(in degrees) for parallel and antiparallel Mn spins are represented by αp and αap, respectively. Right
panel: Arrows show the directions of the ionic displacements of Mn (left) and O (right) with the
AFM-E spin alignment. The thick arrows at the bottom show the direction of the net displacements
of Mn and O ions and the resulting P. (Figure reproduced from Picozzi et al. (2007), Copyright
American Physical Society, 2007)

Fig. 14 PPCM and αp-αap versus U with the AFM-E spin alignment. P is computed by using the
point charge model (PCM) with nominal charges (i.e.,−2e for O and+ 3e for Ho and Mn). (Figure
reproduced from Picozzi et al. (2007), Copyright American Physical Society, 2007)

grown in thin film geometries, including YMnO3 with ∼0.8μC/cm2 (Nakamura
et al. 2011) and TmMnO3 with ∼0.45μC/cm2 (Han and Chao 2010). Both of
these materials exhibit the same E-type spins order as reported in HoMnO3. One
may use small A-site cation substitution and/or strain engineering to obtain a
large polarization in such type of the multiferroics. Before experiment, the DFT



48 Design of New Multiferroic Oxides 1175

Fig. 15 A schematic
description of the spin
alignment in TbMn2O5 in the
ab plane. The angle of spin
direction is given in
parenthesis, where qx is the
propagation wave vector of
the spin order in x direction.
The dashed, solid, and double
lines represent J3, J4, and J5
exchange interaction paths,
respectively. (Figure
reproduced from Cao et al.
(2009), Copyright American
Physical Society, 2009)

calculations can be used to model the crystal and spin structures and formulate a
design strategy based on the spin Hamiltonian model.

TbMn2O5 (Hur et al. 2004a; Chapon et al. 2004) containing Mn4+O6 octahedra
and Mn3+O5 square pyramids exhibits a complex sequence of magnetic phase tran-
sitions. An incommensurate spin order with propagation wave vector (0.48,0,0.245)
appears below 44 K followed by an incommensurate-to-commensurate spin struc-
ture transition, with the propagation wave vector (0.5,0,0.25), at 38 K. The
lower temperature transition is accompanied by the appearance of ferroelectricity.
Another magnetic transition occurs from the commensurate phase to a different
incommensurate spin structure with propagation wave vector (0.48,0,0.28) at 18 K
and both dielectric anomaly and significant decrease in the electric polarization
arising from the commensurate magnetic order that lifts inversion symmetry.

Most computational investigations (Wang et al. 2008, 2007; Cao et al. 2009) of
the ferroelectricity in TbMn2O5 focus on the commensurate spin order depicted in
Fig. 15. The spins aligned in the ab plane in the zigzag chain along the a direction are
coupled antiferromagnetically with a small spin canting as are the spins in different
zigzag chains along the b direction. The spins are arranged along the c direction
with an order described by a modulation of π2 in phase factor. With this magnetic
spin structure, the symmetry is reduced from Pbam to polar Pb21m, enabling a
polarization along the b direction.

First-principles calculations (Cao et al. 2009) of TbMn2O5 with this spin config-
uration (GGA exchange-correlation functional in PBE form was used) indicate that
the polarization consists of a pure electronic contribution (minor contribution) from
the exchange striction term in Pe and an ionic contribution (main effect) owing
to exchange striction. Calculations of the electric polarization also indicated that
the ion displacements are mainly from the Mn3+-Mn4+-Mn3+ segments along the
b direction that are connected through the Mn3+-Mn3+ spin exchange interaction
between the segments. In the Mn3+-Mn4+-Mn3+ segment, the spins on the Mn3+
ions above and below the Mn4+ align in an opposite direction, either parallel or
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antiparallel to the spin on Mn4+. Because of this spin order, the Mn3+-Mn4+ path
in the Mn3+-Mn4+-Mn3+ segment exhibits parallel spin alignment that allows the
Mn3+ and Mn4+ cations to move closer to each other in order to lower the exchange
energy in the Pbam structure. Finally, this exchange striction effect, expressed as

−∑i,i′,m
∂Ji,i′
∂um

umSi · Si′ where Ji,i′ runs over all the spin exchange interactions

between nearest-neighboring Mn3+ and Mn4+ and um is the ion displacement
(where m includes all the ions in the unit cell), leads to the symmetry reduction
to Pb21m.

Furthermore, owing to the existence of the exchange striction effects in the
Mn3+-Mn4+ path, the incommensurate magnetic phase competes with commensu-
rate magnetic phase, resulting in the appearance of the incommensurate magnetic
phase at 18 K with the anomalous magnetodielectric response. The exchange
striction-induced ferroelectricity in TbMn2O5 was also demonstrated in experiment
(Chapon et al. 2004; Kagomiya et al. 2003; Hur et al. 2004b; Higashiyama et al.
2005; Radaelli et al. 2009; Stroppa et al. 2010) by investigating the incommensurate
spin order, in which the spins in the different zigzag chains along the b direction
were found to be almost orthogonal to each other, leading to the loss of the exchange
striction effects and the strong reduction of the polarization in the incommensurate
phase.

The exchange striction-induced ferroelectricity were also found in DyFeO3
(Stroppa et al. 2010), CdV2O4 (Giovannetti et al. 2011), and Ca3(Co,Mn)2O6 (Choi
et al. 2008) compounds. Because the exchange striction effects are related to Si · Sj,
the corresponding ferroelectricity is usually larger than that obtained from the SOC
effects (Si × Sj), because of the fact that the symmetric spin exchange interaction
∼Si · Sj is larger than the antisymmetric DM interaction ∼Si × Sj. This trend can
be readily observed from pressure-induced magnetic phase transitions in TbMnO3,
i.e., upon transitioning from the cycloidal spin structure to the E-type spin structure
whereby an enhancement of the polarization to ∼1μC/cm2 occurs (approximately
one that is an order-of-magnitude increase) (Aoyama et al. 2014).

Magnetoelasticity-Induced Ferroelectricity
If a material exhibits a paramagnetic structure that is also piezoelectric, then
a magnetic phase transition may induce a polarization that arises from magne-
toelastic coupling induced strain on the lattice constants (hereafter denoted by
lattice deformation) and the piezoelectricity. And the polarization, as discussed
in section “Unified Model for the Spin-Driven Ferroelectricity,” can be expressed

as Plattice = dαjσ j where σj = −∑i,i′
∂Ji,i′
∂ηj

Si · Si′ is the total stress due to the
spin-ordered structure and piezoelectric coefficient dαj = Sjkeαk in which Sjk and
eαk are the relaxed-ion elastic compliance tensor and the relaxed-ion piezoelectric
tensor, respectively. Here, we take BiFeO3 compound as an example to understand
this mechanism and indeed describe how a large polarization arises from the
lattice deformation (spontaneous strain) (Lu et al. 2015b). A G-type spin order
was imposed in the DFT-PBE study, and only nearest-neighboring Fe-Fe spin
exchange interactions were used in computing the stress σ. This later assumption
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Table 1 The different contributions to the electric polarization (in unit of μC/cm2) induced by the
G-AFM order in BiFeO3 from model and DFT calculations. Plattice, Pe, and Pion refer to the lattice
deformation, pure electronic, and ion displacement contributions, respectively. Table reproduced
from Lu et al. (2015b), Copyright American Physical Society, 2015

Polarization Plattice Pe Pion

Model 1.32 0.53 0.56
DFT 1.22 0.40 0.54

proved to be accurate enough to reproduce σ from direct DFT calculations. The
Plattice contribution was obtained to be as large as ∼1.32μC/cm2. It is even larger
than the sum of the pure electronic and ion displacement contributions (Table 1).
This is an unprecedented result in which a previously unknown spin-order-induced
contribution (Plattice) to the electric polarization is found to be even larger than the
typical contributions (the pure electronic and ion displacement contributions). The
result suggests that when one is trying to design new multiferroics, materials large
piezoelectricity and spin ordering is a promising candidate with large spin-ordering-
induced polarization for strong magnetoelectricity. Table 1 also shows that the result
obtained from the model used in this study is in agreement with the direct DFT
calculations. Summing up all the three spin-order-induced contributions, the total
polarization calculated for the G-type AFM order in BiFeO3 is ∼2μC/cm2, which
is approximately 2% of the total polarization (∼100μC/cm2) that is induced by
the ionic contribution from the Bi off-centering. The spin-induced polarization in
BiFeO3 is also comparable with that of HoMnO3 (Sergienko et al. 2006; Picozzi
et al. 2007).

3.4 Geometric Ferroelectricity

3.4.1 Single Primary Mode Coupled to a Polar Mode (Improper
Ferroelectricity)

HexagonalYMnO3 (h-YMnO3) (Van Aken et al. 2004) is a ferroelectric (space
group: P63cm) with a Tc as high as ∼1270 K and an electric polarization of
∼5.6μC/cm2. Below approximately 70 K, an AFM transition occurs and YMnO3
becomes multiferroic (Lottermoser et al. 2004; Fiebig et al. 2000). Density func-
tional theory calculations within the LDA approximation demonstrated that the
polar nature of h-YMnO3 arises from condensation of a zone-boundary phonon in
the first Brillouin zone, labeled as K3, which results in the buckling (trimerization)
of MnO5 bipyramids (Van Aken et al. 2004). The K3 mode couples to a stable polar
lattice mode, which shorten and elongate the Y-Oeq distances along the c direction
(see Fig. 16) to produce a net ferroelectricity. As a consequence, the polarization
P is proportional to either Q3

K3
or QK3 , depending on the magnitude of mode QK3

(Fennie and Rabe 2005). The A-site substitution with the elements in the lanthanides
can also lead to this type of the improper ferroelectricity (Young et al. 2015).
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Fig. 16 The DFT calculated atomic positions in the centrosymmetric and ferroelectric structures.
The numbers display the bond lengths in Å. The arrows indicate atomic displacements in the
ferroelectric structure with respect to the centrosymmetric structure. (Figure reproduced from Van
Aken et al. (2004), Copyright Springer Nature, 2004)

Recently, first-principles DFT-PBE calculations also demonstrated that the K3
mode may also lead to magnetoelectric coupling in hexagonal LuBO3 (B =Mn,Fe)
(Das et al. 2014), which is isostructural to h-YMnO3. Based on a phenomenological
model in which there exists a trilinear term Ftri∼(QI · LI + QII · LII)Mz where Qi
and Li (i = I,II) are the K3 mode vector and AFM vector, respectively, as depicted
in Fig. 17b, and Mz is the total magnetization in the two magnetic layers I and II,
it was found that if Qi changes its tilting direction, then either Li or Mz change
accordingly in order to lower the energy of the trilinear term Ftri. For example,
when Qi changes from configuration α+ to β− (Fig. 17a), the direction of the
polarization will reverse, and according to Ftri, either Li or Mz will be reversed
accompanying the reversal of the polarization. The interesting phenomenon here
is the switching of the magnetization upon electric polarization switching, while
it may not be always true, because if Li is reversed, Mz will be unchanged. It
should be noted even if Li is changed, ME coupling also occurs via the linear ME
coefficient αzz ≈ ∂Mz

∂QK3
∗ ∂Pz
∂QK3

where Pz is the electric polarization along the c

axis in hexagonal P63cm. More details about such ME effects are discussed in the
Sect. 3.10.
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3.4.2 Two Primary Modes Coupled to the Polar Mode (Hybrid
Improper Ferroelectricity)

Hybrid improper ferroelectrics were first proposed to occur in ultrashort period
PbTiO3/SrTiO3 superlattices (Bousquet et al. 2008; Aguado-Puente et al. 2011).
Bousquet et al. reported a new mechanism for ferroelectricity, whereby a stable
polar mode (P) can be coupled to two primary antiferrodistortive (AFD) modes
(most unstable modes at the phase transition), i.e., an in-phase oxygen octahedral-
rotational mode (QM+

2
) and an out-of-phase oxygen octahedral-rotational mode

(QM−
4

). In this particular compound, both rotational modes occur about the out-
of-plane axis (c axis) as shown in Fig. 18. This coupling among multiple lattice
phonons is referred to as a “trilinear coupling interaction” (∼PQM+

2
QM−

4
), because

of the total energy of the material can be further lowered by its presence. Con-
sequently, a stable polar mode will condense in the ground state even if it is
disfavored in the absence of the rotational modes. This fact makes the ferroelectric-
ity “improper” (Benedek et al. 2015). Later, a similar phenomenon was discovered
in Ca3Mn2O7 by Benedek and Fennie (2011), in which the trilinear coupling
interaction also induces the condensation of an essentially (weakly) stable mode (see
Fig. 19a). In contrast to the PbTiO3/SrTiO3 superlattices, the two primary modes
in the manganite are one in-phase oxygen octahedral-rational mode (QR) around
the out-of-plane axis (e.g., [001]pt pseudo-tetragonal axis) and one out-of-phase
oxygen octahedral-tilt mode (QT ) around an in-plane axis (e.g.,

[
110

]
pt

pseudo-
tetragonal axis) so that Ftri∼PQRQT . Such materials containing these trilinear
coupling interactions are referred to as hybrid improper ferroelectrics, and strategies
toward realizing them by computational design have been described in several
review articles (Benedek et al. 2012, 2015; Harris 2011; Mulder et al. 2013; Oh
et al. 2015; Senn et al. 2015; Liu et al. 2015).

Another intriguing phenomenon reported for Ca3Mn2O7 was a novel magneto-
electric (ME) coupling mechanism. Ca3Mn2O7 crystallizes in the Cmc21 phase at
low temperature and adopts a G-type spins order with the spins along [001]pt and a
weak ferromagnetic spin canting along [110]pt (see Fig. 19b). The spins pointing
along the [001]pt direction arises from the spin anisotropy, whereas the weak
ferromagnetism (wFM) results from the DM interaction in which DM interaction-
related energy can be expressed as EDM = D · (L × M) where D, L, and M are
the DM interaction vector, AFM vector L = S1-S2, and wFM vector M = S1 + S2,
respectively. The D vector is also proportional to approximately r1 × r2, where r1
and r2 are the distance vectors defining the Mn-O bonds in the Mn-O-Mn subsystem
as shown in Fig. 19b. It is then readily found by the right-hand rule that the DM
vector induced by QT can produce wFM according to EDM , which is along the
direction perpendicular to both D and L vectors (see Fig. 19b). In contrast, the
DM vector induced by QR is in the same direction as L, which leads to a zero
EDM and no weak ferromagnetism. This rotation-control mechanism leads to on/off-
control of wFM. Therefore, if an external electric field switches the direction of the
polarization, then either QR or QT will be reversed due to the trilinear coupling
interaction. Whether the rotation or tilt mode switches is mainly determined
according to which switching path has the lower energy barrier (Benedek and Fennie
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Fig. 17 (continued)
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2011; Nowadnick and Fennie 2016). If the polarization switching favors switching
of QT , the direction of the wFM will switch simultaneously because of the reversal
of D∼r1 × r2, which corresponds to the octahedral tilt control route as shown in the
bottom left panel of Fig. 19b.

Rondinelli and Fennie (2012) also reported hybrid improper ferroelectricity in
1:1 ABO3/A’BO3 superlattices based on the common Pnma structures found in
ABO3 and A’BO3 components (Benedek and Fennie 2013). The basic idea here to
produce hybrid improper ferroelectricity is to combine two components together
and obtain the preferred criteria – coupling of two nonpolar lattice modes to a
polar mode – for hybrid improper ferroelectricity. So, why are layered (AA′)B2O6
perovskites and Pnma symmetry in each single perovskite component key features
of a design strategy for hybrid improper ferroelectricity? To answer the question, the
authors proposed a chemical criterion solely based on the symmetry consideration.
As can be seen in the left panel of Fig. 20, in the ideal ABO3 structure, there
are inversion centers on both A and B sites. When there is A and A’-layered
ordering, the inversion symmetry on the B sites is lifted, while the inversion
symmetry on the A sites is kept. When there is B and B′-site-layered ordering,
then the inversion symmetry on the A sites is lifted, while the inversion symmetry
on B sites is kept. Furthermore, the oxygen octahedral-rotational modes can lift
the inversion symmetry on the A site and preserve the inversion symmetry on
B sites; therefore, one should anticipate that the A-site-layered cation ordering
combined with an additional displacive mode could lift inversion symmetry without
requiring a proper ferroelectric mechanism. Ultimately, this combination would lead
to hybrid improper ferroelectricity driven by octahedral rotations, which led to a
proposed energetic criterion based on lattice dynamical stability. For example, if
both the 00a+ and a−a−0 (in Glazer notation) rotational patterns condense or are at
least energetically competitive in each bulk component, then the prototype trilinear
coupling interaction inducing the hybrid improper ferroelectricity should arise. The
tilt pattern design strategy relies on these two rotational patterns, which combine
to produce the common Pnma symmetry found in bulk ABO3 perovskites. Using
these guidelines, several new hybrid improper ferroelectrics and multiferroics were
predicted.

Building on the work of Rondinelli and Fennie, a similar ME coupling mecha-
nism was predicted in ultrashort period 1:1 BiFeO3/LaFeO3 superlattices (Zanolli

�
Fig. 17 (a) Schematic illustration of the six possible structural domains. Each domain is labelled
by its phase *, defined to be the (counter)clockwise angle of the displacement directions of
the apical oxygen of the trimer distortions relative to those in the α+ domain. P indicates the
polarization. (b) Left panel: The spin vectors Li (i= 1–6) on the magnetic ions for the I (light grey
ions) and II (dark grey ions) layers. Right panel: The local trimer distortion vectors Qi (i= 1–6) on
the magnetic ions. # i represents the angle of the reference Li vector in the ith layer (i = 1,2), and
the relationship among the spin vectors is determined because of the 120

◦
spin arrangement; *i

represents the angle of the reference Qi vector in the ith layer (i= 1,2), and the relationship among
the Q vectors is determined according to the symmetry of the K3 trimerization mode. (Figure
reproduced from Das et al. (2014), Copyright Springer Nature, 2014)
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Fig. 18 A polar FEz (�−3 mode) producing a polarization Pz, AFDzo (M−
4 mode) with out-

of-phase oxygen octahedral rotation angle φzo, and AFDzi (M+
2 mode) with in-phase oxygen

octahedral rotation angle φzi. (Figure reproduced from Bousquet et al. (2008), Copyright Springer
Nature, 2008)

et al. 2013). Bulk BiFeO3 crystallizes in the R3c structure, which competes with the
Pnma phase (Dieguez et al. 2011). Bulk LaFeO3 adopts the prescribed Pnma sym-
metry for its ground-state structure (Geller and Wood 1956). So, both compounds
satisfy the proposed energetic criterion. Indeed, the 1:1 BiFeO3/LaFeO3 superlattice
exhibits a polar Pmc21 symmetry as predicted in Zanolli et al. (2013). Because both
compounds have G-type magnetic structure in bulk, the superlattice was assumed
to also exhibit G-type magnetic order. The hybrid improper ferroelectricity was
confirmed by computing the energy as a function of the mode amplitudes upon
freezing each mode separately in the high symmetry structure (i.e., P4/mmm) with
density functional theory within the LDA. The spin alignment was predicted to
be in plane and perpendicular to the polarization direction, which by symmetry
allows for wFM controlled by QT along the out-of-plane direction as indicated
by the form of EDM and confirmed in the first-principles calculations. It is should
be noted that there is also wFM controlled by QR lying in plane and along the
polarization direction, but this kind of wFM cancels between layers and results
in a null net weak ferromagnetism. Because the wFM in the 1:1 BiFeO3/LaFeO3
superlattice is controlled by the tilt mode, it is expected that if the switching
path for the polarization reversal can be along a trajectory that changes QT , then
the direction of the wFM can be simultaneously reversed. Furthermore, because
both bulk compounds have high Néel temperatures (i.e., 643 K for BiFeO3 and
750 K for LaFeO3), the 1:1 BiFeO3/LaFeO3 superlattice was predicted to be room-
temperature multiferroic.

A linear ME response was also predicted in 1:1 LaFeO3/LnFeO3 superlattices
(Ln: lanthanide cation) (Ghosh et al. 2015) and they have the same multiferroic
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Fig. 19 (a) The Cmc21 ferroelectric ground-state structure of Ca3Mn2O7. The large (blue)
spheres are Ca ions. The schematic illustration of the atomic displacements corresponding to the
X+2 (QR) rotation (top) in which the dashed square displays the unit cell of the I4/mmm high-
symmetry structure and the X−3 (QT ) tilt mode (bottom). The coordinate system is that of the
I4/mmm high-symmetry structure. Panel (b) shows the mechanisms for oxygen octahedral tilt (left,
blue) and rotation (right, green) control of the direction of weak ferromagnetism. Si (i = 1,2),
Di (i = 1,2), ri (i = 1,2), M, and L represent the local spin vectors, DM interaction vectors,
unit vectors along the Si-O bond direction, and the wFM and AFM vectors, respectively. The
polar Cmc21 structure (center) is shown as reference without the A cations for clarity. (Figure (a)
reproduced from Benedek and Fennie (2011), Copyright American Physical Society, 2011. Figure
(b) reproduced from Lu and Rondinelli (2017), Copyright WILEY-VCH Verlag GmbH & Co.
KGaA, Weinheim, 2017)

properties as those in the 1:1 BiFeO3/LaFeO3 superlattice, i.e., G-type magnetic
order and hybrid improper ferroelectricity in Pmc21 structure. Because of the
m′2′m magnetic point group, there are αyz and αzy nonzero components in the
magnetoelectric tensor. In addition, αzy was proven to be one order-of-magnitude
larger than αyz with αzy proportional to the magnitude of the electric polarization
(see Fig. 21) but decreases with increasing m and n in (LaFeO3)m/(LnFeO3)n period
superlattices. Furthermore, the microscopic origin of the linear ME response on αzy

is due to changes of the DM interaction along the polarization direction induced by
the applied electric field.

As clarified in Young et al. (2015), except the regular rotations such as the
oxygen octahedral rotations coupled to the polar mode, there are also pseudo-
rotations, which leads to the existence of many other types of improper ferroelectrics
providing a new platform to study the multiferroics.

3.5 Asymmetric Multiferroics

To access the strong ME coupling in multiferroic materials, the concept of asymmet-
ric multiferroics were proposed (Lu and Xiang 2014). Symmetric multiferroics are
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Fig. 20 (a) Bulk ABO3 perovskites where inversion (I) centers are found on both A and B sites,
and the highest site-symmetry operator is a threefold rotoinversion (3). (b) A site cation ordering
in layered perovskites, in which the inversion centers on the B site are broken leading to a fourfold
rotation and remain on the A site through the 4

m
operation. (c) B-site cation ordering in layered

perovskites, in which the inversion centers on the A site are broken leading to a remaining fourfold
rotation and 4

m
operation on the B site. (Figure reproduced from Rondinelli and Fennie (2012),

Copyright WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim, 2012)
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Fig. 21 Variation of magnetization with the electric field. Linear ME components αzy and αyz are
computed from the slope of Mz vs. Ey and My vs. Ez curve, respectively. αzy and αyz are given in
Gaussian units (g.u.). (Figure reproduced from Ghosh et al. (2015), Copyright American Physical
Society, 2015)

those in which the two opposite electric polarization states are symmetry related,
usually by an inversion center, and the magnetic states are also symmetrically
equivalent (see Fig. 22). Multiferroics such as BiFeO3 and TbMnO3 fall within
this classification. In contrast, asymmetric multiferroics exhibit two configurations
with electric polarizations in opposite directions for each state but the polarization
state of the phase configuration cannot be obtained from the other through the action
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Fig. 22 Schematic illustration of symmetric multiferroic and asymmetric multiferroic. The
transition state (TS) corresponds to a phase that has the highest energy in the switching path, and
P and S represent the electric polarization and magnetic state, respectively. R̂ is the symmetry
operation of point group. In a symmetric multiferroic, the two FE states and the associated
magnetic properties are related by the symmetry operation of point group (R̂). (Figure reproduced
from Lu and Xiang (2014), Copyright American Physical Society, 2014)

of any symmetry operation of the point group. In addition, the magnetic states can
also differ (see Fig. 22). Furthermore, because the two polar state are inequivalent,
the transition state between them is noncentrosymmetric, compared to the nonpolar
transition state (TS) in symmetric multiferroics.

To explore the feasibility of such materials, computational studies based on DFT
at the PBE level of theory with the LiNbO3-type structure were performed. In this
example, the high-temperature paraelectric structure adopts the R3c symmetry, and
the low-temperature FE structure exhibits R3c symmetry (see Fig. 23a). To obtain
the two asymmetric polar states, the nominal paraelectric state (R3c) was designed
to be polar by substituting A with A′ or B with B′ to form an ordered AA′BB′O6
compound. The P (Pup) state is inequivalent with –P (Pdn) state as shown in Fig. 23a.
This strategy was further verified by performing DFT calculations on AlA′FeCrO6
and AlA′FeMoO6 series (A′ = Al,Ga,Sc,In,Y).

Here Fe3+, Cr3+, and Mo3+ have high-spin configurations and magnetic
moments 5μB, 3μB, and 3μB, respectively. Thus because of the AFM spin-exchange
interaction between nearest-neighboring Fe and Cr/Mo ions, the aforementioned
compounds are ferrimagnets. As can be seen in Fig. 23b, when changing the states
from P to –P, the J1 spin-exchange interaction varies dramatically (see inset),
leading to variable magnetic transition temperatures with a maximum difference
as large as 300 K in AlYFeMoO6. The large changes in the J1 spin exchange
interactions between the two states occur due to the large changes in the real-space
exchange paths; for example, it is found that the Fe-O and Cr-O bond lengths are
different for the P and –P states. This bond length difference influences the π − σ

couplings between the occupied Cr t2g orbitals and unoccupied Fe eg orbitals (see
Fig. 23b). Finally, the large differences in the bond environment for the exchange
paths leads to a much larger J1 spin exchange interaction in the –P state. Therefore,
if the P and –P states can be switched at a temperature that is lower than that of –P
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state but higher than that of P state, then the reversal of the electric polarization will
accompany the ferromagnetic-to-paramagnetic transition.

Although in this strategy the polarization and magnetism arise from different
origins, where the electric polarization results from the A ions forming ionic or
covalent bonds with the neighboring out-of-plane O ions and magnetism is derived
from partially filled d-orbitals of the B-site cations, one may still obtain strong
ME coupling. This behavior is different from other Type-I multiferroics with the
polarization and magnetism also arising from different origins, such as BiFeO3
and BiMnO3. Lastly, the magnetic transition temperature in these asymmetric
multiferroics can also be tuned by adjusting the B-site cations, which is well suited
for a comprehensive electronic structure study.

3.6 Polymorphic Materials

Strain engineering is a useful tool to induce emergent phenomena, for example,
strain-induced ferroelectricity (Schlom et al. 2014), which provides a route to design
new multiferroics. Bulk EuTiO3 is paraelectric antiferromagnetic. The magnetic
transition temperature of the G-type AFM order arising from the Eu2+ ions occurs
at 5.5 K (Katsufuji and Takagi 2001; Chien et al. 1974; McGuire et al. 1966). This
material satisfies the design rules proposed by Fennie and Rabe (2006), which rely
on an equilibrium material with an AFM and PE ground-state structure that hosts
a low-frequency optical phonon mode (TO1 mode) that is exceeding sensitive to
the magnetic order and applied epitaxial strain. Therefore, by applying compressive
in-plane biaxial strain, it was found from DFT-PBE calculations that the frequency
of the A2u mode (split from the TO1 mode because of the in-plane strain) decreases
for both AFM and FM orders. Specifically, when the strain reaches −0.92%, the
frequency of the A2u mode becomes zero for the FM state, while it remains finite
for the AFM order. For strains at −1.2%, the frequency of the A2u mode also
becomes zero for the AFM spin configuration. This findings suggested that a large
magnetocapacitive response could be found at −0.92% by applying an external
magnetic field (see Fig. 24). Furthermore, a FM-to-FE phase should be realized
at a strain value of −1.25% when the structure adopts a P4mm symmetry with an

�
Fig. 23 (a) Top: the paraelectric R3c and ferroelectric R3c structures. The arrow indicates the
hexagonal c axis; Bottom: designing the asymmetric multiferroic by tuning the composition of
the transition state (TS). The symmetry operations (C3, C2, i) are displayed. (b) Top: Cr-Fe π-
σ coupling that is responsible for AFM coupling between a spin-down Cr3+ ion and a spin-up
Fe3+ ion in AlYFeCrO6 . Inset: Comparison of the local structures and hopping parameters tπσ

between two states with opposite polarizations (Pdn and Pup) for the spin interaction J1 (see inset
of the bottom figure). Bottom: Curie temperatures of the Pdn and Pup states in AlA

′
FeCrO6 and

AlA
′
FeMoO6 systems (A

′= Al, Ga, In, Sc, Y) from the MC simulations. Inset: Illustration of the
superlattice and two different nearest-neighboring spin exchange interactions (J1 and J2). (Figure
reproduced from Lu and Xiang (2014), Copyright American Physical Society, 2014)
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Fig. 24 Compressive
epitaxial strain (η) phase
diagram for EuTiO3 predicted
from DFT. (Figure
reproduced from Fennie and
Rabe (2006), Copyright
American Physical Society,
2006)

Table 2 Calculated lowest-frequency phonons, in cm−1, of cubic SrMnO3 with the calculated
equilibrium lattice constants for G-AFM and FM orderings at the high-symmetry k points.
Calculations performed at the DFT + U with U = 2.7 eV and J = 1 eV. Table reproduced from
Lee and Rabe (2010), Copyright American Physical Society, 2010

Γ X R M

G-type AFM 121 116 84.5i 38.1i

FM 109i 113 119i 89.9i

electric polarization of∼10μC/cm2. Thus, a strong ME coupling could be expected
at −1.25% strain (see Fig. 24), when the AFM-to-PE to FM-to-FE transitions occur
by applying an external electric field along the polarization direction in FE phase
(out-of-plane axis). Later, the FM-to-FE phase was confirmed by experiment with
EuTiO3 films grown under 1.1% tensile strain at 4.2 K (Lee et al. 2010).

SrMnO3 is another interesting compound showing strong spin-phonon coupling.
It is a PE and has a G-type magnetic order with the transition temperature of∼233–
260 K (Chmaissem et al. 2001; Takeda and Ohara 1974). There also exists a large
frequency difference for the lowest-lying optical phonon mode between AFM and
FM orders as shown in Table 2. Therefore, the FM-FE phase was predicted to
appear at either compressive (−2.9%) (I4cm with a polarization along [001]pt) or
tensile strains (3.4%) (Ima2 with a polarization along [110]pt) by using a GGA-
PBE + U form in the DFT calculations (see Fig. 25) (Lee and Rabe 2010).
The polarizations can be ∼54μC/cm2 for both strain states, and the magnetic
temperatures are both near 92 K. Moreover, a recent experiment indeed found a
FE SrMnO3 phase under tensile strain (1.7%) with the polarization along [110]pt
but with G-type AFM order (Becher et al. 2015). It should be noted that such spin-
phonon coupling as obtained from DFT calculations can be quite sensitive to the
choice of the exchange-correlation functional (Hong et al. 2012); therefore, when
making material predictions on new compounds relying on this interaction, it is
important to test the robustness of the spin coupling for various functionals.

In our recent work (Lu and Rondinelli 2017), we showed an alternative promising
route to realize electric field controllable magnetism at room temperature in
multiferroics based on the family of A3B2O7-layered perovskites. In this A3B2O7
compound, as mentioned in Sect. 3.4.2, the polar mode (P), oxygen octahedral
rotation (OOR) (QR), and oxygen octahedral tilt (OOT) (QT ) modes couple together
by a trilinear interaction, PQRQT , to stabilize the polar ground-state structure (i.e.,
Cmc21 symmetry) and lead to the functional electric polarization P ∝ QRQT . Our
previous work demonstrated that the polarization can be completely suppressed
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Fig. 25 Total energies of
various perovskite SrMnO3
polymorphs obtained by
freezing in the specified
mode(s). The energies for
structures with ferromagnetic
(FM) spin order are shown in
red, G-AFM in blue, C-AFM
in green, and A-AFM in
violet. Vertical black broken
lines at 1.0%, 2.0%, 2.8%,
and 3.4% strain indicate
phase boundaries separating
the Imma (G-AFM), Ima2
(G-AFM), Ima2 (C-AFM),
Ima2 (A-AFM), and Ima2
(FM) states. (Figure
reproduced from Lee and
Rabe (2010), Copyright
American Physical Society,
2010)

Table 3 Layered oxides exhibiting P-NP transitions in thin films. The cross indicates no NP phase
appears in the relevant strain range. Table reproduced from Lu and Rondinelli (2017), Copyright
WILEYVCH Verlag GmbH & Co. KGaA, Weinheim, 2017

Ca3Ti2O7 Sr3Zr2O7 Sr3Sn2O7 Ca3Mn2O7 Ca3Ge2O7

Compressive NP Pbcn Pbcn Pbcn Ccca Ccca

Tensile NP Pbcn P42/mnm P42/mnm × ×

by application of moderate compressive or tensile strains, i.e., a phase transition
from a polar state to a nonpolar state (i.e., Pbcn symmetry) for Ca3Ti2O7 (Lu
and Rondinelli 2016). The strain-induced polar-to-nonpolar (P-NP) transition is a
general phenomenon in the A3B2O7 family (see Table 3). Remarkably, it arises
because of the sensitivity of the trilinear coupling interaction that largely stabilizes
the polar phase. We further showed that by interleaving two n= 2 A3B2O7 materials
together, such that at least one exhibits a strain-induced P-NP transition, even more
oxides can be made to exhibit the P-NP transition, specified as B-site cation-ordered
A3BB′O7 films (see Fig. 26).

More interestingly, in the magnetic A3BB′O7 films, we demonstrated that the
removal of the in-plane polarization across the tensile P-NP transition can be utilized
to achieve electric field tunable weak ferromagnetism. This novel mechanism arises
from a change in sense of the oxygen octahedral rotation across the tensile P-NP
transition where the in-phase rotation in the polar phase changes to the out-of-
phase rotation in the nonpolar phase (see Fig. 27). An addition requirement for
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Fig. 26 Left: Illustration of the layered (001) B-cation order in the Ruddlesden-Popper A3BB
′
O7

compound. The high-symmetry structure, which adopts I4/mmm symmetry before substitution,
undergoes a symmetry reduction to I4mm symmetry after substitution. The epitaxial plane is the
(001) plane. Right-top and right-bottom show the calculated total energies as a function of biaxial
strain for Ca3TcTiO7 and Ca3MnTiO7, respectively, where the energy is given relative to that of
the Cc phase at 0% strain. (Figure reproduced from Lu and Rondinelli (2017), Copyright WILEY-
VCH Verlag GmbH & Co. KGaA, Weinheim, 2017)

this effect is imposed by the rotation-tunable weak ferromagnetism direction, as
shown in Fig. 19b. Either the direction arises as an intrinsic property of the
compound or the direction is achieved by an external magnetic field through a
spin-flop mechanism. We thus predicted with DFT-PBEsol calculations that the
multiferroic cation-ordered Ca3TcTiO7 may be a viable candidate for switching-
path-independent room-temperature electric field controllable magnetism.

3.7 Superlattices

An artificial superlattice consists of nanostructured materials, whereby each com-
ponent in the nanostructure may exhibit physical properties different from its
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Ti layer

Mn layer

Cc Pc Pc

Time

wFM wFM

Pna21

Fig. 27 Illustration of two-step transformation process by OOR at the (P-NP)
′

phase transition
boundary in Ca3MnTiO7. I and F indicate the Initial step and Final step in the switching process
from the polar Cc (left, with both in- and out-of-plane polarization) phase to the polar Pna21
(right, with only out-of-plane polarization) phase through the polar Pc intermediate structure with
different amplitude rotation angles. The blue and purple arrowed arcs indicate the BO6 rotation
sense in Ti and Mn perovskite layers, respectively. Red open circles and arrows indicate no wFM in
Ti perovskite layers and the direction and magnitude of wFM in Mn perovskite layers, respectively.
Dashed arrows with a time coordinate shown on the bottom track of the layers in which the sense
of OOR changes during the process. (Figure reproduced from Lu and Rondinelli (2017), Copyright
WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim, 2017)

bulk analog. The superlattice may be considered as a new material with physical
properties that are affected by interface effects (number density and proximity) such
that emergent phenomena may appear (Lu et al. 2014). For example, as described
in the Sect. 3.4.2, the nonpolar perovskite compounds with Pnma structures can
be used as “building blocks” to construct superlattices exhibiting hybrid improper
ferroelectricity. However, the building blocks individually do not necessarily need
to exhibit ferroelectricity. In this section, we discuss how one can use superlattices
to design and discover new multiferroics as a general strategy, not only focusing on
the hybrid improper ferroelectricity.

LiOsO3 is a polar metal (R3c symmetry) and nonmagnetic (Shi et al. 2013).
LiNbO3 is a ferroelectric insulator (R3c symmetry) and nonmagnetic (Sim and
Kim 2014; Giovannetti and Capone 2014). Recently, by carrying out DFT + U
calculations (PBE exchange-correlation functional), Puggioni et al. (2015) predicted
that a 1:1 LiOsO3/LiNbO3 superlattice transforms from a nonmagnetic metal into
a Mott multiferroic (Pc symmetry) with a finite band gap through correlation
effects. Both transition temperatures for the polar and G-type magnetic orders were
predicted to be higher than room temperature (927 K and 379 K, respectively),
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and the multiferroic phase was calculated to have an electric polarization of
approximately 41.2μC/cm2 by the Berry phase method.

Hexagonal LuFeO3 thin films are multiferroic with coexisting electric polar-
ization (transition temperature, 1050 K) and G-type magnetic order (transition
temperature, 440 K) at room temperature (Wang et al. 2013). The origin of the
ferroelectricity is the same as that in YMnO3 as discussed in Sect. 3.4. A related
ferrate is LuFe2O4, which undergoes a three-dimensional charge ordering below
330 K, where the ratio of Fe2+ and Fe3+ in one triangular layer comprised of
corner-sharing FeO5 trigonal bipyramids is 1:2 (A layer), while it is 2:1 in the other
triangular layer (B layer) (see Fig. 5b). Ferrimagnetic order sets in below 240 K.

A superlattice comprised of LuFeO3 and LuFe2O4 has been synthesized recently
by oxide molecular beam epitaxy with m periods as (LuFeO3)m/(LuFe2O4)1
(Mundy et al. 2016). Experimental assessment of the structure and properties shows
that the m = 9 (LuFeO3)9/(LuFe2O4)1 superlattice exhibits room-temperature
ferrimagnetism and an electric polarization (∼6μC/cm2). Note that upon decreasing
m from 9 to 2, the Curie temperature, magnetization, and polarization of the
superlattice also decrease. The authors also found that both the magnetic moment
per iron and the magnetic transition temperature in LuFe2O4 were enhanced relative
to the bulk values. The increased transition temperature can be ascribed to the
influence of the ferroelectric trimer distortion (Q) on a LuFe2O4 layer, which
was demonstrated by considering a “model LuFe2O4” structure in which the Q
is artificially added into the original LuFe2O4 structure and mimics the magnetic
transition temperature by using a “Ising-like” model with different Q magnitudes
in Monte Carlo simulations. In the electronic structure calculations within the
GGA-PBE, two charge-ordered structures were considered to understand the effect
of Q: first, COI which has the A and B layers along the c direction with the
stacking sequence of ABBA (net magnetization, 0.5μB/Fe), and second, COII
with ABAB (1.2μB/Fe). It should be noted that the charge ordering also affects
crystal symmetry: COI results in the structure having nonpolar C2/c symmetry
(ground state), and COII is compatible with Cm symmetry (see Fig. 28a). Only
the COII structure is compatible with the Q trimer distortion. As Fig. 28a shows,
this distortion is strongly coupled to the magnetic state, i.e., with increasing Q,
the magnetic transition temperature in COII increases. Thus, it can be understood
why the superlattice exhibits an enhanced magnetic ordering temperature. It results
from the Q mode that arises when the superlattice transforms into the COII phase.
Although the enhancement of the local magnetic moment remains unclear, two
situations were presented: charge transfer from the LuFe2O4 layers to LuFeO3
layers (see Fig. 28b) and/or charge ordering changes upon going from COI to
COII. In any case, both situations are connected with the Q mode-induced structural
transition.
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Fig. 28 (a) Monoclinic nonpolar C2/m structures of bulk LuFe2O4 with an antiferroelectric
charge-ordered (COI) state and the polar Cm structure with the ferroelectric charge-ordered (COII)
state. The saturated magnetization per iron cation calculated as a function of temperature for each
CO configuration is shown on the right. For the COII configuration, the temperature-dependent
saturated magnetization per iron cation is also calculated as a function of Q, the amplitude of the
trimer distortions with respect to the high-symmetry R3m structure. (b) Structure of the interface-
doped (LuFeO3)3/(LuFe2O4)1 superlattice. Electron transfer occurs from the LuFe2O4 layers to
the LuFeO3 layers in the structure (orange arrows). Lu3+ are shown in turquoise or red depending
on the direction of the ferroelectric polarization, and Fe3+, Fe2+, and O2− are represented by
yellow, green, and brown colors, respectively. The DFT-projected density-of-states for Fe3+ and
Fe2+ are plotted in yellow and green, respectively. (Figure reproduced from Mundy et al. (2016),
Copyright Springer Nature, 2016)
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3.8 Ferromagnetic-Multiferroic Heterostructure

BiFeO3 as discussed has attracted enormous attention, because of its above-room-
temperature ferroelectric and magnetic transition temperatures and large electric
polarization (∼100μC/cm2 in thin film). By further investigating the FE and AFM
domains in BiFeO3 films (Zhao et al. 2006; Chu et al. 2008; Heron et al. 2014,
2011; Ederer and Spaldin 2005), several researchers have found that the polarization
along the rhombohedral [111] direction can be switched by 180

◦
, 109

◦
, or 71

◦
, upon

which the direction of the AFM vector may also change by 90
◦

(see Fig. 29a). For
example, if the AFM vector is along [110], a 71

◦
polarization switching from [111]

to [111] may lead to a 90
◦

rotation of the AFM vector defining the easy plane to be
along the [110] direction as depicted in Fig. 29b. Then the wFM direction formerly
along [112] when the AFM vector is along [110] will also rotate through the 71

◦
FE

domain switching. As in the multidomain structure, two domains linked by 71
◦

FE
domain wall have a net in-plane polarization, which can be reversed by applying an
in-plane electric field. This geometry will result in the simultaneous 180

◦
reversal of

the net wFM because of the coupled FE and AFM domain structures (see Fig. 29b)
(Heron et al. 2011).

Very recently, it was reported that an out-of-plane electric field also induces a
180

◦
reversal of the wFM that includes a so-called two-step switching path in the

FE domain transition process (Heron et al. 2014). Initially, the polarization, AFM
vector, and wFM vector are along [111] [110] and [112] directions, respectively.
Switching occurs first through a 71

◦
FE domain with the polarization, AFM vector,

and wFM vector transformed along the [111], [110], and [112] directions. Next,
a 109

◦
FE domain switching occurs, and the polarization, AFM vector, and wFM

vector are aligned along [111], [110], and [112] directions, respectively. After the
71

◦
and 109

◦
domain switching paths, the electric polarization and wFM vector will

be reversed 180
◦

(see Fig. 30a).
In the two cases mentioned above, the strong ferromagnet CoFe film is deposited

on the BiFeO3 film to amplify the microscopic switching process, i.e., to discern
changes induced by applying in-plane (Heron et al. 2011) and out-of-plane electric
fields (Heron et al. 2014), respectively. The enhancement arises from the exchange
coupling between the local CoFe moments and wFM in BiFeO3 (see Fig. 30b for
the out-of-plane electric field configuration, where the net Co0.9Fe0.1 magnetization
reverses after the voltage is applied).

3.9 Ferromagnetic-Ferroelectric Heterointerfaces

Interface engineering may be combined to design new multiferroics with ME
coupling by combining two bulk components which separately exhibit the tar-
geted ferroic properties – strong ferromagnetism and strong ferroelectricity. (100)
Fe/BaTiO3 heterostructures like those shown in Fig. 31a were proposed to fulfill
this concept and exhibit ME coupling (Duan et al. 2006). Charge transfer at the
interface leads to a net magnetism on the interfacial Ti ions, and when the thickness
of BaTiO3 is increased to 4 unit cells, the BaTiO3 layers exhibit ferroelectricity,
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Fig. 29 (a) Possible 180
◦
, 109

◦
, and 71

◦
polarization switching directions by applying an electric

field. The antiferromagnetic plane changes from the orange plane to the green and blue planes
upon 109

◦
and 71

◦
polarization switching, respectively. (b) Schematic description of the one-to-

one magnetic interface coupling in the CoFe/BiFeO3 heterostructure in the (left) as-grown state
and (b) after the first electric pulse. (Figure (a) reproduced from Zhao et al. (2006), Copyright
Springer Nature, 2006. Figure (b) reproduced from Heron et al. (2011), Copyright American
Physical Society, 2011)

which results in an asymmetric distribution of the magnetic moments on both
interfacial Fe and Ti ions. One thing to note is that the degree of charge transfer
is dependent on the band alignment at the Schottky barrier formed between Fe
(the metal) and BaTiO3 (the ferroelectric). Owing to the underestimation of the



1196 X.-Z. Lu and J. M. Rondinelli

a b

B
i

P

P

M
c

M
c

M
c

E
 //

 [0
01

] p

F
e

O [0
01

] p
[0

01
] p

B
iF

eO
3

S
rR

uO
3

C
o 0

.9
F

e 0
.1

/P
t

C
o 0

.9
F

e 0
.1

/C
u/

C
o 0

.9
F

e 0
.1

/P
t

or

C
u/

P
t

R

V

P

IP
 7

1°

In
iti

al

A
fte

r 
6 

V

In
iti

al
K

X
-r

ay
K

X
-r

ay

A
fte

r 
6 

V

A
fte

r 
6 

V
In

iti
al

C
u/

P
t

B
iF

eO
3

M
N

et

M
N

et

O
O

P
 1

09
°

[1
00

] p

[0
10

] p

Fi
g

.
3

0
(c

on
tin

ue
d)



48 Design of New Multiferroic Oxides 1197

band gap from frequently used LDA and GGA density functionals in the study of
multiferroic materials, spurious charge transfer can occur at multiferroic interfaces
(Stengel 2011); therefore, when designing new heterostructures from DFT, one
should carefully assess the functional-dependent band alignment.

The differences of the magnetic moments between the top and bottom interfaces
per Fe and Ti ions are 0.06μB and 0.22μB, respectively. The physical reason for this
asymmetric charge distribution is due to the influence of the polar displacements
in the BaTiO3 layers on the minority-spin orbital hybridization between Fe 3d and
Ti 3d. The polarization leads to shorter bond distances between Fe-O and Ti-O on
the top interface than that on bottom interface, thus resulting in a strong orbital
hybridization at the upper interface (see Fig. 31b). Therefore, it was proposed that
an electric field could change the interfacial magnetic moments by coupling to the
electric polarization, leading to a novel ME coupling mechanism.

In an experiment, it has now been found that there is an oxidized Fe layer at the
(100) Fe/BaTiO3 heterointerface (Radaelli et al. 2014), and the magnetization can be
switched on/off upon reversing the electric field (see Fig. 31c). By carrying out first-
principles calculations with the PBE exchange-correlation functional, the origin of
this behavior has been attributed to change in the magnetization of the FeO layer in
the model system (see Fig. 31d). It can transform from FM to AFM depending upon
the direction of the polarization in the BaTiO3 layer when the electronic correlations
are sufficiently strong (see Fig. 31d). This is because in the polarization-down state,
the Fe-O bond length shortens and the Fe-O-Fe bond angle tends to 180

◦
, which

favors the AFM spin alignment. Therefore, the on/off magnetization switching with
the reversal of the electric field found at the room temperature in experiment is due
to an electric polarization-mediated spin-exchange interaction within the oxidized
Fe layers.

3.10 Domains and Domain Walls

As discussed for BiFeO3, the FE and AFM domains can couple to each other
and enable strong ME coupling. In this section, we focus on the properties of the
domains and domain walls in YMnO3 (Fiebig et al. 2002; Choi et al. 2010), which

�
Fig. 30 (a) Schematic depiction of the switching path for an applied electric field along the
out-of-plane direction (i.e.,

[
001

]
p

). (b) Left: Schematic description of a magnetoelectric device
consisting of either Co0.9Fe0.1 or a Co0.9Fe0.1/Cu/Co0.9Fe0.1 spin valve on BiFeO3. Middle: Initial
and final (after applied 6 V) directions of the in-plane Co0.9Fe0.1 moments with components viewed
perpendicular (vertical KX-ray, where KX-ray defines the in-plane component of the incident X-ray
beam) and parallel to the stripe domains (horizontal KX-ray). The directions of the magnetizations
in each domain are highlighted with blue and red arrows, which correspond to the local moment
direction being perpendicular or parallel to KX-ray. The net Co0.9Fe0.1 magnetization (green
arrows) reverses after the voltage is applied. Right: KX-ray images of the initial and final states
merged near the center of the Co0.9Fe0.1 reveal the magnetization reversal at each domain. (Figure
reproduced from Heron et al. (2014), Copyright Springer Nature, 2014)
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is another well-studied multiferroic material. The types of computational studies
performed for this material can be applied to other multiferroics with coexisting FE
and magnetic domain structures.

YMnO3 is the improper ferroelectric that the ferroelectricity is caused by the
dimerization K3 mode through a coupling interaction PzQ3

K3
cos (3ϕ), where ϕ is

the azimuthal angle describing the direction of the tilt of the K3 mode and describes
the tilt distortion (i.e., K3 mode) in each domain. Experimentally, the six domains
are observed to be separated by ∼60

◦
in ϕ (Choi et al. 2010), resulting in the

formation of antiphase (AP) DWs (see Fig. 32a). It was also demonstrated that
these domains separated by ∼60

◦
in ϕ are also FE DWs, which indicate that the

polarization in the two domains exhibit opposite polarization directions. Therefore,
the experiments observed those DWs that are both ferroelectric and antiphase, which
were also confirmed to be the lowest-energy DWs by first-principles calculations
combined with a phenomenological Landau model analysis (Artyukhin et al. 2014).

Additional computational studies showed that there are three basic types of
DWs in hexagonal perovskites (Kumagai and Spaldin 2013), which are the {210},
{120}, and {110} DWs as specified in the P63cm unit cell (see Fig. 32a). The
computed energies of the three types of DWs indicated that the energy of the
{210} < {120} < {110} (see Fig. 32b) and the {110} DW can be regarded as the
combination of the {210} and {120} DWs (see Fig. 32c). Furthermore, all the DWs
are atomically sharp with effectively zero width, which contrasts that found in
PbTiO3, where the widths of the 180

◦
DWs are larger than one unit cell (Meyer

and Vanderbilt 2002; Lubk et al. 2009; Jia et al. 2008). The authors also showed
that any DW with an arbitrary direction can be obtained by using a combination of
the {210}, {120}, and {110} DWs through the relationship shown in Fig. 32d. The
reason that only the AP + FE DWs were observed in experiment can be explained
by noting that the FE-only and AP-only DWs are much higher in energy than the
combined AP+ FE DWs – they are almost equal to three and two times the average
energy of the AP+ FE DWs, respectively. This is because the FE-only and AP-only

�
Fig. 31 (a) The structure of Fe/(BaTiO3)m multilayer for m = 4 (m is the number of the BaTiO3
layers). Arrows indicate the displacements of Ti and O atoms in BaTiO3 with the net polarization
pointing up. (b) Orbital-projected DOS for the interfacial atoms of the structure shown in (a).
The solid and dashed curves correspond to the DOS of atoms at the top and bottom interfaces,
respectively. (c) XMCD signal in the Fe–L3 energy region for BaTiO3 polarization Pup (blue
circles) or Pdn (red squares) taken on capacitors at 300 K and 80 K, respectively. The yellow
shading indicates the region of the spectra corresponding to the oxidized Fe layer in contact with
BaTiO3. (d) Top: Schematic illustration of the interface regions in the calculations. From top to
bottom: Co layer (blue spheres), FeO layer (light brown and red spheres for Fe and O, respectively),
and BaTiO3 layer (green, light blue, and red spheres indicate Ba, Ti, and O, respectively). The left
(right) panel shows interface I (II), in which the polarization Pup (Pdn) is pointing away from
(towards) the BaTiO3 layer. Bottom: Energy difference between FM and AFM spin configurations
of the interfacial Fe atoms as a function of the Hubbard U parameter within the DFT + U method.
(Figures (a) and (b) reproduced from Duan et al. (2006), Copyright American Physical Society,
2006. Figures (c) and (d) reproduced from Radaelli et al. (2014), Copyright Springer Nature, 2014)
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Fig. 32 (a) Schematic description of the six possible structural domains in h-YMnO3 viewed
down the c axis, parallel to the direction of ferroelectric polarization. The large yellow circles
show the Y cation positions with crosses or dots indicating displacement into or out of the plane.
The small circles are the adjacent oxygen ions at the apical vertices of the trigonal bipyramids
with arrows indicating the direction of their displacements from the high-symmetry P63/mmc
phase. Each domain is labelled by its phase ϕ, defined to be the (counter)clockwise angle of the
displacement directions of upper (lower) oxygen atoms relative to those in the α+ domain. The
(210) and

(
210

)
domain walls (DWs) between α+ and β− domains are inequivalent as seen by

comparing the spacing between the 2a Wyckoff positions, �2a. In contrast, the (110) and
(
110

)

DWs are equivalent by symmetry. DWs between α+ and γ− domains are reversed relative to
those between α+ and β− domains. (b) Energies for {110}, {120}, and {210} DWs calculated with
different supercell sizes at the DFT + U with U = 8 eV and J = 0.88 eV. The dash-dotted lines
are linear extrapolations to infinite spacing (zero inverse distance). The plus signs (+) indicate
the averages of the {120} and {210} DW energies calculated with the supercells containing both
DWs. (c) Calculated {110} DW structure for the sharp model. It can be seen that the {110} DW
can be regarded as a combination of {120} and {210} DWs. (d) DW energy as a function of the
DW direction, which is geometrically interpolated from the calculated {120}, {210}, and {110}
DW energies, E{120}, E{210}, and E{110}. (Figure reproduced from Kumagai and Spaldin (2013),
Copyright Springer Nature, 2013)
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Fig. 33 Calculated (a) anti-phase (AP) and (b) ferroelectric (FE) DWs perpendicular to the [210]
axis with 270- and 300-atom supercells, respectively. The relaxed structures locally preserve the
up-up-down or down-down-up displacements of the Y ions across the DWs, resulting in the
intermediate domains. (Figure reproduced from Kumagai and Spaldin (2013), Copyright Springer
Nature, 2013)

DWs are the composite of the three and two AP + FE DWs, respectively, as can be
seen in Fig. 33a and b.

By carrying out a model analysis based on an effective spin Hamiltonian
shown in Equation (1), Das et al. (2014) obtained a trilinear coupling term
Ftri ∝ (QI · LI + QII · LII)Mz, where Qi and Li (i = I,II) are order parameters
for the K3 mode having the direction of * and AFM vector in the ith layer (see
Fig. 34a). According to Ftri, Li will change as Qi evolves across the DWs so that
Qi · Li=1 or− 1. For example, if Qi is changed by∼60

◦
from α+ to that in β−, this

produces Qi · Li= − 1 when Li changes by
∣∣π

3

∣∣ (see Fig. 34b) and Qi · Li=1 when

Li changes by
∣∣∣ 2π

3

∣∣∣ (see Fig. 34c). In the first scenario, the weak ferromagnetism

along the z direction, Mz, will not change because Qi · Li does not change, while
in the second scenario, Mz reverses, thus leading to a simultaneous reversal of the
electric polarization and wFM.
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Fig. 34 (a) Initial equilibrium α+ and L domains. (b) β− domain; L rotates by 60
◦
, therefore -Mz

maps onto -Mz. (c) β− domain; L rotates by 120
◦
, therefore -Mz maps onto +Mz. (d) The change

of the domain by π
3 and with a rotation of the AFM spin vectors, LI and LII, by either π

3 or−π
3 . (e)

The change of the domain by π
3 and with a rotation of the AFM spin vectors, LI and LII, by either

− 2π
3 or 2π

3 . (f) The schematic description of the electric field switching of the weak ferromagnetic
domains. (Figure reproduced from Das et al. (2014), Copyright Springer Nature, 2014)

Upon considering the changes of Li for all six domains arranged in the sequence
of α+->β−->γ+->α−->β+->γ−, two scenarios were discussed: (1) Li changes but
Qi · Li remains unchanged (see Fig. 34d) and (2) Li changes and Qi · Li reverses
(see Fig. 34e). In the first case, there exists a net magnetization owing to the
microstructure, which may be not favored. The second case is more likely to occur,
because it avoids the formation of the free AFM DWs due to the existence of a
net magnetization across the vortex shown in Fig. 34f. An electric field may induce
a positive wFM or negative wFM according to the direction of the applied field
because the polarization is coupled to the electric field (see Fig. 34f).

4 Perspectives on Multiferroic Materials Design

In this chapter, we summarized the most studied mechanisms active in multiferroic
materials and tried to highlight how given a particular mechanism the ferroic
properties can be enhanced. In many cases, electronic structure calculations based
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on density functional calculations were pivotal in understanding the mechanism and
in providing the basis for model formulation. In other cases, such computational
methods enabled the discovery of new routes to multiferroism. In addition, there
are still many other routes to provide multiferroicity, such as by considering organic
substitution in the ABX3 compounds in which A and X are organic ligands and B is a
transition metal (Stroppa et al. 2011, 2013), and different concepts of multiferroicity
(Van Aken et al. 2007; Zimmermann et al. 2014; Tolédano et al. 2015; Boström et al.
2018): ferrotoroidicity that has the form of T =∑

iri × Si in which T and ri are the
toroidal moment and the position of the spin Si, respectively.

In metal-organic framework (MOF) compounds (Stroppa et al. 2013), ferro-
electricity can also arise from a hybrid improper ferroelectric mechanism with
the two primary modes being a Jahn-Teller distortion (QX+4

) and the other one
a rotational mode (QX−1

) such that the polarization P∝ QX+4
QX−1

. In addition
for magnetic MOF compounds, both QX+4

and QX−1
determine the amplitude of

the wFM, whereas the direction of the wFM only depends on QX+4
. In this way,

strong ME coupling can be achieved because the polarization and wFM are coupled
through the trilinear term PQX+4

QX−1
. It should be emphasized that in all the

hybrid improper ferroelectrics, the ME coupling is dependent of the transition path,
that is, how the polarization transforms from the +P to –P states. Only when
the path includes unambiguously the reversal of the primary mode controlling the
direction of the wFM is ME coupling be realized. Generally, this prerequisite is
not easily determined by theory and required detailed experimentation. Recently
a path-independent ME coupling mechanism was proposed in hybrid improper
ferroelectric A3B2O7 and A3BB

′
O7 compounds through an unusual polar-to-

nonpolar phase transition arising from a change in the sense of the out-of-plane
oxygen-rotational modes between the two phases. The latter modes are what control
the direction of the wFM in each magnetic layer (Lu and Rondinelli 2017); this
promising route, however, remains to be validated in experiment.

In ferrotoroidic materials, it is hard to detect the existence of the ferrotoroidicity,
because its conjugate field, which is given by the cross product of the electric (E)
and magnetic (H) field (∼E×H), can also contribute a linear ME coupling by each
field separately. Therefore, such reports on this type of multiferroicity are rare (Van
Aken et al. 2007; Zimmermann et al. 2014; Tolédano et al. 2015).

Although there has been much progress, finding or designing multiferroics with
high-ordering temperatures, high polarizations, and strong magnetism with robust
ME coupling at room temperature is still challenging. Often the magnetic ordering
temperature is lower than room temperature, because of the small symmetric spin-
exchange interaction and/or the spin frustration. Therefore, many studies have
focused on BiFeO3, because it is a room-temperature multiferroic, although other
compounds hosting different mechanisms have been predicted (Zanolli et al. 2013;
Lu and Xiang 2014; Lu and Rondinelli 2017; Zhao et al. 2014; Wang et al.
2015). Chemical A-O bonding (e.g., ionic and covalent bonding types) usually
favor large polarization, but because A-site ferroelectricity relies on a different
cation sublattice than the magnetic order (often B-site cation sublattice), these
materials always tend to display weak ME coupling (Khomskii 2009). Although



1204 X.-Z. Lu and J. M. Rondinelli

some computational studies propose strong ME coupling in materials based on the
LiNbO3-type structure (Wang et al. 2015; Fennie 2008; Ederer and Fennie 2008;
Varga et al. 2009; Giovannetti et al. 2016), the magnetoelectric response is based
on changing the sign of the DM interaction vector; this sign change is difficult
to access in experiment. In addition, a first-principles study proposed that the
LiNbO3-type compound Zn2FeOsO6 can be a multiferroic with large polarization
and ferrimagnetism (Wang et al. 2015), but the strong ME coupling in the system
is based on the same coupling behavior found between the AFM domain and FE
domains in BiFeO3. This prediction remains to be confirmed.

Despite the aforementioned challenges, the prospects for utilizing multiferroic
compounds in several fields remains very much attractive, especially for photo-
voltaic devices and in four-states memory devices (Lu et al. 2015a; Fiebig et al.
2016). In BiFeO3, photo-induced voltages are relevant to the 71

◦
DWs and were

shown to increase by increasing the thickness of the samples, which effectively
increase the total DWs (Yang et al. 2010). The enhanced response was attributed
to the built-in electric field across the DWs that intrinsically separate the photo-
generated electron-hole pairs. For four-state memory applications, La0.1Bi0.9MnO3
films on the SrTiO3 (001) substrates serves as an excellent example (Gajek et al.
2007). It is a FM-FE thin film, and experiment has demonstrated that magnetic and
FE tunnel junctions can coexist even when the sample size is miniaturized down
to 2 nm, which supports the coexistence of FM and FE orders. Based on the spin-
filter effects between La0.1Bi0.9MnO3 and La2/3Sr1/3MnO3 electrodes separated by
a SrTiO3 spacer, a four-state cycle can be obtained by applying the magnetic and
electric field in the magnetic junction owing to the charge screening at the electrode-
barrier interfaces and its different spatial extension in the two electrodes comprising
the FE junction.

In summary, we reviewed several mechanisms that may be utilized to design
new multiferroic materials and described how density functional calculations can be
used to assess the coexisting ferroic responses and phase stability. By considering
both the scientific contributions that materials in this field have made to our
understanding of how to harmonize (and couple) multiple ordered states and the
continued technological importance of multiferroics, we are excited to see which
materials will be designed next.
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Abstract

Ferroelectric thin films have potential applications in many devices such as
memories, microwaves, transduction sensors, actuators, photovoltaics, etc. The
mesoscale domain structures and thus properties of ferroelectric thin films
depend crucially on the amount of strain imposed upon by the underlying
substrates. Phase-field method has been extensively applied to understanding
the underlying physics of the experimentally observed domain structures and
predicting their responses to external electrical, mechanical, thermal, and chem-
ical stimuli. In this chapter, the fundamentals of the thin-film phase-field method
and its applications in predicting the effects of strains on the phase transitions,
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domain structures, and the domain switching are reviewed. The prospect of
using phase-field method in microstructure design and property optimization for
ferroelectric thin films is discussed.

1 Introduction

The advances in film-growth methods including the pulsed laser deposition (PLD)
(Ramesh et al. 1990; Hubler 1992; Frey et al. 1994; Koster et al. 1999) and
molecular beam epitaxy (MBE) (Chao and Arthur 1975; Spah et al. 1988; Schlom
et al. 1988; Kwo et al. 1988; Eckstein and Bozovic 1995; Theis et al. 1998) have
allowed the growth of high-quality epitaxial ferroelectric thin films. An in-plane
biaxial strain is typically generated and imposed on the film via the epitaxial lattice
mismatch. Compared with the ferroelectric bulk counterparts which would normally
fracture under moderate strains such as ∼±0.1%, epitaxial thin films can withstand
much larger in-plane biaxial strains up to ∼±3% (Schlom et al. 2007, 2008, 2014;
Martin and Rappe 2017). Owing to the strong coupling between the polarization
and the lattice degrees of freedom in ferroelectrics, novel phases, physics, and
properties may emerge in heavily strained thin films. For example, a stress-free
SrTiO3 crystal is paraelectric down to 0 K. However, when a (001)-oriented SrTiO3
was epitaxially grown on a (110)-oriented DyScO3 substrate which can impose a
tensile biaxial strain of ∼0.8% on SrTiO3 film, a room-temperature ferroelectricity
was observed in the SrTiO3 thin film (Haeni et al. 2004). The similar effect was
observed in strained BaTiO3 thin films which show enhanced room-temperature
remnant polarization and ferroelectricity at temperatures much higher than the
bulk Curie point (Choi et al. 2004). While a stress-free BiFeO3 bulk crystal has
a stable rhombohedral symmetry below the Curie temperature of 830 ◦C (Catalan
and Scott 2009), a BiFeO3 thin film on a LaAlO3 substrate is subjected to a huge
compressive strain (∼−4.5%) and was shown to exhibit a highly distorted tetragonal
symmetry. As thickness of a BiFeO3 film increases, it gradually loses the coherency
strains, leading to the formation of a rhombohedral-tetragonal alternating “stripe-
like” mixed-phase structure (Zeches et al. 2009; Li et al. 2015).

The thermodynamic analysis was normally performed to understand the strain
effect on the phase transition of ferroelectric thin films (Pertsev et al. 1998; Roytburd
1998; Sheng et al. 2008; Shirokov et al. 2009; Qiu et al. 2010). It starts from the
Landau phenomenological theory of a ferroelectric bulk crystal, wherein the Gibbs
energy density is used to describe the total free energy of the bulk system with
temperature, electric field, and the stress as independent variables. For studying the
effect of strain on transition temperatures, it is actually more convenient to use strain
rather than stress as the independent variable. Therefore, a Legendre transformation
can be performed to obtain the Helmholtz free energy density, in which strain is
the independent variable in the mechanical energy term. The stress components can
be solved from the combination of thermodynamic property equations (first-order
derivatives of the Gibbs free energy) and the mechanical boundary conditions of
the epitaxial thin film. More specifically, the first-order derivative of the Gibbs free
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energy with respect to a stress component is equal to the corresponding negative
strain component. The in-plane strain components of the thin film are fixed by the
film/substrate lattice mismatch due to interfacial coherency, and the out-of-plane
stress components of the thin film are zero due to the traction-free film surface.
Eventually, the equilibrium state and the thermodynamic properties of the thin film
can be established by minimizing the total thermodynamic potential of the thin film
with respect to the thermodynamic variables.

The thermodynamic analysis has been extensively employed to predict the strain-
temperature phase diagrams of various ferroelectric thin films including PbTiO3
(Pertsev et al. 1998; Zembilgotov et al. 2005), PbZr1-xTixO3 (Pertsev et al. 2003;
Li et al. 2003a; Qiu et al. 2010), BaTiO3 (Emelyanov et al. 2002; Shirokov
et al. 2007; Sheng et al. 2008), BiFeO3 (Zhang et al. 2007; Ma et al. 2008;
Karpinsky et al. 2017), etc. One advantage of the thermodynamic analysis is the
easy implementation of the thermodynamic potential into MATHEMATICA or
MATLAB programs. Using the “minimization function” built in the software, the
thermodynamic potential can be conveniently minimized to obtain the equilibrium
state and the polarization-related properties such as the polarization, spontaneous
strain, dielectric permittivity, and piezoelectric coefficients. However, when con-
sidering polydomain structures, the thermodynamic analysis becomes much more
complicated (Kouhar et al. 2001; Bratkovsky and Levanyuk 2002; Xu et al. 2015).
Moreover, there is no direct access or even impossible to get the kinetic behavior
of the polarization and properties on the domain walls through the thermodynamic
analysis. In order to achieve this, the interfacial energy or domain wall energy and
the time-evolving behavior of the polarization need to be considered.

2 Phase–Field Method

Phase-field method combines the material thermodynamics and kinetics. It has
become an important tool for studying microstructure evolution (Chen 2002;
Boettinger et al. 2002; Gránásy et al. 2006; Chen 2008; Steinbach 2009). The
phase-field method for ferroelectric epitaxial thin films was firstly developed by Li
et al., and it has been employed to study the strain-temperature phase diagrams,
domain structures, domain switching, and other domain-related properties for
various ferroelectric thin films (Li et al. 2001, 2002a, 2002b, and 2003b, 2006; Li
and Chen 2006; Zhang et al. 2008; Kontsos and Landis 2010; Winchester et al.
2011; Britson et al. 2014; Hong et al. 2014; Chen et al. 2014; Wang et al. 2016). In
the phase-field method of ferroelectric thin films, the polarization vector is selected
as the order parameter. The spatial distribution of the polarization represents the
domain structures of a thin film. The evolution of polarization can be described by
the time-dependent Landau-Ginzburg (TDGL) equations, i.e.:

∂P (x, t)
∂t

= −L δF

δP (x, t)
, (1)
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where P, x, t, F, and L represent the polarization vector, spatial coordinate, time, the
total free energy of the thin-film system, and the kinetic coefficient that is related to
the domain wall mobility, respectively.

In the phase-field method of ferroelectric thin films (Li et al. 2001; Chen 2008),
only polarization-related energy contributions are considered in the total free energy,
which normally includes the Landau energy (bulk chemical energy), elastic energy,
electric energy, and gradient energy, i.e.:

F =
∫∫∫

V

[
fbulk (P, T )+ fgrad (∇P)+ felectric (P,E)+ felastic (P, ε)

]
dV,

(2)

where fbulk, fgrad, felectric, felastic, ε, E, and ∇P represent the bulk, gradient, electric,
elastic energy densities, strain tensor, electric field vector, and polarization gradient,
respectively. The bulk energy density can be expressed by a Landau polynomial as
function of polarization, i.e.:

fbulk = α1
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(3)

where αi, αij, αijk, and αijkl are called Landau coefficients relating to the different-
order dielectric stiffness. They can be fitted to the bulk properties at zero stress
(Haun et al. 1989a; 1989b; 1989c; Li et al. 2005; Wang et al. 2007; Liang et al.
2009; Pohlmann et al. 2017).

The gradient energy density is defined as

fgrad = 1

2
γijklPi,jPk,l, (4)

where γ ijkl are the components of the gradient energy coefficient tensor and
Pi,j=∂Pi/∂xj.

The electric energy density is given by:

felectric = −Pi (x) Ei (x)− 1

2
ε0κ

b
ijEi (x) Ej (x) , (5)

where κb
ij are components of the background dielectric constant tensor (Rupprecht

and Bell 1964; Tagantsev 2008). The electric field distribution can be solved from
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the electrostatic equilibrium equation, which can be dramatically affected by the
electric boundary condition. For example, under open-circuit boundary conditions,
if the bound charges at the film surfaces are not compensated, a depolarization field
will be generated and may significantly suppress the polarization. This effect will be
dominant when the thickness of the thin film is down to several unit cells, leading
to the disappearance of the ferroelectricity, which is also called the size effect of the
ferroelectric thin films (Scott 1988, 1991; Junquera and Ghosez 2003).

The elastic energy density can be calculated according to the Hooke’s law:

felastic = 1

2
cijkleij (x) ekl (x) = 1

2
cijkl

[
εij (x)− ε0

ij (x)
] [
εkl (x)− ε0

kl (x)
]
,

(6)

where cijkl are components of the elastic stiffness tensor and eij(x), εij(x), and
ε0
ij (x) are components of the elastic strain tensor, total strain tensor, and eigenstrain

tensor, respectively. The eigenstrain tensor ε0
ij (x), or the stress-free strain tensor,

arises from the coupling between the polarization and the lattice degrees of freedom
in ferroelectrics. This coupling is also named the electrostrictive effect (Cross et
al. 1980; Cross 1996; Sundar and Newnham 1992). It is a universal effect in
insulators, and in ferroelectrics the quadratic coupling can be especially strong. The
strength of the quadratic coupling between polarization and the lattice degrees of
freedom is described by the electrostrictive coefficient Qijkl, which is a fourth-order
tensor. Its values can be obtained by experimental measurements (Yamada 1972)
or first-principle calculations (Wang et al. 2010). The eigenstrain ε0

ij (x) can be

calculated from ε0
ij (x) = QijklPk(x)Pl(x). The total strain εij(x) can be solved from

the mechanical equilibrium equation using Khachaturyan’s microelasticity theory
(Khachaturyan 1983), in combination with the thin-film mechanical boundary
conditions (Li et al. 2002).

In the phase-field model of ferroelectric thin film, materials parameters needed
include the Landau coefficients, gradient energy coefficients, background dielectric
constant tensor, elastic compliance tensor, and electrostrictive coefficient tensor.
With these materials parameters available, the domain structures under different
temperatures and in-plane biaxial strain conditions can be obtained starting from
a random distribution of polarization or from an existing domain structure.

3 Phase Transitions and Domain Structures

In the phase-field simulation of ferroelectric thin films, the equilibrium domain
structures can be predicted by quenching an annealed paraelectric state with a fixed
substrate constraint to lower temperatures. The main advantage of the phase-field
method is the fact that one does not have to make a priori assumptions on the
possible ferroelectric phases and domain structures that might appear under a given
temperature and an epitaxial strain.
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3.1 Misfit Strain–Temperature Phase Diagrams

The phase-field method has been employed to calculate the strain-temperature
phase diagrams for several ferroelectric thin-film oxides such as PbTiO3 (Li et al.
2001), BaTiO3 (Choi et al. 2004), SrTiO3 (Haeni et al. 2004), and PbZr1-xTixO3
(Choudhury et al. 2005) (Fig. 1a–d). A common feature of these phase diagrams is
the enhanced Curie temperature by the epitaxial strain. This effect can be dramatic
as the Curie temperature can be increased by several hundred degrees by only
1% compressive or tensile strain. This effect originates from the strong coupling
between the polarization and the lattice degrees of freedom. Another common
feature among these phase diagrams is the existence of transition regions along the
ferroelectric/paraelectric phase boundaries. For the stress-free bulk ferroelectrics
including PbTiO3, BaTiO3, SrTiO3, and PbZr1-xTixO3, the phase transition is
normally first-order at which the polarization changes sharply at the transition
temperature. However, under thin-film mechanical boundary conditions with con-

Fig. 1 Misfit strain-temperature phase diagrams of (a) PbTiO3 (adapted from Li et al. 2001), (b)
BaTiO3 (adapted from Choi et al. 2004), (c) SrTiO3 (adapted from Haeni et al. 2004), and (d)
PbZr0.53Ti0.47O3 (adapted from Choudhury et al. 2005) thin films predicted using the phase-field
method. (Copyright 2001, American Institute of Physics, Copyright 2004 American Association
for the Advancement of Science, Copyright 2004, Springer Nature, Copyright 2001, American
Institute of Physics)
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straint strains in-plane and stress-free out-of-plane, the paraelectric to ferroelectric
phase transition may become second-order (Pertsev et al. 1999). This is caused
by the renormalization of the fourth-order Landau coefficients due to the coupling
between the polarization and the strain. On the strain-temperature phase diagram of
PbTiO3 thin film (Fig. 1a), there is a large region wherein the in-plane a domain
and out-of-plane c domain can coexist, which has been verified by numerous
experimental observations (Seifert et al. 1995; Kiguchi et al. 2011; Tang et al. 2014).
For PbZr0.53Ti0.47O3 thin film shown in Fig. 1d, there are also some mixed-phase
regions. For example, under moderate strains and low temperatures, the tetragonal
phase, orthorhombic phase, and distorted rhombohedral phase may coexist. These
mixed-phase regions are normally not predicted from thermodynamic analysis
without considering the multi-domain structures.

3.2 Domain Structures in Single–Layered Thin Films

A common feature of ferroelectric materials is the formation of domain structures
when the material is cooled down from a paraelectric phase to a ferroelectric phase.
A ferroelectric domain is defined by a region with uniform electrical polarization.
The domain size may range from several nanometers to hundreds of nanometers
depending on many factors such as the film thickness, the epitaxial strain, and the
electric boundary conditions. The type of domain structures is determined by the
total free energy, which can be altered by external stimuli including the mechanical,
electric, thermal, and chemical stimuli. One advantage of phase-field modeling
of the domain structures in ferroelectric thin films is the theoretically feasible
incorporation of arbitrary boundary conditions, although only some of the possible
boundary conditions can be realized in experimental configurations.

By incorporating materials parameters and incorporating boundary conditions
of the experimental thin films into the phase-field model, the equilibrium domain
structures can be obtained and compared with available experimental observations.
For example, Fig. 2a shows the a/c domain structures predicted in a (001)-oriented
PbTiO3 thin film under a moderate compressive strain, while Fig. 2b gives the
domain structures observed in a PbTiO3 thin film epitaxially grown on a (001)-
oriented SrTiO3 substrate which can impose a compressive strain on the PbTiO3
thin film. The a domain represents the domains with the polarization along either
the x1 or x2 axis of the pseudocubic lattice, and the c domain represents the domains
with the polarization along the x3 axis of the pseudocubic lattice. The predicted
domain structures (Li et al. 2002) show amazing similarity to the domain structures
observed (Seifert et al. 1995) using the transmission electron microscopy (TEM).
The formation of the a/c domain structures can be understood from the competition
between the elastic energy, the electrostatic energy, and the gradient energy. For the
moderately compressed thin films under short-circuit electric boundary conditions,
a single c domain can minimize the electrostatic energy and the gradient energy.
In this case however the macroscopic deformation along the out-of-plane direction
will be maximized, leading to a high elastic energy. Therefore, some a domains
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Fig. 2 (a) Predicted a/c domain structures in a (001)-oriented PbTiO3 thin film under moderate
compressive strains (adapted from Li et al. 2002), compared with (b) the experimental observation
in a PbTiO3 thin film epitaxially grown on a (001)-oriented SrTiO3 substrate (adapted from Seifert
et al. 1995). (c) Predicted a1/a2 twinning domain structures in a PbZr0.2Ti0.8O3 thin film under
equally biaxial tensile strains (adapted from Wang et al. 2016), compared with (d) the experimental
observation in a PbTiO3 thin film epitaxially grown on a (001)-oriented KTaO3 substrate. (Adapted
from Lee et al. 2001. Copyright 2002, 2016, Elsevier, Copyright 2001, American Institute of
Physics)

are generated to decrease the macroscopic deformation and the elastic energy but
comprise to slightly increase the electrostatic energy and the gradient energy.

3.3 Domain Structures in Bilayer Thin Films

The phase-field method was also employed by Artemev et al. to study the domain
structures in ferroelectric bilayer thin films (Artemev et al. 2008). They found that a
poled state can be achieved by a low electric field in the bilayer film with one layer
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in a single-domain state and the other layer in a polydomain state. In contrast to the
bilayer film with both layers in single-domain states, the presence of a polydomain
layer in the bilayer film is responsible for a higher dielectric constant and lower
coercive field. The increase in the applied electric field can lead to a transition to
single-domain states in both layers of the bilayer film, and the critical field depends
on the thermodynamic potentials of the two layers (Artemev et al. 2008). Using
the thin-film phase-field method, Xue et al. investigated the effect of interfacial
coherency between the two layers in a Pb(Zr0.3Ti0.7)O3/Pb(Zr0.7Ti0.3)O3 bilayer
thin films on the domain structures (Xue et al. 2013). If the lattice parameters of the
two layers end up with the same average lattice parameter, the two layers can be
regarded as coherent. For example, the cubic lattice parameters for Pb(Zr0.3Ti0.7)O3
and Pb(Zr0.7Ti0.3)O3 are 4.0185 Å and 4.1032 Å, respectively, giving rise to
an average lattice parameter of 4.0609 Å when the two layers have the same
thickness. With a coherent interface, the strained bilayer film has a lattice parameter
of 4.0609 Å. Consequently, the Pb(Zr0.3Ti0.7)O3 layer tolerates a tensile strain
of (4.0609−4.0185)/4.0185 = 1.05%, and the Pb(Zr0.7Ti0.3)O3 layer tolerates a
compressive strain of (4.0609−4.1032)/4.1032=−1.03%. For a totally incoherent
bilayer film, each layer can be regarded to have similar lattice parameters to their
bulk counterparts, unless the clamping effect from the substrate is considered.

The interfacial coherency has significant effects on the domain structures in
each layer (Fig. 3a and b). For Pb(Zr0.3Ti0.7)O3/Pb(Zr0.7Ti0.3)O3 bilayer thin films
with coherent interface, tetragonal a1/a2 twinning domain structures (all in-plane
polarizations) are predicted in the Pb(Zr0.3Ti0.7)O3 layer (Fig. 3a), while in its
single-layer thin film, the domain structures are tetragonal a/c types (Fig. 3c, mixed
in-plane and out-of-plane polarizations). The Pb(Zr0.7Ti0.3)O3 layer in the bilayer
film shows tetragonal c domains (all out-of-plane polarizations), compared with
rhombohedral domains in its single-layer thin-film counterpart (Fig. 3d). For the
bilayer film with incoherent interface, the domain structures in each layer are similar
to their single-layer thin-film counterparts, i.e., a/c domains in Pb(Zr0.3Ti0.7)O3
layer and rhombohedral domains in Pb(Zr0.7Ti0.3)O3 layer (Fig. 3b). The interfacial
coherency effects on the domain morphologies can be understood from the strain
configuration in the bilayer film. In Pb(Zr0.3Ti0.7)O3 layer, the tensile strain 1.05%
tends to align all polarizations in-plane, leading to the formation of a1/a2 twinning
domain structures under the synergistic effect from the bulk chemical energy and
elastic energy. In Pb(Zr0.7Ti0.3)O3 layer, the compressive strain −1.03% tends to
switch all polarizations out-of-plane, leading to the formation of c domains (Xue et
al. 2013; Liu et al. 2016).

3.4 Strain Phase Separation

The thin-film phase-field model was also used to understand the formation of mixed
phases and domains in strained thin films from the perspective of strain phase
separation. In a constrained system, domains or phases can form and coexist with
each other to minimize the overall elastic energy, given that each domain or phase
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Fig. 3 Effects of interfacial coherency on the domain structures in a
Pb(Zr0.3Ti0.7)O3/Pb(Zr0.7Ti0.3)O3 bilayer thin film (Xue et al. 2013). Domain structures of
the bilayer film when the interface between the two layers is (a) coherent and (b) incoherent,
compared with the domain structures in single-layer (c) Pb(Zr0.3Ti0.7)O3 thin film and (d)
Pb(Zr0.7Ti0.3)O3 thin film under a moderate strain of 0.2% due to thermal expansion. (Copyright
2013, Elsevier)

has different local strains. This phenomenon is similar to the phase decomposition
process from a chemically homogeneous phase to a two-phase mixture wherein each
phase has a different chemical composition. The volume fraction of each phase
with a specific composition can be obtained from the lever rule. This idea was
used to understand the observed rhombohedral-tetragonal mixed phases in severely
compressed BiFeO3 thin films (Xue et al. 2016, 2017). BiFeO3 has a pseudocubic
lattice parameter of ∼4.0 Å. When it is epitaxially grown on a LaAlO3 substrate
with a lattice parameter of∼3.79 Å, a large compressive strain up to∼−5.25% will
be imposed on the thin film, leading to a transition from the rhombohedral phase
to a tetragonal-like monoclinic phase in BiFeO3 thin film (Zeches et al. 2009; Li
et al. 2015; Zhang et al. 2012). With the film thickness increasing to be larger than
100 nm, the large epitaxial strain is partially relaxed, and the rhombohedral phase
emerges, forming a tetragonal-like/rhombohedral mixed domain structure (Fig. 4a
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Fig. 4 Experimentally observed (a) topography and (b) the corresponding in-plane piezoresponse
force microscopy result of a mixed-phase BiFeO3 thin film grown on LaAlO3 substrate, compared
with the simulated (a) three-dimensional domain structures and (b) in-plane domain morphology
from thin-film phase-field method. (Adapted from Xue et al. 2016. Copyright 2016, American
Physics Society)

and b). The phase-field model was employed to predict domain structures (Fig. 4c
and d) which agree well with the experimental observations and give insights to the
underlying physics. With the relaxation of the mismatch strain, the overall strain will
be smaller than the critical strain, under which the transition from rhombohedral
phase to tetragonal-like phase occurs. Therefore, the phase separation happens to
decrease the total elastic energy, analogous to the chemical decomposition process
(Xue et al. 2016, 2017).

3.5 Understanding the Polarization Switching in Ferroelectric
Thin Films

One advantage of the phase-field method over the thermodynamic analysis is the
capability of studying the polarization switching behavior in ferroelectric thin films.
The polarization switching driven by externally applied electric fields was simulated
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by Li et al. for epitaxial BaTiO3 thin films (Li et al. 2008). They found that the
coercive field and saturated polarization in the hysteresis loop strongly depend on
the type and density of the interfacial dislocation. For example, the coercive field can
be decreased by increasing the density of interfacial misfit dislocations on a (100)
slip plane with a Burger vector along [−100] direction. With an optimal combination
of different misfit dislocations, the remnant polarization can be greatly enhanced
and the coercive field can be greatly reduced. The polarization versus electric
field hysteresis loops can be distorted to be asymmetric by threading dislocations.
Wu et al. investigated the effects of background dielectric constant and interfacial
coherency on the hysteresis loops in BaTiO3/SrTiO3 bilayer films (Wu et al. 2012,
2015). It was found that the hysteresis loops can be constricted when the background
dielectric constant is decreased. The decrease in the background dielectric constant
has a similar effect to the decrease in the space charge density. The phase-
field simulation predicted the domain structure evolution during the switching
process in the ferroelectric/paraelectric bilayer film, revealing a dipole-dipole inter-
action similar to the exchange-spring interaction in magnetic multilayer systems
(Wu et al. 2012). The interfacial coherency also has a remarkable impact on the
polarization switching behavior. In the bilayer film with fully coherent interfaces,
the hysteresis loops are square-like, exhibiting a large coercive field and a large
remnant polarization. For the bilayer films with partially relaxed heterointerfaces,
the remnant polarization is relatively high but the coercive field is dramatically
reduced. For the bilayer film with fully relaxed heterointerfaces, the hysteresis loops
are very slim, showing both small remnant polarization and coercive field.

The polarization switching is normally achieved by the externally applied electric
field. However, it can also be achieved by a mechanical loading via the flexoelectric
effects in epitaxial thin films. The flexoelectric effect is defined as the coupling
between the polarization and the strain gradient. This effect is much stronger in
ferroelectric thin films than in their bulk counterparts. It has been implemented
into the thin-film phase-field model by several research groups (Chen et al. 2014;
Ahluwalia et al. 2014; Gu et al. 2014; Chen et al. 2015). In these works, the
flexoelectric effects on the domain structures and switching were studied. For
example, Chen et al. studied the stability and switching patterns of domain structures
in ferroelectric thin films subjected to mechanical loads and related flexoelectric
fields (Chen et al. 2015). As shown in Fig. 5a and b, a mixed a/c domain structure
can be switched to a single-domain structure by cylindrical bending with a large
surface flexoelectric field. For the upward bending case shown in Fig. 5a, the out-
of-plane c− domains are gradually switched to in-plane at first and then are switched
to the out-of-plane c+, while for the downward bending case shown in Fig. 5b, all
in-plane domains are switched to the out-of-plane c− domain. These two switching
patterns can be understood from the different flexoelectric fields due to the different
bending directions. For the film with an upward bending, the induced flexoelectric
field is upward, leading to the switching of polarization to c+. For the film with
a downward bending, the induced flexoelectric field is downward, leading to the
switching of polarization to c−.
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Fig. 5 Switching behavior of the domain structure from a/c mixed structures to (a) single out-of-
plane c+ domain under upward bending and to (b) single out-of-plane c− domain under downward
bending. (Adapted from Chen et al. 2015. Copyright 2015, Elsevier)

4 Toward a Multiscale Simulation

Although the thin-film phase-field method has gained great success in understand-
ing the experimental domain structures and phase transitions, and in predicting
the domain structures and switching in thin films under conditions beyond the
experiment, it has only been applied to limited material systems due to the lack
of the thermodynamic parameters including the Landau coefficients, electrostrictive
coefficients, elastic constants, and gradient energy coefficients. For example, up
to now, there are very limited materials that have available Landau potentials
such as BaTiO3, PbTiO3, PbZr1-xTixO3, BiFeO3, CaTiO3, SrTiO3, KNa1-xNbxO3,
LiNbO3, LiTaO3, SrBi2Nb2O9, and Sr0.8Bi2.2Ta2O9. However, the ferroelectrics
that have been discovered are far more beyond these. In order to obtain the Landau
coefficients, the polarization and dielectric responses including both the first-order
and higher-order dielectric stiffness as function of temperature have to be measured,
which is experimentally challenging especially when the required temperature range
is broad. An alternative approach to obtaining the Landau coefficients is the first-
principle calculation, which has been employed to obtain the Landau coefficients for
BaTiO3 (Íñiguez et al. 2001; Geneste 2009), CaTiO3 (Eklund 2010; Gu et al. 2012),
and BiFeO3 (Marton et al. 2017). In addition to the Landau coefficients, the first-
principle method has also been employed to calculate the phase transitions (Zhong
et al. 1994), elastic constants (Wu et al. 2005), electrostrictive coefficients (Wang
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et al. 2010), and polarization domain wall energies (Wang et al. 2013; Diéguez
et al. 2013; Li et al. 2014). For the domain wall motion speed which is related
to the kinetic coefficient L in the TDGL equation, it can be studied using the
atomistic molecular dynamics and coarse-grained Monte Carlo simulations (Shin
et al. 2007). All these efforts point toward the multiscale simulation-assisted phase-
field modeling for ferroelectric thin films (Völker et al. 2011a, 2011b), which can
provide principal inputs for future high-throughput calculation (Shen et al. 2017)
and optimization of properties and microstructure design for ferroelectric thin films
using machine learning (Li et al. 2017).
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Abstract

In recent years, first-principles modeling techniques have made tremendous
advances. This allows researchers to estimate the various properties of materials
and provide invaluable insights into the physical processes from a microscopic
perspective, which cannot directly be assessable by experiments. With the
continuing increasing computation powers, first-principles methods are expected
to play a more important role in materials design. This chapter aims to serve
as a battery-related computation handbook for general readers who may be
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new to first-principles calculations. Specifically, this chapter will introduce
the well-established ab initio modeling methods widely used in battery-related
studies from both the thermodynamic and kinetics aspects. The thermodynamic
approaches that will be discussed include the computations of equilibrium
voltage and voltage profiles, electronic structure, and stability analyses. The
kinetics approaches will cover common methods for ionic diffusion studies:
transition state theory and nudged elastic band method and ab initio molecular
dynamics. This is followed by the conclusion and outlook.

Keywords
Alkali-ion battery · Electrodes · Electrolytes · Interfaces · First-principles
modeling · Voltage profile · Electronic structure · Phase stability · Surface ·
Defects · Ab initio molecular dynamics · Ion diffusion · Nudged elastic band ·
Transition state theory

1 Introduction

Global warming coupled with energy demand has made the development of
renewable energy technologies (solar, geothermal, tidal, wind, etc.) a global interest
and major concern. However, most renewable energy technologies suffer from high
variability and mismatch between demand and supply. Reliable and cost-effective
electrical energy storage is therefore a crucial enabler to renewables, as well as
nonpolluting means of transportation (Lewis 2007). Among the multitude of energy
storage technologies (e.g., zinc-manganese battery, nickel-cadmium battery, nickel-
hydrogen battery, lead-acid battery, alkali-ion battery, fuel cell, redox flow battery,
etc.), the rechargeable alkali-ion battery has emerged as one of the most attractive
candidates for grid and vehicular applications and the dominant one for mobile
consumer applications, due to its high specific energy, high operation voltage, wide
working temperature, and long cycle life (Tarascon and Armand 2001).

A rechargeable battery comprises two electrodes – the cathode and the anode –
separated by an electrolyte (Fig. 1). Alkali ions shuttle between the two electrodes,
with the electrolyte acting as an alkali-ion conductor and electrical insulator. During
discharge, alkali ions (A+ in Fig. 1) are extracted from anode and inserted to the
cathode, passing through the electrolyte in the process. Meanwhile, electrons pass
through the external circuit to perform work. The reverse process occurs during
charge.

The energy contained in any battery is the integral of the voltage multiplied by
the charge capacity. To achieve high-energy and high-power density for long cycling
life in alkali-ion battery, the electrode should have high specific capacity (charge
stored per unit mass or volume), high operating voltage, reasonable electron and
ionic conductivity, and good phase and electrochemical stability. Suitable electrolyte
selection for a pair of electrodes in alkali-ion battery is another important aspect. To
prevent the reduction and oxidation of the electrolyte, it is necessary that Fermi
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Fig. 1 Schematic of a rechargeable alkali-ion battery with transition metal oxide as cathode
(green, alkali-ion; purple, TM; red, oxygen ion), carbon-based material as anode

level of anode should be lower in energy than the lowest unoccupied molecular
orbital (LUMO) of the electrolyte, while Fermi level of the cathode should be
higher in energy than the highest occupied molecular orbital (HOMO) of the
electrolyte (Roy and Srivastava 2015). In the context of solid-state electrolytes,
LUMO (HOMO) is referred to as the conduction band minimum (valence band
maximum). Additionally, the electrolyte, especially for the solid-state electrolyte, is
expected to have good interfacial stability, facile ion conductions which are more
stringent than electrodes, and excellent electronic insulations.

Due to the significant advances in computation power in recent years, computer
simulations have become an important complementary tool kit to experiments for
the understanding and design of materials. First-principles density functional theory
(DFT), (Hohenberg and Kohn 1964) especially the framework developed by Kohn
and Sham (1965) that evaluates various properties of materials by solving single-
particle Kohn-Sham equation with minimal approximation, has been particularly
successful in this context. First-principles calculations allow researchers to evaluate
the key properties of materials from an atomistic level, and hence provide invaluable
insights into the fundamental physical processes that may not be directly assessable
by experiments. Moreover, computation-guided discovery of novel materials has
made tremendous progress for energy applications, including new alkali-ion battery
materials (Deng et al. 2016; Urban et al. 2016). This is facilitated not only by
the increasing computer power but also the development of the automated high-
throughput first-principles screening that allows rapid identification of the most
promising candidates from a pool of hundreds of thousands of initial candidates.

In the following sections, we will give a general introduction of well-established
first-principles modeling techniques used to elucidate the thermodynamics and
kinetics of battery materials.



1234 I.-H. Chu et al.

2 Thermodynamic Approaches

2.1 Equilibrium Voltage

The operating voltage is a key metric of a battery to evaluate the stored energy
density. By definition, the voltage difference between electrodes of a battery is equal
to the difference in electron electrochemical potentials of the electrodes:

V = −η
cathode
e− − ηanode

e−
e

(1)

where ηcathode
e− and ηanode

e− are the electrochemical potentials of electrons (Fermi
levels) in the cathode and anode. Inserting alkali chemical potential in any material,
μXA = ηXe−+ηXA+ , into Eq. 1 yields:

V = −
(
μcathodeA − μanodeA

)− (
ηcathode
A+ − ηanode

A+
)

e
(2)

where ηcathode
A+ and ηanode

A+ are the electrochemical potentials of alkali-ion in the
cathode and anode. When a battery is at thermodynamic equilibrium (ηcathode

A+ =
ηanode
A+ ), the voltage difference between electrodes can be expressed in terms of the

difference in alkali chemical potential:

V = −μ
cathode
A − μanodeA

zF
(3)

where z is the amount of charge transferred, and F is the Faraday constant. By
definition, μA = dG/dNA is the change of the Gibbs free energy of the electrode
material with alkali-ion concentration (Aydinol et al. 1997). The voltage is thus
a function of free energy change of the overall cathode/anode reactions (Nernst
equation):

V = −�Gr
zF

(4)

where V is the average voltage by considering over a finite amount of reactions
between cathode and anode.

Assuming that the entropic and volumetric effects are small at low tem-
perature, the Gibbs free energy change for alkali insertion is often approx-
imated by the DFT total energy difference for two alkali-ion concentrations
�Gr = �Er + p�Vr − T�Sr ≈ �Er. Taking the lithium-layered oxide cathode
LixMO2 with a Li metal anode as an example, the overall reaction is given as
follows:

Lix2MO2 + (x1 − x2)Li → Lix1MO2 (5)
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with x1 > x2. Then the reaction voltage can be calculated as:

V(x1,x2) ≈ −
E
(
Lix1MO2

)− E (Lix2MO2
)− (x1 − x2) E (Li)

(x1 − x2) F
(6)

The energies of LixMO2, MO2, and Li can be obtained via DFT total energy cal-
culations. This approximation is not limited to insertion or intercalation electrodes
but can also be applied to conversion or alloy reactions.

Most early DFT calculations of average voltage for battery materials were
based either on the local density approximation (LDA) or the generalized gradient
approximation (GGA) for the exchange-correlation potential (Kohn and Sham 1965;
Langreth and Mehl 1983). However, for the modeling of reactions involving changes
in electronic states, neither LDA nor GGA are good approximations due to improper
cancelation of self-interaction error. Many TM oxides have strongly localized d
electrons at the metal center, which leads to the large error of voltage predicting
based on LDA or GGA functional. In this regard, an inclusion of a Hubbard U in
DFT calculations (aka DFT + U) was developed in the 1990s that significantly
improves the DFT results for the system with strong correlated electronic structure
(Anisimov et al. 1991, 1993). The method is controlled by Hubbard U parameter,
which can be derived for each species either self-consistently (Cococcioni and de
Gironcoli 2005) or more often, via fitting to experimental properties such as the
oxide formation energy. The idea is borrowed from the Hubbard model in solid-
state physics, to describe the transition between conducting and insulating systems.
The larger the U value, the greater the penalty for shared electrons, driving the
system toward integer electronic occupations (Cococcioni and de Gironcoli 2005).
With proper choice of the U parameter, DFT+ U calculations significantly improve
the accuracy of predicted voltages over pure LDA or GGA for TM oxides (Zhou et
al. 2004). More recently, DFT calculations using screened hybrid functionals, such
as the Heyd-Scuseria-Ernzerhof (HSE) functional, (Heyd and Scuseria 2004; Heyd
et al. 2003, 2006) have been shown to yield a similar accuracy as GGA+ U without
the need for an adjustable U parameter, though at significantly higher computational
cost. A detailed comparison of calculated voltages for lithium TM oxides with GGA,
GGA + U, and HSE06 can be found in an earlier work by Chevrier et al. (2010)

2.2 Voltage Profile

Calculating the voltage profile requires the knowledge of stable intermediate
phases during alkalination/de-alkalination process. The formation energy calcula-
tions allow one to determine the ground state energy of the stable phase at all
intermediate concentrations. Taking the layered transition metal oxide LixCoO2 as
an example, the formation energy with respect to the stable end members (LiCoO2
and CoO2) is expressed as:

Ef (LixCoO2) = E (LixCoO2)− xE (LiCoO2)− (1− x)E (CoO2) (7)



1236 I.-H. Chu et al.

Fig. 2 (a) Stability convex hull (black line) of LixCoO2. Filled square, DFT results; open square,
cluster expansion results; filled circles, Li atoms; empty circles, Li-vacancy. (b) Predicted Li
intercalation voltage of the LixCoO2/Li cell as a function of Li concentration at T = 0 K. (c)
Equilibrium voltage profile at T = 300 K calculated from Monte Carlo simulations. (Reproduced
from Ref. (Wolverton and Zunger 1998) with permission. Copyright (1998) American Physical
Society)

The resulting DFT-computed formation energy vs. composition curve (convex
hull) is generated as shown in Fig. 2a. In this pseudo-binary stability diagram,
the intermediate phases that are thermodynamically stable with respect to the
end members (LiCoO2 and CoO2) form the convex hull. When the energy of an
intermediate phase is above the convex hull (e.g., the dotted line in the figure), it
implies that such intermediate phase is energetically unstable against its adjacent
stable intermediate phases (filled and open squares in the figure) on the convex hull.
At each concentration, different configurations of Li-vacancies and oxygen stacking
sequence are considered. Examples of some of the predicted Li-vacancy ordering in
LixCoO2 are also illustrated in the figure. After the stable intermediate phases are
identified, stepwise average voltage can be computed based on Eq. 6, which leads
to the voltage profile in Fig. 2b.

It should be noted that the DFT-computed voltage is an approximation without
considering entropic effects, and the accessible alkali orderings are also limited by
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the supercell size utilized. These approximations work reasonably well for average
voltages, especially for two-phase reactions involving ordered phases (e.g., olivine
LiFePO4). To obtain a full voltage profile and account for the configurational
entropy (important for solid solution regions), one approach is to fit the DFT
energies of a large number of alkali concentrations and orderings for a host
material to a cluster expansion Hamiltonian. As shown in Fig. 2a, additional stable
intermediate phases of LixCoO2 (indicated by open squares on the black line) are
discovered by using such approach. The key assumption here is that the contribution
to free energy from the other degrees of freedom (e.g., vibrational, electronic) is
insignificant and can be coarse-grained out. Monte Carlo simulations, e.g., using
the Metropolis algorithm, can then be carried out using the Hamiltonian to sample
the configurational space and evaluate finite temperature voltage profile. Details of
the cluster expansion method and Monte Carlo simulation can be found in some
excellent reviews (Urban et al. 2016; Meng and Arroyo-de Dompablo 2009). As an
example, Wolverton and Zunger applied first-principles-based cluster expansion and
Monte Carlo methods to model the Li-vacancy orderings in LixCoO2, resulting in
the temperature-dependent voltage profiles (see Fig. 2b and c for T = 0 and 300 K).
Temperature effect mainly results in a continuous voltage slope, which smooths out
the voltage steps that are present in the 0 K limit.

2.3 Electronic Structure

The relative energies of electronic levels for different components in alkali-ion
battery determine the limitation of the stored energy. Figure 3a schematizes the
relation between the equilibrium voltage and electronic structures of the electrode,
electrolyte. At open circuit condition, the energy difference of Fermi levels between
the anode and cathode builds electron electrochemical potentials. Assuming there

Fig. 3 (a) Relative energies of the electrolyte window and the electrode chemical potentials
μcathodeA and μanodeA with no electrode/electrolyte reaction. (b) Relative positions of energy levels
and typical electron configurations in layered Ni-Mn-Co oxide cathode
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is no electrode/electrolyte reaction, this electron potential difference equals the
difference in alkali chemical potential between the anode and cathode, which is
measured as open circuit voltage (VOC). Once charging current is applied, electrons
are further pumped out from the valence band of cathode through the circuit to the
conduction band of the anode, resulting in the downshift and upshift for the Fermi
level of cathode and anode, respectively. Alkali ions are extracted from cathode
to the anode with the oxidation change of other ions, e.g., TM ions to balance
the charge. The whole process is fully reversible during the discharging process
in an ideal case. The redox potential (Vredox) measured during charging/discharging
process is limited by the “window” of the electrolyte. If the potential of the anode
and cathode shift beyond the LUMO and HOMO of the electrolyte, the electrolyte
is reduced on the anode and oxidized on the cathode to form the solid electrolyte
interphase (SEI). The ideal SEI is an ionic conductor and an electron insulator,
which prevents further decomposition of the electrolyte and thus increases stable
voltage window.

The electronic levels of the electrode involved in the redox reaction arise from
the d-states of the TM cations in most cases. The Fermi level energy as well as the
density of states (DOS) near the Fermi level for redox center can be obtained from
DFT calculations. Figure 3b qualitatively summarizes the positions of the redox
active energy levels for Co4+/Co3+, Ni4+/Ni3+, and Mn4+/Mn3+, as well as the
oxygen 2p band in TM oxides. In most of the structures including layered, spinel,
and disordered rock salt, TM ions occupy octahedral sites that are coordinated by
six oxygen atoms. Based on crystal field theory, TM five d orbitals split into two
sets of levels labeled t2g and eg as shown in Fig. 3b. Each of the level can hold
two electrons with opposite spin. The commonly observed electronic configurations
of d orbitals for Co4+/Co3+, Ni4+/Ni3+, and Mn4+/Mn3+ are also illustrated in
Fig. 3b. The lone electron in eg level triggers Jahn-Teller distortion, breaking the
degeneracy between the two eg orbitals to lower the overall energy for the case of
Mn3+ and Ni3+. When the battery is charged, TM cations are oxidized to 4+ from
3+, and they are reduced back to +3 oxidation state as they receive electrons from
the anode during discharging. More importantly, the Co3+/Co4+ level is the lowest
in energy because Co redox involves the more stable t2g orbitals, while Ni and Mn
redox involves the less stable eg orbitals. This relative alignment of energy levels
directly indicates redox reaction sequence of the electrode containing different TM
ions since lower energy levels correspond to higher redox voltages.

Although the electronic structure is in general complex, it provides another key
insight into the available number of electrons near Fermi level. If an alkali-ion
is extracted from the cathode host structure, an electron is pumped out from the
valence band at the same time. Therefore, the more the available number of electrons
are, the higher the alkali-ion storage capacity is. In classical layered cathode, e.g.,
LiCoO2 and LiNi0.5Mn0.5O2, oxygen ions are coordinated by three Li and three
TM ions as shown in Fig. 4a. In this configuration, a much larger projected DOS
originating from the TM states than from the O states between 0 and−1.5 eV below
Fermi level (commercial organic liquid electrolyte window) is found, indicating that
the redox reactions are dominated and restricted by the TM 3d electrons. On the
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Fig. 4 An example of an oxygen site in the fully lithiated structure (a) without a Li-O-Li linear
bond and (b) with a Li-O-Li linear bond, required for labile oxygen states

other hand, Li-excess is created by the substitution of some TM by Li, leading to
Li-O-Li configurations in many of the new exciting cathode materials. It shows an
increased oxygen projected DOS below the Fermi level for oxygen with a linear
Li-O-Li bond based on GGA + U calculations (see Fig. 4b). This labile oxygen
observed computationally with increased projected DOS below the Fermi level
paves the completely new research on anionic redox and breaks the bottleneck for
reaching higher energy density in alkali-ion battery (Grimaud et al. 2016; Okubo
and Yamada 2017).

The electronic band gap deduced from the calculated DOS is also useful to
investigate the electronic properties of a potential electrode or solid electrolyte
material. While high electronic conductivity for the electrode material is a necessary
condition for high rate performance of alkali-ion battery, low electronic conductivity
is required for the potential electrolyte materials. Similar to the voltage calculation,
the introduction of a U correction term in the GGA method could substantially
improve the accuracy of calculated band gaps (Zhou et al. 2004). Other helpful
information that can be extracted from electronic structure analysis includes
chemical bonding, orbital hybridization, magnetic properties, etc.

2.4 Stability Analyses

2.4.1 0 K Phase Stability
The pseudo-binary stability diagram mentioned in the previous subsection essen-
tially works for electrode materials. In a general situation, the thermodynamic
stability of any given compound (e.g., solid electrolyte) can be analyzed by
evaluating its decomposition energy referenced to the linear combinations of stable
compounds in this compositional space. This can be achieved by constructing the
convex hull using the DFT energy of all known compounds in this compositional
space. In the case of olivine LiFePO4, for example, the related stability analysis
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requires the DFT energies of all existing LixFeyPzOu compounds (x, y, z, and u are
nonnegative integers) including itself in Li-Fe-P-O quaternary compositional space.
The stability metric under this circumstance is called the energy above the hull
(Ehull), (Sun et al. 2016; Ong et al. 2008) which measures how stable a compound is
by measuring how high its energy is above the convex hull. It is always nonnegative,
and it equals zero for stable compounds. The higher the Ehull, the more unstable the
compound tends to be. With the advent of large open-source materials databases
such as the Materials Project (Jain et al. 2013), a common approach is to leverage
on pre-computed DFT energies in these databases for compounds other than that
of primary interest, which significantly reduce the computational effort involved,
especially for high-dimension compositional space. Ehull is frequently adopted as an
efficient descriptor for phase stability and synthesizability in high-throughput first-
principles screening studies to rapidly rule out structures that are unlikely stable at
ambient temperatures (high Ehull).

2.4.2 Surface Stability
The real surface configuration rarely coincides with the ideal lattice plane which is
a geometrical abstraction of the crystal structure. In reality, the stable surface can
contain charged species adsorbed from the environment, charge density rearrange-
ment, and stepped or kinked surface profile. This makes determination of surface
thermodynamics very challenging. For this reason, first-principles calculations can
be a useful tool to determine facet-specific surface energies. The standard model to
calculate surface energies is a two-dimensional surface slab with bulk stoichiometry
oriented to expose the facet of interest, with a sufficiently large vacuum layer added
on top of the slab to ensure that there is minimal interaction between the slab and its
periodic images along the surface normal. The k-point grid for surface slab is thus
generated as k1 × k2 × 1, which assures no energy dispersion in the direction out of
the surface.

Standard procedures of generating surface slabs include basis transformation,
atomic coordinates rescaling, termination choice, and polarity check. Surfaces are
typically defined using the Miller index notation by the conventional unit cell.
However, first-principles calculation requires the basal plane to be coincident with
the constructed slab surface. The basis of the conventional unit cell has to be
transformed so that (001) plane of the new basis is parallel to the Miller plane of
interest. The third vector should be as orthogonal to the basal plane as possible
with a relatively short length. The atomic coordinates are then redefined based
on the new basis. For a given surface orientation, a number of termination layers
usually exist due to different atomic configurations and can be chosen by placing the
basis at different positions along the third vector. Note that a charged surface with
a perpendicular dipole moment in a repeated unit (type III according to surfaces
classification by Tasker) produces a polarizing electric field in the bulk, leading to
infinite periodic cell energies (Tasker 1979). For example, the (111) face of NiO
ionic crystal has alternating layers of Ni2+ and O2− ions, which forms a permanent
dipole moment perpendicular to the surface. Atomic reconstruction by moving half
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the charged species on one surface to the other side to cancel out the 2D-dipole is a
common approach (the so-called Tasker III to Tasker II reconstruction) to stabilize
type III surface (Bruno 2013).

From DFT calculations, the surface energy can be computed using the following
expression:

γ = 1

2A
[E (slab)−N · E (bulk)] (8)

where A is the surface area of the slab, E(slab) is the surface slab energy, E(bulk)
is the bulk energy per atom, and N is the number of atoms in the surface slab. The
prefactor 1/2 comes from the fact that each surface slab contains two equivalent
surfaces. The Wulff shape, which is the equilibrium shape of the crystal, can be
constructed using the lowest surface energies of different facets. The larger the
surface area of a facet contributes to the Wulff shape, the more stable that facet tends
to be. As an example, surface properties of olivine LiFePO4 cathode were studied
by Wang and co-workers (Wang et al. 2007). The two low-energy surfaces (010)
and (201) are found to make up almost 85% of the surface area of Wulff crystal
shape. More importantly, redox potential for the (010) surface was calculated to
be much lower than the bulk value, which shows the anisotropic property of surface
redox potentials. This study pinpoints the effect of surface energies and crystal shape
on the electrochemistry for electrode materials composed of particles at nanoscale.
Surface electronic structure, surface reconstruction, and adsorbate interactions can
also be studied based on surface stability calculations.

2.4.3 Electrolyte/Electrode Interface Stability
Understanding of electrolyte/electrode interfaces has become a recent focus of
the greatest importance for the performance improvement of electrochemical
energy storage systems. For alkali-ion batteries with liquid organic electrolyte, SEI
formation due to electrolyte decomposition is critical to cycling performance and
safety. For all solid-state alkali-ion batteries with sulfide-type electrolytes, the rate-
determining process is usually observed around the cathode/electrolyte interfaces.
To predict the electrode/electrolyte interface stability under large variations in
environmental conditions is one of the grand challenges for battery study. First-
principles calculation using DFT-based methods has been developed to investigate
most stable interfacial matching of two crystal solids (Haruyama et al. 2014).
In a traditional manner, the procedure to investigate the interface formed by two
compounds comprises three major steps: (i) identify the lowest-energy surface facet
of each material as detailed in surface stability calculations; (ii) patch the two
surface slabs using a reasonably large supercell (with a vacuum layer of ∼10 Å) to
ensure as small lattice parameter misfit as possible; and (iii) enumerate all possible
configurations for the interface supercell including slide of one surface slab with
respect to the other, and perform DFT relaxations. The alkali-ion sites and alkali-
ion transfer properties in the most stable interface can then be further investigated
under different thermodynamic equilibrium conditions.
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The explicit interface calculations often require very high computational cost
because of the supercell used. For studies of electrolyte/electrode interfacial stabil-
ity, a critical step is to identify the possible reaction products formed at the interface.
In the case of solid electrolyte/electrode interfaces, there are two efficient analysis
methods based on two different thermodynamic approximations for such purposes
(Zhu et al. 2015a; Richards et al. 2016; Tang et al. 2018).

• Fast ionic diffusion limit: In this approximation, the diffusing ions in the solid
electrolyte are assumed to be the main mobile species. Under such conditions, the
interface can be modeled as an open system with respect to the mobile species.
The relevant thermodynamic potential is the grand potential. Taking the Li-ion
solid electrolyte as a concrete example, the Li grand potential is expressed as
ϕ = E − μLiNLi, where E, NLi, and μLi are, respectively, the internal energy,
the number of Li atoms in the open system, and the Li chemical potential.
When the metallic Li is taken as the anode, the Li solid electrolyte/anode
interface is modeled as the solid electrolyte at high μLi≈ μLi0, and the Li solid
electrolyte/cathode interface is modeled as the solid electrolyte at low μLi≈
μLi0 − V, where V is the cell voltage and μLi0 as the chemical potential in
metallic Li.

• Multi-species equilibrium: The second method assumes full thermody-
namic equilibrium between the solid electrolyte and electrode in varying
electrolyte/electrode compositional ratios x (between 0 and 1). Specif-
ically, the equilibrium composition at a given ratio x corresponds to
celectrolytex + celectrode(1 − x) with cy being the composition of compound y.
To estimate the likely reaction products at different x values, a pseudo-binary
stability diagram that is like the aforementioned stability diagram for electrode
materials is constructed. In this pseudo-binary stability diagram, however, the
x values correspond to the compositional ratio x, whereas y values are the
associated reaction energy which reaction products have the same composition
as celectrolytex + celectrode(1 − x). This approach tends to be more reflective of the
conditions during actual synthesis and assembly conditions.

Note that the approaches presented here are within thermodynamic approxi-
mations. To capture the kinetic effects on the formation of electrolyte/electrode
interfaces, computationally more demanding approaches, e.g., ab initio molecular
dynamics can be adopted (see Sect. 3.2.6).

2.4.4 Defects and Dopability
Extrinsic doping is a common strategy to further optimize battery material prop-
erties, such as phase stability, ionic and electronic conductivity, and cost. It is
crucial to predict the feasibility of introducing a dopant into a crystal structure
based on first-principles calculation. The size of the supercell model is inversely
proportional to the dopant concentration. Note that different types of doping,
including substitutional, interstitial, and anti-site, need to be considered for the
supercell construction. Generally speaking, the dopability of a species depends on
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its ionic radius and oxidation state relative to existing species in the crystal. In the
case of charge balance doping, the neutral dopant formation energy can be defined
as follows:

Ef (doped) = E (doped)− E (pristine)−
N∑

i=1

niμi (9)

where E(doped) and E(pristine) are the energies of the structure with and without
the neutral dopant, respectively, μi is the atomic chemical potential of species i,
ni is the number of atoms of species i being added or removed, and N is the total
number of species in the doped structure. Synthesis condition can be selected based
on the energy calculation to tune species chemical potential so that the formation
energy can be low enough to prevent any species precipitation. Additionally, the
doped structure should remain stable without any decomposition during synthesis.

3 Kinetics Approaches

There are two widely used first-principles approaches that can assess the kinetics of
alkali-ion diffusion in battery materials: transition state theory-based methods such
as the nudged elastic band approach and ab initio molecular dynamics simulations.
In the following, we will present the key concept of each approach for ionic diffusion
studies as well as their limitations.

3.1 Transition State Theory and the Nudged Elastic Band Method

In materials where the equilibrium lattice sites are well defined, the ionic diffusion
can be investigated using transition state theory. From an atomistic viewpoint,
diffusion can be viewed as a series of hopping events of ions between neighboring
sites. In each hop, an ion migrates from one site to its neighboring vacant site via
an activated state (aka the transition state), which has the highest Gibbs free energy
along the minimum energy path between the two sites. Based on the transition state
theory (Deng et al. 2016; Urban et al. 2016), the rate k at which the hopping event
occurs can be expressed as:

k(T ) = υ∗(T )e−�Ga(T )kBT (10)

�Ga(T ) = Ga(T )−Gi(T ) (11)

Here, �Ga(T) is known as the activation barrier, and it is the difference of the
Gibbs free energies at the activated state (Ga(T)) and initial state (Gi(T)). υ∗ (T)
is the effective attempt frequency at temperature T. In the dilute limit of carrier
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Fig. 5 An example of NEB
computed migration barriers.
The two example structures
are LiCoO2 (LCO) and
NaCoO2 (NCO).
(Reproduced from Ref. (Ong
et al. 2011) with permission.
Copyright (2011) Royal
Society of Chemistry)
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concentration, the diffusivity can be approximated as D(T)∼d2k(T) where d is the
hopping distance (assumed to be known). Moreover, the attempt frequency υ∗(T) is
often assumed to be temperature-independent, and the typical values fall between
1011 and 1013 s−1 (Urban et al. 2016). When the diffusivity follows the Arrhenius
relation (see Eq. 18 below), the activation barrier in Eqs. 10 and 11, �Ga(T),
can be assumed to be temperature independent. When the entropic effects become
negligible, �Ga(T) can be further approximated as DFT energy difference between
the activated state and the initial state (�Ga(T) ≈ �Ea).

For ionic diffusion studies, the nudged elastic band (NEB) method (Jonsson et
al. 1998) is a widely used approach to determine the 0 K activation barriers of the
ion migration paths for a given atomic configuration. This approach requires the
initial and final states of the migration path (aka end points) as input, from which
a given set of intermediate states (aka images) are generated to serve as the initial
guess of the migration path. The minimum energy path is determined by minimizing
the atomic forces in all the images subject to the constraint of a harmonic coupling
(in terms of harmonic springs) between adjacent images. In the end, the activation
barrier (�Ea) is computed as �Ea = Emax − Ei where Emax is the highest energy
along the optimized migration path and Ei is the energy of the initial state. An
example of NEB results is shown in Fig. 5 for layered oxides ACoO2 (A = Li
and Na) (Ong et al. 2011).

In a typical NEB calculation, it essentially comprises the following four steps:

1. Initial structural optimization calculations of the pristine crystal structure.
2. Structural optimizations of the two initial and final state structures.
3. An interpolation between the initial and final states to generate a set of images

along the migration path. The linear interpolation is the most commonly used
scheme for such purpose.

4. An NEB calculation to find the lowest-energy migration path, from which the
highest energy is determined, and hence the activation barrier.
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In the studies of ionic diffusion, the NEB method can be applied to evaluate
the barrier of any given migration path. This makes it particularly useful to probe
the effects of local environment (e.g., local arrangement of the framework) on the
ionic diffusion. Indeed, the NEB calculations have been employed to understand the
diffusion mechanisms in several important battery materials, e.g., layered LiCoO2
and olivine LiFePO4 cathodes (Deng et al. 2016; Urban et al. 2016). Moreover,
the migration barriers from NEB calculations can also serve as inputs for other
techniques, including the kinetic Monte Carlo (KMC) simulations. This is a Monte
Carlo simulation method that studies the time evolution of natural processes using
lattice models, e.g., the diffusion of alkali ions in the battery materials. Using
the local environment-dependent barriers from NEB calculations, a first-principles
cluster expansion can be carried out to parameterize these barriers for Monte Carlo
simulations. More details about the KMC method, including the basic steps in the
simulations, can be found in literature (Deng et al. 2016; Urban et al. 2016).

3.1.1 Limitations of the NEB Method
In studies of alkali-ion batteries, the NEB method has been mainly applied to the
bulk systems (pristine electrodes and solid electrolytes). In the case of noncrystalline
systems, e.g., electrolyte/electrode interfaces, much higher computational efforts are
inevitably required due to the large number of distinct ionic migration paths that
need to be considered due to the lower symmetry. There are two further limitations
of the NEB method compared to the ab initio molecular dynamics simulations (see
Sect. 3.2).

First, the start and end points of the migration path must be specified as
inputs for NEB calculations. For alkali battery materials with complex diffusion
properties, e.g., when ionic motions are highly concerted (common in superionic
conductor electrolytes), the identification of the relevant migration events and
local environment become very challenging. In this scenario, ab initio molecular
dynamics (see Sect. 3.2) becomes the more appropriate technique to use. For this
reason, NEB calculations are primarily performed in dilute carrier limits, e.g., single
alkali-ion vacancy migration in an otherwise fully alkaliated structure or single
alkali migration in an otherwise alkali-ion-free framework structure.

Second, NEB calculations essentially output the migration barrier at 0 K, i.e., the
temperature effects are not considered in the calculations. Besides, to estimate an
accurate hopping rate associated with the migration path, and hence the diffusivity,
the prefactor in Eq. 10 must be computed explicitly. However, it is often assumed to
be some value between 1011 and 1013 s−1.

3.2 Ab Initio Molecular Dynamics Simulations

Molecular dynamics (MD) simulates the atomic motions at finite temperatures by
integrating the Newtonian equations of motions. A key input of this approach is
the description of the interatomic interactions, whereas the main output is the tra-
jectories of the atomic motions. Depending on how the interatomic interactions are
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obtained, MD simulations can be categorized into two general classes: classical MD
and ab initio MD (AIMD) simulations. In classical MD simulations, the interatomic
interactions are expressed in terms of analytical functions with parameters fitted
using either experimental or first-principles data, whereas in AIMD simulations, the
interatomic interactions are obtained by directly solving the Schrödinger equation
with approximations.

Although classical MD simulations are computationally less expensive than the
ab initio counterpart, it does suffer from serious drawbacks stemming from the use
of empirical potentials, e.g., poor transferability across different chemistries, and
the difficulty in dealing with complex interatomic interactions with simple function
forms. On the other hand, AIMD simulations can generally be applied across broad
chemical spaces, and the accuracy of the interatomic interactions is essentially
limited by the underlying approximations of the ab initio approach.

There are two main variants of AIMD models today: Born-Oppenheimer (BO)
variant and Car-Parrinello (CP) variant (Car and Parrinello 1985; Hutter 2012).
For battery-related studies, the former variant is more commonly adopted. The
theory behind these AIMD techniques is beyond the scope of this chapter and is
extensively covered by many excellent textbooks and reviews (Hutter 2012; Marx
and Parrinello 1996). The main disadvantage of AIMD methods is the significantly
higher computational cost compared to the classical MD, and also the NEB method
(Sect. 3.1). This places constraints on the accessible cell size as well as time scale in
AIMD simulations. However, these can be mitigated by the advances in computer
power and the nature of the problem under investigation.

The key output from AIMD simulations is the trajectories of ionic motions, from
which the diffusion properties of materials, e.g., ionic diffusivity and conductivity,
can be evaluated. The AIMD technique has gained tremendous successes in the stud-
ies of alkali-ion battery materials, particularly for the understanding and discovering
novel alkali-ion superionic conductors. In the following, we will first sketch the
well-established analysis methods and how they are applied to understand the ionic
diffusions in battery materials. We will also discuss practical considerations on the
parameter selection, the applications of AIMD in electrolyte/electrode interfaces,
and the limitation of this technique. We should stress that these analysis approaches
are agnostic of the types of MD simulations (i.e., classical and ab initio), and they
are also applicable to other classes of materials, e.g., oxygen conductors in solid
oxide fuel cells.

3.2.1 Ionic Diffusion and Conduction Coefficients
For a given 3D crystal structure with N mobile ions, the self-diffusion coefficient
can be computed from AIMD simulations by evaluating the velocity-velocity
autocorrelation function (Green-Kubo relation):

D∗ = 1

3N

�∞
0
dt

N∑

i=1

〈−→vi (t0) · −→vi (t + t0)
〉
t0 (12)
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where −→v (t) is the velocity of ion i at time t and angular bracket in the integrand
stands for an ensemble average over the initial time argument t0.

This quantity is more frequently estimated from the ionic displacements via the
Einstein equation:

D∗ = 1

2dt
lim
t→∞

∂�
⇀
r (t)2

∂t
(13)

�
⇀
r (t)2 = 1

N

〈
N∑

i=1

[
⇀
r i (t + t0)−⇀

r i (t0)
]2
〉

t0

(14)

Here,
⇀
r0(t) is the position of mobile ion i, and �

⇀
r (t)2 is known as the mean

square displacement (MSD) of the mobile ions over time t as an ensemble average
over the initial time argument t0.

We should stress that the two expressions (Eqs. 12 and 13) for the self-diffusion
coefficient D∗ are equivalent. However, due to the short accessible time scales in
AIMD simulations that are limited up to a few hundred picoseconds in most cases,
the convergence speed becomes an important factor to consider when computing
the diffusion coefficient. In this context, Eq. 13 is more commonly adopted for
computing D∗ because it tends to converge more rapidly than that of Eq. 12
due to the averaging of the square displacements. Moreover, the long-time tail of
the integral in Eq. 12 may also cause numerical inaccuracy when evaluating the
diffusion coefficient in a short simulation time scale.

With the diffusion coefficient at temperature T in hand, the ionic conductivity
can be estimated using the Nernst-Einstein equation expressed below,

σ(T ) = ρz2F 2

RT
D∗(T ) (15)

Here, ρ and z are, respectively, the molar density and charge of the mobile ions in
the simulation cell. For example, z=+1 for alkali ions such as Li+ and Na+. F and
R are the Faraday constant and the gas constant, respectively. We should point out
that since the computed D∗ corresponds to the tracer diffusivity in experiments, the
conductivity derived from Eq. 15 assumes no correlations in ionic motions. Here,
the correlation essentially describes how the displacement of one ion depends on
those of other ions during the diffusion.

In many situations, such ionic correlation can be measured in terms of Haven
ratio HR, (Murch 1982)

HR = D∗

Dσ
(16)

where Dσ is known as charge diffusivity defined below:
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Dσ = 1

6N
lim
t→∞

∂

∂t

〈{
N∑

i=1

[
⇀
r i (t + t0)−⇀

r i (t0)
]}2〉

t0

(17)

The Haven ratio equals one when the ionic motions are uncorrelated, while it
is less than 1 for correlated ionic motions. For fast ionic conductors, HR typically
falls between 0.3 and 0.6 (Morgan and Madden 2014; Bron et al. 2013). Given the
fact that the convergence of Dσ in any molecular dynamics simulations is usually
much slower than that of D∗ , there have only been few AIMD studies that attempt
to explicitly estimate the HR value.

3.2.2 Activation Energy
Apart from the ionic diffusivity and conductivity, another key quantity of interest is
the activation energy Ea. Under the assumption that there are no phase transitions,
one can perform AIMD simulations at multiple temperatures and fit the temperature-
dependent diffusivity D to the Arrhenius relationship:

D = D0e
−Ea/kT (18)

Here, D0 stands for the diffusivity at temperature T → ∞, and k denotes the
Boltzmann constant. One can obtain Ea via a linear fitting of the log of D vs. 1/T
(see Fig. 6a as an example). We should note that AIMD simulations are usually
performed at elevated temperatures, e.g., above 600 K, to increase the number
of diffusion events. The diffusivity at ambient temperatures can also be obtained
from Eq. 18 via linear extrapolation. Nevertheless, we should stress that the scheme
implies that the fundamental diffusion mechanisms remain unchanged between the
entire temperature range of interest.

b

a

a b

Fig. 6 (a) Arrhenius plot of doped structures Na3 + xMxP1-xS4 (M = Si, Ge or Sn). (b)
Isosurface (blue) of Na+ probability density distribution P for Na3.0625Si0.0625P0.9375S4 at 800 K.
(Reproduced from Ref. (Zhu et al. 2015b) with permission. Copyright (2015) American Chemical
Society)
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3.2.3 Analysis of the Diffusion Process
Besides the ionic diffusivity and conductivity, the ionic trajectory data also provide
rich details about diffusion process of ions, including the energy landscape in
the battery material and the related diffusion pathways for the mobile ions. The
latter information can be obtained by calculating the probability density function
P

(−→
r , T

)
, which is a function of both the temperature and a spatial 3D grid

(typically a uniform grid). Specifically, for an input trajectory data with a given
time scale and temperature T, P is computed by first counting the total number of
mobile ions occupying each grid point using a distance-based algorithm. This is
followed by a normalization such that

� �
0 Pd

−→
r = 1 with � being the volume of

the unit cell. Two useful pieces of information can be extracted from the probability
density function: (1) low-energy sites (corresponding to higher P

(−→
r , T

)
values) at

where the mobile ions prefer to reside and (2) pathways for the ionic diffusion. As an
example, Fig. 6b demonstrates the Na+ probability density function in cation-doped
sodium superionic conductor Na3PS4. We should point out that the occupancies of
the symmetrically distinct sites can also be estimated using this function, which
provides useful message for further understanding the ionic diffusion process.

The Van Hove correlation function is a well-known technique to assess the ionic
correlations during the diffusion process. Van Hove correlation function is often
split into two parts, self-part GS and distinct-part Gd, and they are expressed as
follows:

Gs (r, t) = 1

4πr2Nd

〈
Nd∑

i=1

δ
(
r − |⇀r i (t + t0)−⇀

r i (t0) |
)〉

t0

(19)

Gd (r, t) = 1

4πr2ρNd

〈
Nd∑

i �=j
δ
(
r − |⇀r i (t0)−⇀

r j (t + t0) |
)〉

t0

(20)

Here, δ(·) refers to the 1D Dirac delta function. Nd and r are, respectively, the
number of mobile ions in the unit cell and the radial distance. ρ is the number density
for the mobile ions that is used as the normalization factor such that Gd → 1 when
r� 1. In terms of physical interpretation, the self-part Gs(r, t) can be considered as
the probability density of a mobile ion that diffuses away from its initial position by
a distance r after time t. The distinct-part Gd(r, t) describes the radial distribution of
Nd − 1 ions after time t with respect to the initial reference mobile ion. Note that
when t = 0, Gd(r, t) is reduced to the static pair distribution function.

3.2.4 Practical Considerations in AIMD Simulations
Since the AIMD techniques are computationally expensive, special care is required
when selecting the relevant simulation parameters so that it achieves a good
balance between the computational cost and the realistic results. In general, the
selection of these parameters depends strongly on (i) the specific system under
investigation, e.g., fast or slow conductors, and (ii) the type of problem of interest,
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e.g., comparative evaluation for systems with similar chemistries/topologies, or
accurate diffusivity calculations. For any AIMD simulations of interest, key param-
eters include the simulation cell size, total simulation time, time step, simulation
temperature, the ensemble, and so on. An inclusive summary about the parameter
selection can be found in literature for interested readers (Shin and Saal 2018).

3.2.5 Modeling Electrolyte/Electrode Interfaces
AIMD simulations can also be used to explicitly model the electrolyte/electrode
interfaces, which play a crucial role in the battery performance during charge-
discharge process. To obtain more realistic results, the simulation supercell size for
such systems is required to be much larger than the supercell for bulk materials,
especially along the lattice direction normal to the interface. In principle, the diffu-
sion properties at the interfaces may be estimated via AIMD simulations. However,
that requires significant computational efforts due to the required large supercell
and long simulation time scales. More often, AIMD simulations are applied to
simulate the structural evolutions during alkaliation/de-alkaliation process (Leung
and Budzien 2010) and the chemical reactions between the electrolyte (solid or
liquid) and electrode materials from which the likely interfacial reaction products
can be identified (Tang et al. 2018). In those simulations, a smaller supercell size
with a shorter time scale may be utilized to speed up the AIMD simulations and
obtain realistic results in a qualitative manner. Analysis tools have been developed
in recent years that aim to efficiently determine the interfacial products from AIMD
simulations. Among them include the radial distribution function (RDF) analysis.
In that method, the RDFs of all possible products in their crystalline phases are
compared to that of the interface to identify the likely reaction products. We should
note that all these existing techniques are based on various approximations, and they
are required for further improvements.

3.2.6 Limitation of AIMD Simulations
Similar to the NEB method, AIMD simulations are mainly applied to the bulk sys-
tems for their diffusion properties, especially the alkali-ion superionic conductors.
For alkali-ion superionic conductors, key quantities such as ionic diffusivity and
conductivity can often be estimated within the accessible AIMD time scale that is
typically up to a few hundred picoseconds. For bulk electrode material such as alkali
transition-metal oxide cathodes, the presence of transition metals often requires
spin polarization calculations. Also, the ionic conduction in the electrode materials
is usually much slower than in the superionic conductors, implying that longer
simulation time scale may be needed for properly converged ionic conductivity.
Therefore, diffusion studies using AIMD simulations for these materials often
require substantially higher computational cost, and key diffusion properties such
as alkali-ion migration barriers and ionic conductivity are often estimated from
NEB calculations (see Sect. 3.1) instead. Nevertheless, AIMD simulations can still
be performed for the electrode materials for other purposes, e.g., to estimate the
diffusion pathways of the alkali ions, site occupancy, etc.
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As a final note for AIMD simulations, the ionic diffusivity (and activation
energy) of a material at ambient temperatures is essentially obtained via linear
extrapolation from those obtained at elevated temperatures. This implies that the
diffusion mechanisms between the ambient temperatures and elevated temperatures
must stay unchanged. For materials where such condition does not hold, the NEB
method should be utilized instead.

4 Conclusion and Outlook

This chapter provides a general overview of the well-established first-principles
methods used in battery-related studies (electrodes, electrolytes, and their inter-
faces) from both the thermodynamic and kinetics aspects. These include many
key properties of alkali-ion battery: equilibrium voltage, phase stability, elec-
tronic structures, and ionic diffusion properties. First-principles calculations need
to have closed-loop interaction with experimental design and data. Simulations
provide insight into development of new materials and aid in the interpretation of
experimental observations. Experimental results in turn prove the validity of the
theoretical model and proposed mechanism. Despite the remarkable advances of the
first-principles methods in recent years, there remain some pressing challenges in
modeling technique when it comes to (1) noncrystalline systems, e.g., the presence
of intrinsic defects and the electrolyte/electrode interfaces, and (2) the design of
high-voltage high-capacity cathode materials.

First, it should be noted that most of the first-principles methods presented here,
e.g., voltage calculations and NEB methods, have mainly been applied to perfect
crystalline solids. From the experimental perspective, however, intrinsic defects
such as dislocations, stacking fault, and micro-strain are always present in the
synthesized material. These intrinsic defects can have significant impact on the
electrochemical performance of the battery material. In principle, imperfections
(e.g., dopants) can be modeled via the construction of supercell, and the size of
the supercell depends mainly on the defect concentration. Given that there are
often more than one possible configuration upon the introduction of defects, an
efficient structural enumeration is needed to be performed, which is followed by
DFT calculations for each possible distinct configuration. Hence, it eventually leads
to the lowest-energy doped structure. This procedure is often computationally very
expensive, especially in the dilute defect concentration.

Solid electrolyte/electrode interface is another important example of noncrys-
talline first-principles modeling, which is highly challenging at the current stage.
To obtain realistic results, the required supercell needs to be sufficiently large,
especially the length along the normal of the interface that aims to minimize the
artificial interactions between periodic images. In principle, the AIMD method is
suitable for interfacial diffusion studies at finite temperatures. Nevertheless, the
required long simulation time scales as well as the length scales indicates that such
simulations are almost computationally infeasible.



1252 I.-H. Chu et al.

For cathode materials, it should be noted that this chapter is mainly devoted
to intercalation electrode materials, wherein energy storage is possible through a
reversible intercalation in a stable host framework. Although anionic redox has been
recently discovered and confirmed, the capacity of this intercalation type electrode
material is mainly limited to one electron per transition metal. Conversion and alloy
reactions in electrode material are thus proposed to achieve higher capacities. More
oxidation states of TM are feasible in conversion and alloy-type electrodes, which
allows more electrons to reversibly change during electrochemical cycling. Similar
to intercalation reactions, the thermodynamics of conversion/alloy reactions can be
investigated from first-principles calculations by computing the total energy of all
the involved compounds. Additional complexity does exist since conversion/alloy
reactions produce multiple phases or domains with different chemical composition,
where interface and nanosize effects (i.e., requiring noncrystalline modeling) often
dominate the thermodynamic properties of materials.

The solutions to the aforementioned limitations and challenges are multifold.
First, computational power will continue to grow rapidly, which can allow for longer
simulations and larger system sizes and chemical complexity. Second, multi-scale
approaches that aim at bridging the multiple time and length scales are expected
to further improve in the future. That enables us to probe even more realistic
models with higher computational accuracy. Third, the continued development of
automation software tools will also facilitate the studies of battery materials and
significantly minimize the researchers’ time to monitor the simulations. Fourth,
building open-access materials science databases from standardized first-principles
high-throughput calculations can also facilitate the first-principles modeling. More
importantly, with the rapid increase of the computation data, machine learning
models can be trained with a higher prediction power, enabling researchers to
discover hidden design rules for battery materials.
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Abstract

Materials design for next-generation solid-state Li-ion batteries require
atomistic-level understanding of ionic transport mechanisms. It is not well
understood what the required ingredients and design principles are for enabling
high ionic conductivity of inorganic materials at room temperature. Strong ion-
ion interaction, geometric frustration, disorder, and collective motion seem to be
emerging as common themes in recent investigations of super-ionic materials.
This chapter presents an overview of the essential features of these effects, their
relationships, and implications on ionic transport. We illustrate applications
of atomistic computational tools in combination with techniques of statistical
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mechanics, group theory, and computational geometry for analyzing dynamics
and transport mechanisms in the context of understanding and optimization of
leading oxide Li-ion conductors.

1 Introduction

Ability of complex oxide materials to conduct ions lies at the heart of key modern
technologies with high technological impact. Solid-state batteries, chemical sensors,
solid oxide fuel cells, gas separation membranes, and memristors rely on ionic
transport for their function. In particular, safe high-energy batteries for automotive
and stationary energy storage can unlock a market of several hundred billion
dollars, making it arguably the largest technology impact enabled by new functional
materials. Today’s battery electrolytes are based on liquid organic solvents that
are combustible and prone to decompose and passivate the interfaces with elec-
trodes, causing performance degradation. It would be a major technological step
forward to replace the liquid electrolyte in a battery with a solid ion conductor
that is chemically and mechanically stable against the Li metal anode, whose
high gravimetric capacity can double the energy density of conventional cells
with graphite anodes. Over the past two decades, significant progress has been
achieved in optimizing solid-state Li-ion conductors. However, only a few classes
of fast Li-ion conductors are known, and they have been discovered and optimized
primarily by haphazard trial and error. Highest ionic conductivities are found in
sulfides, particularly crystalline Li10GeP2S12 (12 mS/cm at room temperature) and
glassy xLi2S-yP2S5 (3 mS/cm). Oxides are more chemically and electrochemically
stable but have lower conductivity, for instance garnets Li6.55L3Zr2Ga0.15O12 with
conductivity of 1.6 mS/cm and NASICON Li1.3Al0.3Ti1.7(PO4)3 with 1 mS/cm
(Meesala et al. 2017). The great technological importance but limited number
of fast ion conductors has inspired recent efforts to identify new families of
materials more suitable for application in solid-state batteries, but this is inherently
challenging given the nonlinear dependence of conductivity on atomic structure
and composition. Accelerated materials development requires identification of
general design rules and mechanistic principles enabling fast ion transport. Various
qualitative descriptions have been proposed over the last decade, such as sufficient
volume of conduction pathways and high anion polarizability, but these have limited
predictive power. In order to make rational progress in the search and optimization
of fast ion conductors, it is important to develop general physics-based models
and validate their prediction using statistically significant data sets. Formulating a
general microscopic theory of super-ionic transport in solids is difficult because ion-
ion interactions and correlations are especially strong when carrier concentration is
high. Even qualitative mechanistic principles and design rules that govern “super-
ionic” behavior are not yet established, and generalization from only a few known
cases is difficult. This is in stark contrast with the success of band theory and
Fermi liquid model in perturbatively describing electron interactions and transport
in weakly correlated semiconductors and metals. There is evidence that solid-state
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ionic transport in the best conductors exhibits collective features reminiscent of
correlated fluids, where ionic transport is typically much faster than in regular solids.
Despite the long history of the field, complex effects of many-body interactions
on transport in atomic fluids are generally not well captured by analytical models,
making explicit atomistic simulations particularly important. In this chapter, we
illustrate how combinations of techniques of statistical mechanics, group theory, and
molecular dynamics can help develop systematic understanding of ionic transport
in strongly interacting and dynamic systems. We give an overview of practical
computational approaches useful for analyzing transport mechanisms, studying
geometric frustration, and estimating correlation in crystalline and disordered
materials and provide examples of their application to understand solid oxide Li-
ion electrolytes.

2 Simulation Methods

Fast ion conduction arises due to a delicate balance between the interatomic forces
acting on the mobile ions. On one hand, the mobile carrier sublattice needs to be
sufficiently coupled to the host lattice in order to ensure overall thermodynamic and
mechanical stability of the material. On the other hand, the interaction of the mobile
ions with their host cannot be too strong so as to allow for low enough activation
barriers in order for ionic current to flow at device operating temperatures. The
strong ionic interactions of Li ions with the host lattice determine the topology of
sites that can be occupied, typically triangles, tetrahedra, or octahedra formed by
the anions (e.g., O, S, N, or F). In the classical picture of solid-state diffusion, an
ion spends the vast majority of the time rattling in its site, occasionally escaping and
hopping to a neighboring vacant site through a polyhedral face, as illustrated on Fig.
1a. The probability of this hopping event is described by transition state theory as
activated by thermal fluctuations of the host lattice, giving the Arrhenius equation
for temperature-dependent diffusivity:

D(T ) = D0 exp
(−�Ea/

kT

)
(1)

Activation energy �Ea corresponds to the height of the barrier in the energy
landscape separating the two local minima sites. In the case of a single ion moving
in a static periodic potential of an empty lattice, where the transport mechanism
is known, this barrier can be computed readily using the nudged elastic band
(NEB) method that uses a total energy model, such as density functional theory
(DFT) to find the minimum energy path passing through the unstable saddle point
(Jónsson et al. 1998). This approach, however, is only simple when Li ions are
dilute interstitial defects in an ideal crystal lattice and do not interact while hopping
independently of each other. In the best ionic conductors, Li-ion concentrations
are high, which means that Li ions are in close contact and Li-Li interactions are
not negligible. In such strongly interacting scenarios, forces confining Li ions in
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Fig. 1 (a) Ionic transport mechanism in Li garnets, showing Li migration from an oxygen-
coordinated octahedral site to a neighboring tetrahedral site through a face. Geometric hull analysis
determines that the occupancy changed and flags this as a hopping event (Courtesy of Sneha
Akhade). (b) Voronoi decomposition of a crystal automatically identifies polyhedral sites that are
used by the geometric transport analysis algorithm. The thickness of the graph edges connecting the
Voronoi sites corresponds to the number of hops detected in the MD simulation analysis. (Courtesy
of Leonid Kahle)

their sites are counteracted by electrostatic repulsion from nearby Li ions, and Li
ions can displace each other. This leads to a self-blocking interaction where at
most one Li ion can occupy a polyhedral site. As a result, there is a significant
amount of correlation between mobile ions, meaning that the energy landscape
of the Li sublattice (occupancy energies and transition barriers) is complex and
depends on local configuration. Configuration dependence of the energy barrier can
be introduced using the method of cluster expansions (Van der Ven et al. 2001),
but also in this case, the transport mechanisms must be known a priori in order
to compute barriers in all configurations relevant for macroscopic transport. If it is
possible to obtain the energy barriers, the next step is to construct a kinetic Monte
Carlo (KMC) model based on the complete catalog of all possible transitions and
their probabilities.

An alternative practical approach to study complex ion conductors is molecular
dynamics (MD), where interatomic forces are used to simulate the actual lattice
time evolution according to Newton’s equations of motion, without taking as
input any information about transport mechanisms (Alder and Wainwright 1962).
MD has emerged as a powerful tool for examining and optimizing solid ionic
conductors, providing insights into transport mechanisms that are not possible to
obtain experimentally. MD also relaxes the assumption of KMC models of time-
independent transition probabilities, which allows realistic treatment of ion transport
in dynamic environment such as liquids and polymers. At the same time, MD
is significantly more computationally expensive and statistically inefficient than
stochastic methods, since transport is dominated by rare hopping events, and thermal
vibrations consume the vast majority of computation time. Typical simulations using
ab initio molecular dynamics, where forces are obtained from DFT, are limited to
about 200 atoms and 100 picoseconds taking roughly 2 weeks of wall time, using
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the typical time step of 1–2 femtoseconds. The standard approach is to perform
simulations at significantly elevated temperatures usually above 700 K, in order to
rapidly sample ionic motion, and then extrapolate diffusivity to room temperature,
assuming that the Arrhenius dependence in Eq. (1) holds. This approach requires
caution when transport mechanisms are temperature dependent and if phase tran-
sitions occur at lower temperatures. In classical MD, forces are determined from
analytical force fields, such as Buckingham and Morse pair potentials, sometimes
with core-shell polarization and angle-dependent terms included. Classical MD has
the advantage of being several orders of magnitude faster than ab initio dynamics.
The limitation is that every material requires careful selection and validation of the
functional form and parameters of the force field. Special care is needed especially
for ionic transport simulations, since diffusivity is determined by energies of low-
symmetry configurations corresponding to transition states, while available force
fields are typically parameterized to represent equilibrium properties.

3 Transport Mechanism Analysis and Coarse-Graining

A key advantage of using molecular dynamics to study ionic transport in ceramic
electrolytes is the ability to directly characterize atomistic transport mechanisms,
which consist of very fast and rare hopping events determining the long-range
macroscopic transport character of the material. In order to extract information
about the transport mechanisms, it is necessary to separate vibrational motion from
hopping events. The goal is therefore to map the dynamics of Li onto a discrete
lattice of sites in order to analyze the hopping sequences and statistics. One option
for extracting hop events from the MD simulation is to keep a record for every Li
of its nearest-neighbor atoms, based on a carefully chosen distance threshold, and
to detect significant changes in the neighbor lists. This method is easy to implement
but has the disadvantage that trajectory discretization can depend on the distance
threshold and neighbor list, since different types of sites have different anion
coordination numbers. A more robust approach is to first determine the topology of
the host lattice and partition it into nonoverlapping polyhedra formed by immobile
anions. This can be obtained from crystallographic information and/or from Voronoi
decomposition using anions as the vertices. Every Li ion is then assigned to an
available polyhedral site in each MD snapshot. A simple way is to use a 3D convex
hull construction (e.g., using the Qhull code) taking as input the positions of the
Li ion of interest and all anion vertices of the candidate site. If the Li ion is inside
a particular site, then the convex will contain only the anions, and if Li is outside,
then its position will be part of the convex hull. This method is reliable, since there
are no free parameters, with the assumption that the host lattice does not rearrange.
For example, in garnet ionic conductors, this analysis clarified that transport occurs
only by tetrahedral to octahedral to tetrahedral site face-crossing hops, contrary
to earlier conjectures of direct octahedral-octahedral edge-crossing hops (Fig. 1a).
Using MD as a starting point for mechanistic investigations and coarse-graining
dynamics simulations is especially useful when transport mechanisms in a complex



1260 B. Kozinsky

new material are not known a priori. In this way, the transport analysis can be
automated and used for high-throughput investigation of many diverse structural
variations. In practice, this automatic procedure starts from high-temperature ab
initio or classical MD to quickly sample important hopping scenarios. Once the
MD trajectory is discretized, the site-to-site transition sequences and timings can
be extracted to obtain the complete transport mechanism sampled during the MD
simulation. Frequency statistics directly from MD are often insufficient to accurately
estimate hopping probabilities, especially for the more rare events. In such cases,
hopping rates for each event can be estimated using transition state theory, which
relies on barrier height estimation using the NEB method. Finally, the catalog of
transition probabilities can then be used to define a coarse-grained dynamics models
using KMC, mentioned above, which simulates hopping as a stochastic Markov
process while keeping track of real system time. However, this last step may not be
straightforward in some cases we consider below.

The resulting energy landscape determined by this analysis workflow contains
important information about the nature of ionic transport. For example, Fig. 2
shows an example of an MD trajectory of a garnet Li-ion conductor that was first
discretized using the geometric method described above and combined with NEB
calculation of barriers of the pathways connecting the extracted hop endpoints. It
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is noteworthy that the resulting energy landscape is qualitatively different from the
classical picture of a single-ion hopping in a periodic potential landscape of the host
lattice. Instead, Li configurations explore a complex energy landscape in a collective
way, and some events do not even exhibit barriers. Transport proceeds through a
sequence of moves involving multiple Li ions moving downhill or uphill in energy,
and constructing a kinetic coarse-grained model may require an alternative approach
to the conventional individual ion hop picture.

4 Correlation and Collective Motion

The outputs of both KMC and MD simulations are trajectories, or sequences of
atomic positions and corresponding energies and forces on each atom. Information
on positions (or velocities) can be used to calculate transport properties, hopping
mechanisms, and correlation functions. Ionic conductivity can be obtained using
the Green-Kubo formalism, starting from

σ = N2q2

6kT V
limt→∞

d

dt
〈|R(t)− R(0)|〉 = q2

kT

N

V
Dσ (2)

where N is the number of diffusion Li ions, q = 1 is the charge, V is unit cell
volume, and R(t) is the vector connecting the center of mass of all Li ions with
that of the host material at time t. The reference to the host material center of
mass is especially important in simulations of multicomponent systems where the
host exhibits diffusive or fluctuating dynamics (Wheeler and Newman 2004). The
second equality in (2) is the Nernst-Einstein equation defining for convenience
a “conductivity” diffusion coefficient Dσ which, unlike conductivity itself, is not
directly measured. A useful directly measurable quantity is the tracer diffusion
coefficient which is given by

D∗ = limt→∞
1

6

d

dt

1

N

N∑

i=1

〈
|ri (t)− ri (0)|2

〉
(3)

where ri are the positions of the Li ions and the quantity under the derivative
is called the mean square displacement (MSD). It can be shown that Dσ = D∗

when all cross-correlations between displacements of different Li ions vanish. This
is a good commonly used approximation to obtain ionic conductivity from MD
simulations of dilute liquid electrolytes. However, in solid electrolytes, this is not
the case due to significant correlations, as mentioned earlier. The importance of
correlations can be estimated from the Haven ratio which is defined as H = D∗ /Dσ .
Typical Haven ratios for fast Li-ion conductors range between 0.25 and 0.7. The
inverse of the Haven ratio has been interpreted as the average number of ions
that interacts to move collectively (Doliwa and Heuer 2000). Despite the non-
negligible effect of correlations, in practice MSD is the most frequently used
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quantity for estimating ionic conductivity from MD since it converges much faster
with simulation time than the fully correlated conductivity obtained from the center
of mass displacement. The reason is that in the first case, the estimate of the MSD
is based on N-independent Li displacements, while in the second case, only the
single displacement value of the center of mass is used to estimate the conductivity.
Therefore, the statistical variance of the estimate of D* is smaller than that of the
conductivity by a factor of order N2.

Haven ratio can be directly measured (e.g., from dc conductivity and NMR
tracer diffusivity) but only provides a time-averaged indication of ionic correlations.
To understand the microscopic nature of correlations, a detailed examination of
atomic trajectories is necessary, as discussed in the previous section. In some garnet
crystals, Li ions exhibit pronounced collective, or concerted, motion (see Fig. 3a),
where multiple ions are displaced at the same time (Meier et al. 2014) rather than
individual independent hops. In Li3PO4 this type of concerted motion was found
to be responsible for low activation energies of 0.2 eV, while direct hopping has
a migration barrier of 0.6 eV (Du and Holzwarth 2007). Concerted motion and
hopping time correlations were also observed in LixLa2/3-x/3TiO3 (Catti 2011) as
well as sulfides and NASICON ion conductors using ab initio molecular dynamics
(He et al. 2017). In each case, it was noted that collective migrations had lower-
energy barriers compared to mechanisms involving single-ion hops.

To understand the appearance of collective modes, consider a string of ions
moving in a single-particle potential energy surface with amplitude �Es, illustrated
in Fig. 3b. If the ion-ion interaction is strong enough and constrains the ions to be
spaced apart in a way that is not commensurate with the energy landscape maxima
and minima, then the group as a whole experiences a smoother energy landscape,
due to a “window-averaging” effect of the original energy landscape. Such collective
modes, if they can form and move, will statistically dominate transport relative to

Fig. 3 (a) String-like collective motion involving multiple Li ions in tetragonal Li-garnet oxides
(Meier et al. 2014). (b) Effective flattened energy landscape (red) experienced by a string of ions
moving in an external lattice potential (blue). Dilute ions or configurations commensurate with the
external potential minima will experience much higher activation energies in their motion, making
collective motions more likely
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the individual ion hops that are much less frequent due to their higher barriers. This
situation can only happen when nearest-neighbor Li interactions are significant, i.e.,
when the fraction of occupied Li sites is high. This simple picture is an example
of the phenomenon of frustration, as discussed in detail below, where strong short-
range interactions prevent ions from settling into local minima, ensuring collective
mobility. It is interesting that collective “string-like” highly correlated motion has
also been noted in other classes of materials, particularly in regimes close to melting
and glass transitions (Gebremichael et al. 2004). It is not clear whether collective
motion is a necessary ingredient for high ionic mobility or whether it is simply the
lowest-energy excitation in highly correlated situations. Their existence points to
the possibility that super-ionic conductors are close to a sublattice phase transition
where the Li sublattice exhibits liquid-like behavior, motivating the discussion of
phase transitions in the next section.

A practical way to quantify position and time correlations of ionic jumps and to
detect such collective modes is the distinct part of the van Hove correlation function,
defined as

Gd (r, t) = 1

N

∑

i �=j

〈
δ
(
r − ∣∣ri (0)− rj (t)

∣∣)〉 (4)

It describes the conditional probability of finding a pair of distinct atoms such that
they are separated by distance of r after a time delay of t. Gd(r, t = 0) is just
the usual pair distribution function. Gd(r = 0, t) indicates probability of one ion
being replaced by another ion in time t, which can be interpreted as a collective
simultaneous event when t is comparable to the inter-site transition time scale. In
addition to being useful for gaining intuition about ionic transport correlation, the
Van Hove correlation function is measurable experimentally. Its Fourier transform
is the intermediate scattering function that can be measured by neutron spin echo
spectroscopy. This quantity provides a valuable opportunity for direct validation of
MD simulations against experimental data.

5 Geometric Sublattice Frustration

The overall ability of the Li sublattice configuration to rearrange with low transition
barriers is the necessary ingredient of high ionic conductivity. Since ionic transport
is a statistical thermally activated phenomenon, the probability of such rearrange-
ments is proportional to the number of available configurations. It is clear, therefore,
that in order to maximize conductivity, we need to maximize the sublattice entropy.
As with any system in thermal equilibrium at temperature T, the ionic conductor
will minimize the free energy and therefore tend to find low-energy configurations
of the Li sublattice. If the ground state is well ordered, the only available mechanism
for transport is through creation of mobile defects. In regular periodic crystals, the
activation energy required for ionic hopping Ea = Edef + Ehop is a sum of the energy
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required to first create a mobile defect and the migration barrier height. However,
thermal energy scale at room temperature is rather low, with kT only on the order
of 25 meV, making it difficult to overcome strong ionic interactions and disturb a
stable ground state configuration in a crystal. This is the reason that in crystalline
ionic solids, diffusion is much slower than in liquids. The goal in designing a
fast ionic conductor, therefore, is to ensure that the ground state is intrinsically
degenerate or nearly degenerate, so that it is able to rearrange with minimal energy
cost. In materials science terms, this qualitatively corresponds to engineering a high
intrinsic concentration of mobile carriers by varying the composition and structure.
In mathematical terms, this can be described as symmetry breaking and maximizing
the amount of geometric frustration in the Li sublattice, preventing the system from
settling into a low-entropy arrangement.

We generally define frustration as competition between local interactions
(Li-Li and Li-anion), resulting in near degeneracy and disorder in the ground
state configuration of the Li sublattice. Locally, this situation comes about when Li
occupancy of a lattice site cannot be decided based on minimizing total interaction
energy with its neighbor sites. Globally, frustration manifests itself when there is
not a single way to minimize energy by ordering mobile ions on their sublattice.

Intuitively, the role of frustration is to flatten the energy landscape of Li ions,
preventing locking of mobile carriers in deep energy minima corresponding to stable
ordered arrangements (Fig. 3b). Li ions in the frustrated sublattice are then forced to
explore the large number of degenerate states in a narrow energy window. Effective
frustration, which maximizes the sublattice entropy, results in a high concentration
of charge carriers and high interstate transition rates, the two necessary ingredients
for fast ion conduction.

Geometrically frustrated systems have a long history in solid-state physics, tradi-
tionally studied in the context of antiferromagnetic spin models on various lattices
with short-range interactions. Due to the rich physics and emergence of unexpected
phenomena, frustration in magnetism is an increasingly active research field in
condensed matter theory (Balents 2010). Complexities arising from the presence
of extensive ground state degeneracy lead to unusual thermodynamic and transport
effects. These include suppression of finite temperature order-disorder freezing
transitions, giving rise to disordered spin liquid ground states. Recently attention
to frustrated lattice systems has increased due to the emergence of Majorana
fermions, topological quantum excitations resembling relativistic particles (Kitaev
2006).

In order to illustrate the concept of frustration and its implication on charge
transport, let us consider a simple model: a two-dimensional antiferromagnetic
Ising model with nearest-neighbor interactions on a triangular lattice. As illustrated
on Fig. 4a, once opposite spins occupy two of the three corners of a triangle,
there is no unique choice for the third spin direction that minimizes the energy.
To connect this peculiar behavior to charge transport, we can map the lattice spin
variables to charge occupancy, so that spin up corresponds to occupied site and spin
down to unoccupied, as shown on Fig. 4a. The antiferromagnetic spin interaction
physically corresponds to electrostatic repulsion of charges on neighboring sites.
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Fig. 4 (a) Frustrated configuration of spins on a triangle is mapped onto site occupancy in a lattice
gas model. The two configurations have the same energy if only nearest-neighbor interactions are
considered. (b) One of many possible ground state configurations at ½ occupancy of the triangular
antiferromagnetic Ising model. (c) A well-ordered low-entropy ground state configuration exists
for occupancy fractions 1/3. At slightly higher occupancy, entropy increases, since additional
charges can freely move through the ordered background, forming a dilute gas

This construction is representative of a class of lattice gas models with on-
site exclusive constraints. Frustrated lattice models are commonly discussed in
the context of spin or electron charge degrees of freedom, but it is natural to
extend this understanding to crystalline ionic conductors. In fact, the triangular
lattice gas model describes Li-ion configurations in transition metal layered oxides
Lix(Ni,Co,Mn)O2 (0 < x < 1), which are by far the most commonly used cathode
materials in Li-ion batteries today. In these materials, the crystal structure is made up
of layers of oxygen-coordinated edge-sharing octahedral sites filled with transition
metals, separated by layers of octahedral Li sites that form a triangular lattice, such
that Li ions move in and out of the layers during battery cycling.

Relevant temperature scales in this lattice gas model are approximately given in
terms of the nearest-neighbor interaction strength V. The simplest to understand is
the high-temperature behavior kT >> V, corresponding to a disordered gas phase
in which charges can move via independent hops, only subject to the exclusive
site occupancy constraint. At low temperature kT << V, the system settles into the
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ground state configuration (solid phase). At intermediate temperatures, the system
leaves the ground state manifold, and a population of mobile defects exist, e.g., all
three triangle corners occupied or empty.

Due to local frustration, the ground state at half-filling (n = 1/2, i.e., zero
average magnetization) is highly degenerate, allowing many configurations with
the same lowest energy (illustrated in Fig. 4b). This model with only nearest-
neighbor interactions can be solved exactly to show that there is actually no ordering
phase transition at any finite temperature (Wannier 1950). In other words, the spin
lattice never truly freezes and remains in a glassy state. We should note that this
is true because the nearest-neighbor antiferromagnetic interaction is incompatible
with the triangular lattice symmetry in the case of n = 1/2, but there exists a well-
ordered ground state at n = 1/3, where a pronounced freezing transition occurs at
finite temperature and consequently entropy and transport are strongly suppressed.
This emphasizes that “local frustration” does not necessarily guarantee ground
state degeneracy. Instead, ground state degeneracy is a function of both carrier
concentration and global lattice symmetry, as elaborated further in the next section.

Remarkably, the frustrated ground state without any “defect” excitations has sub-
stantial ability to rearrange, due to local charge motions. Monte Carlo simulations
of thermodynamics and transport indicate that this system appears to possess a
sufficient amount of residual entropy in the n = 1/2 ground state to allow for finite
conductivity, even in the presence of long-range interactions (Levitov and Kozinsky
1999). When long-range screened Coulomb interactions are included for n = 1/2,
the degeneracy is broken, and an ordering phase transition appears but at much
lower temperature than in the case of n = 1/3, indicating that frustration effectively
suppresses freezing. In this regime, charge transport has collective character of
a correlated fluid due to strong short-range correlations between charges which
constrain individual charge migrations, preserving the degenerate ground state
manifold of configurations. The change in conductivity behavior while cooling
down from the disordered into the correlated fluid and solid phases can also be
seen in Fig. 5. The low-temperature curves indicate that the conductivity vanishes
more quickly near the densities of a simple fraction form (n = 1/4, 1/3, 1/2). This
corresponds to freezing of the system into states commensurate with the lattice at
these values of n. The qualitative features of the phase diagram and its influence
on charge transport do not seem to be affected by including disorder (Novikov et al.
2005). So far the model only considers energy of configurations and does not include
kinetic details of inter-site transition. Even when more detailed hopping mechanisms
are included specifically to describe transport of Li in LixCoO2-layered oxides
using cluster expansions and kinetic Monte Carlo, the main effects of concentration
dependence of conductivity are preserved (Van der Ven et al. 2001). This simple
2D model demonstrates the key principle that charge transport without defect
excitations is possible in an ideal symmetric lattice, as long as frustration exists that
establishes degeneracy and disorder at non-commensurate carrier concentrations. In
a later section, we will see that this principle allows us to understand and design
more complex ionic conductors.
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Fig. 5 The scaled conductivity in the triangular lattice gas model with long-range screened
Coulomb interaction, as a function of charge occupancy fraction n for several temperatures. The
temperature values are given in the units of V(a), the nearest-neighbor interaction. Arrows mark
the features corresponding to the freezing phase transitions at n = 1/4, 1/3, 1/2. Dashed line
corresponds to the high-temperature limit. The symmetric high-occupancy half of the concentration
range is not shown. (Levitov and Kozinsky 1999)

5.1 Algebraic View of Sublattice Frustration

We now turn to the discussion of ways to identify and design materials with
frustrated mobile sublattices. In mathematical terms, the appearance of a strong
degeneracy of the ground state requires that there is no low-entropy highly
symmetric configuration commensurate with the host lattice. At the same time,
frustration arises due to strong short-range interaction, which requires high
Li-ion concentration in the material. From this point of view, when optimizing
ionic conductivity of a particular crystal, Li concentration is the key tuning
parameter. In the light of the discussion in the previous section, our goal is to
identify high-symmetry ground states of the sublattice configuration, into which Li
ions can freeze. Ability to do this has wide applicability in general, especially for
Li-containing crystals, since Li has a very weak X-ray scattering cross-section
and Li site occupancies are very difficult to assign without resorting to neutron
diffraction of single-crystal samples. The nature of ionic conduction is also very
difficult to observe, only indirectly using solid-state NMR techniques. In the
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context of fast ion conductors, knowledge of where ordered configurations appear
in the composition space is critical to guide optimization away from these Li
concentrations, thus maximizing frustrated disorder.

In order to systematically and rigorously identify ordered ground state configura-
tions as a function of Li occupancy, group theoretic tools are particularly effective.
We illustrate this approach in the case of Li-garnet family of ionic conducting
crystals with room temperature ionic conductivity of up to 1.6 mS/cm. Combined
with its electrochemical stability in contact with Li metal and high mechanical
toughness, this makes it an attractive and widely investigated candidate for a solid
electrolyte in a Li metal battery. The prototypical garnet structure is body-centered
cubic (group Ia-3d No. 230) with the chemical formula LixB3C2O12. This structure
is remarkably robust in regard to changes in the B and C cation composition
(B = La, Ca, Ba, Sr, Y, Pr, Nd, Sm-Lu, and C = Zr, Ta, Nb, Nd, Te, W) and is
able to accommodate Li concentrations x ranging from 3 to 7 per formula unit. In
the vast majority of crystalline oxides, Li ions occupy octahedral and/or tetrahedral
sites. Garnets are no exception; there are two distinct sets of sites: octahedral
(O, Wyckoff position 48 g) and tetrahedral (T, at position 24d). The numbers
indicate multiplicities, i.e., 48 O sites are equivalent and can thus be either all filled
or all empty in the prototype group of the host lattice. Each T site shares a face
with four O sites, while each O site shares a face with two T sites, thus forming a
percolating Li site network of pathways for ionic conduction.

The arrangement of Li ions among available crystallographic sites is the main
degree of freedom that controls ionic transport. However, complete brute-force
analysis of Li orderings is impossible: for instance, in the simple cubic cell
representation of the x = 7 garnet, there are 72 Li sites, of which 56 are occupied,
resulting in 1015 possible arrangements. In order to deal with the combinatorial
space of configurations, it is useful to apply crystal group analysis to classify
simply ordered Li arrangements for each composition x. The procedure starts with
exhaustive crystallographic projections of the prototype high-symmetry group of the
host lattice (Ia-3d No. 230 in case of garnets) onto lower-symmetry subgroups. This
allows to split the high-symmetry Wyckoff positions (48 g and 24 d), corresponding
to all filled or empty T and O sites, into sets of smaller multiplicities, so that
they can be separately occupied. The resulting structures are the highest symmetry
configurations, commensurate with the host lattice space group, where Li occupies
a fraction of the sites. For instance, group No. 198 P213 is a cubic subgroup of the
parent group, where the T site with the original prototype Wyckoff position 24d
is split into two Wyckoff positions 12b corresponding to two subsets of 12 sites
related by symmetry operations. Each subset can then be occupied independently.
There are many ways of breaking the parent prototype symmetry, and going down
to the triclinic group P1 corresponds to removing all symmetry and enumerating all
possible configurations, which is not feasible. Therefore, it is practical to constrain
the search to structures that have high enough symmetry to be likely ground
states and can be represented using small unit cells in an ab initio simulation.
Mathematically this corresponds to calculating the tree of maximal subgroups of the
parent prototype group of the host lattice, limiting them to certain Bravais lattices
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(e.g., only cubic or tetragonal) and a low k-index. The k-index of a subgroup is
the multiplication factor relating the volume of the primitive cell of the subgroup
with respect to the primitive cell of the original prototype structure. We can then
analyze the splittings of Wyckoff positions in each subgroup and conjugacy class
in order to identify symmetrically related sets of Li sites and their multiplicities.
A simple 2D example of crystal symmetry breaking is illustrated on Fig. 6a. This
procedure has the advantage of rigorously evaluating all possibilities starting with
the highest symmetry and usually results in only a few hundred high-symmetry
configurations with various Li concentrations, a significant reduction compared to
the original space of possibilities.

To implement the subgroup projection in practice, it is convenient to use symme-
try tools provided by the Bilbao Crystallographic Server (Aroyo 2006). For the case
of garnets, a partial tree of maximal subgroup projections down to orthorhombic
symmetry and k-index 2 is illustrated on Fig. 6b, which lists symmetry equivalent
sets of sites with their Wyckoff multiplicities. Crystal structures are constructed of
the simple cubic cell where each independent set of Wyckoff positions is either
included or excluded in the structure. The total energy of each configuration is
computed using density functional theory. For the garnet family, the result is that
there are unique low-energy configurations at certain integer values of Li compo-
sition (x = 3, 4, 6, 7). High-symmetry configurations also exist at other integer
compositions but are very close in energy (less than 3 meV per atom), resulting in

Fig. 6 (a) Illustration of symmetry breaking preserving square symmetry in a larger supercell (k-
index 4). Different colors represent sets of equivalent positions that can be removed or displaced
according to the subgroup Wyckoff positions. (b) Partial group-subgroup relationship tree that
exemplifies a typical set of paths from the parent group No 230 to lower-symmetry subgroups.
T and O represent tetrahedral and octahedral sets of sites, respectively, together with their
multiplicities
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Fig. 7 (a) Ionic conductivity as a function of Li content x in the garnet crystal, from MD
simulations. Red triangles indicate compositions at which ordered ground states were identified
by the subgroup projection method. (b) Logarithm of the tracer diffusion coefficient versus inverse
temperature for the x = 6 structure, illustrating the order-disorder phase transition at about 900 K.
Black circles represent high-temperature values, and green triangles represent low-temperature
values

disordered structures at room temperature. At non-integer compositions, no low-
entropy ground states are found at all by the symmetry analysis, at least within the
constraint of a cubic structure with fewer than 200 atoms in the unit cell. Since
Li-Li interactions are weak beyond the length scale of the already large unit cell
(13

′
Å), this constraint is physically justified. Compositions where ground states

have high degeneracy and frustration due to symmetry incompatibility are expected
to have the highest ionic conductivity. Indeed, as illustrated in Fig. 7a, conductivity
is noticeably suppressed near precisely the compositions where well-ordered ground
state Li configurations exist, with non-negligible excitation energies. On the other
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hand, much shallower energy landscapes and degeneracy result in better ionic
mobility in disordered configurations that arise in situations of frustration, where
order-disorder phase transitions are suppressed (Kozinsky et al. 2016), and much
lower conductivity when order-disorder transitions appear at high temperature, e.g.,
at x = 6 (Fig. 7b).

6 Extrinsic Disorder: Amorphous Materials and Random
Alloys

An alternative way to avoid ordered Li sublattice configurations is to break the
translational symmetry of the host lattice. Extrinsic disorder can be implemented
in several ways. By melting and rapidly cooling, some crystalline materials can be
turned into glasses that remain in the state of quenched disorder indefinitely at room
temperature. This process typically preserves the local coordination and bonding
features of the crystal but destroys the long-range order. Examples of materials
where ionic conductivity in crystalline form is significantly lower than in amorphous
structure are Li3PO4 and LiAlSiO4. Geometric frustration between the building
blocks of the host lattice (not Li sublattice as discussed earlier) can result in a
glassy disordered morphology of the material (e.g., water ice). Disorder can also be
introduced by random site occupancy in regular crystals, preserving the long-range
lattice structure. For instance, experiments and MD simulations show that random
alloying in Ba1−xCaxF2 enhances F-ion conductivity by a factor of 105 (Duvel et
al. 2017). Similarly, classical molecular dynamics indicated that Li4SiO4-Li3PO4
crystalline alloy mixtures exhibit 2–4 orders of magnitude higher ionic conductivity
than either endpoint (Deng 2015).

The effect of extrinsic host disorder on ionic transport is not well understood,
despite significant interest (Dyre et al. 2009), and numerical modeling plays a
central role in this direction. Open questions remain about the nature of order-
disorder phase transitions in lattices with quenched extrinsic disorder. A useful
model to represent extrinsic quenched disorder is the “random-field Ising model,”
where each site experiences a random local chemical potential (Berretti 1985).
For strong enough disorder, suppression and eventual elimination of order-disorder
transitions are observed, but the cause is very different from geometric frustration.
Monte Carlo simulations are used to examine different regimes that are not covered
by analytical renormalization group techniques, far away from critical points.
There is also incomplete understanding of how quenched disorder relates to ionic
transport. Qualitative features of transport in disordered systems are illuminated
using the random barrier model (Dyre 1988). In this model, a single particle
is hopping on a lattice, where barrier heights between sites are drawn from a
smooth probability distribution. In 2D and 3D, long-range transport happens along
percolation paths composed of hops with low migration barriers. Thus diffusion
at low temperatures is controlled by a single critical percolation energy barrier,
explaining why Arrhenius behavior is observed in systems with a wide range of
activation energies. In large-scale MD simulations of disordered systems, care must
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be taken to ensure that tracer diffusivity is sampled for long enough time for the
system to equilibrate and reach a truly long-range diffusive transport regime, as
opposed to Li exploring a confined percolation cluster in a sub-diffusive mode.
This can be done by checking whether the mean square displacement increases
linearly with time, as expected from Fick’s law and Einstein relation. At higher
temperatures, a wider range of pathways and a larger fraction of activated mobile
ions may start contributing to the transport. In experiment deviations from Arrhenius
behavior are observed in glass ionic conductivity at high temperatures, but the
reason is still not well understood (Kincs and Martin 1996).

6.1 Host Dynamics

In addition to static extrinsic disorder, in some of the best ion conductors, the host
itself has mobile degrees of freedom that couple in nontrivial ways with the mobile
ions. Host dynamics on the time scale of Li migration can effectively introduce
fluctuations of the Li configuration energy landscape, preventing long-term locking
in local minima. This effect is well known in liquid electrolytes, where solvation
shells of mobile species are dynamic, resulting in very high diffusivity values. The
most widely studied solid electrolytes relying on host dynamics are polymer salt
solutions, particularly the family of polyethylene oxide (PEO)-based polymers. In
these electrolytes, Li ions are coordinated by the polymer, and conduction mainly
happens due to segmental motion of the flexible chains, with Li occasionally
hopping from one chain to another. As a result, PEO polymer electrolytes only
have substantial ionic conductivity above their glass transition temperature, when
the host polymer has significant local mobility, similar to a viscous liquid. Due
to the dynamic nature of the host, molecular dynamics is the only option for
simulation, and due to the size of these amorphous systems (>5000 atoms) and long
equilibration times (>10 ns), classical molecular dynamics is the method of choice,
typically using force fields developed for organic molecules. In some inorganic
materials, dynamic host behavior is also important in assisting ionic transport by
preventing mobile ions from ordering and by increasing the rate of exploration of
the configuration landscape. In oxides host dynamics are rare due to strong ionic
interactions, but some examples are found in covalently bonded oxide polyanion
materials. These types of dynamic mechanisms are material-specific, and due to the
mixed ionic-covalent nature of bonding, ab initio molecular dynamics is mostly used
to study the interplay between structure dynamics and ionic transport. For instance,
high proton conductivity is demonstrated by ab initio MD to be mediated by fast
SO4 anion in-place rotations in CsHSO4 proton electrolyte (Wood and Marzari
2007). In the recently discovered class of closo-borate fast ion conductors such
as Li2B12H12, the (BH)x

2− anion centers are ordered on a regular lattice due to
long-range electrostatic interaction, but their icosahedral geometry is incompatible
with the lattice symmetry (Kweon et al. 2017). This geometric frustration causes
the anions to exhibit orientation disorder and in-place rotation. Li ions jump in the
extremely dynamic energy landscape, driven by its fluctuations, and explore a large
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number of available dynamic sites. This type of “dynamic frustration” is a promising
mechanism to enhance ionic mobility explore and requires further understanding.

7 Outlook

There is converging understanding from recent molecular dynamics and experi-
mental work that ionic transport in fast Li-ion conductors at room temperature
is different from the classical picture of independent migrating defects and that
concepts based on single particles are not entirely relevant. Evidence of importance
of many-particle collective effects comes from molecular dynamics simulations
and from measurements of the Haven ratio. Correlated transport phenomena are
prominent, but their origins need deeper microscopic and statistical understanding.
In a surprising number of cases, mobile sublattice disorder seems to dramatically
improve ionic conductivity, whether it is due to frustration, extrinsic distortion and
alloying, or dynamic coupling to the host fluctuations. In particular, Li sublattice
frustration with maximal residual entropy may be a promising recipe for high ionic
conductivity at low temperature, due to both high carrier concentration and their
collectively mobile behavior. The reasons and mechanisms are not yet well known
and may not be the same in different materials, but the complex regimes of high
Li-ion concentration and strong interaction deserve a general systematic con-
sideration. This further elevates the importance of explicit molecular dynamics
approaches and development of fast transferable ways to accurately simulate
complex ion dynamics, especially dealing with rare hopping events. Toward the goal
of establishing a common framework of understanding room temperature fast ion
transport, we underscore the relevance of rigorous methods developed in other fields
for describing sublattice order-disorder phase transitions and transport in correlated
liquids and disordered media.
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Abstract

Perovskite materials are widely used as catalysts and electrocatalysts in energy
conversion devices. Their bulk transport properties can be tuned flexibly for
many applications. While the ion and electron transport properties in their
bulk are generally well-understood, the surfaces remain much less explored
and challenging. Surface instabilities give rise to compositional deviations in
the near-surface region or even the precipitation of secondary phases. These
deteriorate the surface catalytic properties under operating conditions, thus
reducing efficiency and lifetime of devices.

In this contribution, the bulk and surface chemistry of perovskite oxides for
solid oxide fuel cell applications are explored for selected compounds relevant
for application. Starting with a short description of the bulk defect chemistry of
perovskite oxides, the challenges for both theory and experiment in treating these
materials are highlighted. Surface instabilities and a selection of mechanisms
for surface stabilization are explored, such as electronic reconstruction, ionic
segregation, and the formation of stable AO surface terminations. Finally, the
O2 dissociation is examined at two different stable AO terminations, where
it is revealed that the nature of the active sites differs for the SrO and LaO
terminations on SrTiO3 and La2NiO4+δ, respectively, so that the O2 dissociation
follows fundamentally different mechanisms on these surfaces.

1 Introduction

Perovskite oxides are an important class of materials that are widely applied in solid
oxide fuel cells (SOFCs) and solid oxide electrolysis cells (SOECs) as electrode
or electrolyte materials (Mahato et al. 2015; da Silva and de Souza 2017). They
are also used as catalysts for electrochemical and thermochemical splitting of H2O
and CO2 (Scheffe and Steinfeld 2014; Rao and Dey 2016) and as catalysts for
production of fuels, such as H2 and syngas (Agrafiotis et al. 2015). These oxides
achieve high oxygen ion conductivity at high temperatures as well as high electronic
conductivity, both of which are important properties for SOFC electrode materials.
The exchange of oxygen at the surface limits the overall rate of the oxygen reduction
reaction (ORR) in fuel cells and the oxygen evolution reaction (OER) in electrolysis
and thermochemical splitting of H2O and CO2. In general, these reactions will be
referred to as oxygen exchange.

Perovskite oxides can be represented by the general formula ABO3, where A
is a large cation (typically from the alkaline earth or rare earth groups) and B is a
small cation (typically a transition metal). Due to the flexibility of the perovskite
structure, the cations in the A- and B-sublattices can be easily substituted by other
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ions, thus making it possible to tailor the bulk properties (such as electronic or
ionic conductivity or the band gap) as required. The perovskite lattice was originally
identified for the mineral CaTiO3. The structure of the perovskite lattice depends on
the proper ratio between the radii of the A-site and B-site cations (Abbes and Noura
2015; Goldschmidt 1926). Owing to the large ionic radii, alkaline and alkaline earth
elements from the first and second group of the periodic table are often the choice
for the A-site cation. They are characterized with low ionic charge: +1 or + 2.
B-site elements with small ionic radii are often the transition metals, which are
characterized with large ionic charge. The B-site element, i.e., the transition metal, is
situated in the center of an octahedral coordination sphere of oxide ions, where one
oxide ion bridges two B-site centers. The B-site – O – B-site angle is characteristic
for the perovskite lattice varying between 180◦ and 140◦ depending on the ratio of
radii of A-site and B-site cations and the degree of doping. The tilted octahedral
structure forms the BO2 sublattice of the perovskites. It is worth noting that despite
the perovskites showing mostly an ionic character, some degree of covalency is
observed due to overlap between the d-orbitals at the B-sites and the 2p-orbitals
at the oxide ions (Yagi et al. 2015). That leads to a deviation from the formal
charges at the B-sites and the oxide ions and is the foundation for the high electronic
conductivity found in some perovskites, e.g., LaCoO3. The perovskite lattice is not
limited to oxides but is a more general crystallographic structure that allows the
incorporation of organic fragments, e.g., the hybrid perovskites recently applied in
the solar cells (Wu et al. 2017).

One of the most important and best-studied perovskite materials for energy
conversion applications is La1-xSrxMnO3 (LSM). It is a promising material for
SOFC/SOEC electrodes that exhibits superior electronic conductivity, oxygen
reduction kinetics, thermal stability, and compatibility (e.g., thermal expansion
coefficient) with the commonly used solid electrolyte materials, such as yttrium-
stabilized zirconia (YSZ) or gadolinium-doped ceria (GDC). As the oxygen
exchange at the surface is typically rate-limiting, tuning of the electrode surface is a
key aspect in the development and optimization of materials for energy conversion
applications. With Sr-doped perovskite materials, a fundamental problem arises
because these materials have a tendency to form passivating Sr-rich layers on the
surface due to segregation of the dopant strontium ions (Li et al. 2017). This surface
layer inhibits the oxygen exchange at the surface, thus increasing polarization
resistance and reducing the energy efficiency of the SOFC cell.

A major application of complex perovskite materials is as air electrodes in high-
temperature electrochemical solid oxide devices. This is because of their catalytic
activity for molecular oxygen activation and molecular oxygen dissociation reac-
tions on cathodes for solid oxide fuel cells, as well as molecular oxygen evolution
reaction from anodes in solid oxide electrolyzers (Ishihara 2009). This catalytic
activity is characterized by a high value of the surface exchange coefficient for oxy-
gen (k), measured by techniques such as isotopic oxygen exchange, which gives a
measure of the flux of oxygen crossing the surface at chemical equilibrium. A proper
understanding of the underlying principles of these processes is crucial for the fur-
ther optimization of the materials used in these solid oxide electrochemical devices.
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While studying and understanding the ionic transport through the solid oxide
electrolyte require expertise, mainly in the field of materials science, the reactions
on the electrode surfaces add many additional levels of complexity. These reactions
occur at the solid-gas interface, and their understanding requires expertise in the
wider fields of materials science, surface science, and chemical catalysis (Burriel
et al. 2014; Li et al. 2015). In order to be able to elucidate the surface processes
on perovskite electrodes, one should be able to correctly understand the precise
surface composition, surface reconstruction, the difference in properties between
the surface and the bulk, as well as the evolution of the molecular chemistry
of the catalytic reactions. This requires an active collaboration between material
scientists, in materials and device preparation; spectroscopists, applying ion beam-
based techniques such as low-energy ion scattering (LEIS) and secondary ion mass
spectroscopy (SIMS) (Druce EES 2014; Chen et al. 2015; Téllez et al. 2015); and
the efforts of theoreticians applying first-principles quantum mechanical methods to
elucidate the molecular catalysis at atomistic scales (Mastrikov et al. 2018; Akbay
et al. 2016; Staykov et al. 2015). Thus, to further our understanding of the oxygen
reduction reaction on perovskite surfaces, it requires knowledge of the molecular
chemistry of oxygen, understanding of the high-temperature surface reconstruction,
the bulk material properties, and the catalytic chemistry on the perovskite surface.

2 Regimes in the Bulk Defect Chemistry of LSM

Many properties of perovskite materials, such as oxygen exchange and diffusion
coefficients, band gap, and electronic conductivity, are strongly related to the bulk
and surface defect chemistries of these materials. The dominant defects in oxides
change with p(O2), and for perovskite oxides, five defect regimes can be identified
as shown in Fig. 1a.

Nonstoichiometry, which introduces a high concentration of cation or anion
vacancies, can be efficiently probed using thermogravimetric analysis (TGA) after
equilibrating the sample in Ar–O2, CO–CO2, and H2/H2O gas mixtures (resulting
in well-defined oxygen chemical potentials μ(O2)). For LaMnO3, the characteristic
nonstoichiometry isotherm, the curve of 3 ± δ vs. Log(p(O2)/p0), is S-shaped as
shown in Fig. 1b, with δ indicating the amount of oxygen excess (+δ) or deficit
(−δ). Around the turning point, the composition is stoichiometric with an A/B/O
ratio of 1/1/3. At higher (oxidation) or lower (reduction) p(O2), different defects
dominate as indicated in Fig. 1a (top) with consequences for oxygen stoichiometry,
oxygen vacancy concentration, and electronic conductivity as shown in the boxes in
Fig. 1a.

Under reducing conditions (low p(O2) and/or high T), which correspond to the
3 – δ branch in Fig. 1b, perovskite oxides form oxygen vacancies, thus reducing the
transition metal cations (defect regime V):
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Fig. 1 Schematic diagram of defect chemistry in acceptor-doped perovskite oxides. (a) nonsto-
ichiometry, oxygen vacancy concentration, and electronic conductivity as a function of p(O2),
divided in five defect regimes. (b) Nonstoichiometry of LaMnO3 (solid curve) and 20% Sr-doped
LaMnO3 (dashed curve) as a function of Log(p(O2)). (Adapted from De Souza and Kilner 1998)

2Mnx
Mn + Ox

O = 2Mn′Mn + Vö +
1

2
O2 (1)

In the case of LaMnO3, Mn3+ is reduced to Mn2+. Under oxidizing conditions
(high p(O2) and/or low T), LaMnO3 incorporates additional oxygen into the lattice
by forming cation vacancies in equal proportion on A- and B-sites (defect regime I):

6 Mnx
Mn +

3

2
O2 = V′′′La + V′′′Mn + 6 Mn·Mn + 3Ox

O (2)

To compensate the high negative charge of the cation vacancies, 6 Mn3+ cations
are oxidized to Mn4+. The incorporation of additional oxygen is easily identified
from the 3 + δ branch as shown in Fig. 1b (solid line).

Doping LaMnO3 with Sr2+ also leads to the formal oxidation of Mn3+ to Mn4+
(defect regime II):
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Mnx
Mn + Lax

La + Sr2+ = Mn·Mn + Sr′La + La3+ (3)

The oxidation of manganese through Sr doping suppresses the formation of
cation vacancies, thus shifting the nonstoichiometry curve to higher p(O2) (cf.
Fig. 1b, dashed line). Twenty percent doping is sufficient to make the oxygen-excess
region inaccessible at T > 1300 K Mizusaki Solid State Ionics 2000. However,
the oxidation of Mn3+ to Mn4+ facilitates the formation of oxygen vacancies, Vö
(defect regime III):

2Mn·Mn + Ox
O = 2Mnx

Mn + Vö +
1

2
O2 (4)

The occurrence of different charge states of manganese, Mn2+, Mn3+, and
Mn4+, can be considered implicitly by introducing the charge disproportionation
equilibrium:

2Mnx
Mn = Mn′Mn +Mn·Mn (5)

Defect regime IV does not occur in acceptor-doped LaMnO3, as doping is
compensated by Mn oxidation, rather than the formation of oxygen vacancies.

2.1 Formation of Oxygen Vacancies

Bulk oxygen vacancies play a crucial role for oxygen transport properties in SOFC
cathodes and electrolytes. Surface oxygen vacancies have also been proposed as a
decisive factor for the activity of LSM in the dissociation of O2 (Mastrikov et al.
(2018); Kuklja et al. 2013). At technologically relevant doping levels of 20%, 1 bar
O2, and 900 ◦C, the oxygen vacancy concentration is on the order of 10−8 (Berenov
et al. 1999). As a result, LSM20 has a slow oxygen diffusivity in comparison with
other transition metal perovskite-based MIECs like LSCF. Before considering the
modeling of oxygen vacancies, experimental results for LSM shall be summarized
first in order to assess the reliability of first-principles calculations.

2.1.1 Experimental Investigation of Oxygen Vacancies in LSM
For determining defect formation energies from experiments, there are two popular
approaches. In the first, the reaction energy of a defect formation reaction is obtained
by fitting the temperature dependency of the corresponding equilibrium constant.
These equilibration constants can be obtained by fitting the defect concentrations
to nonstoichiometry data obtained from experiments. The thus-obtained energy is
not a pure vacancy formation energy, as several effects (ionic and electronic) occur
simultaneously. Consider the oxygen vacancy formation (reduction) in Eq. 4. Using
the bracket notation for site fractions, the equilibrium constant can be written as
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Kred =
[
Mnx

Mn

]2 [
Vö

]
p

1/2
O2[

Mn·Mn

]2 [
Ox

O

]
p

1/2
0

= e−
�redG0
RT , and (6)

−R T ln (Kred) = �redH − T �redS. (7)

Throughout the text, p0 indicates the standard pressure (105 Pa), T the tempera-
ture, R the universal gas constant, andΔiH,ΔiS,ΔiG0, andΔiK the molar enthalpy,
entropy, standard Gibbs enthalpy (at p0 = 105 Pa), and equilibrium constant of
reaction i. Only the reaction enthalpy can be measured in this fashion, but not
individual defect formation energies. The result is strongly intertwined with the
applied defect model, and different defect models can give very different values
for the formation of the same type of defect or even a different dependency on the
Sr-doping content.

The second approach involves determining the ion mobility in a tracer diffusion
experiment, where the vacancy concentration is implicitly contained and can be
determined by using an approximation (Berenov et al. 1999). Again, the defect
formation energy can be obtained by considering the temperature dependency of
the defect concentration in similar fashion.

Naturally, these two approaches do not necessarily give the same results, as the
two approaches operate under very different conditions and apply different approx-
imations. Tracer diffusion experiments are typically conducted at p(O2) = 1 bar,
resulting in very low oxygen vacancy concentrations in LSM (on the order of 10−8).
The resulting values may thus be considered as dilute oxygen vacancy formation
energies. However, under these conditions, cation vacancies V′′′A dominate in LSM,
especially for low Sr-doping content. This possibly results in reduced Vö formation
energy due to opposing defect charges and favorable defect association.

In TGA, however, the nonstoichiometry is detected by mass change. For
reasonably fitting a defect model to TGA data, the defect concentration must be at
least a few percent. Common fitting approaches neglect defect-defect interactions,
but they do play a role at defect concentrations in the percent range. For these
reasons, there are systematic deviations between the results from tracer diffusion
and TGA.

A comparison of oxygen vacancy formation energies determined by TGA (blue)
and tracer diffusion (green) is shown in Fig. 2. The literature sources used to
compile this figure are listed in Table 1 (dilute concentration) and Table 2 (high
concentration).

For both methods, data are available from different literature sources for different
Sr-doping levels. The results within the two groups (low and high concentration)
are remarkably consistent, which allows us to treat the data obtained by these two
methods as whole sets of data, regardless of source. The only exception within the
high-concentration group is Mebane et al. (2008), which uses a very different fitting
model and is thus plotted separately in Fig. 2 (yellow squares).



1282 F. Hess et al.

Fig. 2 Overview of literature values for the energy of oxygen vacancy formation from Table 1
(green diamonds), Table 2 (blue disks and yellow squares), and Table 3 (red triangles)

Table 1 Dilute oxygen vacancy formation energies estimated from oxygen tracer experiments

x(Sr) References EVO /eV Note

0.00 Berenov et al. (1999) 3.04 Estimate from reported oxygen vacancy
concentrations

0.05 Yasuda et al. (1996) 2.94
0.10 2.41
0.20 2.25

0.20 De Souza et al. (2000) 2.07 Estimate from apparent activation energy
of oxygen diffusion coefficient

Table 2 Experimentally determined oxygen vacancy formation energies at high Vö concentra-
tions

x(Sr) EVO /eV Method and references

0.05 3.44 Chemical diffusion (Yasuda and Hishinuma 1996)
0.10 3.25
0.20 2.78

0.10 3.48 TGA, random defect model with vacancy-vacancy repulsion (Mebane
et al. 2008)

0.20 2.27

0.00 3.73 TGA, random defect model (Kuo et al. 1989)
0.00 3.64 TGA, random defect model (Zuev and Tsvetkov 2010)
0.00 3.62 TGA, defect cluster model (van Roosmalen and Cordfunke 1994)
0.40 2.65 TGA, random defect model (Takacs et al. 2016)
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Table 3 Computationally determined oxygen vacancy formation energies

x(Sr) References EVO /eV

Cubic
0 Olsson et al. (2016) 2.4
0 Curnan and Kitchin (2014) 4.2–4.3
0 Chen et al. (2011) 4.18
0.07 Sharma et al. (2015) ≈ 2.4a

0.07 Sharma et al. (2015) ≈ 5.0b

0.25 Chen et al. (2011) 3.8
0.25 Piskunov et al. (2008) 2.7
1 Curnan and Kitchin (2014) 2.9–3.5
Orthorhombic
0 Lee and Morgan (2012) 3.43
0 Lee et al. (2009) 3.6
0 Kuklja et al. (2013) 4.69
0 Curnan and Kitchin (2014) 5.2
1. Curnan and Kitchin (2014) 4.5
Rhombohedral
0 Curnan and Kitchin (2014) 4.9
1. Curnan and Kitchin (2014) 4.3

aVO in center of slab, with Sr dopants in bulk
bVO in center of slab, with Sr dopants at surface

For pure LMO, the oxygen vacancy formation energy at high concentration (blue
dots) is about 3.6 eV. Tracer experiments at dilute concentration (green diamonds)
give a much smaller value of 2.5 eV. This apparent discrepancy is resolved by the
very different experimental conditions as outlined above.

However, both methods show remarkably similar dependence of EVOon Sr
content: the oxygen vacancy formation energy decreases with increasing Sr content.
This is consistent with the experimentally observed shift of the nonstoichiometry
curve to higher p(O2) with increasing x(Sr) (Fig. 1b), which means that oxygen
vacancies form more easily at higher Sr content.

The models used to fit nonstoichiometry data usually do not take into account the
defect-defect interaction energy. The only exception is the TGA analysis by Liu and
Mebane (orange curve), which introduces an interaction term describing the strain
energy of close-by defects. As a result, the model gives very different values from
other TGA analyses, as well as a much stronger dependency of the Sr content. Since
there are only two points available, it is unclear if the relationship of EVO with x(Sr)
is linear.

2.1.2 Modeling of Oxygen Vacancies by Density Functional Theory
Calculations

Computations of the oxygen vacancy formation energy in LSM are also available
(red triangles in Fig. 2). Compared to the experimental results, the computational
values are remarkably inconsistent. Some of the inconsistencies can be explained
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Table 4 Overview of computational parameters and resulting vacancy formation energies. Data
are compiled from Curnan and Kitchin (2014)

Parameter Range tested A
∣∣�

(
EVO

)∣∣
Supercella (1×1×1), (1×1×2), (2×2×1), (2×2×2) La 0.5 eV

Sr 0.5 eV
Space group Pm3m (cubic), R3c (rhombohedral), Pbnm (orthorhombic) La 0.7 eV

Sr 0.2 eV
Magnetism FM, AFM La 0.5 eV

Sr 0.7 eV
Ueff (Mn 3d) 0–4.5 La 0.1 eV

Sr 0.3 eV
O2 correction E(O2) 1

2�E (O2)

aEVO usually decreases with increasing supercell size. In the study by Curnan and Kitchin (2014),
the opposite was observed for the cubic crystal structure of LaMnO3 (but not of SrMnO3). This
is unphysical and reflects the instability of the cubic structure, which is not a minimum on the
potential energy surface for A = La.

by the use of different exchange functionals (generalized gradient approach (GGA)
with Hubbard U correction (+U) or hybrid functionals), choice of the U parameter,
assumed space group, choice of supercell size, and magnitude of O2 overbinding
(Wang et al. 2006) correction. Curnan et al. investigated the influence of these
factors on the oxygen vacancy formation energies in LaMnO3 and SrMnO3. An
overview of these results is shown in Table 4. These parameters influence the oxygen
vacancy formation energies in various ways, which will be briefly discussed here.

The supercell size and shape dependency of EVO reflects the strength of defect-
defect interactions. Within the examined range of supercell volumes (1–8 cubic unit
cells), EVO scatters by about 0.5 eV for both LaMnO3 and SrMnO3, which is a
large possible source of discrepancy when comparing different density functional
theory (DFT) calculations with experiments but also when comparing different
DFT studies with each other. It should also be kept in mind that LaMnO3 has a
rather low tolerance for oxygen vacancies. Pure LaMnO3 decomposes already at
a VO concentration of about 5–10%, as inferred from TGA experiments, which
corresponds to 1 vacancy in 3–7 unit cells. DFT calculations in smaller supercells do
not reflect physical vacancy concentrations, thus overestimating the oxygen vacancy
formation energy.

Structural distortions frequently occur in perovskites, reducing the symmetry
from cubic to rhombohedral or orthorhombic. LSM is frequently modeled using
cubic and orthorhombic space groups in DFT calculations, but their defect energet-
ics are quite different. According to Curnan et al., the cubic structures usually show
the lowest oxygen vacancy formation energies, regardless of A- and B-site cations.
Introducing lattice distortions uniformly increases the oxygen vacancy formation
energy, although the magnitude depends on the combination of A/B cations. For
LaMnO3, which is strongly distorted in the R3c and Pbnm space groups due to the
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Jahn-Teller distortion characteristic for Mn3+, EVOis increased by up to 0.7 eV. In
SrMnO3, where no Jahn-Teller distortion occurs, the influence of lattice distortions
on the oxygen vacancy formation energy is of a much smaller magnitude (up to
0.2 eV). It should be noted, however, that the cubic structure is not a minimum
on the potential energy surface (PES) in some cases (such as LSM). Calculating
vacancy formation energies for a structure that is not a minimum on the PES is not
physically meaningful and should be avoided.

Magnetism plays a strong role in transition metal-based perovskite oxides,
and the magnetic ground state often shows transitions within a series of com-
pounds. Within the La(1-x)SrxMnO3 series, the ground state is ferromagnetic for
0.09 < x < 0.48. For x≤ 0.09, a canted antiferromagnetic spin order is realized,
and for x ≥ 0.48 the ground state 0 K is antiferromagnetic (Tokura and Tomioka
1999). The magnetic state influences the redox properties of manganites. Neglecting
magnetization or choosing an inappropriate magnetic state can cause errors of
0.5 eV–0.7 eV.

GGA+U can be employed to improve the computed properties of perovskite
compounds by enhancing electron localization. Ueff is typically applied to the d-
orbitals of transition metals. In the case of Mn compounds, the optimal choice of
Ueff depends on the oxidation number (Lee and Morgan 2012). Values between
3 and 5 eV are typically found in the literature. The oxygen vacancy formation
energy is not particularly sensitive to Ueff, as varying the parameter between 0 and
4.5 eV changes the oxygen vacancy formation energy only by up to 0.3 eV. However,
Ueff should be chosen carefully, as some of the observed trends (such as relative
stabilities of crystal structures) may change with Ueff.

The highest reported O2 overbinding correction among the considered studies is
1.36 eV, so that over- or undercorrection of the O2 energy constitutes a large possible
influence (up to 0.7 eV) on the obtained oxygen vacancy formation energy.

These considerations allow us to put the inconsistencies between the theoretical
results from the literature into better perspective and give a reference for the
expected deviations between studies employing a slightly different computational
framework.

2.2 Oxidizing Regime

A prominent feature of LSM at low Sr-doping content is oxygen superstoichiometry
under oxidizing conditions (low temperature, high p(O2)). The oxygen supersto-
ichiometry is achieved not by oxygen interstitials but rather by cation vacancies
following Eq. 2. The equilibrium constants for oxygen incorporation can be obtained
by fitting a defect model to nonstoichiometry data obtained by TGA in the same
principle fashion as previously outlined for oxygen vacancy formation. The cation
vacancy formation energies are determined from the temperature dependency
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Fig. 3 Overview of literature values for the cation vacancy formation energy. (The figure is
compiled from data in references listed in Table 5)

of these equilibrium constants. A selection of experimentally determined cation
vacancy formation energies is shown in Fig. 3.

However, this approach is quite error-prone for cation vacancies for several
reasons. The range of temperatures and p(O2) where cation vacancies occur in LSM
is rather limited, especially for higher Sr-doping contents. The experiments must be
able to measure very small stoichiometry variations very accurately, which is not
always the case. For large cation vacancy concentrations, however, computational
results suggest that defect-defect interactions are quite strong (Lee and Morgan
2012), making defect models that do not consider such interactions less reliable.
Strong defect-defect interactions also make the usually applied ideal configurational
entropy a debatable point because the defect distribution is not random when
interactions are strong. In addition, several different defects, as well as entropy, need
to be considered simultaneously, which can give rise to parameter compensation. As
a consequence, the experimentally determined cation vacancy formation energies
scatter substantially between literature sources, as shown in Fig. 3.

Each individual set of data in Fig. 3 shows a clear trend of EVM with respect
to the Sr-doping content, but some sets show a decrease of EVM with x(Sr), while
others show an increase. Intuitively, an increase of EVM with x(Sr) is expected due
to the equal charge of defect and dopant. The absolute deviation between the data
sets can be as high as 5 eV.

Since most computational studies focus on oxygen vacancy formation with the
goal of modeling the oxygen transport, investigations of cation vacancy formation
are scarce in the literature. In the case of LSM (for x(Sr)≤ 0.20), however, cation
vacancies are the dominant defect under typical fuel cell conditions (1300 K,
p(O2) = 1 bar), so they should be considered when modeling fuel cell materials.
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Table 5 Experimentally determined Cation vacancy formation energies in La1-xSrxMnO3
reported in literature

x(Sr) EVM /eV Method and reference

0.00 −6.54 TGA, random defect model (Kuo et al. 1989)

0.01 −6.54
0.05 −6.50
0.10 −6.10
0.20 −5.85
0.00 −2.35 TGA, random defect model with vacancy exclusion volume

(Mizusaki et al. 2000)

0.10 −2.67
0.20 −3.06
0.30 −3.24

0.00 −4.84 TGA, random defect model (Nowotny and Rekas 1998)

0.10 −5.01
0.20 −5.18

0.00 −3.94 TGA, random defect model (van Roosmalen and Cordfunke 1994)

0.15 −3.06
0.00 −3.22 TGA, random defect model (Petrov et al. 2000)
0.00 −1.73 TGA, random defect model (Zuev and Tsvetkov 2010)
0.00 −4.07 DFT with vacancy-vacancy repulsion (Lee and Morgan 2012)

Lee and Morgan examined cation vacancy formation with a DFT-based model,
taking vacancy-vacancy interaction explicitly into consideration but neglecting the
influence of Sr on the cation vacancy formation (Lee and Morgan 2012). They report
EVM= −4.07 eV at zero concentration. To obtain the defect formation energy Edef ,
the interaction is added as a linear function of the VM concentration cdef :

Edef
(
cdef

) = Erxn + Irxncdef , (8)

where Erxn is the zero-concentration defect formation energy and Irxn is the
interaction term. The cation vacancy-vacancy interaction is very high at 16.10 eV
compared to the oxygen vacancy-vacancy interaction at 2.54 eV. This suggests
that the cation vacancy formation is limited by vacancy-vacancy repulsion, rather
than the availability of oxidizable Mn2+/Mn3+ cations as implicitly assumed by
the ideal mixing entropy approach applied in experimental studies when modeling
nonstoichiometry data.

These results highlight that concentration-dependent defect formation energies
should always be employed in computational studies in order to obtain reliable
defect concentrations. However, at strong interactions, the use of the ideal mixing
entropy is questionable due to correlations that arise in the distribution of defects.
This can be overcome by using more accurate approaches, such as the quasichemical
approximation or lattice-based Monte Carlo simulations.
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3 Surfaces and Defect Segregation

Although the bulk properties of LSM are well-understood, thus allowing for
systematic material optimization, the surface properties are not. The surface
structure and composition change dynamically with temperature, oxygen partial
pressure, and polarization. This often leads to significant deviations from the bulk
properties in the boundary region close to the surface after annealing. Cation
segregation as observed in aliovalently doped perovskites (such as La1-xSrxMO3
where M = Co, Mn, Fe) not only leads to the enrichment of dopant cations
close to the surface (Druce et al. 2014) but also to the formation of Sr-enriched
secondary phase precipitates at the surface that are non-conductive (electronically
and ionically) (Chen et al. 2012) and severely impede the oxygen exchange on
the surface, thus leading to degradation of the electrode (Wang and Jiang 2006;
Jiang 2008). The fundamental understanding and tuning of the properties of the
electrode-gas interface thus remains a major challenge.

3.1 Electronic Reconstruction at Polar Surfaces

LSM surfaces and interfaces suffer from the fundamental problem of surface polar-
ity. The structure is comprised of AO and BO2 layers stacked in [001] direction. In
the host structure LaMnO3, where the A and B cations both have a+3 charge, these
AO and BO2 layers have+1 and−1 net charge, respectively. Cleaving the structure
as shown in Fig. 4 creates dipolar surfaces of Tasker type 3 (Tasker 1979) with
diverging surface energy, which cannot be stable without undergoing significant
charge rearrangement, defect segregation, or surface reconstruction. In materials
like LSM, which can support a complex defect chemistry, the transition metal (TM)
cation can change oxidation state, possibly reducing surface charge at a lower energy
cost compared to ionic rearrangement. Such charge redistribution frequently occurs
at polar surfaces of perovskite compounds, such as the SrTiO3(111) surface (Pojani
et al. 1999), as well as at heterointerfaces of perovskite compounds with different
charge types (Nakagawa et al. 2006). The MnO2 termination of LSM undergoes a
similar electronic reconstruction as discussed in the following.

Fig. 4 Cleavage of a 3–3
perovskite, e.g., LaMnO3,
forms two surfaces,
terminated by AO and BO2
layers. These terminations are
polar, inducing segregation of
defects with opposite charge
to the surface and defects
with equal charge into the
bulk to reduce surface
polarity
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Fig. 5 Crystal field model of Mn3.3+ in La0.7Sr0.3MnO3. (a) Free Mn3+ ion, (b) crystal field
splitting of Mn3.3+ in octahedral coordination, (c) Jahn-Teller splitting as it occurs in bulk
La0.7Sr0.3MnO3, (d) approximation of undercoordinated Mn at the surface as a square-pyramidal
complex. Since the eg

(
dz2

)
orbital energy is lowered compared to the underlying bulk-Mn, electron

density is transferred from bulk to surface, reducing the surface-Mn to Mn3+ (Calderón et al. 1999;
Zenia et al. 2005; Cui et al. 2014; Pesquera et al. 2012). (e) and (f) Surface and bulk coordination in
LSM before (e) and after (f) relaxation of electronic and ionic structure (blue, Mn; yellow, La/Sr;
red, O)

To understand the electronic reconstruction that occurs at the MnO2 termination
of LSM (Calderón et al. 1999; Zenia et al. 2005; Cui et al. 2014; Pesquera et al.
2012), consider first the electronic configuration of Mn in bulk LSM (Fig. 5b). For
a Sr-doping level of 30%, LSM is ferromagnetic and semimetallic. The average
oxidation number of Mn is +3.3. Mn+3.3 is octahedrally coordinated, which splits
the d-orbitals into t2g (dxy,dxz,dyz) and eg (dx2−y2 , dz2 ) levels (Fig. 5b). In this high-
spin d3.7 configuration, Jahn-Teller splitting occurs in the bulk, which splits the t2g
and eg levels (Fig. 5c). The energies of the antibonding dz2 and dx2−y2 levels are
reduced and increased, respectively, which causes elongation of the bonds along the
z direction (Jahn-Teller elongation).

At the surface, one O2− is missing, so that the surface-Mn3.3+ is approximately
in a square-pyramidal coordination (Fig. 5c). This reduces the energy of the dz2

orbital even further (Calderón et al. 1999). This reduction of the energy level allows
the surface-Mn to accept 0.3 electrons from the subsurface layer, reducing the
surface-Mn to Mn3+ while retaining the high-spin configuration. The subsurface-
Mn is oxidized to Mn3.6+, shortening its Mn-O bonds along the z direction upon
subsequent ionic relaxation (Fig. 5e, f).

3.2 Segregation of Charged Defects

Since the surface-Mn is reduced to +3, the surface polarity persists despite this
electronic reconstruction, which can attract or repel defects with opposing or equal
charge, respectively. Similar considerations apply for other polar terminations,
such as the pure LaO, mixed (La,Sr)O, and SrO terminations. These polar surface
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terminations have been proposed to play an important role in dopant segregation
and subsequent degradation of oxygen exchange activity through the formation of
insulating areas on the electrode or precipitation of secondary phases.

Various computational studies have addressed defect segregation at (001) sur-
faces of perovskites, considering electrostatic and elastic driving forces for dopant
segregation. The general conclusion drawn from these studies is that electrostatic
contributions play the strongest role in defect segregation at polar surfaces (Harrison
2011; Lee and Morgan 2015; Lee et al. 2013). In a purely electrostatic picture,
negatively charged defects (V′′′A ,V

′′′
B ,Sr′A,Mn′B) are drawn to the positively charged

LaO termination in LSM, and positively charged defects
(
Vö,Mn·B

)
are drawn to the

negatively charged MnO2 termination. Mn′B and Mn·B represent Mn in 2+ and 4+
charge state, respectively. The previously discussed electronic reconstruction of the
MnO2 termination may be considered as such a segregation of electronic defects.

The electrostatic interaction is the dominant term in segregation at polar surfaces,
as can be rationalized by comparing the oxygen vacancy segregation at nonpolar
SrTiO3(001) surfaces with the polar LaMnO3(001) surfaces. The Vö segregation
profiles at the BO2 surfaces of SrTiO3(001) and LaMnO3(001) are reproduced in
Fig. 6a and b from Lee and Morgan (2015). In the absence of a clear segregation
trend, the profile for SrTiO3 (a) shows a zigzag shape. The Vö segregation energy at
SrTiO3(001) is strongly negative only for the termination layer. For deeper layers,
the segregation energy is either close to 0 (for BO2 layers) or slightly positive (for
AO layers). The negative Vö segregation energy at the topmost BO2 surface layers

Fig. 6 Defect segregation energies of Vö at BO2 surfaces of (a) SrTiO3 and (b) LaMnO3. (c)
Defect segregation energies normalized by charge. (Figure adapted from Lee and Morgan 2015)
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indicates the additional degrees of freedom at the surface, which allow the lattice
to relax and accommodate the vacancy more easily compared to the bulk. In the
AO bulk layers, removing one O2− constitutes a larger perturbation compared to
the BO2 layers, thus reflecting finite-size effects of the slab calculations, which are
most likely artificial (Lee and Morgan 2015).

The BO2 surface of LaMnO3 has a negative polarity, thus attracting positively
charged defects like Vö. As a consequence, the Vö segregation profile at LaMnO3
in Fig. 6b) shows a clear trend of increasingly negative segregation as the Vö is
moved closer to the surface.

Similar trends are observed also for other defects at the BO2 surface of
LaMnO3(001). Normalizing the defect segregation energy by the formal defect
charge Q reveals a unique profile for Vö, V′′′A/B and Sr′La, as shown in Fig. 6. This is
indirect evidence that the defect segregation is mostly governed by the electrostatic
interaction between the polar surface and the defect charge. This electrostatic
interaction, however, can be enhanced or counterbalanced by the coexistence of
other point defects of opposing or equal charge close to the surface (Lee et al. 2013),
and the trend of the classic electrostatic energy for coexisting point defects

Eelec =
∑

− Q1Q2

4 π ε R12
(9)

was found to correlate perfectly with the trends obtained by DFT calculations in
LaMnO3 and SmMnO3 (Lee et al. 2013), with Q1 and Q1 indicating the charges
of defect and surface, ε the dielectric constant, and R12 the distance between
defect and surface. More recently, experimental tuning of the oxygen vacancy
concentration at the surface was shown to correlate with enhancement in chemical
stability and electrochemical activity on Sr-substituted LaCoO3 (Tsvetkov et al.
2016). However, which defects coexist at the surface in stable configurations at a
given set of chemical potentials and whether or how these defects are responsible
for the precipitation of secondary phases are still a matter of debate.

The elastic contribution to the segregation energy is more straightforward and
has been investigated computationally for different combinations of A2+- (Lee and
Morgan 2015; Kwon et al. 2016) and B- (Kwon et al. 2016) site cations, as well as
strain (Han et al. 2011). The change in free volume ΔVf upon doping was found
as a suitable predictor for cation segregation (Kwon et al. 2016), revealing a linear
relationship between ΔVf and segregation energy. The free volume quantifies the
exclusion volume of the unit cell after subtracting the ions, modeled as hard spheres
with defined radii, and is expressed as

�Vf =
(
a3
doped − a3

host

)
− 4

3
π
(
r3
dopant − r3

host

)
, (10)

where a3
doped and a3

hostare the unit cell volumes of doped and host structure and
rdopant and rhost are the ionic radii of dopant and host cations, respectively.
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3.3 Stable Surface Terminations of Perovskite Oxides

A perovskite lattice can be cleaved in various low-index miller planes with different
concentration of A-site and B-site cations within the surface layer. Thus, the surface
catalytic activity would depend on the particular plane and the exposure of A-
sites and B-sites. Theoretical studies on SrTiO3 have shown that AO-terminated
(001) surfaces and BO2-terminated (001) surfaces are characterized with identical
surface energy and both should be observed experimentally. Oxygen reduction
reactions were studied computationally on La2NiO4 La-/Ni-terminated surfaces,
concluding that Ni ions exposed to the surface are beneficial for the catalytic activity
(Zhou et al. 2013). These theoretical results, however, have been contradicted by
the vast majority of experimental observations which reported that under SOFC
operational conditions, the surfaces of Sr-containing perovskites show significant
Sr segregation (Lee et al. 2015 Phys. Rev B; Lee et al. 2015 PCCP). Scanning
tunneling microscopy studies have shown that as a result SrO surface layers and
Sr-rich nanoparticles have been formed (Chen Energy Environ. Sci. 2012). As
layered materials, perovskites are well-suited to be studied with the LEIS technique
(Druce Energy Environ. Sci. 2014). Unlike other characterization techniques, i.e.,
X-ray photoelectron spectroscopy (XPS), atomic force microscopy (AFM), etc.,
LEIS offers direct measurement of the chemical composition of the outermost
surface layer and also offers the facility to obtain layer-by-layer depth profile of the
outermost 20 nm of the material. Thus, the technique is sensitive enough to provide
accurate information of the chemical composition of the surface termination and
reconstruction of perovskite materials.

LEIS analysis of various functional perovskites used as electrodes in SOFCs at
elevated temperatures has shown that all those materials are characterized by AO
surface termination (Druce Energy Environ. Sci. 2014). Among the oxides investi-
gated were La0.6Sr0.4Co0.2Fe0.8O3-δ (LSCF113, single perovskite), GdBaCo2O5+δ

(GBCO-1125, double perovskite), and La2NiO4+δ (LNO-214, Ruddlesden-Popper
structure). All those compounds are industrially relevant materials for application
in solid oxide devices. In addition, single crystal SrTiO3 was investigated as a
model perovskite material. High-sensitivity LEIS depth profiling was performed to
characterize the surface and near-surface composition of polycrystalline ceramics
representative of the most promising perovskite-based mixed ionic and electronic
conducting materials for fuel cell applications. The LEIS measurements are per-
formed after grinding and polishing of the ceramic materials to produce fresh
surfaces. The samples were subjected to high-temperature annealing treatments of
1000 ◦C for 12 h to simulate operating conditions of solid oxide electrodes. In
all cases, the AO surface termination was observed. The experimentally observed
surface terminations contradict the assumptions often made in computational
modeling studies of the surface structure and oxygen exchange reaction. In the vast
majority of computational modeling papers, the surfaces are assumed to be either a
mixed AO- and BO2-terminated or a BO2-dominated surface to facilitate electron
transfer to reduce molecular O2 (Zhou et al. 2013; Eglitis 2009; Cai et al. 2006;
Eglitis 2015).
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Fig. 7 Sequential LEIS spectra showing the evolution of the spectra with 500 eV Ar sputtering.
The sample is a single crystal of SrTiO3 after treatment at 1000 ◦C for 2 h in high purity oxygen.
(Figure adapted from Staykov et al. 2015)

The investigated samples reveal through depth profile analysis that the very
outermost surface is enriched in the A cation. Light sputtering reveals the B cations,
which grow in intensity to show a second region which is slightly enriched in these
species compared to the bulk stoichiometry. Finally, after sufficient sputtering, the
bulk composition is reached, showing a plateau in the cation surface coverage,
which was assumed to correspond to the bulk stoichiometry. An example set of
spectra are shown in Fig. 7 for an SrTiO3 sample heat-treated in oxygen (Staykov et
al. 2015). The outermost layer shows an absence of the peak for the Ti cations, while
the subsurface layers are Ti cations enriched. The bulk stoichiometry is observed
after depths of 1–2 nm beneath the surface have been reached.

In addition to the information from surface analysis techniques, first-principles
studies have shown AO-terminated surface reconstructions for polar perovskite sur-
faces, in particular KTaO3 (Deacon-Smith et al. 2014; Setvin et al. 2018). The rea-
son behind is that interlayer cation exchange stabilizes the polar perovskite surfaces.
The Tasker theory for surface termination of ionic materials distinguishes between
three possible surface types (Tasker 1979). Type one is characterized with planes
containing positive and negative ions that completely compensate each other, and as
a result, the individual planes are neutral. Type two is the result of alternation of one
plane with either positive or negative charge followed by two planes characterized
with half countercharge. Those surfaces should be cleaved in unit cells in order to
avoid surface polarization. Type three surfaces are characterized with alternation
of positively and negatively charged planes. As a result, a strong surface dipole
moment arises which in reality is avoided by surface reconstruction, and if not com-
pensated, it might lead to strong artificial effects in theoretical simulations. Woodley
and co-authors have shown that cation exchange between the surface and subsurface
layers of polar perovskites leading to AO surface termination and B-enriched sub-
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surface region effectively eliminates the surface dipole momentum and is the natural
mechanism to deal with surface polarity of ABO3 perovskites (Deacon-Smith et al.
2014). The driving force for the cation exchange was the different electronic prop-
erties of the A- and B-site cations. A-site cations possess large ionic radii with usual
charge of +1 or +2. In contrast B-site cations are characterized with small ionic
radius and strongly localized point charge between +3 and +5. As a result, they
build an octahedral symmetry coordination sphere with oxide ions which compen-
sates the charge localization. When exposed to the surface, the B-site coordination
sphere is broken, and surface-localized point charges give rise to dipole moments
and high surface energies. By B-site/A-site cation exchange, the surface energy is
minimized, the oxide coordination spheres of the B-site cations are restored, and the
formation of a surface dipole is avoided (Deacon-Smith et al. 2014).

4 O2 Activation on Perovskite Surfaces

In the gas phase, the oxygen molecule is stable in its triplet ground state with two
unpaired electrons occupying degenerate π-molecular orbitals with an orthogonal
spatial distribution. Any dissociation of the oxygen molecule progresses through
its activated states, i.e., singlet oxygen, superoxo state (O2

−), or peroxo state
(O2

2−). The electron configurations of the oxygen molecule, the superoxo state,
and the peroxo state are shown in Fig. 8. The oxygen activation requires significant
interaction between the molecule and the catalytic surface and possible electron
transfer. The activated states of the oxygen molecule are characterized by different
spins and bond lengths. The superoxo state has radical character and O−O bond
of 1.3–1.4 Å, while the peroxo state is singlet and is characterized with an O−O

Fig. 8 Molecular orbital diagrams of dioxygen molecule (left), superoxo state of oxygen (center),
and peroxo state of oxygen (right). The molecular orbitals are constructed by the atomic orbitals
of two isolated oxygen atoms. The orbitals in black are those of the dioxygen molecule. A red
color denotes the additional electrons transferred from the surface to the molecule (in order to
obtain superoxo and peroxo states), as well as the molecular orbitals, which receive those additional
electrons
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bond length of 1.4–1.6 Å. These can be distinguished computationally, as well
as experimentally, using electron paramagnetic resonance (EPR) and infrared (IR)
spectroscopy. The superoxo state is characterized with high catalytic activity toward
the oxidation reaction due to its radical character, while the peroxo state is known
as a mild oxidant. Both the superoxo and the peroxo states are precursors for the
molecular oxygen dissociation reaction.

4.1 Oxygen Activation on the SrO-Terminated SrTixFe1-xO3-δ
Surface

Dissociation of molecular oxygen starts with adsorption on the substrate. Two
orientations of the oxygen molecule are possible: end-on, with a single oxygen atom
facing the substrate (perpendicular to the surface); and side-on, with two oxygen
atoms facing the substrate (parallel to the surface) (Akbay et al. 2016; Staykov
et al. 2015, 2008). The adsorption geometry is important for the further reaction
mechanism and activation barrier for oxygen dissociation. Often, end-on adsorption
geometry is realized in homogeneous organometallic and enzymatic catalysis, while
side-on adsorption is preferred in the heterogeneous surface catalysis. While in the
end-on adsorption geometry the oxygen molecule is attached only to one center and
the substrate geometry has only minor effect on the dissociation mechanism, in the
side-on adsorption, the two oxygen atoms are linked to different centers from the
substrate and the substrate geometry, i.e., bond lengths, lattice constants, etc. can be
of major importance.

As shown in Sect. 3.3, the surfaces of relevant perovskite materials are AO-
terminated under typical SOFC conditions. Thus, it is important to address the
question of the surface reactivity and catalytic properties of AO-terminated per-
ovskite surfaces. For this purpose, the mechanisms for oxygen reduction reactions
on a model material such as SrTiO3 and industrially relevant material La2NiO4
will be reviewed. The simulations were performed with periodic plane wave
density functional theory (DFT) implemented in the Vienna ab initio simulation
package (VASP). The Perdew−Burke−Ernzerhof exchange-correlation functional
(PBE) was employed using projector augmented wave pseudopotentials (Kresse
and Hafner 1993; Kresse and Furthmüller 1996a, b; Blöchl 1994). DFT+U was
used when necessary to localize electrons at the d-orbitals of transition metals. The
details of those simulations are provided in the original research articles (Akbay et
al. 2016; Staykov et al. 2015).

Oxygen reduction on an SrO-terminated SrTiO3 surface was estimated to be an
energetically unfavorable endothermic process. The reason is in the strong ionicity
of Sr2+ and O2−. Those surface ionic species do not participate in electron exchange
with the molecular oxygen. However, perovskite materials are characterized with a
moderate concentration of oxygen vacancies, and the simulation results summarized
in Fig. 9 show that oxygen vacancies are slightly stabilized within the surface layer
by 0.15 eV (Staykov et al. 2015).
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Fig. 9 Subsurface to surface
migration mechanism of an
oxygen vacancy in SrTiO3.
(Figure adapted from Staykov
et al. 2015)

Fig. 10 Geometry of two neighboring Ti-octahedra in the subsurface layer of SrTiO3, corre-
sponding to the vacancy free case, the single oxygen vacancy case, and two neighboring oxygen
vacancies. For simplicity, the Sr-ions are omitted in this representation. All distances are in Å. (The
figure is compiled from data in Staykov et al. 2015)

The surface oxygen vacancy removes the apical oxygen in the terminating BO6
octahedron and exposes the electronic density at a B-site cation center. This is
important because it allows the surface adsorbed oxygen species to gain access to
the partially delocalized electrons in the conducting –B–O–B– backbone network
of the perovskites. Oxygen ion migration between the subsurface and the surface
layers is characterized with an activation barrier of 0.44 eV. Interestingly, oxygen
ion migration on the surface is characterized with a significantly higher activation
barrier of 0.98 eV. The reason behind the higher activation energy necessary to
transport vacancies on the surface compared to the bulk is that on the surface
the Ti–O bond should be completely cleaved, while through the bulk the oxide
ion shifts between different sites of the Ti coordination sphere, where one Ti–O
bond is cleaved while another Ti-O bond is formed. Thus, the migrating oxide
ion always shares electron density with Ti. Another important property of surface
oxygen vacancies is that the energy is significantly decreased as vacancies occupy
neighboring sites due to relaxation of the electron density due to decrease of the
Ti–O–Ti angles close to the vacancy sites.

In Fig. 10, the Ti-O-Ti angle for vacancy free surface equals 168◦. In the case of
a single oxygen vacancy, the Ti ion is attracted away from the surface by the apical
oxide ion below it, and the angle now equals to 156◦. For two oxygen vacancies,
both Ti ions are attracted below the surface resulting in an angle of 136◦ (Staykov
et al. 2015). It is worth noting that the oxygen atom is in sp3 hybridization with
an optimal relaxed electron density when the four orbitals are pointing toward the
apices of a tetrahedron. Two of those hybrid orbitals are occupied by electron pairs,
and the other two give rise to the valence bonds of oxygen. Thus, the preferred
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Fig. 11 Dissociation mechanism of oxygen molecule over a pair of surface oxygen vacancies on
the SrO-terminated surface of SrTiO3. (Figure adapted from Staykov et al. 2015)

oxygen valence bond geometry is V-shaped. The electron density around the oxygen
atom is strongly strained in the perovskite lattice and is relaxed by coupling
vacancies on the perovskite surface.

Having established the important electronic nature of the surface oxygen
vacancy, it is now important to understand how this will interact with a gas-phase
oxygen molecule. In contrast to the perfect surface, the oxygen molecule from the
gas phase readily interacts with the surface oxygen vacancy. As a result, electron
density is transferred from the B-O-B-O network, through the dz

2 atomic orbital of
the Ti, to the antibonding π* orbital of the oxygen molecule (Staykov et al. 2018).
As a result, the oxygen-oxygen bond is elongated to 1.5 Å, and oxygen is activated
to its peroxo state. From the peroxo state, the oxygen molecule is dissociated as one
oxygen atom occupies the lattice vacancy site and the second oxygen atom passes
over a Sr-Sr bridge and occupies a nearby oxygen vacancy. The activation barrier
for the oxygen dissociation is 0.5 eV, and the reaction is exothermic with 2.38 eV
(Staykov et al. 2015). The dissociation mechanism is summarized in Fig. 11. In
the case that a second surface vacancy is not available in the vicinity which can be
occupied by the second oxygen atom, the surface oxygen exchange reaction can
still occur, and a cross molecule can be formed between an oxygen atom from the
gas phase and an oxygen from the surface.

From these results on the model system SrTiO3, it is possible to infer that
the same oxygen incorporation mechanism will be active in other perovskite
materials, specifically those where bulk oxygen transport has been enhanced by the
substitution on the A-site by Sr. Such materials can display very high values of the
surface exchange coefficient (k) and have found extensive use as air electrodes and
include the mixed ionic electronic conductors La1-xSrxCoO3-δ, La1-xSrxMnO3-δ, and
La0.6Sr0.4Co0.2Fe0.8O3-δ. As mentioned in Sect. 3.3, at the working temperature of
these devices, the surfaces will be terminated by SrO; however, most of the materials
will also have a substantial population of oxygen vacancies. Similar to SrTiO3, the
surface vacancies will provide access for the gas-phase oxygen molecules to the
electronically conducting B-O-B network and hence the electron transfer needed
for dissociation.

In a recent work on Sr-doped LaCoO3, experimental evidence has been provided
for the effect of surface oxygen vacancies and the exposure of the B-site of the
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perovskite lattice for the activity of oxygen reduction reaction using real-time
impedance spectroscopy (Rupp et al. 2017). They have successfully estimated that
on SrO-terminated surface, oxygen reduction occurs at selected spots corresponding
to surface oxygen vacancies and exposed Co ions. With an increase of both
temperature and observation time, the surface was completely covered by Sr
segregation leading to inert, inactive surface composition. As Co (Co3O4) was
deposited to the surface, the catalytic activity was restored. The experiment of Rupp
et al. clearly demonstrates that on the SrO-terminated perovskite surface, molecular
oxygen dissociation occurs only on exposed B-site cations (Rupp et al. 2017). Thus,
surface oxygen vacancies are crucial for the oxygen exchange reaction in such
substituted perovskite materials.

4.2 Oxygen Activation on the LaO-Terminated La2NiO4+δ Surface

The oxygen vacancy facilitated oxygen dissociation mechanism on the SrO-
terminated surface of SrTiO3 leaves open the question about the large surface
exchange coefficients observed on the LaO-terminated surface of La2NiO4+δ

(Burriel et al. 2008; Tarancon et al. 2007; Skinner and Kilner 2000). La2NiO4+δ is a
layered perovskite related to Ruddlesden-Popper oxide which has been observed to
show the same AO termination as the simple perovskites after high-temperature
exposure to O2. The material is not Sr-substituted and is usually prepared as
an oxygen-rich material where the oxygen excess is accommodated by oxygen
interstitials. This high density of oxygen interstitials has the effect of suppressing the
oxygen vacancy concentration through the Frenkel equilibrium, and thus the oxygen
vacancy concentration is vanishingly small. In order to investigate this apparent
contradiction in the earlier findings of the importance of the surface oxygen vacancy,
a theoretical study of molecular oxygen dissociation on an LaO-terminated La2NiO4
surface was performed by Akbay et al. (2016). The simulation results show that
unlike the AO termination in SrTiO3, on the LaO surface, molecular oxygen can
be dissociated without the support of surface oxygen vacancies. The dissociation
mechanism is summarized in Fig. 12.

The oxygen molecule is chemisorbed over a La-La bridge on the LaO surface.
Such an adsorption geometry was not observed on the SrO-terminated SrTiO3. The
La-O-O-La bridge geometry resembles the molecular oxygen adsorption on noble
metals such as Pd (Staykov et al. 2008). In this geometry, the oxygen molecule
is activated to the superoxo state upon electron transfer from the LaO surface to
the antibonding π* orbital of the oxygen molecule. The oxygen-oxygen bond is
elongated to 1.33 Å. The chemisorption state is stabilized by 0.59 eV. The oxygen
molecule is dissociated with an activation barrier of 1.1 eV, and the two surface
oxygen species take the position of an La-O-La surface bridge. The charge on the
surface oxygen species is−1. The overall reaction is slightly exothermic by 0.03 eV
at 0 K. Under SOFC operating conditions, this process will proceed at an elevated
temperature, and as a result, the activation barrier of 1.1 eV is feasible. In order to
understand better the difference of the catalytic activity between the SrO and LaO
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Fig. 12 Dissociation mechanism and electron density differences of oxygen molecule over the
LaO-terminated surface of La2NiO4. (Figure adapted from Akbay et al. 2016)

surfaces, the electronic properties of La and Sr will be investigated. Bader charge
analysis shows that Sr charge is close to+2 verifying that Sr is mostly fully ionized.
However, the La charge was estimated to be also close to +2, which differs from its
formal charge of +3. The reason for the deviation of the La charge from its formal
charge is a partially covalent interaction between the d-levels of La and the p-levels
of O. Such interaction is responsible for shared delocalized electron density between
the A-sublattice and B-sublattice. As a result, the surface La is characterized with
electronic density perpendicular to the surface plane (i.e., electron density similar
to dangling bonds at the cleaved La-O bonds). Such electron density available on an
LaO surface is responsible for the strong adsorption energy of the oxygen molecule
and also stabilizes the oxo species after the dissociation of the molecular oxygen as
it is summarized in Fig. 12.

The theoretical results described in Akbay et al. (2016), Staykov et al. (2015))
conclude that there is a fundamental difference in the oxygen reduction reaction
mechanism on the SrO- and LaO-terminated perovskite surfaces. The reason behind
this lies in the differences in electronic structure of Sr and La and, more generally,
in the different electronic structure of earth alkaline elements and the lanthanoid
series elements. While Sr, and in general all earth alkaline elements, contains two
s elections in their valence shell which are easily ionized, La and most of the
lanthanoids contain in addition d and f electrons whose ionization energy is rather
different from that of s electrons. As a result, a significant deviation from the La
formal charge in La2NiO4 was observed due to the partial covalent interaction
between La and O. On the surface, it results in occupied d-levels of La which
can interact with gas-phase molecular oxygen and lead to its dissociation. The
lack of occupied d-levels in the valence shell of Sr leads to the inert properties
of SrO toward molecular oxygen dissociation. Thus, surface oxygen vacancies
in the SrTiO3 lattice have been found essential for the oxygen dissociation. The
dissociation mechanism includes electron transfer from the d-levels of Ti to the
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oxygen antibonding π* orbital and the consequential cleavage of the oxygen-
oxygen bond. A very similar mechanism is inferred for the common mixed ionic
electronic conductors used extensively in high-temperature electrochemical devices.
The alkaline earth dopants will provide a segregated outer surface layer which will
be inert to the gas-phase molecules. The presence of surface oxygen vacancies will
provide the catalytically active sites for the oxygen reduction reaction.

5 Summary

Perovskite materials have wide range of application as catalysts and electrocatalysts
in energy conversion devices. Their flexibility is owing to the large number of
compositions that can be synthesized, which allows for tuning the material’s
electronic, ionic, and catalytic properties to the desired applications.

The bulk properties, such as oxygen diffusivity, band gap, redox stability, and
electronic conductivity, are governed by the bulk defect chemistry. Transition
metal perovskites, such as La1-xSrxMnO3 (LSM) or La(1-x)SrxCoO3 (LSC), can
often support a rich bulk defect chemistry with electronic and ionic defects. The
dominant defect depends on p(O2) at a given temperature, and five defect regimes
can be identified for perovskite oxides. For ionic defects, two major regimes can
be distinguished: (1) the reducing regime, where oxygen vacancies dominate, and
(2) the oxidizing regime, where incorporation of additional oxygen leads to the
formation of metal vacancies.

The formation of oxygen vacancies is desirable for transport of oxygen through
the bulk, as required by SOFC cathodes. The oxygen vacancy formation energy
appears to be a good predictor for oxygen ion conductivity. While experimental
methods to approximate the oxygen vacancy formation energy (such as tracer
diffusion or thermogravimetric analysis) have been applied to SOFC materials for
decades, computational methods are not yet routinely applied. For our example
material, LSM, large scatter is present in the computational literature, and such
large variability suggests limited reliability of computational studies in predicting
the oxygen vacancy formation energy in this material. The observed scatter can
be partially resolved by the choice of supercell size, crystallographic space group,
magnetization, the Hubbard U parameter, as well as the magnitude of correction to
the total energy of the O2 molecule.

Only few perovskite materials exhibit the formation of cation vacancies under
practical temperatures and p(O2). In LSM, however, cation vacancies occur in
measurable concentrations under SOFC operating conditions, so that they need to
be considered in reliable computational models of the SOFC cathode. Due to the
uncertainty in fitting defect models to experimental TGA data, significant scatter
between different literature sources can be observed. This can be rationalized by
density functional theory, which suggests very strong interactions between close-
by cation vacancies. As a consequence, the defect distribution cannot be assumed as
random, so that the approximation of ideal mixtures usually applied when analyzing
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the experimental data breaks down. Thus, more exact approaches, such as Monte
Carlo simulations or the quasichemical approximation, are called for to treat cation
vacancies in perovskite oxides.

The surfaces play a major role for many catalytic applications of perovskite
oxides. However, the surface structure and composition adapt dynamically to the
external conditions, which often leads to significant deviations from the bulk
properties in the boundary regions. One major problem that arises in 3–3 perovskites
like LSM and LSC is surface polarity. Dipolar surfaces are unstable due to diverging
surface energy, so that electronic and ionic reconstructions frequently occur at
such interfaces. For example, electronic charge can be transferred from the LSM
subsurface to the surface in LSM, and defects of opposing charge segregate to the
surface to compensate the surface dipole moment.

An extreme case of surface reconstruction is observed at the (001) surface of
perovskite oxides. These surfaces are experimentally observed to be terminated
exclusively by AO or, more specifically, by SrO in Sr-doped materials. This cation
exchange between surface and subsurface essentially eliminates the surface dipole,
thus improving surface stability. Also, the B-cation is more strongly destabilized by
removal of oxide ions due to its highly localized point charge. The AO termination
thus restores the favorable BO6 coordination.

The dissociation of O2 is an important step in many electrochemical and
thermochemical reactions. For example, in SOFC cathodes, O2 needs to be split
and reduced in order to be incorporated into the perovskite surface. The electronic
states of O2 are distinguished in the dissociation of O2: the neutral triplet O2,
which has diradical character, superoxide O2

−, and peroxide O2
2−. O2 can adsorb

terminally or side-on, resulting in either one or two metal-O bonds being formed
upon adsorption. O2 adsorption is considered at the AO and the BO2 termination of
perovskite oxides.

The AO termination is the stable termination of most perovskite oxides under
typical SOFC conditions, so that O2 dissociation at this surface is the main pathway
for oxygen splitting and reduction at SOFC cathodes. The dissociation of O2 on the
SrO surface of SrTiO3 was shown to strongly depend on the presence of double
oxygen vacancies near the surface. Their role is twofold. At a surface oxygen
vacancy, the underlying Ti is exposed, which gives the O2 molecule access to the
dz2 orbital of Ti, which transfers electron density to the antibonding π* orbital of
O2, thus weakening its internal bond and inducing dissociation. The second role
is in incorporating the dissociated oxygen into the surface, thus completing the O2
reduction.

In comparison to the SrO termination on SrTiO3, where O2 dissociation occurs
only at oxygen vacancies, the LaO termination of Sr-free materials displays a much
higher activity in O2 reduction, as exemplified on La2NiO4+δ, despite very low
oxygen vacancy concentration. Computational results show that the La centers at
the LaO termination are able to adsorb and split oxygen without exposed transition
metal cations. This is possible because La has occupied d and f electrons, which
facilitates the interaction of La with molecular O2 and allows for O-O bond
cleavage.
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Abstract

We briefly survey recent developments in surface catalysis modeling. The differ-
entiated view on required level of accuracy established in the wake of multi-scale
modeling approaches led to the emergence of high-throughput computational
screening approaches. The large amounts of data created this way are now
increasingly mined with machine learning techniques. We discuss status and
challenges in this exciting mix of methodologies that describe catalytic systems
from the electrons to the reactor. Next to the traditional focus on understanding
and predicting catalytic activity, we argue that approaches to dynamical catalyst
restructuring, to concomitant heat management, and to catalyst lifetime are
important themes for the decade to come.
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1 Introduction

When the first edition of the Handbook of Materials Modeling appeared in 2005
(Yip 2005), many chapters featured surface catalysis as an important application
area. However, compared to the situation we have reached now, a bit over a decade
later, this research was much more disjunct, focused on individual methods at
their corresponding length and time scales. Multi-scale modeling was in its early
days but then took off to become a lead theme in catalysis modeling. In bottom-
up approaches, electronic structure theorists tried to extend the predictive-quality
power of first-principles techniques to longer length and time scales, advancing ab
initio thermodynamics and microkinetic models to capture effects of the reactive
environment or ensemble effects arising in the interplay of elementary processes
in the catalytic cycle. In top-down approaches, chemical engineers aimed at
introducing a more detailed chemistry into traditional continuum descriptions of
the macroscopic heat and mass transport in reactor models. Today, the gap between
both types of approaches is still not closed, but it has narrowed substantially, forging
an interdisciplinary community that is used to tackle the multi-physics challenges
of surface catalysis with multi-method approaches.

Perhaps the most important implication of this new paradigm was a more
differentiated view on accuracy and required level of detail. For a long time,
consistent chemical accuracy had been seen as a prerequisite for predictive quality
in first-principles calculations. More coarse-grained models were instead frequently
motivated by the perception that microscopic details (and concomitant errors in their
description) would in some way average out. Increasingly established sensitivity
analyses in multi-scale modeling approaches scrutinized these views and revealed
that it is in fact often a few microscopic parameters that critically control targeted
macroscopic functionalities like activity or selectivities (Campbell 2017; Döpking
et al. 2018; Medford et al. 2014; Meskine et al. 2009; Sutton et al. 2016). This laid
the foundation for high-throughput computational screening approaches that focus
on these microscopic parameters (then called descriptors), compute them for a wide
range of materials, and thereby allow to search vast materials spaces for promising
catalysts (Andersen et al. 2016, 2017a; Andersson et al. 2006; Besenbacher et al.
1998; Greeley and Mavrikakis 2004; Greeley et al. 2006; Linic et al. 2004;
Loffreda et al. 2009; 2014; Toulhoat and Raybaud 2003). The large amounts of
data created this way are now increasingly mined with machine learning techniques.
This provides further insight into correlations between materials properties and
(catalytic) function and carries the predictive first-principles power over to the in
silico design of improved systems (Jinnouchi and Asahi 2017; Li et al. 2017; Ma
et al. 2015; Ulissi et al. 2017a, b).

The emerging methodological triangle of detailed multi-scale modeling, high-
throughput screening, and data sciences converts contemporary computational catal-
ysis research into a powerhouse of possibilities and exciting developments. Many
of these are driven by the urgent need to switch to alternative energy sources and
establish their conversion through sustainable energy technologies. Among others,
this has led to a strong boost in electrocatalysis modeling. Tackling the challenges
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connected with the electrified solid-liquid interface will likely continue to be a major
theme for the next decade. Another such theme will be the complexity gap between
structural models presently feasible with atomistic approaches and real high-surface
area catalysts in complex reactor geometries, connected with a description of cata-
lyst degradation. In the following we will briefly survey some of these developments
and challenges that are then discussed in more detail in the following chapters in this
section. What will already become clear from this short overview is that the next
decade of catalysis modeling will be at least as fast paced as was the past. In this
respect, it is tantalizing to imagine what could be the content of the surface catalysis
section in a future third edition of the Handbook of Materials Modeling.

2 Methods in Surface Catalysis Modeling

With its inherent focus on support through computational spectroscopy and a
description of the reactive surface chemistry, first-principles electronic structure the-
ory has always been a natural basis for any modeling in catalysis research. Density
functional theory (DFT) and its ever more sophisticated and powerful computer
packages like VASP (Kresse and Furthmüller 1996a, b) and others are presently
the de facto standard for extended systems. For metallic catalysts and in lack of
any even conceptual avenues for systematic improvements, low-rung generalized-
gradient approximation (GGA) functionals are still prevalent and probably will be
for quite a while (Burke 2012; Cohen et al. 2012; Feibelman 2010). The concomitant
uncertainty in key energetic parameters like reaction barriers will therefore continue
to be a crucial issue, in particular, when considering that computed reaction barriers
(and their errors) enter exponentially into kinetic rate constants. For gap systems like
most oxides, simple+U corrections to GGA functionals are still a minimalistic state
of the art in more applied studies (Himmetoglu et al. 2014; Kulik 2015). Admixture
of exact exchange in hybrid, screened hybrid, or diagrammatic functionals offers an
alternative route for systematic improvements for these systems that sees increasing
usage also in surface catalysis research (Goerigk and Grimme 2011; Pacchioni
2008; Ren et al. 2012; Schimka et al. 2010). The possibility to efficiently account
for dispersive interactions either through van der Waals (vdW) correction schemes
or vdW functionals has been of unparalleled value for all types of systems and
has certainly opened the door to also treat larger reaction intermediates (Klimeš
and Michaelides 2012; Liu et al. 2014; Maurer et al. 2016), e.g., in the context
of Fischer-Tropsch catalysis. Solid-state embedding approaches concentrating the
quantum mechanical calculations to a finite core region around a considered
active site also begin to enable more extensive use of correlated wave-function-
based electronic structure theory calculations, not least providing highly accurate
reference values (Boese and Sauer 2013; Kubas et al. 2016; Libisch et al. 2014;
Richter et al. 2013; Stodt et al. 2013).

Next to such concurrent multi-scale modeling techniques, it is in particular
hierarchical multi-scale modeling approaches that are now largely employed in
surface catalysis research and that have led to qualitative advances in comparison to
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the situation a decade ago. In bottom-up approaches, quantities calculated by first-
principles techniques enter into more coarse-grained models that thereby allow to
address longer time scales and larger length scales. A most widespread approach
is ab initio thermodynamics, in which first-principles calculated total energies or
vibrational frequencies are used to determine thermodynamic potentials like Gibbs
free energies (Reuter 2016). Representing a surrounding gas or liquid environment
in the form of chemical reservoirs to or from which species or charges are given
or taken, this approach yields, for instance, (approximate) insight into the surface
structure and composition of the catalyst surface in the reactive environment
(in heterogeneous catalysis denoted as surface phase diagrams, in electrocatalysis
denoted as Pourbaix diagrams) and of nanoparticle shape during reaction conditions
(Garcia-Mota et al. 2015; Ouyang et al. 2013; Wang et al. 2013), or it provides a
first assessment of thermodynamic barriers along an assumed reaction path, as, for
instance, discussed in �Chap. 56, “Supercell Models of Brønsted and Lewis Sites
in Zeolites,” by Li and Schneider in this section.

For surface electrocatalysis, the breakthrough for such models came when
Nørskov and coworkers realized that the (otherwise computationally hard to
determine) chemical potentials of solvated species can be related to their gas-
phase chemical potentials at standard conditions (Nørskov et al. 2004, 2005). This
computational hydrogen electrode (CHE) or equivalent references for other species
then allows to quickly obtain estimates of overpotentials and the rate-limiting
steps causing them. In the original formulation, solvation effects on the surface
energetics were not treated at the electronic structure level, leading among others
to deficiencies in the description of pH effects. Efficient treatment of solvation
effects is therefore a major topic in current research, with implicit solvation models
(Andreussi and Marzari 2014; Mathew et al. 2014; Ringe et al. 2016; Sinstein et al.
2017), static ice layers (Chan and Nørskov 2015; Rossmeisl et al. 2008; Skúlason
et al. 2010), or full explicit dynamical simulations (Chen et al. 2013; Mattioli et al.
2013; Quaranta et al. 2017; Stecher et al. 2016), representing three major strands of
activities as discussed in more detail in �Chaps. 60, “Fundamental Atomic Insight
in Electrocatalysis,” � 59, “Structure of Electrode-Electrolyte Interfaces, Modeling
of Double Layer and Electrode Potential,” and � 61, “Electrocatalysis Beyond
the Computational Hydrogen Electrode,” by Bagger et al., Groß, and Oberhofer,
respectively, in this part.

The explicit calculation of reaction barriers is a first step to account for kinetic
effects (Sabbe et al. 2012). In heterogeneous catalysis, corresponding calculations
are predominantly carried out using transition state search algorithms like the
nudged elastic band (Henkelman et al. 2000). While nominally a “plug-and-
play” functionality in almost all major computer packages, in practice every
student working with it still struggles in practice with poor convergence and
large computational costs. For reactions at solid-liquid interfaces, the situation
is even worse, as in principle even more demanding dynamical or free energy
simulations are required (Chen et al. 2013; Groß et al. 2014; Li et al. 2014;
Mattioli et al. 2013; Pinto et al. 2014; Schnur and Groß 2011; Quaranta et al. 2017;
Stecher et al. 2016). Further complications arise presently in this electrocatalytic
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context, as standard first-principles supercell approaches for extended systems
are for constant charge and not for constant potential (Bonnet et al. 2012; Chan
and Nørskov 2015; Filhol and Bocquet 2007; Otani and Sugino 2006; Rossmeisl
et al. 2008, 2013; Surendrala et al. 2018), as discussed in detail by Groß in
�Chap. 59, “Structure of Electrode-Electrolyte Interfaces, Modeling of Double
Layer and Electrode Potential.” Research toward numerically efficient approaches
allowing the reliable (quantitative or at least semiquantitative but with controlled
error bars) calculation of reaction barriers is therefore a hot topic that will likely
even increase in importance in the next years. In this respect, the quantification
of Brønsted-Evans-Polanyi (BEP) relationships pioneered within the more general
context of so-called scaling relations by Nørskov and coworkers has been a true
game changer in surface catalysis research in the last decade (Greeley 2016;
Nørskov et al. 2008, 2014). Through BEP relationships approximate barriers
can be derived from much less demanding thermochemical calculations, while
other scaling relations allow to derive corresponding energetic parameters for
more complex reaction intermediates from data for their constituting elements,
or they allow to extrapolate the energetics over different catalyst materials; see
�Chap. 54, “Energy Trends in Adsorption at Surfaces,” by Raman and Vojvodic
for more details.

The increasing availability of such (approximate) first-principles reaction ener-
getics for elementary processes has strongly fueled the development of microkinetic
simulations that evaluate the interplay of these elementary processes in the reaction
network and yield the intrinsic catalytic activities (and increasingly also selec-
tivities) as a function of applied reaction conditions (Sabbe et al. 2012; Reuter
2016; Sutton and Vlachos 2015). While mean-field microkinetic models in the
form of rate equations still dominate the field (Nørskov et al. 2014; van Santen
and Neurock 2006), cf. �Chap. 57, “Microkinetic Modeling of Surface Catalysis”
by Vlachos and Wittreich, more accurate kinetic Monte Carlo (kMC) simulations
that account for the spatial distribution of reaction intermediates at the catalyst
surface are quickly catching up (Stamatakis and Vlachos 2012; Reuter 2013, 2016).
Especially when exploiting scaling-relation-based larger energetic databases, either
type of microkinetic simulations is successfully and increasingly used to also
address more complex reaction networks, for instance, leading to synthetic fuels.
kMC simulations are thereby often still challenged by networks featuring very fast
processes (prototypically diffusion at metal catalysts). This starts to be addressed in
emerging accelerated kMC approaches (Andersen et al. 2017b; Chatterjee and Voter
2010; Dybeck et al. 2017).

A particularly intriguing development within the realm of microkinetic simu-
lations is the realization that through the use of scaling and BEP relations, the
dimensionality of the problem can be dramatically reduced. While in principle any
given microkinetic model depends on all rate constants (aka reaction barriers) of all
elementary processes, the complexity of these dependencies decreases significantly
when exploiting that groups of rate constants all scale with one another. When
furthermore making (in parts strong) assumptions about the reaction mechanism
and rate-limiting steps, the overall dependencies of a microkinetic model can be
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minimized (Nørskov et al. 2014). Often the catalytic activity (or selectivity) can
then be discussed as a function of the rate constants of just one or two elementary
processes and through BEP and scaling relations as a function of the adsorption
energies of just one or two elemental reaction intermediates like O or C. This strand
of catalysis research has substantially increased our understanding of trends in the
past decade and is nowadays largely employed to “screen” for better catalysts by
simply computing corresponding descriptors like the O or C binding energies for a
multitude of catalyst materials and seeing whether these energies fall into a range
yielding optimum activity according to the simplified microkinetic model (Andersen
et al. 2016, 2017a; Besenbacher et al. 1998; Greeley and Mavrikakis 2004; Greeley
et al. 2006; Linic et al. 2004; Loffreda et al. 2009; Nørskov 2014; Toulhoat and
Raybaud 2003). An exciting new development in this context is the fusing with
data sciences, using machine learning techniques to identify better descriptors or to
extend and refine the energetic databases through regression techniques (Jinnouchi
and Asahi 2017; Li et al. 2017; Ma et al. 2015; Quaranta et al. 2017; Stecher et al.
2016; Ulissi et al. 2017a, b).

To also account for macroscopic heat and mass transport effects in a given
reactor, microkinetic models are integrated into continuum fluid dynamical simu-
lations. This is more established for mean-field rate equation models (Janardhanan
and Deutschmann 2012; Maestri and Cuoci 2013) but has recently also been
extended to kMC-based microkinetic models (Matera and Reuter 2009, 2010;
Matera et al. 2014). Such coupled simulations help in particular to analyze data from
increasingly employed in situ and operando measurements, which are often heat
and mass transport limited and where then the normal intrinsic activity provided by
a microkinetic model cannot be used to relate to the experimental data (Sabbe et al.
2012; Reuter 2016). To date, the integration of first-principles based microkinetic
models (either mean-field or kMC) into fluid dynamical simulations at reactor
level is, however, limited to simple model catalysts, in fact essentially to single
crystals. The reactive chemistry in more complex high-surface area real catalysts
is instead described through effective kinetic models as discussed in �Chap. 58,
“Computational Fluid Dynamics of Catalytic Reactors,” by Hettel, Wörner, and
Deutschmann. For such structured catalysts, explicit or effective treatments of
porosity, the emergence of turbulence, or complex reactor approaches like fluidized
beds are instead challenging topics in fluid dynamics research itself.

3 Open Challenges

Due to the impressive methodological advances briefly highlighted above, modeling
and simulation makes substantial contributions to surface catalysis research at all
levels from the active site to the reactor. In fact, modeling and simulation is by
now firmly integrated as an indispensable part of essentially any project, even in
industrial settings. Despite these advances, modeling is still severely challenged by
the complexity of real catalytic systems. The development of suitable model systems
that still contain the essential features at largely reduced complexity remains one of
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the core issues and tasks for the years to come (Sauer and Freund 2015). At the level
of the active sites, prevalent approaches often focus on singular high-symmetry sites
at individual facets of crystalline nanoparticles. This does not adequately address the
complexity in particular of compound materials, which offer multiple such sites –
with often little insight available which of these sites dominate the catalytic activity
(Reuter et al. 2017). Furthermore, point or extended defects can generally play a
crucial role, which in semiconducting materials can additionally exist in multiple
charge states. Operando studies increasingly report strong morphological changes
of the active particles, which severely question the prevalent approach to base any
type of active site models simply on structures derived from cutting the crystal
lattice of the nominal bulk catalyst material (Reuter 2016). There is also increasing
evidence of a more dynamical nature of operating catalysts, suggesting continuous
structural changes, maybe even reminiscent of a near liquid state (Newton 2008;
Reuter 2016; Schlögl 2015). At present, such dynamics cannot be captured by
prevalent microkinetic models, in particular not by generally still lattice-based kMC
models (Reuter 2013). That such dynamics has not been “seen” in corresponding
modeling is therefore no proof against its existence but simply a shortcoming of our
present methodological capabilities.

A second core issue is that (in particular first-principles-based academic) com-
putational catalysis research is still largely focused on catalytic activity as singular
measure for a good catalyst. This neglects that in practice a catalyst is part of a
complex system and one cannot evaluate a catalyst without considering the whole
system. The catalyst needs to contain cheap materials, it needs to be cheap to
make, it needs to tolerate contaminants in the feed, it needs to last for a long
time, and it needs to avoid elaborate separation of the products. In addition, it
must allow for inexpensive heat management. While some computational studies
start to consider material cost, for instance, searching for pareto-optimal solutions
in high-throughput screening using cost as additional descriptor (Andersson et al.
2006; Nørskov et al. 2009), this does not yet address the actual costs of making
a catalyst out of the material. Recall that the reason why, for example, ruthenium
still prevails over iron as industrial ammonia synthesis catalyst are the high costs
of making an iron catalyst out of cheap iron (Ertl 1980). Computational studies
have hitherto also not really aimed at evaluating the effect of trace impurities in
the stream at predictive-quality level, neither in detailed microkinetic models nor
by considering an optimized interplay of catalyst and contaminant in computational
screening. “Poisoning” by impurities is thereby not always detrimental. Sometimes
it is possible to poison selectively the surface sites on which an undesired reaction
takes place. In partial oxidation reactions, one often tries to poison the surface
sites on which complete oxidation occurs. In either case, the absolute effect can
be enormous. In ammonia fabrication, the catalytic reactor accounts for about 1%
of the cost of a plant. The main expense is generating clean hydrogen that is devoid
of CO or sulfur contaminants. A radical improvement for this process would be
finding a catalyst that is immune to impurities in the feed. Such a catalyst would
prevail in practice, even if the reaction rate is smaller than that of the existing
catalyst. The point is that high rate is a good criterion but in many cases it is
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not the dominant factor. Similar examples and arguments could be made about
the importance of heat management and catalyst degradation. The last decade
of computational catalysis modeling is primarily characterized by establishing a
comprehensive trend understanding of catalytic activity in terms of underlying
materials properties. Compared to this trend understanding, our present insight,
for instance, into microscopic heat dissipation channels (Rittmeyer et al. 2018),
their role in, as well as sintering or other aging processes in general is essentially
nonexistent. In this respect, catalyst lifetime, catalyst tolerance to contaminants, and
embracing a possibly dynamical state of catalysts are certainly worthwhile themes
for the decade to come.
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Abstract

Adsorption is a process of vital importance in surface science and heterogeneous
catalysis, with early studies dating back to the days of Irving Langmuir. Over
the last decades, the advent of first-principles methods coupled with increasing
computing power has enabled generation of large data sets of the energetics
describing the interaction between adsorbates with different solid surfaces. This
has aided in the conceptualization of energy trends through scaling relations,
originally obtained by empirical means, and primarily used for the ease of com-
putational burden in chemical transformations involving adsorption. However,
the use of scaling relations has now evolved beyond its original intended purpose,
with their use in identifying descriptors for reactivity and activity, as well as
extension to more complex adsorbates and surfaces beyond transition metals.
This chapter traces the history of scaling relations from their inception, through
their extension to enable the understanding of chemical transformations and aid
in the design of better catalysts, ending with the challenges and an outlook.
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1 Introduction

Adsorption is the phenomenon of adhesion of atoms, molecules, radicals, or ions
from a gas or liquid onto a surface of a solid material, a nanoparticle, or a larger
molecule. In this chapter, the focus is on the adsorption on solid surfaces. Adsorption
is at the heart of any gas-surface and liquid-surface interaction found in, e.g.,
catalytic processes, growth, etc. and has been a vivid research area for decades.
Studies of the interaction of atoms and molecules with surfaces go back to Irving
Langmuir, considered to be one of the founders of surface science (Langmuir
1961). Over the last two decades, we have seen rapid changes in the fields of
surface science and heterogeneous catalysis to a point where we have reached an
understanding of the chemistry on surfaces at a level where we can start designing
them for their chemical properties in a controlled and systematic way (Medford et
al. 2015). The advent of density functional theory (DFT) coupled with increasing
computational power has made it possible to gain a deeper understanding of
surface processes while also providing the ability to computationally screen among
existing, modified, and entirely new materials for complex heterogeneous catalytic
processes involving many adsorption intermediates (Nørskov et al. 2009, 2011; Xu
2009; Christensen and Nørskov 2008). At the same time, first-principles atomistic
thermodynamics-based approaches have made it possible to determine the relative
stabilities of different surface facets and terminations under relevant experimental
conditions, improving the accuracy and predictability power of computational
methods (Bollinger et al. 2003; Reuter and Scheffler 2001, 2003; Reuter et al.
2004; Nørskov et al. 2006; Rossmeisl et al. 2006; Hansen et al. 2008; Inoğlu
and Kitchin 2009; Bendavid and Carter 2013; Holby et al. 2009). An effective
method to quantitatively calculate and ultimately predict adsorption energies for
the many possible adsorbates that might be involved in chemical processes is highly
desirable. With such a suite of data on hand, it allows for comparative studies of
different surfaces, enabling the identification of trends in the adsorption energetics
that ultimately can be captured by simpler adsorption models, rather than through
time-consuming heavy first-principles calculations. Correlations known as energy
scaling relations of the adsorption energies between chemically related species
have become one of the most popular methods in achieving this. Initially, these
relations emerged as a result of empirically fitting large enough computationally
derived data sets and were then rationalized and explained for certain groups of
materials based on electronic structure arguments, which we will return to in a
later subchapter. These scaling relations serve multiple purposes, the most obvious
being the reduction in the computational cost associated with the calculation of
adsorption energies for a large number of reaction intermediates, when potentially
the overall surface reactivity trend can be gauged from a single or a few adsorbate(s),
which is discussed in further detail later in this chapter. This way, these scaling
relations can aid in the reduction of the dimensionality of a chemical transformation
problem, providing insights into the identification of effective descriptors for surface
reactivity (Medford et al. 2015; Nørskov et al. 2014; Montemore and Medlin
2014; Greeley 2016). A plethora of papers on adsorption and reactivity, a few
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reviews on scaling trends (Montemore and Medlin 2014; Greeley 2016), and a book
(Nørskov et al. 2014) have been written on these topics. Therefore, we will here
focus on introducing the concepts of adsorption and scaling trends, discussing their
applicability, putting them in a larger perspective, and providing an outlook on what
the future might bring.

2 Origin of Adsorption Scaling Relations

The origin of adsorption scaling relations for chemisorbed adsorbates can be traced
back to the seminal paper by Abild-Pedersen et al. (2007), which in a systematic way
established a linear correlation between the adsorption energies of simple hydrides
(AHn) and the corresponding central atom (A) on transition metal surfaces, as given
by Eq. 1.

�EAHn = γs(n)�EA + ξ, (1)

with the slope γ s(n) given by:

γs(n) = N − n
N

(2)

where N is the maximum valency of the central atom A and n ≤ N are the number
of bonds saturated by bonding to other atoms. For example, C, N, and O would
have N equal to 4, 3, and 2, respectively, with CH3 and CH2 having n of 3 and
2, respectively. Conceptually, this can be rationalized by taking the N levels to be
degenerate and linearly independent, thereby providing an equal contribution to the
overall adsorption energy when the central atom A binds to a surface. Removing
the contribution from the number of bonds saturated by other atoms (n) provides
the number of bonds that the central atom can form with the surface (i.e., dangling
bonds). Figure 1 shows the linear adsorbate scaling relationship for the CHn, NHn,
OHn, and SHn species on different surfaces of unary elemental transition metals,
respectively.

As is evident from Fig. 1, the slope or the scaling parameter γ s(n) in Eq. 1 is
independent of the surface facet, while the intercept ξ is surface-facet dependent.
This essentially arises from the fact that the adsorbate, at least to a first-order
approximation, will form bonds with the surface commensurate with its degree of
unsaturation, irrespective of the surface. On the other hand, the difference in the
exact local coordination of the adsorption site at the surface affects the overall
adsorption energy, resulting in the difference in the intercept ξ . While further
modifications to account for more complex adsorbates, coverage effects, etc. have
all been built on the scaling relationship given by Eq. 1, it should be noted that
some scaling parameters can be determined from bond-order conservation models
such as the UBI-QEP methods (Shustorovich 1986; Shustorovich and Bell 1988;
van Santen 2010), which predate the use of DFT for adsorption energy calculations.
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Fig. 1 Linear adsorption energy scaling relations for simple hydrides AHx on close-packed
(black) and stepped (red) surfaces of different transition metals. (Adapted from Fig. 1 in Abild-
Pedersen et al. (2007) based on DFT calculated data)

The simple scaling relationship scheme presented in Eq. 1 has been extended to
account for more complex adsorbates. This can be done by first realizing that the
adsorption energy of an AHn species on a given metal can be rewritten in terms of
a comparison of the central atom A on that given metal and a reference transition
metal, as given below (Abild-Pedersen et al. 2007; Jones et al. 2008):

�EAHn;M2 = �EAHn;M1 + γs(n)
(
�EA;M2 −�EA;M1

)
(3)

where M1 and M2 represent the two different transition metals. Equation 3 provides
the basis for a simple generalization to complex adsorbates, by simply summing
over all the adsorbate atoms that bind to the surface, as given below (Abild-Pedersen
et al. 2007; Jones et al. 2008):
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�ER;M2 = �ER;M1 +
∑

i
γi
(
�EAi ;M2 −�EAi ;M1

)
(4)

where R refers to any generic adsorbate and γ i is redefined as:

γi = N − nintra
N

(5)

where nintra refers to the total number of intra-adsorbate bonds attached to the
central atom A. This generalization has, for example, been used for unsaturated
hydrocarbons (CHx-CH2), with x = (0,1,2) to successfully predict adsorption
energetics on both close-packed and stepped surfaces of transition metals as a
function of the adsorption energy of atomic carbon (Jones et al. 2011), as shown
in Fig. 2. One finds that a single linear scaling is not enough; rather a piecewise
scaling demarcates two separate independent regions, one corresponding to those
transition metals that are reactive enough (including non-noble metals and some Cu
surfaces) to alter the intramolecular bond of the adsorbate versus those that are not
(including the metals Au, Ag, and certain Cu surfaces).

It should be noted that other bond-order-based approaches have been used for
multicenter adsorbates, especially those belonging to the class of ethanol derivatives
(CHxCHyOz) (Ferrin et al. 2009; Salciccioli et al. 2010; Liu and Greeley 2013; Liu
et al. 2015) with varying degrees of success on different transition metal surfaces.
While scaling concepts based on the usual bond-order conservation approach can be
used for such adsorbates, care must be taken when applying the principle to noble
metals and potentially other systems with complex surfaces and adsorbates.

Fig. 2 Calculated adsorption energies for CHx-CH2 hydrocarbons, with x = (0,1,2) as a function
of the adsorption energy of atomic carbon on close-packed (black) and stepped (red) surfaces of
transition metals. (Adapted from Jones et al. (2011))
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3 Adsorption Energies as Descriptors for Reactivity/Activity

While it is important to generalize the scaling relations to more complex adsorbates,
it should also be realized that the true power of scaling relations goes beyond just
easing computational effort. Understanding and quantifying surface reactivity has
been the main goal of heterogeneous catalysis in order to provide a systematic
design paradigm for superior catalysts, in contrast to the conventional trial and
error approaches. To this end, the Sabatier principle (Sabatier 1913; Che 2013)
provides a conceptual framework by suggesting that the optimal performing catalyst
should bind the adsorbates with some intermediate strength, i.e., neither too weakly
(activation limited) nor too strongly (desorption limited). This therefore establishes
the typical “volcano-type” relation between rate (activity) and the bond strength, as
shown in Fig. 3.

While this provides a theoretical framework, it is not quantitative, as the physical
quantity characterizing the “bond strength” is not described, and the value of the
“bond strength” that describes the optimal catalyst is unknown. Therefore, to use the
Sabatier principle in a predictive manner, descriptors characterizing a heterogeneous
catalytic reaction are needed. Since adsorption plays a crucial role in heterogeneous
catalysis, the adsorption energies of the relevant intermediates on a given surface of
interest serve as descriptors that suitably characterize the reactivity and potentially
the activity. To illustrate this, the ammonia synthesis activity on different transition
metals is shown in Fig. 4 with two different descriptors: the bulk oxide heat of
formation (Fig. 4a) and the calculated nitrogen adsorption energy (Fig. 4b).

It is evident that the activity “volcano” is well defined when the descriptor is the
nitrogen adsorption energy, since it provides a better description of the interaction
between the adsorbate and the transition metal surface. While the adsorption of
nitrogen is a key step in ammonia synthesis, there are several other elementary
steps with multiple reaction intermediates whose adsorption energetics are vital for
the overall reaction. What then distinguishes the adsorption of nitrogen as a single
descriptor for ammonia synthesis? To illustrate this, the transition state energy for

Fig. 3 Representation of the
Sabatier principle. (Adapted
from Medford et al. (2015))
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Fig. 4 Measured ammonia synthesis activity as a function of two suggested descriptors for the
reaction: oxide heat of formation and nitrogen adsorption energy, of which the adsorption energy
provides the most satisfactory explanation of the trends by ordering the elemental metal catalysts
onto a volcano curve. (Adapted from Medford et al. (2015))

Fig. 5 Calculated transition
state energy for nitrogen
dissociation vs nitrogen
adsorption energy on stepped
transition metal surfaces.
(Adapted from Medford et al.
(2015))

dissociation of a nitrogen molecule is plotted against nitrogen adsorption energy and
the rate of reaction computed using a mean-field kinetic model in Fig. 5. It is well
established from both experiments and theory that the N2 dissociation step is rate
determining for certain elemental metal active catalysts (Schlögl 2003; Ertl 1980;
Logadottir et al. 2001). According to the findings presented in Fig. 5, the transition
state energy for the dissociation step scales linearly with the nitrogen adsorption
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energy. This explains why the nitrogen adsorption energy would serve as a unique
descriptor for ammonia synthesis.

More fundamentally, it is also clear that variations in transition state energies and
adsorption energies are governed by the same physics, resulting in such correlations
between the two (Plessow and Abild-Pedersen 2015). This enables the development
of transition state scaling relations that effectively map the space of adsorption
energies onto transition state energies, aiding in the prediction of surface activity
(Logadottir et al. 2001; Plessow and Abild-Pedersen 2015; Nørskov et al. 2002;
Liu and Hu 2001a, b; Michaelides et al. 2003; Bligaard et al. 2004). Even more
remarkable is the similarity of the transition state scaling relationships for chemi-
cally and geometrically related molecules undergoing a similar mechanistic reaction
step. For example, the transition state energies of simple diatomic molecules show
a similar correlation with respect to their dissociative chemisorption energies,
providing at least to a first-order approximation an adsorbate-independent way of
estimating transition state energies and activation barriers (Nørskov et al. 2002).
It should be noted that this correlation sometimes referred to as “universality” of
the transition state scaling relations as shown in Fig. 6 is only valid for subsets of
molecules on very similar surfaces and adsorption sites. Finally, it should be noted
that the popular Brønsted-Evans-Polanyi (BEP) relations (Brønsted 1928; Evans

Fig. 6 Transition state
scaling relations for
dissociation of simple
diatomic molecules on flat
and stepped metal surfaces.
(Adapted from Nørskov et al.
(2002, 2014))
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and Polanyi 1938) which have been used extensively for understanding trends in
chemical reactions through linear correlations between the activation and reaction
energies are simply a subset of the transition state scaling relations. This therefore
establishes the importance of trends in adsorption energetics in quantifying surface
activity.

4 Extensions to Other Systems Beyond Transition Metals

Considerable progress in the description of adsorption and chemical reactions of
more complex systems has been made including scaling relations and extensions of
similar ideas for systems beyond pure elemental transition metal surfaces. Adsorbate
scaling relations have been established for metal alloys including near-surface metal
alloys (Calle-Vallejo et al. 2012; Greeley et al. 2009). In addition to metal alloys,
scaling relations have also been found for even more complex solid systems most
prevalently for transition metal compounds, including certain surfaces of transition
metal oxides, nitrides, carbides, sulfides, etc. (Fernández et al. 2008; Vojvodic et
al. 2009, 2011; Rossmeisl et al. 2005; Man et al. 2011; Viñes et al. 2013). One of
the earliest papers in this field by Fernandez et al. (2008) showed that linear scaling
relations exist between OH, NHx, and SH and the corresponding central atom, for
adsorption on oxide, nitride, and sulfide surfaces, respectively. Further, Vojvodic
et al. (2009) demonstrated scaling for NHx intermediates and BEP relations for
transition metal carbides, i.e., scaling relations for intermediates with a central atom
having a different chemical component compared to the transition metal compound
itself. When it comes to oxides, they have received a lot of attention, for example,
with the aim of modeling the electrochemical oxygen evolution reaction, most
notably for single metal oxides such as MO2 oxides and binary metal oxides such
as perovskites (Rossmeisl et al. 2005; Man et al. 2011). Versatile BEP relations
were found for a range of transition metal oxides including rutiles and perovskites
(Vojvodic et al. 2011), where the BEP relation depends on the type of oxide, the
active site, and the dissociating molecule. A comparison between the different
BEP relations for transition metal carbides and oxides with metals has also been
performed (Viñes et al. 2013).

Challenges in modeling these complex solid surfaces arise, on one hand, due
to complications in describing the structure and stoichiometries of these surfaces
and, on the other hand, from possible limitations in our current description of
the exchange-correlation in standard density functional theory (Bengone et al.
2000). Although there are numerous examples of excellent agreement between
DFT calculations and experiments, our current description of the exchange and
correlation may be insufficient when studying the surface chemistry of complex
systems.

Up until now we have only discussed adsorption in the chemisorption limit;
however, physisorption is another important class of adsorption. In many cases,
physisorption arises from weak interactions due to the relatively long-ranged van
der Waals forces between the adsorbate and the surface. These interactions can have
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a strong dependence on the spatial extent of the adsorbate, implying that adsorbate
correlations normalized to the corresponding active components can be established
for comparable systems. This has been observed experimentally, for example, the
physisorption of linear alkanes on a Pt (Hong et al. 2016) surface (Tait et al. 2006).
Further, with the advent of exchange-correlation functionals that capture dispersion
interactions (Dion et al. 2004; Grimme 2004, 2006; Tuma and Sauer 2006; Grimme
et al. 2007, 2010; Román-Pérez and Soler 2009; Svelle et al. 2009; Hansen et al.
2010; Lee et al. 2010; Wellendorff et al. 2012; Berland et al. 2015), it is now
feasible to computationally model physisorption in systems involving significant
contributions from dispersion interactions. For example, the experiment by Tait et
al. (2006) was rationalized by Londero et al. (2012). Physisorption in more complex
systems such as zeolites, which constitute a large class of materials commonly
employed in heterogeneous catalysis and surface science (Brogaard et al. 2012;
Bukowski and Greeley 2016; Göltl et al. 2017; Liu et al. 2017), has also been
illustrated, for example, see correlation for the physisorption enthalpy of n-alkanes
on a zeolite H-ZSM-22 shown in Fig. 7.

In contrast to heterogeneous catalysts with active sites located at continuous
surfaces, the active site of a homogeneous catalyst is often comprised of a transition
metal center consisting of one or multiple metal atoms embedded in a metal-ligand
complex. Homogeneous systems offer large chemical tunability through, e.g., ligand
control and steric interactions, to promote or prevent specific chemical reactions.
Early work by Bryndza et al. (1987) identified linear correlations between the
ligand to transition metal complex interaction and the bond strength of a ligand to
a hydrogen atom. Schock and Marks (1988) further investigated this through bond
order and electronegativity aspects. More recently, examples of scaling relations
for homogeneous systems (Wodrich et al. 2016; Wang et al. 2016) showing that
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(2012))



54 Energy Trends in Adsorption at Surfaces 1331

thermodynamic descriptors and kinetic relations can be applicable beyond solid
surfaces have been demonstrated.

5 Electronic Structure-Based Adsorption Models

The canonical model for understanding chemisorption on metal surfaces can be
traced back to the Newns-Anderson model (Newns 1969; Grimley 1971, 1967a, b;
Anderson 1961), which employs a simplified Hamiltonian that accounts for the
dominant mechanisms involved in bond formation between the adsorbate and the
metal surface. By studying the evolution in the electronic structure of the individual
components and the combined system as the adsorbate approaches the metal surface,
one can capture the interaction between the adsorbate and the metal through
the adatom-projected density of states. This essentially leads to two adsorption
limits known as the weak and strong chemisorption limits, classified based on the
relative strength between the average coupling matrix element between adsorbate
and surface, V, and the bandwidth of the surface states, W. When V � W, as
would be the case when the adsorbate interacts with the sp band of the metal
surface, the weak chemisorption limit is reached, and when V � W, as would be
the case when the adsorbate interacts with the d-band of the metal surface, the
strong chemisorption limit is reached. In the case of adsorption on a transition metal
surface, which consists of a broad sp band and a narrow d-band, both these limits are
encountered. The solution to the Newns-Anderson Hamiltonian in such a scenario
is schematically illustrated in Fig. 8.

As can be seen in Fig. 8, the interaction between the sp band and an adsorbate
results in a broadening of the adatom energy level, with a downward shift in
the energy relative to the free adsorbate. The subsequent interaction between the
shifted adatom state and the d-band splits the adatom energy level into a broadened

Fig. 8 Illustration of the changes in the adatom-projected density of states upon adsorption on a
transition metal surface. (Adapted from Nørskov et al. (2014))
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downward-shifted bonding state that is occupied, since it is positioned lower in
energy than the lowest occupied metal state, and a broadened upward shifted
antibonding state, which may be unoccupied or partly (or fully) occupied based
on its position relative to the Fermi level. The region between them corresponds to
what is sometimes referred to as a weak nonbonding state. Clearly, the strongest
bond between the adsorbate and the metal surface occurs when all the bonding
states are filled and all the antibonding states are empty. This provides a simplified
fundamental understanding of the energetics involved in the interaction between an
adsorbate and a transition metal surface.

6 Adsorption Model for Metals: d-Band Model

Since transition metals are vital to most of heterogeneous catalysis, the role played
by the d-electrons must be carefully elucidated. To this end, the d-band model
for adsorption on transition metal surfaces, proposed by Hammer and Nørskov
(1995a, b), aims to systematically explain the energy trends seen in transition metals,
building on the Newns-Anderson model discussed previously. The adsorption
energy according to the d-band model is split into a contribution from the sp states
and the d-states assuming the following expression:

Eads = ndegEsp−hyb + ndegEd−hyb (6)

where ndeg is the degeneracy of the adsorbate level and Esp − hyb and Ed − hyb are
the energy contributions resulting from the interaction between the adatom and the
surface sp and d-bands, respectively. The energy contributions resulting from the
interaction between the sp band and the adsorbate are shown to be very similar
for the different transition metals, resulting in the adsorption energy trends being
determined by the interaction with the d-band of the metal. Therefore, the d-band
center, filling, and the coupling matrix element between the adsorbate and the d-
band of the metal serve as important parameters that determine the strength of the
bond formed between the adsorbate and the transition metal surface. To illustrate
this, the adsorption of atomic oxygen on 4d transition metals, as a function of the
d-band centers, is shown in Fig. 10. Moving from right to left in the periodic table,
the d-band center moves up in energy, resulting in the antibonding states of the
adsorbate becoming empty (see Fig. 9). This yields a stronger bond between the
adsorbate and the transition metals toward the left of the periodic table.

Generalized reactivity descriptors beyond the d-band center, i.e., the average
energy of electronic d-states projected onto a surface metal atom, have been
introduced. For example, the upper edge of the d-band was identified as an improved
reactivity descriptor for pristine transition metals (Vojvodic et al. 2014a) taking
into account the effects of the spread in energy on the position of adsorbate-metal
antibonding states. In addition, the d-band shape of a metal site was shown to have
an important role in determining the local surface reactivity of transition metal
alloys (Xin et al. 2014). Numerous studies have over the last decades contributed
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Fig. 9 Calculated density of states projected onto the d-states of the surface atoms of the transition
metals and the 2p-projected density of states of an adsorbed oxygen atom. (Adapted from Nørskov
et al. (2014))

to understand the interaction between metal states including the d-states and an
adsorbate state (Gajdoš et al. 2004; Hammer 2006; Roudgar and Groß 2003; Greeley
and Mavrikakis 2004; Kitchin et al. 2004; Nikolla et al. 2009; Marković and Ross
2002; Tripa et al. 1999; Mills et al. 2003; Zhang et al. 2005; Kibler et al. 2005;
Behm 1998; Schnur and Groß 2010; Menning and Chen 2009; Groß 2008; Liu et al.
2004; Inderwildi et al. 2007).

7 Outlook

Even though the existence of energy scaling relations which together with activity
maps and the d-band model has enabled a quantitative understanding and a faster
discovery of new catalyst materials (Medford et al. 2015; Nørskov et al. 2011, 2014),
recently it has been discovered (Vojvodic and Nørskov 2015; Koper 2013; Seh et
al. 2017) that their existence also sets limitations. Under the assumption that each
group of reaction intermediates binds to the same type of active site for a given type
of material facet, it has been found for several catalytic reactions that the activity
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Fig. 10 Calculated
adsorption energy of atomic
oxygen on close-packed
surfaces of 4d transition
metals as a function of the
position of the metal in the
periodic table (top) and
calculated metal d-band
center (bottom). A benchmark
with experimentally
measured adsorption energies
is provided. (Adapted from
Nørskov et al. (2014) and
Hammer and Nørskov (2000))

of the surface has an upper theoretical limit, for example, the thermal ammonia
synthesis (Vojvodic et al. 2014b), electrochemical ammonia synthesis (Montoya
et al. 2015), oxygen evolution reaction, oxygen reduction reaction (Koper 2013;
Viswanathan et al. 2012; Nørskov et al. 2004), CO2 reduction reaction (Peterson
and Nørskov 2012; Hansen et al. 2013), and catalytic hydrogenation of carbon
monoxide (Cheng and Hu 2008) to name a few. It has been argued that for us to
overcome these limitations, we need to find systems where the scaling relations are
very different from the systems that we have discovered so far or find systems where
the scaling relations do not apply. Several schemes that might be used to circumvent
the scaling relations have been suggested; see, for example, a summary in Vojvodic
and Nørskov (2015), where both tuning of properties internal to the material, as well
as external means are discussed. One of the ideas is to either change how different
intermediates are binding to the surfaces, in that way changing the adsorbate scaling
relations, while others suggest how one could change the transition state relative to
the thermodynamic intermediates, in that way possibly decoupling the kinetics and
thermodynamics or finding more favorable BEP relations. So far, only a couple
of these strategies have been computationally explored, for example, bifunctional
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catalysts through alloying, doping, or defects (Hong et al. 2016; Halck et al. 2014)
and 3D active sites as can be found in a confined space (Doyle et al. 2015, 2017).
In other words, many possible routes for tuning the surface chemistry remain
unexplored, while others might already have been observed but not identified as
separate phenomena. There is a long way to go for us to model and design more
complicated catalytic systems comprised of multiple components and more intricate
details of the material and the environment it is interacting with, for example,
understanding the solid-liquid interfaces is a necessity for us to gain a full picture of
electrode-electrolyte interactions present in electrochemical systems. Besides this
more applied direction for research to progress, there is the more fundamental one
that we should be concerned with.

Despite considerable progress, a theoretical understanding of the reactivity of
transition metal oxides is less established than that of pure transition metals. As
a matter of fact, a complete underlying electronic structure theory is still lacking
for complex solid surfaces beyond metals. Vojvodic et al. (2009) showed that
the electronic structure descriptor to be considered for an adsorption model for
transition metal compounds, as was illustrated for carbides, is more intricate than
the one for metals. This approach was applied to a doped oxide system as well
(García-Mota et al. 2013) and was found to be able to describe the adsorption trends.
Other descriptors have been suggested as well, including the simple one being the
number of d-electrons of a system (Bockris and Otagawa 1984; Mun et al. 2005;
Calle-Vallejo et al. 2013), the eg filling of the d-electrons of the bulk system if
such are present (Suntivich et al. 2011), eg or t2g filling of the active surface metal
site for a specific surface facet (Vojvodic and Nørskov 2011; Montoya et al. 2018),
d-band center, and the p-band center of O in the bulk (Lee et al. 2016) system
if present (Hong et al. 2015) or of the surface O near the active site (Montoya
et al. 2018), all with different level of success. In addition, coordination-based
descriptors have emerged in the literature for complex metal systems including
nanoparticles (Jiang et al. 2009; Calle-Vallejo et al. 2014, 2015a, b; Wang et al.
2018; Ma and Xin 2017). Also, recently relationships between adsorbate binding
energies and the stability of individual metal surface sites have been considered as
descriptors (Roling and Abild-Pedersen 2017). The key thing for us to show is how
transferable these are, not only between different materials but also between dif-
ferent surfaces. Ultimately, the goal is to identify suitable descriptor(s), potentially
electronic structure-based descriptor(s), that can be used to rationalize the different
adsorption trends on these surfaces and help in the endeavor of designing new
materials.
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Abstract

This chapter reviews some aspects of computational work on the catalytic
chemistry of oxides. The difficulties of using density functional theory in
calculations are explained. Different ways of structural or chemical modifications
aimed at improving catalytic activity are reviewed. The reaction mechanism
of partial oxidation reaction catalyzed by oxides is discussed. The focus is on
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qualitative design rules rather than on obtaining highly accurate computational
results.

1 Introduction

The number of publications on oxide catalysts is enormous and we can only attempt
to provide a summary of those properties that seem to be common to classes of
oxide catalysts and/or for classes of reactions. The main subject of this section is
what computations teach us about catalysis by simple oxides having the formula
MxOy. We do not discuss compounds having two cations such as perovskites,
spinels, vanadates, etc. Most zeolites are oxides of Si and Al with peculiar, porous
structures. We do not examine them here since their catalytic chemistry is different
from that of ordinary oxides. Within these self-imposed limitations, we will discuss
pure oxides, doped oxides, submonolayers of oxides supported on oxides, and oxide
submonolayers supported on metals. Among reactions, we will mention oxidative
dehydrogenation and methane oxidative coupling. The topic is so vast that more is
left unsaid than is presented.

Oxide catalysts are used industrially for the synthesis of sulfuric acid, the
conversion of hydrogen sulfide to sulfur, of methanol to formaldehyde, of o-xylene
to phthalic anhydride, of ethylbenzene to styrene, and of propane to propylene.

2 Mars–van Krevelen Mechanism

In the majority of reactions catalyzed by oxides, the gaseous feed contains a
reductant and an oxidant. Hydrocarbons, alcohols, CO, H2, etc. are reductants, and
O2 N2O or CO2 are oxidants. There is extensive evidence that oxidation reactions
catalyzed by oxides take place through a Mars–van Krevelen mechanism. This
postulates that the reductant in the feed reacts with the surface oxygen atoms,
removing them and creating oxygen vacancies on the surface; the oxidant reoxidizes
the surface. For example, in the reaction CO(g)+ 1/2 O2(g)→ CO2(g), CO reduces
the oxide surface to form CO2 and oxygen vacancies; one oxygen atom in the
CO2 molecule originates from the surface of the oxide. The role of the gas-phase
oxygen is to reoxidize the surface. In a slightly more complicated reaction, such
as CH3OH + ½ O2(g) → CH2O + H2O the oxygen in the water molecule is taken
from the oxide surface and, after water desorbs (thus removing an oxygen atom from
the surface), the gaseous oxygen reoxidizes the surface. The oxygen in the aldehyde
is the oxygen atom contained in the methanol feed.

Transient kinetics experiments, experiments using 18O2, and Density Func-
tional Theory (DFT) calculations, all support the Mars–van Krevelen mechanism.
However, it is bad practice to assume uncritically that all oxides work according
to a Mars–van Krevelen mechanism, for all reactions, under all conditions. In
some cases, the oxide might activate the adsorbed oxygen and this oxidizes the
reductant.
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According to the Mars–van Krevelen mechanism, the reductant removes oxygen
from the surface of the oxide and the oxidant puts it back. Because of this, at
steady state, there is a constant concentration of oxygen vacancies at the surface.
The catalyst is the partially reduced oxide, not the stoichiometric oxide. For a given
reductant, the surface of the catalyst is less reduced if the oxidant is O2 and more
reduced if the oxidant is CO2. In many experiments using oxygen, it has been
observed that the steady-state reaction rate is independent of the partial pressure
of the oxygen. This indicates that the reoxidation of the surface by gaseous oxygen
is much faster than the other reaction steps. This independence of the rate on the
oxygen partial pressure does not mean that the reaction will proceed without gaseous
oxygen. If the feed does not contain oxygen, the oxide will be reduced until the
degree of reduction is so high that the oxide will stop providing oxygen and the
oxidation reaction stops. At high temperature, this reduction may go all the way to
the formation of the metal, an undesirable outcome unless one is a metallurgist.

3 Irreducible and Reducible Oxides

The Mars–van Krevelen mechanism suggests a classification of the oxide into those
that provide oxygen easily (reducible oxides) and those do not (irreducible oxides).
Examples of irreducible oxides are alkali oxides, alkali earth oxides, La2O3, Sm2O3,
Y2O3, Sc2O3, ZrO2, Ta2O5, etc. The term “irreducible” indicates that the oxide
is difficult to reduce. It is reasonable to assume that an oxide that is difficult to
reduce is not a good oxidant. This is why irreducible oxides are used as catalysts
for partial-oxidation reactions at high temperature. An example is the oxidative
methane coupling, 2 CH4 + 1/2 O2 → C2H4 +H2O, which takes place at∼ 800 ◦C
(Zavyalova et al. 2011). At this temperature, a reducible oxide will combust methane
to CO2 and water, or to CO and H2, depending on the working conditions. A
characteristic common to all irreducible oxides is that their cation does not make
stable oxides having different cation-to-oxygen ratios. For example, in the case of
La2O3, La does not make stable LaO or LaO2 oxides. However, as in many cases in
chemistry, the rules have exceptions. The fact that a cation forms only one oxide is
not necessarily an indication that the oxide is difficult to reduce: for example, NiO
and ZnO do not form an oxide containing Ni+ or Zn+ but they can be reduced much
more easily than, for example, MgO.

Reducible oxides, such as TiO2, CeO2, V2O5, MoO3, Mn3O4, WO3, CrO2, are
grouped together because they are better oxidants than the other oxides. In other
words, it is easier to partially reduce them by making oxygen vacancies on their
surface. The elements in these oxides are able to make oxides having a lower
oxygen content (per cation), such as Ti2O3, Ce2O3, V2O3, VO2, MnO2, Mn2O3,
MoO2, WO2, Cr2O3. Some of them form a large number of crystalline oxides of
intermediate stoichiometry. For example, vanadium forms VnO2n + 1 (n = 3, 4, 5)
and VnO2n-1 (n= 4, 5, 6, 7, 8, 9). Similar compounds are formed by Mo, Ce, and Ti.
The existence of such compounds suggests that it is easy to induce these cations to
release oxygen and lower their valence.
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4 Oxides Whose Cations Have an Incomplete d-
or f-Electronic Shell

There is another important classification of oxides, based on whether the d-shell
or the f-shell of the cation is filled. The cations in rows 1, 2, and 11–16 in the
periodic table have filled d- or f-shells. The rest of the cations do not, and this
causes difficulties: calculations using the generalized gradient approximation of
DFT (GGA-DFT) make substantial, qualitative errors. A well-studied example of
an oxide having a cation with an incomplete d-shell is TiO2; equally well studied is
CeO2, in which Ce has an incomplete f-shell. A number of things go wrong when
GGA-DFT is used to calculate the properties of these oxides. (1) The d-band (or the
f-band) is much too wide (i.e., the energy of the d- or f-orbitals changes substantially
when the wave vector is changed) whereas experiments show them to be narrow.
The narrow band detected by experiments indicates the d (or the f) electrons are
localized on the cations. GGA predicts the opposite: electrons located in d orbitals
are delocalized. (2) GGA does not accurately describe processes in which one or
two electrons are donated to the oxide. Such donation takes place, for example,
when radicals such as H or CH3 bind to the oxide, or when an oxygen vacancy is
formed. Experiments indicate that the donated electrons are localized on one cation
while GGA predicts that they are delocalized. (3) In most processes in which one
or two electrons are donated to the surface, GGA-DFT predicts that the energy of
the orbital in which such electrons are located is at the bottom of the valence band.
However, ultra-violet photoelectron spectroscopy (UPS) experiments show that their
energy is in the band gap. No such difficulties are encountered when GGA is used
for oxides with a complete d- or f-shell (e.g., MgO).

This tendency of GGA to delocalize electrons is attributed to a flaw in the DFT
method. The DFT energy contains a term in which each electron interacts with itself.
This energy is diminished if the electron distribution is diffuse rather than localized.
Hence, the variational procedure will lower the energy by spreading out the electron
distribution.

To correct the behavior of GGA, when one calculates the properties of such
oxides, one introduces in the DFT energy a term U designed to increase the energy
when more than one d or f electron is present on a cation. As a result, the d or f
electrons are localized on the cations, as they should be. The theory containing this
term, called GGA + U, is an improvization that does not have a firm theoretical
foundation and does not provide a reliable prescription for the magnitude of U. U is
determined to fit some property of interest. Chemist may pick U to give correct
energy of formation of the oxide. People interested in photochemistry at the surface
pick U to obtain the experimentally measured band gap. There are also recipes for
calculating U from the atomic properties of the cation, but they are approximate. In
some cases, people adjust the value of U, in GGA + U, to give results close to the
results of hybrid functionals (e.g., B3LYP or HSE), which are deemed to be more
accurate. In general, it is prudent, when using GGA + U, to perform calculations
for several values of U in order to confirm that at least the qualitative conclusions of
the study are independent of the magnitude of U.
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The hybrid density functionals (e.g., B3LYP, HSE) give more reliable results
than GGA + U. These methods add a fractional amount of Hartree–Fock exchange
energy to the ordinary exchange term in the Kohn–Sham equation. This diminishes,
to some extent, the self-interaction error that plagues GGA-DFT. The fraction of
Hartree–Fock exchange has been determined by fitting a data set. The method
works well for molecules and the consensus is that hybrid functionals are more
reliable than GGA + U, when applied to oxides. Unfortunately, hybrid functional
calculations require substantially more computer time than GGA + U. Since the
study of a catalytic process requires many calculations, on systems having many
electrons, the hybrid functionals are not used in “production runs.” It is more
common to use them to validate (or not) some essential step in a reaction mechanism
predicted by GGA + U.

5 Oxygen Vacancy Formation

The Mars–van Krevelen mechanism assumes that the reductant in the feed reacts
with surface oxygen, making oxygen vacancies. One would expect that oxides for
which the energy of oxygen vacancy formation is the lowest are the best oxidation
catalysts. Such oxides are likely to be the better oxidants, but they are not necessarily
the best partial oxidation catalysts. For example, one would not try to use HgO
as a catalyst; it reacts vigorously with reductants but it does not reoxidize easily.
Nevertheless, barring a few exceptions, the energy of vacancy formation is not a
bad descriptor for a preliminary screening of an oxide catalyst for partial or total
oxidation.

It is very difficult to obtain reliable experimental information about the energy of
oxygen vacancy formation at the surface of an oxide. Our search of the experimental
literature, for the energy of oxygen-vacancy formation for CeO2, found that
numerous values between 0.5 and 4.5 eV have been proposed. There are several
reasons for the discrepancies between various measurements. (1) The energy of
vacancy formation seems to depend on crystallite size. Therefore, different methods
of oxide preparation give different results for the energy of vacancy formation. (2)
The energy of oxygen vacancy formation ought to depend strongly on vacancy
concentration. As one removes a few oxygen atoms, one expects that the cations
will bind more tightly the remaining oxygen. (3) The energy of vacancy formation is
affected by the presence of small dopant concentrations. Even research grade oxides
have 99.99% purity. In the semiconductor industry, the presence of 0.01% dopants
is considered unacceptable since it could dramatically change some properties (e.g.,
the electrical conductivity). Calculations show that the presence of dopants whose
valence is lower than that of the cations they substitute will lower substantially the
energy of oxygen-vacancy formation.

Given the paucity of conclusive experimental data, the calculation of the
energy of oxygen-vacancy formation plays an important role in our qualitative
understanding of the properties of oxide catalysts. While the absolute values of
the calculated energy are unreliable, it is likely that they can be used to compare
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the oxidative power of different oxides. The calculated energy of oxygen-vacancy
formation, when done properly, is consistent with the oxidizing activity observed in
experiments.

When an oxygen atom is removed from the oxide surface, it leaves behind
(formally) two electrons that used to be tied in the bonds between the oxide and
the oxygen atom being removed. The energy of vacancy formation depends on
the strength of metal–oxygen chemical bond and on the fate of these “stranded
electrons.” If the oxide is reducible, these two electrons will reduce two cations.
For example, in the case of TiO2 the removal of an oxygen atom creates two Ti3+
ions. We are using here what inorganic chemists call “formal charges,” a term that
facilitates communication but should not be taken literally. The calculated Bader
charge on a Ti atom, in TiO2, is not 4+ nor is the charge on oxygen equal to −2.
A more precise statement is that when an oxygen vacancy is formed the Bader
charge on two Ti ions increases by almost one electron. The Ti3+ ion, together
with the distortion of the oxygen atom surrounding it, is called a polaron. Polaron
formation lowers the energy of the system (as compared to the case in which the
electrons are stuck in the vacancy). It is expected that in all reducible oxides, the
formation of an oxygen vacancy, at the surface or in the bulk, is accompanied by
the formation of two polarons. This phenomenon has been documented for TiO2,
CeO2, MoO3, V2O5, and WO3.

The energy of the polarons formed when an oxygen vacancy is created depends
on the nature of the oxide, the position of the polarons with respect to the vacancy
site, and the positions of the polaron with respect to each other. This means that
to determine the lowest energy for oxygen-vacancy formation, one must study all
possible locations of the two polarons.

Polarons do not form spontaneously when an oxygen atom is removed to form
an oxygen vacancy. If the oxygen atom is removed and the energy is minimized,
two Ti3+ ions are formed at the vacancy site. To form a polaron on a specific Ti
ion, one must push the nearest oxygen atoms away from the cation and optimize the
energy with these oxygen atoms held fixed. When a minimum energy is reached, one
releases the oxygen atoms that were held in place during the first optimization, and
one optimizes the geometry again. This will form a polaron at the desired location.
If DFT + U is used, polarons are generally stable if U is larger than 2.5 eV (or
thereabouts, depending on the oxide). The larger the value of U, the more stable is
the polaron.

When DFT + U is used, the energy of the orbital involved in the polarons is in
the band gap, in agreement with photoelectron experiments. Stoichiometric, pure
TiO2 has a large band gap and does not conduct electricity. However, if oxygen
vacancies are created the material becomes an n-conductor. It is widely accepted that
in the case of TiO2 the electric conductivity of the oxide is due to polaron hopping
from site to site. The energy barrier of site-to-site hopping has been calculated
(Deskins and Dupuis 2007) to be ∼0.25 eV. This is consistent with conductivity
experiments. The band gap of TiO2 is ∼2 eV and the states in the gap are below
the conduction band by ∼0.7 eV. Therefore, the electrical conductivity is not due
to thermal promotion of an electron from a state in the gap to the conduction band.
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The only possible explanation for the conductivity by n-carrier is the mobility of the
polarons. This is also true if electrons are injected in the material by a cathode: the
electron will form a Ti3+ with a polaronic distortion and the electric conductivity is
due to polaron migration. The polarons caused by oxygen-vacancy formation have
been detected by electron paramagnetic resonance (EPR) spectroscopy.

Experiments in Moskovits’s group (Zhang et al. 2004) measured the conductivity
of a SnO2 nanowire that was reduced by CO and reoxidized by O2. The measure-
ments have shown that reduction increases the electrical conductivity of the wire
and oxidation reduces it, as expected if polarons are formed during reduction. We
are not aware of a computational study of oxygen vacancies in this oxide, which
differs from TiO2 because Sn3+ is unlikely to be formed.

Why is this relevant to surface chemistry? Polaron formation explains why it is
much easier to form oxygen vacancies on reducible oxides. This in turn explains
why such oxides are better oxidants than the irreducible ones. Furthermore, the
polaron are strong Lewis bases (electron donor). Their presence facilitates the
adsorption of Lewis acids, such as Au atoms, O2, Cl2, Br2, and I2.

Polarons are also invoked (in the case of reducible oxides) when H adsorption or
CH3 adsorption is studied. The binding energy of these species to reducible oxides
is increased by the fact that they donate an electron and form a polaron.

The formation of oxygen vacancies on irreducible oxides does not result in
polaron formation. The “stranded electrons” remain at the vacancy site where they
act as strong Lewis bases, which bind Lewis acids strongly.

6 Two-Step Oxidation–Reduction

There has been quite a bit of experimental work studying the possibility of a
two-step process for conversion of methane to syngas. It turns out that at high
temperature many oxides react with methane to produce syngas and a reduced oxide.
In a second step, the oxide can be regenerated by reacting with water, to produce
H2 and a fully oxidized oxide. An alternative second step will oxidize the reduced
oxide with CO2 to produce a stoichiometric oxide and CO. The degree of reduction
must be monitored carefully to remove only a few layers of oxygen atoms from
the surface of each oxide nanoparticle, so that the surface does not become purely
metallic. This partial reduction will avoid coarsening and the cracking of the solid
particles due to the stress created by a large change of density when cycling between
a stoichiometric oxide and a strongly reduced one.

7 The Lewis Acid–Base Rule

The catalytic chemistry of oxides is very complex and it is therefore useful to have
some design rules that give general guidance regarding how one might modify an
oxide surface to change its catalytic chemistry. Useful in this regard is the Lewis
acid–base rule that is stated below. The interaction energy between two species
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adsorbed on an oxide surface is increased substantially if one species can function as
a Lewis acid (electron acceptor) and the other as a Lewis base (electron donor). A
consequence of this rule is that two species that have several options for binding
sites (e.g., could bind to the cation or to the oxygen) would prefer the binding
configuration that allows one to be a Lewis acid and the other a Lewis base. For
example, if they are alone on an oxide surface, H or CH3 each prefers to bind to an
oxygen atom. However, when they are coadsorbed, the energy is lower if H binds to
O and donates an electron to a CH3 bound to the cation. In this case, H is a Lewis
base and CH3 is a Lewis acid. This acid–base rule seems to be general: it has been
documented by numerous calculations for the dissociative adsorption of CH4, H2,
HX and X2 (X = Cl or Br), on the surface of a variety of oxides (e.g., MgO, La2O3,
CaO, TiO2, CeO2).

8 Doped Oxides

This acid–base rule suggested a number of strategies for modifying oxide surface
to make them better oxidants. One of them is doping (Metiu et al. 2012; McFarland
and Metiu 2013; Nilius and Freund 2015): replacing some of the cations near or at
the surface of the oxide with cations having a lower valence (e.g., MgO doped with
Li). This creates a deficit of electrons in the oxide, making the surface an electron
acceptor (Lewis acid), which enhances the ability of the surface to bind Lewis bases
such as H and CH3. The chemistry of the doped oxide does not involve the dopant
directly. By not supplying the oxide with enough electrons, the dopant weakens
the bond of one of the surface oxygen atoms to the oxide, making the atom more
reactive. The use of a higher-valence dopant (e.g., MgO doped with La) has the
opposite effect. Formally, the dopant is capable of donating three electrons but the
oxide will only use two of them (because we replace a divalent cation in oxide with
a trivalent element). The unwanted electron is stuck on to the dopant, making it a
good Lewis base. According to the acid–base rule, this site will adsorb well a Lewis
acid such as oxygen. In this example, the oxygen becomes negatively charged and
is chemically more active than neutral O2.

It is difficult to prove by experiments with powder catalysts that these concepts
work as expected, mainly because one is not certain where the dopants are located
(in the surface layer, in the second layer, in the bulk?). It is also not known
whether the dopant is oxidized during reaction to form an isolated oxide cluster
(the oxide of the dopant). Resolving this issue is made difficult, among other
reasons, by the fact that the chemistry of a submonolayer of oxidized dopant will not
behave chemically like the bulk oxide of the dopant. In a few experiments, electron
microscopy has detected isolated dopants but the mechanism through which they
act as catalyst cannot be verified experimentally. Most experiments find that the use
of lower valence doping does make the oxide a better oxidant. Careful experiments
in Freund’s laboratory, working in ultra-high vacuum, with well-defined systems
characterized by scanning tunneling microscopy (STM) are generally in agreement
with the acid–base rules.
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9 Oxides Supported on Other Oxides

Several recent articles (Wachs 2013, 2005; Stacchiola et al. 2013; Carrero et al.
2014; Freund et al. 2014) have reviewed catalysis by systems consisting of an
oxide submonolayer supported on another oxide. Any oxide can be used as a
submonolayer if it “wets” the support. Broadly speaking the strategy is the same
as in doping: create a new bonding scheme in the system, with the goal of changing
reactivity. Of course, not every new bonding is beneficial and a central goal of
research is to find the ones that are. Experience indicates that the catalytic chemistry
is more interesting if the submonolayer is a reducible oxide (e.g., vanadium or
molybdenum oxide) but this is not an absolute rule. We examine, as an example,
systems in which the submonolayer is VxOy. We use this symbol because we are not
certain about the stoichiometry of the submonolayer. An exception is provided by
experiments (Price et al. 2014) in which mass-selected VxOy clusters are deposited,
in ultra-high vacuum, on TiO2(110) surface, and are examined in situ, by scanning
tunneling microscopy (STM). Thermal desorption experiments were performed on
these systems to determine the catalytic conversion of methanol to formaldehyde
for different VxOy stoichiometry. Experiments on well-defined systems (Freund et
al. 2014; Nilius and Freund 2015) are particularly important when comparison with
computations is desired.

The qualitative idea in the design of these submonolayer systems is to force some
oxygen atoms to have an unusual bonding. For example, in VxOy supported on
TiO2, some oxygen atoms form -Ti-O-V- groups (the lines indicate chemical bonds).
The reactivity of these “bridging oxygen atoms” should be different from that of the
oxygen atoms in TiO2 or in V2O5. Experiments show that they are. By studying
the oxidative dehydrogenation of propane to propylene (Carrero et al. 2014), or of
methanol to formaldehyde (Wachs 2013), the following conclusions were drawn.
(1) The VxOy submonolayer is more active than V2O5 powder or TiO2 powder. The
catalytic activity decreases when the amount of vanadium used in the preparation
of the catalyst is sufficient to build a second vanadium oxide layer. Moreover,
the selectivity changes: pure V2O5 is a good total combustion catalyst, while
supported VxOy is effective for propane or methanol oxidative dehydrogenation.
(2) The effect of the support is surprisingly strong. The turnover frequency on
VOx supported on CeO2 or on TiO2 is roughly three orders of magnitude higher
than that on VOx supported on silica or alumina. (3) One can prepare a catalyst
having a very low concentration of vanadium, in which case one has isolated
VO4 clusters on the surface. Adding more vanadium leads to the formation of
clusters having several V atoms connected by -V-O-V- bridges. The oxygen atoms
in these bridges do not seem to have high reactivity. (4) Under working conditions,
at atmospheric pressure, the catalyst is covered with reactant, intermediate, and
product molecules, in addition to having an unknown and probably inhomogeneous
morphology. Possible adsorbed species are C3H8, C3H7, C3H6, hydroxyls, oxygen
vacancies, and all the intermediates of the combustion of carbon-containing species.
This complexity, in surface composition and morphology, makes it difficult to
obtain a detailed understanding of these catalysts (oxide submonolayer on oxide).
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An important task is to develop a qualitative understanding of the VxOy interaction
with the support.

10 Inverse Catalysts

Many catalysts used in industry or research consist of metal nanoparticles supported
on an oxide. In many cases, the oxide support confers mechanical stability, inhibits
coarsening, helps create a large surface for the metal catalyst, etc. In some cases, the
oxide support affects the performance substantially. For example, the best support
for the Ag catalyst for ethylene epoxidation is α-alumina or SiC. Other supports,
such as SiO2, MgO, TiO2, Y2O3, ZrO2, have been tried and found inadequate. Even
Ag supported on γ-Al2O3 has poor performance because γ-alumina is more acid
than α-alumina. In some cases, the oxide support covers the metal particle with a
thin oxide layer. Often it seems that catalysis takes place at the border between the
oxide support and the metal nanoparticle. It is natural therefore to try to create such
a border differently, by using an oxide nanoparticle supported on a metal. Catalysts
designed in this way are called inverse catalysts and their properties have been
studied and reviewed in several publications (Hornes et al. 2010; Rodriguez and
Hrbek 2010; Senanayake et al. 2010; Freund et al. 2014; Pan et al. 2014; Rodriguez
et al. 2017). Inverse here means opposite to the more common catalysts that consist
of metal particles on an oxide support.

11 Summary and Outlook

Several facts make computational studies of real catalysts, oxides or otherwise, diffi-
cult. In spite of great advances in in situ electron microscopy and the spectroscopy of
catalysts under working conditions, we do not know in detail the morphology (steps,
kink, facets) and the composition of the surface of working catalysts. At atmospheric
pressure the surface is covered with reactants, products, and intermediates, which
compete for surface sites and often interact strongly with each other. For example,
the adsorption of O2 is enhanced substantially by the presence of hydroxyls. While
the hydroxyls might not participate in the mechanism of an oxidation reaction, they
might influence it through their effect on oxygen adsorption. In many cases the
support of the catalyst is important and it is possible that the border between the
oxide catalyst and the support is catalytically active. Modeling such a border is
difficult. The models we use to study catalysts are almost always a simplified version
of reality. The divorce from reality is amplified by the fact that almost all practical
catalysts contain small amounts of promoters of the desired reaction and inhibitors
of unwanted reactions. Such small additives make a very substantial difference in a
catalyst’s performance.

A study of catalysis requires the examination of systems with many atoms, which
could have a great variety of positions. Because of this, computational efficiency
is an essential requirement. That requirement is the reason GGA-DFT + U is the
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workhorse in the field. Hybrid functionals require substantially more computer
power and are mostly used to recalculate some of the critical steps in a mech-
anism derived by using GGA calculations. The validation of these calculations
by experiment is difficult: there are few groups that can perform experiments
with well-defined, single-crystal, oxide surfaces in ultra-high vacuum. Careful
measurements of adsorption isotherms, for real catalysts, would be helpful but
they are out of fashion. Validation of the DFT calculations by using high-accuracy
quantum chemistry methods is, in principle, possible; however, modeling cata-
lysts requires dealing with a large number of electrons and a large number of
geometries, and demands too much computer time. Modeling a catalyst by a
very small cluster, for which high-quality calculations are possible, is often not
satisfactory. Progress in the near future is likely to come from the development of
new functionals designed specifically for dealing with oxides. Another promising
possibility is the development of embedded cluster methods, to accurately treat
a critical group of atoms and more poorly (by DFT or classical potentials) treat
the rest.

One might think that the morphology and the composition of the surface could
be determined by finding the structure having the lowest energy. However, catalysis
is performed at steady state and the morphology and the composition of the surface
under working conditions is controlled by kinetics, not by thermodynamics. Kinetic
Monte Carlo simulations could be attempted but the number of rate events is very
large and the calculated rate constants are likely to have substantial errors. DFT
calculations of activation energies are not accurate and unfortunately the Arrhenius
formula amplifies the errors.

To summarize: if we intend to study real catalysts, we are forced to use an
inaccurate computational method (DFT), in order to examine inaccurate models
of systems that experiments do not describe in detail. One might have to give
up, temporarily, the dream of performing a complete ab initio description of a
catalytic process and accept that computation is one of the tools we have along with
spectroscopy and kinetics. This frees the computational chemist to focus on those
questions of the catalytic process that the experiments cannot settle. A great strength
of the theory is that it has a complete control of morphology and composition.
Rather than try to imitate real catalysts, theory should create, on the computer,
new structures and new compositions to find the ones that have very promising
properties.
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Abstract

Zeolites are three-dimensional, crystalline silicate-based materials of interest for
catalysis and separations. Computational models of zeolites must capture their
three-dimensional structure, the intrinsic microscopic heterogeneity introduced
by heteroatom substitutions that underlie their interesting chemical behavior, and
the dynamic nature of reactive sites within the pores of molecular dimensions.
Here we describe the use of supercell density functional theory (DFT) models
for tackling these problems, focusing primarily on Brønsted acidic and Cu-
exchanged chabazite (CHA) zeolites and their chemistry related to the catalytic
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chemistry of nitrogen oxides (NOx). We describe considerations important in
model construction, applications of ab initio molecular dynamics to structure
annealing and accurate computations of reaction and activation free energies,
first-principles thermodynamics approaches for predicting site compositions at
realistic conditions, and approaches for incorporating heteroatom distributions
into material models.

1 Introduction

Zeolites are a general class of crystalline silicate-based materials (Auerbach et al.
2003). The presence of micropores and voids of fixed, molecular dimension and
the ability to tailor through chemical functionalization make them broadly useful
as catalysts ranging from fluid catalytic cracking (Corma 1989) to hydrocarbon
oligomerization (Nicholas 2017) to selective catalytic reduction (SCR) of NOx with
NH3 (Paolucci et al. 2016a). The primary building unit of a zeolite is an SiO4
tetrahedron (or T-site), which can be linked together at the corners to create a variety
of secondary building units, including rings and cages of various sizes, that are
further organized into distinct three-dimensional, periodic structures. The topology
of a zeolite determines the sizes and dimensionalities of pores that permit molecular
access into the interior of the zeolite as well as the sizes and interconnectivities of
any cages. The identity of a zeolite is further nuanced by its chemical composition,
including the types, concentrations, and locations of any framework or extra-
framework heteroatoms. Depending on the synthesis method and treatment history,
heteroatoms can be distributed in different ways, e.g., substituting framework Si
(Lopez et al. 1993; Matsubayashi et al. 1996), cationically charge-compensating
anionic framework blocks (Sherry 1966; Colella 1996), or even forming aggregated
metal clusters or metal oxides inside the zeolite cages (Melson et al. 1983).
Substitution of framework Si by Al is the most common chemical modification of a
zeolite. Due to the 3+ oxidation state of Al, each substitution of a 4+ Si introduces
a negatively charged site that can in principle host an extra-framework cation, e.g.,
a proton, alkali metal, or transition metals. These substituents introduce distinct
chemical functionality into the zeolite, such as Lewis acidity or basicity, Brønsted
acidity, and/or redox activity, all relevant to catalysis by enhancement of adsorption
and/or bond activation of reactant(s) and intermediate(s). How to accurately model
the electronic properties of different cations in zeolites from first-principles has been
a popular topic in the computational catalysis community for many years (Sauer
et al. 1980; Trout et al. 1996; Schneider et al. 1998; Gonzales et al. 1998; Sierka
and Sauer 2001; Tuma and Sauer 2006; Paolucci et al. 2016b).

The two common approaches to represent a zeolite within an atomistic simulation
are cluster and supercell models. The basic idea of cluster model is to excise the
relevant portion of the zeolite framework (a cluster) out of the three-dimensional
structure. These cluster representations are amenable to treatment with standard
local-basis-set quantum mechanical (QM) methods (Kramer et al. 1991). To recover
the effect of zeolite confinement on chemistry, larger models are often created in
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which the central cluster containing the chemically relevant active site is treated
with QM and a surrounding silicate cage is treated at some lower level of theory
(Sherwood et al. 1997; Sierka and Sauer 2005). Such hybrid quantum mechanics-
molecular mechanics (QM/MM) methods potentially offer computational efficiency
combined with the accuracy of general QM methods. These models take some care
to construct and are not well suited to problems in which the site of interest is not
well known or well localized. A more natural approach to modeling a zeolite is to
apply a supercell approach in which periodic boundary conditions (PBC) are used
to naturally recover the dimensionality of a zeolite structure (Rozanska et al. 2003;
Hafner 2008). The periodic nature of a supercell model is well suited to plane-wave
density functional theory (DFT) treatment and also enables ready implementation
of ab initio molecular dynamics (AIMD) simulations to study dynamics behavior
of the material (Hass et al. 1998). In this contribution, several common static
DFT and state-of-the-art dynamics approaches as well as systematic strategies to
model exchanged cation properties in Al-substituted zeolites using supercell model
are described. Emphases are placed on methodologies used to probe Brønsted
acidity, reactivity of exchange protons, Lewis acidity, siting preference, and redox
thermodynamics of exchanged metal cations.

2 Brønsted Acid Site Modeling

A proton is the simplest form of an exchanged cation present in a zeolite,
typically residing at one of the tetrahedrally coordinated oxygen atoms around
the Al center. Exchanged protons contribute to the Brønsted acidity of a zeolite,
which is vital to a broad spectrum of acid-catalyzed reactions. The Brønsted acid
strength can influence catalytic activity and is determined by the local environment
and accessibility of the protons, as determined by framework topology, type of
T-site, different framework oxygen adjacent to each T-site, etc. For example, the
MFI zeolite framework contains 12 symmetry-distinct T-sites with 4 first-shell
oxygen atom for each, yielding in principle 48 different types of Brønsted acid
sites in total, which can all be captured by an orthorhombic supercell as shown in
Fig. 1. Experimentally observed Brønsted acid properties are generally an ensemble-
average among all possible sites. In order to build the structure-property relationship
of Brønsted acids, it is more straightforward and unambiguous to simulate each site
explicitly through first-principles modeling than deconvolution from experimental
observations.

2.1 Deprotonation Energy

One fundamental electronic property of a Brønsted acid site is the interaction
strength between the proton and the anionic framework block, which can be
quantified by a deprotonation energy (DPE), defined as the energy to move a proton
from a Brønsted acid site into a noninteracting environment. DPE is therefore a
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Fig. 1 Orthorhombic MFI
zeolite supercell with 12
structural-unique T-sites
highlighted and indexed. Four
possible Brønsted acid site
structures associated with
single T-site Al are
illustrated. (Adapted from
Hernandez-Tamargo et al.
2016)

direct descriptor of the acid strength of a Brønsted acid site. Here we adopt the
common “Z” shorthand as a symbol for an Al-substituted tetrahedral site in a zeolite.
DPE formally corresponds to the energy of the reaction

DPE = EZ− + EH+ − EZH (1)

where EZ− , EH+ , and EZH are DFT-computed 0-K energies of the anionic zeolite
framework after deprotonation, an isolated proton, and neutral zeolite framework
with a Brønsted acid site, respectively. Comprehensive studies of DPE for a variety
of zeolite frameworks have been reported by several authors (Jones and Iglesia
2015; Rybicki and Sauer 2015). It is worthy to note that within the PBC, supercell
model, calculations on the charged anionic zeolite framework or gaseous proton
suffer from electrostatic interactions between the periodic images that can lead to
erroneous DFT energies without appropriate corrections. One should use caution
while trying to compare Brønsted acid strength using PBC DFT-computed DPE
values across zeolite framework topologies because the degree of periodic image
interaction artifact depends on supercell size as well as void fraction of the cell
(Jones and Iglesia 2015).

2.2 Probe Molecule Binding

An alternative approach to quantify Brønsted acid strength is to calculate binding
strength of a basic probe molecule, commonly NH3, to the acid site. It is noteworthy
that, unlike deprotonation energy, probe molecule binding strength is not determined
only by the acid strength but also the local environment of the acid site through
van der Waals interaction and/or hydrogen bonding with the zeolite framework
(Jones and Iglesia 2015). Consequently, the net binding strength is the summation
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Fig. 2 DFT-optimized structures of ZH and ZNH4. Only eight-membered rings and adsorbates
are illustrated. Distances are given in Å. Equation of NH3 binding energy calculation is inserted
(Li et al. 2017)

of acid-base interaction and other weak interactions that are sensitive to framework
pore and ring structure surrounding the Al substituted T-site.

Figure 2 presents an example in which NH3 is used to probe the Brønsted acid
strength of chabazite (CHA) zeolite (Li et al. 2017). The CHA lattice contains only
one type of symmetry-distinct T-site, and the entire structure can be representing
within a 12-T-site supercell. In a first step, DFT calculations were performed to
search for the lowest energy structures of each species, including searches over
the four distinct first-shell oxygen atoms adjacent to a substituted Al where a
proton can locate. To identify the most favorable proton position, DFT geometry
optimization calculations were performed for ZH structures with various proton
positions. When NH3 is placed close to a Brønsted acid, the location of energy
minima becomes more challenging, as NH3 extracts the H+ from the framework
to create an NH+

4 that exhibits multiple local minima that are close in energy. In
such situations, AIMD simulations at elevated temperatures are useful for sampling
the potential energy surface. Low energy structures visited in the AIMD trajectory
can be further relaxed to their ground states to collect local and, ideally, the global
minimum. The binding energy can be calculated as the reaction energy of moving
an adsorbed NH3 to a noninteracting gas-phase environment, formulated by the
equation shown in Fig. 2, whereEZNH4

,EZH, andENH3
are DFT-computed energies

of a zeolitic Brønsted acid with, without NH3 adsorbate, and isolated gaseous
phase NH3, respectively. Binding energies are typically found to be in the range
of 130 kJ mol−1.
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2.3 AIMD Potentials of Mean Force

Raw DFT-computed probe molecule binding energies include only the 0-K elec-
tronic contributions to binding. While typically good reporters of chemical reactiv-
ity, comparisons with experimental observations, such as observed NH3 temperature
programmed desorption profiles, are facilitated by the incorporation of finite
temperature effects, including the temperature-dependent entropic and enthalpic
contributions to the binding free energy. The most common model to incorporate
finite temperature effects is the harmonic oscillator (HO) approximation, appropri-
ate for species that exhibit little conformational flexibility. The HO approximation
breaks down when adsorbate motions contain significant anharmonicities or are
approximately free translators and/or rotators. Improper treatment of these transla-
tional and rotational entropies can lead to underestimation of binding free energies
and thus of adsorbate coverages and desorption temperatures (Campbell and Sellers
2012; Paolucci et al. 2014). One approach for incorporating these finite temperature,
dynamical effects within a supercell model is AIMD coupled with the potential of
mean force (PMF) algorithm, a MD-based umbrella sampling method (Wong and
York 2012; den Otter 2013). In the PMF simulation, a relevant reaction coordinate
is first defined. For adsorbate binding, the reaction coordinate is most naturally
the interatomic distance between adsorbate and adsorbent. MD simulations are
performed along the one-dimensional grid of the defined reaction coordinate. For
any points on the grid that are away from the equilibrium state, constraint forces
are present along the reaction coordinate. The Helmholtz free energy to desorb to
the center of the cage is determined by integrating the ensemble-averaged constraint
forces along the reaction coordinate from the equilibrium to the desorbed state (Li
et al. 2018):

ΔA(T ) = −
∫ rmax

req

〈F(r, T ) 〉 dr (2)

Taking NH3 binding to a Brønsted acid site in CHA zeolite again as an example
(Li et al. 2017), a reaction coordinate was defined as the interatomic separation
between the proton and the NH3 nitrogen center (dH−N), as shown in Fig. 3. Grid
points are selected to be sufficiently close to ensure a smooth integration of Eq. (2.3)
and sufficiently far to keep computational expense manageable. Twenty discrete
values of dH−N were chosen in the range from 0.9 to 4.5 Å. At each distance,
40 ps of AIMD were performed at 473 K using the CPMD code, and the constraint
forces averaged over the second half of trajectories. As the AIMD simulations
are rather computational demanding but the simulation quality greatly depends on
the sampling time, to estimate the statistical errors, multiple replicate simulations
with different initial atomic coordinates were performed at each dH−N. The free
energy surface (FES) at 473 K was constructed through integration of constraint
forces along dH−N. As suggested by the location of the minimum in the FES, the
equilibrium dH−N ≈ 1.0 Å, and at distances less than or greater than this separation,
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Fig. 3 Free energy profiles for chemisorption of NH3 to a Brønsted acid site in CHA from PMF
simulations (error bars included). Color scheme: O, red; H, pink; Si, yellow; N, blue; Al, green (Li
et al. 2017)

the constraint forces are repulsive or attractive, respectively. The FES plateaus
as dH−N approaches 4.5 Å, suggesting the NH3 becomes noninteracting with the
Brønsted acid at this separation. To assure that the probe is not perturbed by the
framework, the rotational and vibrational dynamics at the end of the constraint path
can be compared with those of the free gas. The NH3 binding free energy at the
simulated temperature is the difference between the minimum value and the flat
region value in the FES plus the free energy associated with moving the adsorbate
from the cage center to outside the zeolite, which is readily estimated (Li et al.
2018).

2.4 Metadynamics Simulations of Brønsted Acid Reactions

The strengths of a Brønsted acid and its local framework environment are both
potential factors governing their influence on the rate of an acid-catalyzed reaction.
To explore relationship between the nature of a Brønsted acid site and its catalytic
function, the intermediates(s) and transition state(s) along the path need to be
explicitly identified. The nudged elastic band (NEB) algorithm (Jónsson et al.
1998) and the further refined climbing image NEB (Henkelman et al. 2000) are the
most common tools used to locate transition states and minimum energy paths for
reactions within the supercell model. As with the geometry optimizations discussed
above, these static NEB methods report on the 0-K electronic energy of a particular
reaction path and when combined with the harmonic approximation can be used to
extract harmonic transition state theory rate constants for use in further microkinetic
modeling. However, these static methods are less satisfactory for reactions that



1362 S. Li and W. F. Schneider

have loosely bound, anharmonic reactant, transition, or product states. A PMF
approach is an appropriate alternative when a single reaction coordinate can be
clearly identified, but for more complex concerted reactions, the more flexible
metadynamics approach is more suitable (Iannuzzi et al. 2003; Laio et al. 2005).

The underlying principle of metadynamics is to supplement the intrinsic DFT
potential energy surfaces with a series of Gaussian-shaped biasing potentials
accumulated during the course of the AIMD trajectory. These biasing potentials,
if introduced as small perturbations through the course of a dynamics trajectory,
can smoothly drive the system away from one equilibrium state toward some other
region of configuration space of interest. These biasing potentials are applied along
predefined collective variables (CV) that can be as simple as a single distance or as
complex as a linear combination of many internal degrees of freedom, contributing
to the overall flexibility of the method. As with a PMF, metadynamics accelerates
the sampling of higher free energy parts of the PES and in particular accelerates the
crossing of energy barriers. The collection of biasing potentials accumulated over
the course of the simulation reports on the underlying free energy surface, including
both the enthalpic and entropic parts of the reaction. The FES of the reaction can
be recovered by summing up the biasing potentials added in the defined grid of
CV space. To ensure that a particular metadynamics simulation proceeds along a
productive direction and to enhance simulation efficiency, CVs should be chosen
that are directly relevant to the bond breaking and formation events associated with
the reactants and products. Several applications of metadynamics for constructing
FES within a supercell model have been reported (Brüssel et al. 2011; Moors et al.
2013; Erichsen et al. 2015).

Here we use the reaction between a Brønsted acid site and two nitrogen
oxides (NOx), a reaction relevant to the Brønsted-acid-catalyzed fast selective
catalytic reduction (SCR) of NOx with NH3, to illustrate a practical application of
metadynamics for a catalytic process (Li et al. 2017). The reactants and products are
shown in Fig. 4b. The desired reaction coordinate involves proton (H+) transfer from
a framework oxygen (Of) to one oxygen of an approaching NO2 molecule (ONO2

)
and concerted adsorption of a NO molecule to an Of through its N center (NNO).
One complication in modeling such a process is that NO at the product stage can
potentially coordinate with any one of Of adjacent to Al and, to obtain a smooth
FES and avoid bias, must be included on an equal footing into the CVs. For this
purpose one can define a generalized coordination number:

nlist∑

j �=i

1−
(
dij
d0

)p

1−
(
dij
d0

)q , (3)

Here dij is the distance between atoms i and j , and d0 is a reference distance
corresponding to the approximate bond distance between atoms, and p and q
are parameters that determine the balance between sampling bound and unbound
regions of the FES. In the simulation illustrated in Fig. 4a, CV1 was set to the
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Fig. 4 (a) Time evolution of CVs in single run of metadynamics simulation for reaction between
NOx and a Brønsted acid site in CHA at 473 K. (b) Free energy surface projected on the
two auxiliary collective variables (CV1 and CV2) from metadynamics simulation. Structures of
reactants and products are superimposed. Color scheme: O, red; H, pink; Si, yellow; N, blue; Al,
green (Li et al. 2017)

H−ONO2 CN and CV2 to the Of−NNO CN, averaged over all four Of. CV
trajectories during the course of the metadynamics simulation are plotted in Fig. 4a.
Near the beginning of the simulation, both CVs fluctuate around 0.1, corresponding
to a region of configuration space in which H-ONO2

and Of-NNO are unbound and
a system in the ZH, NO, NO2 reactant well. As time progresses, the metadynamics
biasing algorithm pushes the system to explore regions of higher CV space. Near
42 ps, both CV1 and CV2 attain values associated with the product state, suggestive
of a first crossing of the reaction barrier and formation of ZNO and nitrous acid
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HONO. The simulation can be terminated at this point if the purpose is solely to
quantify the activation free energy, which corresponds to the depth of the reactant
basin in the constructed FES. If the goal is to simulate the full FES including
reactant and product basins, simulations are continued until the CV values return
to the reactant region so that product free energy basin is well sampled and filled,
as shown in Fig. 4b. Metadynamics can in principle be applied to any reactions of
interest and is particularly powerful for those reactions with only limited knowledge
on the reaction pathways, because CVs are generally loosely defined and the system
still retains a high degree of freedom that allows the reaction to proceed through the
most favorable pathway on the fly. On the other hand, really free energies depend
on careful selection of the parameters that control the rate of addition and size of
the biasing potentials.

2.5 Interaction Between Brønsted Sites

We have discussed to this point the properties of an isolated Brønsted site within a
zeolite, taking CHA as an example. In real zeolite materials, Al T-sites are generally
not ordered, and the silicon to aluminum ratio (SAR) is typically such that there is
always some probability for two Al-containing T-sites to be in sufficient proximity
to influence chemistry (Paolucci et al. 2017). The distribution of Al within a zeolite
framework can in principle be dependent on the types of symmetry-distinct T-sites
as well as any interactions between the sites that prevail at the time of synthesis.
“Löwenstein’s rule,” for instance, is the empirical observation that two Al are
generally not found in adjacent T-sites. This observation suggests that there may be
some energetic interaction between T-sites. This idea has been explored in supercell
simulations of paired Brønsted sites in CHA zeolite (Fletcher et al. 2017).

The size of the zeolite supercell determines the maximum unique Al−Al pair
combinations that can be represented. Figure 5 shows a representative 36-T-site
supercell for CHA. This supercell nominally contains 35 distinct Al−Al pair
combinations and, considering that each T-site has 4 distinct associated framework
O, 560 Brønsted acid pair configurations. Because of PBC considerations, the actual
number of unique combinations is reduced. Figure 5 shows DFT-computed energies
for all possible combinations within the 36-T-site supercell. Results are plotted
against Al−Al separation and normalized to the energy at infinite Al separation:

2 HSi35AlO72 −→ H2Si34Al2O72 + Si36O72 (4)

The broad distribution of energies at any separation reflects the strong dependence
of relative energy on proton location. At any given separation, energies span the
infinite separation baseline. Further, this range broadens with decreasing Al−Al
separation. Energy is minimized at the first-nearest-neighbor separation, suggesting
that an Al−O−Al configuration is particularly low in energy when protons are the
charge-compensating species and thus that this energy landscape cannot account
for Löwenstein’s rule. Further, the results suggest that Brønsted acid strength
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Fig. 5 Relative energy of
Brønsted acid site pair against
framework aluminum
separation for H-SSZ-13
(Fletcher et al. 2017)

is sensitive to the proximity of an acid site to a neighbor. In general, these
findings highlight the importance of considering the influence of heterogenous site
distributions in zeolite material simulation.

3 Cationic Metal Site Modeling

3.1 Metal Cations Anchored to Isolated Al T-Sites

Metals that can exist as monovalent cations, e.g., alkali metals and some transition
metals, are similar to protons in their ability to charge-compensate isolated Al
T-sites in zeolites. The same methodologies discussed above can be applied to
study the electronic and chemical properties of these cationic metal sites, which
are typically Lewis acidic (Thang et al. 2014). For metals that exhibit more than
one oxidation state, redox characteristics become relevant. For instance, Cu exists
in both 1+ and 2+ oxidation states and thus can in principle charge-compensate one
or two Al within a zeolite. Even in the 2+ state, the presence of additional charge-
compensating ligands (OH – ) will alter the net charge of the Cu complex and thus
its interaction with a zeolite host. Redox cycling between oxidation states has been
demonstrated to be key to the performance of Cu-exchanged SSZ-13 zeolites in the
standard SCR of NOx by ammonia (Paolucci et al. 2014, 2017; Gunter et al. 2015).
Thus, first-principles models of metal exchange in zeolites become significantly
more rich and challenging than that of monovalent Brønsted sites.
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3.2 Polyvalent Metal Cations Anchored to Paired Al T-Sites

Because of its relevance to SCR, Cu exchange in CHA zeolites has received
considerable computational attention. Figure 6 shows a representation of the CHA
cage structure, illustrating the various rings and voids within the zeolite that can host
a metal ion (Paolucci et al. 2016b). All T-sites within this structure are equivalent.
DFT calculations report that an isolated Cu I ion charge-compensating a single Al
T-site seeks a twofold coordinate site, near one Of adjacent to Al and one one-
site removed. Two Al are required to charge-compensate a ligand-free Cu II, and
the structure and stability thus becomes a function of the proximity of the two Al.
Figure 7 reports DFT-supercell-computed structures of a nominally Cu II ion in a
variety of Al pair sites present in CHA, including a second-nearest-neighbor (2NN)
Al pair in a four-membered ring (4MR), third-nearest-neighbor (3NN) pairs in six
(6MR)- and eight-membered rings (8MR), and fourth-nearest-neighbor (4NN) pairs
in an 8MR (Verma et al. 2014). All structures were optimized within a 12-T-site
rhombohedral CHA supercell and some repeated in a doubled, 24-T-site supercell to
test the sensitivity of computed energies on supercell size. Bader charge analysis on
Cu confirms that all Cu are in the same (formally 2+) oxidation state. The structural
preference for Cu II for higher coordination is evident in the computed structures,
particularly in structure (b).

Computed DFT energies are summarized in Table 1. Relative energies span
approximately 1.5 eV and are generally insensitive to supercell size, and among
the six configurations explored, configuration (b), corresponding to a Cu II in
the 6MR, is substantially lower in energy than other combinations. This energy
preference likely reflects the ability of the 6MR to comfortably accommodate the
fourfold coordination preference and preferred Cu II−O distances with minimal
lattice strain. These energies convolute the energy of interaction of the Cu II ion
with the zeolite framework and the energy difference between different Al−Al

Fig. 6 Side view of the CHA cage structure and computed structures of Cu I and Cu II ions
attached to the zeolite framework and solvated by H2O (Paolucci et al. 2016b)
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Fig. 7 Relaxed structures of an isolated exchanged Cu II ion in CHA (Verma et al. 2014).
Distances between Of and Cu indicated in Å. (a) 2 × 1 × 1 supercell 2NN Al pair in 4MR. (b)
2 × 1 × 1 supercell 3NN Al pair in 6MR. (c) 2 × 1 × 1 supercell 4NN Al pair in 8MR. (d) 1 ×
1 × 1 supercell 4NN Al pair in 8MR. (e) 1 × 1 × 1 supercell 3NN Al pair in 8MR. (f) 1 × 1× 1
supercell 2NN Al pair in 8MR. Color scheme: O, red; Si, yellow; Cu, gray; Al, green

pair combinations. These two factors are not directly separable, and one can only
make comparisons on the basis of some balanced reaction involving other charge-
compensating species. One can define, for instance, an exchange energy between
different sites as

Z2H2 config1 + Z2Cuconfig2 −→ Z2H2 config2 + Z2Cuconfig1 (5)
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Table 1 Raw and relative energies of isolated Cu II ions at different Al pair locations in CHA. All
energies in eV (Verma et al. 2014)

Al-pair sites From 2 × 1 × 1 supercell From 1 × 1 × 1 supercell

Raw energy Relative energy Raw energy Relative energy

2NN in 4MR −574.622 −0.37 −284.155 −0.37

3NN in 6MR −575.751 −1.51 −285.203 −1.42

4NN in 8MR −574.246 0 −283.783 0

3NN in 8MR N/A N/A −283.550 0.23

2NN in 4MR N/A N/A −284.030 −0.25

which convolves the energies shown in Table 1 with those reported in Fig. 5. Exact
results depend on site, but it is evident that the 1.5 eV advantage of the 6MR site
over others for Cu II overwhelms the �0.4 eV difference between various Z2H2
configurations. Thus, on the basis of this exchange reaction, Cu II will preferentially
populate 2Al 6MR sites over other sites, when exchange occurs against the Brønsted
form of the zeolite.

3.3 Cu Exchange Siting Between 1Al and 2Al Sites in CHA

As a redox-active ion, Cu II can be present in the zeolite in more than one chemical
form. Figure 6 shows the computed structure of ZCuOH, a formally Cu II ion charge-
compensated by both a single Al T-site plus an extra-lattice OH – . DFT calculations
show that the addition of this OH – ligand to an isolated Cu I moves the Cu center
from the center of a 6MR up into an adjacent 8MR (Fig. 6), illustrating how Cu
location is both a function of the Al site and additional Cu coordination.

In a typical Cu ion exchange experiment, Cu II is introduced to the zeolite as an
aqueous solution, Cu is absorbed, and the material is then heated to drive off H2O.
In principle every Al T-site could host a Cu II ion as ZCuOH, leading to a Cu/Al ratio
of 1. Ionic Cu uptake in Cu-CHA is typically observed to saturate at Cu/Al ratios
lower than unity, however, likely reflecting the competition between 1Al (ZCuOH)
and 2Al (Z2Cu) sites for Cu II. The relative energies of these two types of sites can
only be compared by constructing a stoichiometric reaction that connects the two.
A variety of choices are possible, but one that is consistent with the conditions of
Cu exchange is

Z2Cu IIH2O+ ZH −→ Z2H2 + ZCu IIOH (6)

where H2O Lewis-bound to Z2Cu is used to balance the overall reaction and the
same Al pair site is implied on both sides of the reaction. The Z2CuH2O structure
and energy can be evaluated using a computational approach analogous to that
described above for NH3 on a Brønsted site, including AIMD annealing followed



56 Supercell Models of Brønsted and Lewis Sites in Zeolites 1369

by a relaxation. The H2O binding energy to a 6MR Z2Cu evaluated this way is
computed to be approximately 0.8 eV (Paolucci et al. 2016b). The overall energy of
Eq. (6) can then be computed either in separate single Al and paired Al supercells
or in one, larger, supercell that contains both types of sites of interest. Tests indicate
that for Cu in CHA, both approaches give similar results and for two Al 3NN
in a 6MR give an energy of about 0.6 eV, reflecting an energetic preference for
populating these Z2Cu sites over ZCuOH sites.

Predicting the equilibrium fraction of Z2Cu and ZCuOH sites in a particular
zeolite requires knowledge both of these exchange preferences and the distribution
of Al with the framework. This Al distribution is in general a function of the Si
to Al ratio (Si/Al) and the zeolite synthesis conditions and cannot be predicted,
for instance, from the relative energies of Brønsted sites (Fig. 5). Because CHA
contains only a single T-site type, a simple model for the Al distribution is that Al
are distributed randomly on the CHA lattice subject to the empirically observed
constraint that Al avoid 1NN sites (Löwenstein’s rule). This model can be exercised
in numerical simulations to predict the distribution of Al as a function of Si/Al.
Combining this distribution with a rule derived from Eq. (6) that exchanged Cu II

populates 6MR 2Al sites preferentially before populating residual isolated Al sites
as ZCuOH leads to the composition phase diagram shown in Fig. 8 (Paolucci et al.
2016b). The white line represents the saturation limit of Z2Cu sites, and the colored
range the relative ZuOH/Z2Cu fraction. A variety of chemical probes can be used
to compare these predictions with observation, including residual Brønsted site
density, spectroscopic observation of the ZCuO−H intensity, and chemical titrations
using probes sensitive only to paired Al. Paolucci et al. found that these predictions
matched experimental observations for Cu-CHA samples of a wide range of Si/Al
and Cu/Al ratios prepared under the same conditions.

Fig. 8 Predicted Cu site compositional phase diagram versus Si/Al and Cu/Al ratios. Color scale
indicates predicted fraction of ZCu IIOH. White line demarcates transition from Z2Cu II-only
region to mixed Z2Cu II/Cu IIOH region. White circles indicated compositions of synthesized Cu-
SSZ-13 samples (Paolucci et al. 2016b)



1370 S. Li and W. F. Schneider

These results illustrate the potential richness of metal ion exchange in zeolites
introduced by polyvalency, extra-lattice ligands, and Al distributions. Cu exchange
in CHA is a relatively simple example in which these factors can all be accounted
for through DFT evaluation of energies combined with stochastics. These problems
become more challenging for lower symmetry zeolites and for metal ions that
exhibit more complex exchange chemistry.

3.4 Thermodynamics of Cu Speciation in CHA

Heterogeneous catalytic reactions at metal surfaces are understood in terms of the
adsorption, dissociation, rearrangement, and desorption of species at a relatively
constant metal (or metal oxide) surface. Metal-exchanged zeolites, while technically
heterogeneous catalysts at the macro level, exhibit many of the characteristics of
homogeneous catalysts at the atomic scale. As shown in panel C of Fig. 6, isolated
Z2Cu or ZCuOH sites can adsorb multiple ligands (H2O, in the example shown)
and in the process become detached from the zeolite framework itself and move
into the void space of the zeolite cage (Kwak et al. 2014; Psofogiannakis et al.
2015; Paolucci et al. 2016b). In the process, Cu centers evolve from a rather static
into a dynamic state. Figure 9 compares the volume of space visited during 90 ps of
AIMD at 298 K of “dry” and fully hydrated Cu II ions in the CHA cage (Paolucci
et al. 2016b); hydration substantially increases this space even at this ambient
temperature.

Fig. 9 Volume of space visited by the Cu center during 90 ps of 298 K AIMD as a function of the
Cu oxidation and coordination states (Paolucci et al. 2016b)
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To compare with and rationalize experimental observations, it is important to
be able to predict the equilibrium state of the Cu sites as a function of external
conditions, including temperature and pressures of various gases. A first-principles
thermodynamic approach is well suited to this problem. In this approach, the various
states of a catalyst site are written in terms of formation reactions with respect to
some base state of the site and some combination of relevant reactive species. Under
hydrothermal conditions, for instance, this formation reaction can be written as

Z∗Cu+ x
2

(
H2O− 1

2
O2

)
+ y

2
O2

ΔGf−−−→ Z∗CuHxOy (7)

where Z*Cu represents either a single or paired Al site and H2O and O2 are used as
reference species for the various ligands that may cover the Cu ion or associate with
the lattice itself. Application of this strategy presents two significant challenges:
first, to generate a comprehensive list of product species and second, to relate
DFT-computed energies to finite temperature free energies. Because the number of
candidate species involved is potentially quite large, the AIMD-based free energy
approaches of Sects. 2.3 and 2.4 become prohibitively expensive. In such cases,
chemical intuition combined with judicious AIMD-based annealings are currently
the best alternative. Paolucci et al. used this approach to identify the structures
and compute the energies of more than a dozen different candidate combinations
of HxOy ligands on both 1Al and 6MR 2Al sites in Cu-CHA (Paolucci et al.
2016b). Further, they used correlations derived from PMF simulations on a limited
number of ligands (Paolucci et al. 2014; Li et al. 2018) to estimate the entropic
contributions to the free energy. These PMF simulations suggest that adsorbates
retain approximately 1/2 of their gas-phase entropy upon adsorption at the highly
dynamic Cu sites.

Figure 10 shows the composition phase diagram as a function of O2 pressure
and temperature at a fixed 0.02 bar H2O for Cu exchanged near single and paired
Al sites. These conditions determine the chemical potentials needed to evaluate the
free energy of reaction (7):

ΔG
Z∗CuHxOy
f (T , PO2

, PH2O) =
(
E

Z∗CuHxOy
DFT − EZ∗Cu

DFT

)
− T

(
S

Z∗CuHxOy − SZ∗Cu
)

−x
2
μH2O(T , PH2O)− y − x/2

2
μO2(T , PO2

) (8)

and the figure reports the composition that minimizes free energy at the specified
conditions. These diagrams are a powerful tool for predicting the evolution of sites
as a function of conditions. For instance, in Fig. 10, both Cu ions are seen to evolve
from a fully hydrated, Cu II state at ambient conditions (state 1) to a fully dehydrated,
zeolite-bound state at elevated temperature (state 2). Thermal “autoreduction”
to a Cu I state is predicted to occur for the ZCuOH sites but not the Z2Cu
sites. All these observations are in good agreement with experiment, in particular
X-ray spectroscopic characterization of oxidation states and coordination numbers
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Fig. 10 Ex situ Cu speciation phase diagrams based on HSE06-Tsvdw calculations on 1Al (left)
and 2Al (right) Cu exchange sites. Regions indicate site composition that minimizes free energy at
2% H2O and given T and PO2

. Labeled on the phase diagram and illustrated below are minimum
free energy species at (1) ambient (298 K, 20% O2), (2) oxidizing (673 K, 20% O2), and (3) inert
(673 K, 10−6 atm O2 in He) (Paolucci et al. 2016b)

(Paolucci et al. 2016b). A similar strategy applied to these sites under conditions
representative of standard NOx SCR reveals the role of NH3 both as a Cu ion ligand
and a reductant in this redox chemistry.

4 Outlook and Challenges

The structural and chemical diversity of zeolites presents a rich set of challenges for
first-principles computations. We have focused here on the chemistry of Brønsted
and Lewis (Cu ion) sites in CHA as two examples for which computational models
are well developed and have led to significant insights. The dynamic nature of both
types of sites motivates careful consideration of the state of these sites at finite
temperature and in the presence of reactive gases. The three-dimensional structure
of CHA can be captured in supercells small enough to be amenable to AIMD,
but zeolites of lower symmetry and larger supercell volumes remain a challenge
for fully first-principles models, as do models able to reliably predict free energy
changes upon adsorption and reaction at highly dynamic sites. Zeolite chemistry is
closely associated with framework-substituted heteroatoms. While we have focused
here on Al, other types of iso- and aliovalent dopants are possible. Further, as
we have seen, the distribution of these heteroatoms can itself have an influence
on zeolite chemistry by creating local sites and ensembles of differing reactivity,
and similar ensemble effects likely are related to zeolite hydrothermal stability as
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well. Computational models must account for potential ensemble and environmental
effects in any robust comparisons with experiment. For instance, recent experiments
demonstrate that ZCuOH but not Z2Cu sites participate in the selective oxidation of
methane to methanol over Cu-CHA (Pappas et al. 2017), a conclusion quite different
from that for NOx SCR (Paolucci et al. 2016b). In fact, recent results highlight the
coupled role of Al spatial distributions and adsorbate-induced active site diffusion
and pairing in controlling the rate of the O2-consuming step in standard NOx SCR
(Paolucci et al. 2017). Thus, computational descriptions of zeolite structure and
dynamics present a coupled challenge and opportunity for both understanding and
predicting heterogeneous catalytic performance.

Acknowledgments This work was prepared in part with the financial support of the BASF
Corporation. Numerous valuable discussions with C. Paolucci, H. Li, A. DeBellis, and I. Müller
are gratefully acknowledged.

References

Auerbach S, Carrado K, Dutta PK (2003) Handbook of zeolite science and technology. Dekker,
New York

Brüssel M, Di Dio PJ, Munñiz K, Kirchner B (2011) Comparison of free energy surfaces
calculations from ab initio molecular dynamic simulations at the example of two transition
metal catalyzed reactions. Int J Mol Sci 12(2):1389–1409

Campbell CT, Sellers JRV (2012) The entropies of adsorbed molecules. J Am Chem Soc
134(43):18109–18115

Colella C (1996) Ion exchange equilibria in zeolite minerals. Mineral Deposita 31(6):554–562
Corma A (1989) Application of zeolites in fluid catalytic cracking and related processes. In:

Jacobs PA, van Santen RA (eds) Zeolites: facts, figures, future part A – Proceedings of
the 8th international zeolite conference. Studies in surface science and catalysis, vol 49.
Elsevier, Amsterdam pp 49–67. https://doi.org/10.1016/S0167-2991(08)61708-5, http://www.
sciencedirect.com/science/article/pii/S0167299108617085

den Otter WK (2013) Revisiting the exact relation between potential of mean force and free-energy
profile. J Chem Theory Comput 9(9):3861–3865

Erichsen MW, Wispelaere KD, Hemelsoet K, Moors SL, Deconinck T, Waroquier M, Svelle S,
Speybroeck VV, Olsbye U (2015) How zeolitic acid strength and composition alter the reactivity
of alkenes and aromatics towards methanol. J Catal 328(Supplement C):186–196

Fletcher RE, Ling S, Slater B (2017) Violations of Lowenstein’s rule in zeolites. Chem Sci 8:7483–
7491

Gonzales NO, Chakraborty AK, Bell AT (1998) A density functional theory study of the effects of
metal cations on the Brønsted acidity of H-ZSM-5. Catal Lett 50(3):135–139

Gunter T, Carvalho HWP, Doronkin DE, Sheppard T, Glatzel P, Atkins AJ, Rudolph J, Jacob CR,
Casapu M, Grunwaldt JD (2015) Structural snapshots of the SCR reaction mechanism on Cu-
SSZ-13. Chem Commun 51:9227–9230

Hafner J (2008) Ab-initio simulations of materials using VASP: density-functional theory and
beyond. J Comput Chem 29(13):2044–2078

Hass KC, Schneider WF, Curioni A, Andreoni W (1998) The chemistry of water on alumina
surfaces: reaction dynamics from first principles. Science 282(5387):265–268

Henkelman G, Uberuaga BP, Jónsson H (2000) A climbing image nudged elastic band method for
finding saddle points and minimum energy paths. J Chem Phys 113(22):9901–9904

https://doi.org/10.1016/S0167-2991(08)61708-5
http://www.sciencedirect.com/science/article/pii/S0167299108617085
http://www.sciencedirect.com/science/article/pii/S0167299108617085


1374 S. Li and W. F. Schneider

Hernandez-Tamargo CE, Roldan A, de Leeuw NH (2016) A density functional theory study of
the structure of pure-silica and aluminium-substituted MFI nanosheets. J Solid State Chem
237:192–203

Iannuzzi M, Laio A, Parrinello M (2003) Efficient exploration of reactive potential energy surfaces
using Car-Parrinello molecular dynamics. Phys Rev Lett 90:238302

Jones AJ, Iglesia E (2015) The strength of Brønsted acid sites in microporous aluminosilicates.
ACS Catal 5(10):5741–5755

Jónsson H, Mills G, Jacobsen KW (1998) Nudged elastic band method for finding minimum energy
paths of transitions. In: Berne BJ, Ciccotti G, Coker DF (eds) Classical and Quantum Dynamics
in Condensed Phase Simulations. World Scientific, Singapore, pp 385–404

Kramer GJ, De Man AJM, Van Santen RA (1991) Zeolites versus aluminosilicate clusters: the
validity of a local description. J Am Chem Soc 113(17):6435–6441

Kwak JH, Varga T, Peden CH, Gao F, Hanson JC, Szanyi J (2014) Following the movement of
Cu ions in a SSZ-13 zeolite during dehydration, reduction and adsorption: a combined in situ
TP-XRD, XANES/DRIFTS study. J Catal 314:83–93

Laio A, Rodriguez-Fortea A, Gervasio FL, Ceccarelli M, Parrinello M (2005) Assessing the
accuracy of metadynamics. J Phys Chem B 109(14):6714–6721

Li H, Paolucci C, Schneider WF (2018) Zeolite adsorption free energies from ab initio potentials of
mean force. J Chem Theory Comput 14(2):929–938. https://doi.org/10.1021/acs.jctc.7b00716

Li S, Zheng Y, Gao F, Szanyi J, Schneider WF (2017) Experimental and computational interroga-
tion of fast SCR mechanism and active sites on H-form SSZ-13. ACS Catal 7(8):5087–5096

Lopez A, Tuilier M, Guth J, Delmotte L, Popa J (1993) Titanium in MFI-Type zeolites: a
characterization by XANES, EXAFS, IR, and 74,49Ti and 17O MAS NMR spectroscopy and
H2O adsorption. J Solid State Chem 102(2):480–491

Matsubayashi N, Shimada H, Imamura M, Sato T, Okabe K, Yoshimura Y, Nishijima A (1996)
Determination of Fe-substituted sites in the MFI structure by Fe K-edge EXAFS. Catal Today
29(1):273–277

Melson GA, Crawford JE, Crites JW, Mbadcam KJ, Stencel JM, Rao VUS (1983) Evaluation
of some new zeolite-supported metal catalysts for synthesis gas conversion, Chap 24. In:
Stucky GD, Dwyer FG (eds) Intrazeolite chemistry. American Chemical Society, Washington,
pp 397–408

Moors SLC, De Wispelaere K, Van der Mynsbrugge J, Waroquier M, Van Speybroeck V (2013)
Molecular dynamics kinetic study on the zeolite-catalyzed benzene methylation in ZSM-5. ACS
Catal 3(11):2556–2567

Nicholas CP (2017) Applications of light olefin oligomerization to the production of fuels and
chemicals. Appl Catal A Gen 543(March):82–97. https://doi.org/10.1016/j.apcata.2017.06.011

Paolucci C, Verma AA, Bates SA, Kispersky VF, Miller JT, Gounder R, Delgass WN, Ribeiro
FH, Schneider WF (2014) Isolation of the copper redox steps in the standard selective catalytic
reduction on cu-ssz-13. Angew Chem Int Ed 53(44):11828–11833

Paolucci C, Di Iorio J, Ribeiro F, Gounder R, Schneider WF (2016a) Catalysis science of NOx
selective catalytic reduction with ammonia over Cu-SSZ-13 and Cu-SAPO-34. In: Advances in
Catalysis, vol 59. Academic Press, pp 1–107. https://doi.org/10.1016/bs.acat.2016.10.002

Paolucci C, Parekh AA, Khurana I, Di Iorio JR, Li H, Albarracin Caballero JD, Shih AJ, Anggara
T, Delgass WN, Miller JT, Ribeiro FH, Gounder R, Schneider WF (2016b) Catalysis in a cage:
condition-dependent speciation and dynamics of exchanged cu cations in SSZ-13 zeolites. J Am
Chem Soc 138(18):6028–6048

Paolucci C, Khurana I, Parekh AA, Li S, Shih AJ, Li H, Di Iorio JR, Albarracin-Caballero JD,
Yezerets A, Miller JT, Delgass WN, Ribeiro FH, Schneider WF, Gounder R (2017) Dynamic
multinuclear sites formed by mobilized copper ions in NOx selective catalytic reduction.
Science 357:898–903

Pappas DK, Borfecchia E, Dyballa M, Pankin IA, Lomachenko KA, Martini A, Signorile M,
Teketel S, Arstad B, Berlier G, Lamberti C, Bordiga S, Olsbye U, Lillerud KP, Svelle S, Beato
P (2017) Methane to methanol: structure-activity relationships for Cu-CHA. J Am Chem Soc
139(42):14961–14975. https://doi.org/10.1021/jacs.7b06472

https://doi.org/10.1021/acs.jctc.7b00716
https://doi.org/10.1016/j.apcata.2017.06.011
https://doi.org/10.1016/bs.acat.2016.10.002
https://doi.org/10.1021/jacs.7b06472


56 Supercell Models of Brønsted and Lewis Sites in Zeolites 1375

Psofogiannakis GM, McCleerey JF, Jaramillo E, van Duin ACT (2015) ReaxFF reactive molecular
dynamics simulation of the hydration of Cu-SSZ-13 zeolite and the formation of Cu dimers.
J Phys Chem C 119(12):6678–6686

Rozanska X, van Santen RA, Demuth T, Hutschka F, Hafner J (2003) A periodic DFT study of
isobutene chemisorption in proton-exchanged zeolites: dependence of reactivity on the zeolite
framework structure. J Phys Chem B 107(6):1309–1315

Rybicki M, Sauer J (2015) Acidity of two-dimensional zeolites. Phys Chem Chem Phys 17:27873–
27882

Sauer J, Hobza P, Zahradnik R (1980) Quantum chemical investigation of interaction sites in
zeolites and silica. J Phys Chem 84(24):3318–3326

Schneider W, Hass K, Ramprasad R, Adams J (1998) Density functional theory study of
transformations of nitrogen oxides catalyzed by cu-exchanged zeolites. J Phys Chem B
102(19):3692–3705

Sherry HS (1966) The ion-exchange properties of zeolites. I. Univalent ion exchange in synthetic
faujasite. J Phys Chem 70(4):1158–1168

Sherwood P, de Vries AH, Collins SJ, Greatbanks SP, Burton NA, Vincent MA, Hillier IH
(1997) Computer simulation of zeolite structure and reactivity using embedded cluster methods.
Faraday Discuss 106:79–92

Sierka M, Sauer J (2001) Proton mobility in chabazite, faujasite, and ZSM-5 zeolite catalysts.
Comparison based on ab initio calculations. J Phys Chem B 105(8):1603–1613

Sierka M, Sauer J (2005) Hybrid quantum mechanics/molecular mechanics methods and their
application. Springer, Netherlands, pp 241–258

Thang HV, Rubeš M, Bludský O, Nachtigall P (2014) Computational investigation of the Lewis
acidity in three-dimensional and corresponding two-dimensional zeolites: UTL vs IPC-1P.
J Phys Chem A 118(35):7526–7534

Trout BL, Chakraborty AK, Bell AT (1996) Local spin density functional theory study of copper
ion-exchanged zsm-5. J Phys Chem 100(10):4173–4179

Tuma C, Sauer J (2006) Treating dispersion effects in extended systems by hybrid MP2:DFT
calculations-protonation of isobutene in zeolite ferrierite. Phys Chem Chem Phys 8:3955–3965

Verma AA, Bates SA, Anggara T, Paolucci C, Parekh AA, Kamasamudram K, Yezerets A, Miller
JT, Delgass WN, Schneider WF, Ribeiro FH (2014) No oxidation: a probe reaction on Cu-SSZ-
13. J Catal 312(Supplement C):179–190

Wong KY, York DM (2012) Exact relation between potential of mean force and free-energy profile.
J Chem Theory Comput 8(11):3998–4003



57Microkinetic Modeling of Surface Catalysis

Gerhard R. Wittreich, Konstantinos Alexopoulos,
and Dionisios G. Vlachos

Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1378
2 Reaction Mechanism. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1380
3 Mean-Field Approximation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1382
4 Mass-Action Kinetics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1382
5 Transition-State Theory (TST) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1383
6 Collision Theory and Adsorption Rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1384
7 Thermodynamic Consistency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1385

7.1 Adjusting Surface Reaction Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1385
7.2 Adjusting Adsorption Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1386

8 Surface Species Lateral Interactions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1387
9 Kinetic and Thermodynamic Parameter Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1388

9.1 Partition Functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1388
9.2 Thermodynamic-Temperature Relationships . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1389
9.3 Activation Energy and Pre-exponential Factor . . . . . . . . . . . . . . . . . . . . . . . . . . . 1391

10 Brønsted–Evans–Polanyi (BEP) Relationships . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1393
10.1 Linear Scaling Relationships (LSRs) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1394

11 Reactor Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1395
12 Microkinetic Model Data Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1397

12.1 Species Concentrations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1398
12.2 Reaction Path Analysis (RPA) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1398
12.3 Partial Equilibrium Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1399
12.4 Sensitivity Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1400
12.5 Potential Energy Diagram . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1401

13 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1401
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1402

G. R. Wittreich · K. Alexopoulos · D. G. Vlachos (�)
Department of Chemical and Biomolecular Engineering, University of Delaware, Newark, DE,
USA
e-mail: wittregr@udel.edu; konalex@udel.edu; vlachos@udel.edu

© Springer Nature Switzerland AG 2020
W. Andreoni, S. Yip (eds.), Handbook of Materials Modeling,
https://doi.org/10.1007/978-3-319-44680-6_5

1377

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-44680-6_5&domain=pdf
mailto:wittregr@udel.edu
mailto:konalex@udel.edu
mailto:vlachos@udel.edu
https://doi.org/10.1007/978-3-319-44680-6_5


1378 G. R. Wittreich et al.

Abstract

Microkinetic modeling (MKM) breaks down a reaction mechanism into all
known elementary steps making no a priori assumptions about dominant reaction
paths, rate determining steps, and most abundant reactive intermediates. Instead
this information emerges from the solution of the model. Aside from mechanistic
understanding, MKM can be utilized to optimize reaction conditions and/or
reactor configuration and provide guidelines for catalyst design. This chapter
focuses on describing the basics of mean-field MKM. It also details how first-
principles calculations or fast-screening methods can be used in conjunction
with transition state theory and statistical mechanics to derive kinetic and
thermodynamic parameters that abide to thermodynamic consistency constraints.
Finally, the chapter covers analysis techniques that provide key insights into
the reaction mechanism. We focus primarily on the ammonia decomposition
chemistry as an illustrative example.

1 Introduction

In 1864, Waage and Guldberg first proposed mass action kinetics where reaction
rates are proportional to the concentration of the reactants (Lund 1965). In 1884,
Van’t Hoff published his now famous work “Etudes de dynamique chimique”
(van’t Hoff 1884) where he described how to determine reaction orders and to link
equilibrium to thermodynamics. Deriving simplified rate equations and estimating
reaction rate and equilibrium constants is still a main activity of chemical reaction
engineering today. For a simple bimolecular reaction, one has

A+ B → C

reff = keff[A]x[B]y

keff = Aeffe
−Ea,eff

RT

(1)

Here reff is the observed reaction rate, keff is the associated rate constant, [A]
and [B] the concentrations of the reactants with x and y the observed reactions
orders for each reactant, Aeff is the pre-exponential factor, and Ea,eff is the reaction
barrier.

In the early 1900s, researchers proposed more complex rate expressions. In
1913, Michaelis and Menten recognized that enzymatic reaction rates depend on
a reversible reaction between an enzyme and a substrate producing the activated
form of the enzyme (Cornish-Bowden 2015). The Langmuir-Hinshelwood-Hougen-
Watson (LHHW) mechanism proposed in the 1920s considers the following elemen-
tary steps, namely, adsorption of a gas-phase molecule onto a heterogeneous catalyst
surface, subsequent reaction between adsorbed species, and finally desorption of
the resulting product(s) from the surface. Instead of reactions between adsorbed
species, the Eley-Rideal (ER) mechanism formulated in the 1930s proposes an
elementary step where a gas-phase species reacts directly with an adsorbed surface
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species. Finally, the Mars-van Krevelen (MvK) mechanism describes a surface
redox reaction where oxygen is provided by the metal oxide catalyst to an adsorbate
reducing the metal oxide which is subsequently oxidized by adsorbed oxygen to
complete the cycle. These reaction schemes form the backbone of modern surface
reaction mechanisms. Because several elementary steps are postulated in these
mechanisms, this modeling approach requires parameters for each step, including
activation energies, pre-exponential factors, sticking coefficients for adsorption, and
catalyst site densities. In early years, closed-form LHHW or ER rate expressions
were derived by postulating the quasi-steady-state approximation (QSSA), partially
equilibrated reactions, rate-determining step(s) (RDS), and most abundant surface
intermediates (MASI). Regression to experimental data is still commonly used
to estimate the parameters of these overall rate expressions. These reduced rate
equations avoid the estimation of a large number of unknown parameters, but they
are usually less predictive than full microkinetic models because their assumptions
are often not valid over a broad range of reaction conditions.

The birth of microkinetic modeling (MKM) is often attributed to Dumesic and
Rudd due to their 1993 book of “The Microkinetics of Heterogeneous Catalysis”
(Dumesic and Rudd 1993). MKM breaks down a reaction mechanism into all known
elementary steps without the aforementioned a priori assumptions. Instead, the rate
constants of all elementary steps are estimated and the governing equations for
surface and fluid (gas- or liquid-phase) species are numerically solved. Determining
accurately the many kinetic parameters is a limiting factor of this modeling
approach. In the early days of MKM, this requirement limited the application of
MKM to simple reactions, like CO and H2 oxidation, where enough experimental
data was available to estimate individual parameters. In the late 1990s, the bond-
order conservation (BOC) method (Shustorovich 1986, 1990) was employed for
the first time in parametrizing MKMs (Park et al. 1999; Aghalayam et al. 2000).
BOC estimates activation energies from heats of adsorption and even allows for the
estimation of molecular heats of adsorption from the atomic ones, such as C, O, N,
H, and S. These atomic heats of adsorption are in essence descriptors of thermo-
chemistry and activation energies. In addition, due to the possible dependence of
heats of adsorption on coverage (the fraction of surface sites occupied by a species),
BOC provides a systematic way of incorporating coverage effects (non-idealities)
on the activation energies and obtaining insights into reactivity (Park et al. 1999;
Aghalayam et al. 2000).

BOC is a simple but empirical method whose accuracy remains (in most cases)
unknown until tested against experimental data. The accuracy of this method
becomes even more questionable for complex species (dehydrogenated intermedi-
ates, multifunctional molecules) anchoring on a surface in many, often multi-dentate
configurations. These shortcomings obviously limit BOC’s applicability. With the
parallel evolution of both computing power and computational techniques, such
as density functional theory (DFT), first-principles-based MKM is flourishing.
Parameterization of moderate size reaction mechanisms using DFT is now possible;
yet, parameterization of large reaction mechanisms remains a challenge (Sutton
and Vlachos 2015). MKM results enable clear assessment of reaction paths, MASI,
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RDS, and provide guidelines for catalyst design that promote desired reaction paths
with the ultimate goal to improve catalyst selectivity and activity.

This chapter focuses on describing the basics of MKM. It also details how kinetic
and thermodynamic parameters are derived from first principles using transition
state theory and statistical mechanics while also addressing thermodynamic con-
sistency. Finally, the chapter covers analysis techniques that provide key insights
into the reaction mechanism. We focus primarily on the ammonia decomposition
chemistry as an illustrative example.

2 Reaction Mechanism

A reaction mechanism, composed of elementary steps, is key to MKM. As an
example, the overall ammonia synthesis reaction from nitrogen and hydrogen is
written as

N2 + 3H2 
 2NH3 (2)

An elementary step is a reaction that describes a molecular event and cannot be
broken down into more steps. In the case of ammonia synthesis, one starts with the
adsorption of each of the reactants on the active site of the catalyst surface:

N2 + ∗
 N∗2 H2 + ∗
 H∗2 (3)

Here * represents an unoccupied active site while N∗2 and H ∗2 represent the
adsorbed hydrogen and nitrogen molecules on the surface. Subsequently, each
species dissociates from its molecular form to its atomic form

N∗2 + ∗
 2N∗ H∗2 + ∗
 2H ∗ (4)

Hydrogen atoms are then added sequentially to nitrogen

NH∗x−1 +H ∗ 
 NH∗x + ∗ (5)

Ammonia finally desorbs from the surface

NH∗3 
 NH3 + ∗ (6)

Alternative reaction paths may also be considered. For example, does molecular
hydrogen associate directly with N* to form adsorbed NH2? Does H2 physisorb or
dissociate directly? Previous studies have shown that hydrogen dissociates rapidly
on active metal surfaces, and thus, the hydrogen adsorption is taken as dissociative

H2 + 2∗ 
 2H ∗ (7)
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As another example, the CO2 formation in the water-gas-shift reaction was
assumed in early days to proceed via water dissociation to oxygen followed by
oxidation of CO: H2O ➔ OH + H, OH ➔ O + H, and CO + O ➔ CO2.
It was subsequently realized that the carboxyl pathway, following partial water
dissociation, i.e., H2O ➔ OH + H, CO + OH ➔ COOH ➔ CO2 + H, is in
fact the key (preferred) path that was missing in early mechanisms (Mhadeshwar
and Vlachos 2004). These examples underscore the diversity of possible reaction
schemes and showcase the experience required in assembling a valid reaction
mechanism.

An implicit assumption of the above mechanisms is the presence of a single
type of active site. As is often the case for heterogeneous catalysts, multiple sites
of different activity usually exist on a catalyst. For example, ruthenium (Ru),
a well-known ammonia synthesis catalyst, has at least two well-described sites;
terrace sites on planes of low Miller indices and B5 step sites located at the edges
of nanocrystals. Representing both site types requires parallel sets of elementary
steps.

Terrace Sites Step Sites Diffusion (Step ↔ Terrace)

N2 + ∗ (t)
kt1f

�
kt1b

N2 (t) N2 + ∗ (s)
ks1f

�
ks1b

N2 (s) N2 (t)+ ∗ (s)
kt→s1f

�
ks→t1b

N2 (s)+ ∗ (t)

N2 (t)+ ∗ (t)
kt2f

�
kt2b

2N (t) N2 (s)+ ∗ (s)
ks2f

�
ks2b

2N (s) N (t)+ ∗ (s)
kt→s2f

�
ks→t2b

N (s)+ ∗ (t)

H2 + 2∗ (t)
kt3f

�
kt3b

2H (t) H2 + 2∗ (s)
ks3f

�
ks3b

2H (s) H (t)+ ∗ (s)
kt→s3f

�
ks→t3b

H (s)+ ∗ (t)

N (t)+H (t)
kt4f

�
kt4b

NH (t)+ ∗ (t) N (s)+H (s)
kt4f

�
kt4b

NH (s)+ ∗ (s) NH (t)+ ∗ (s)
kt→s4f

�
ks→t4b

NH (s)+ ∗ (t)

NH (t)+H (t)
kt5f

�
kt5b

NH2 (t)+ ∗ (t) NH (s)+H (s)
ks5f

�
ks5b

NH2 (s)+∗ (s) NH2 (t)+∗ (s)
kt→s5f

�
ks→t5b

NH2 (s)+∗ (t)

NH2 (t)+H (t)
kt6f

�
kt6b

NH3 (t)+∗ (t) NH2 (s)+H (s)
ks6f

�
ks6b

NH3 (s)+∗ (s) NH3 (t)+∗ (s)
kt→s6f

�
ks→t6b

NH3 (s)+∗ (t)

NH3 (t)

kt7f

�
kt7b

NH3 + ∗ (t) NH3 (s)

kt7f

�
kt7b

NH3 + ∗ (s)

(8)

The simple ammonia synthesis reaction is represented by 14 reversible adsorp-
tion, surface, and desorption reactions, and six reversible diffusion steps between
sites (these represent the overall process; the distance among sites can also be
important). In total, there are 20 distinct gas and surface species. Bimolecu-
lar reactions between species in adjacent but different sites, e.g., a terrace and
a step site, entail interfacial reactions that require different parameters com-
pared to reactions between species on the same type of site. An example of
such study revealing this complexity is the water-gas shift reaction (Stamatakis
et al. 2011). As a result, while consideration of multiple sites is in principle
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straightforward, the number of reactions and species in these multisite or mul-
tifunctional catalysts increases greatly, making the parameterization task more
demanding.

3 Mean-Field Approximation

A common assumption in MKM is the so-called mean-field approximation. In
mean-field MKM, all the surface species and active sites are assumed to be
uniformly distributed at the nanometer scale; this does not imply a fully spatially
uniform system. Indeed, nonuniformity over larger, reactor scales can easily be
handled in the mean-field framework using a spatially distributed reactor model.
Reaction-diffusion partial differential equations-based (mean-field) models on cata-
lyst surfaces have also been employed to describe long-range patterns, e.g., traveling
waves (Raimondeau and Vlachos 2003). The application of Fickian diffusion is
often another approximation in these diffusion-reaction models.

In mean-field modeling, rate constants depend on the “mean,” i.e., the average,
coverage, rather than the microscopic distribution of adsorbates and catalyst sites.
This does not preclude the ability to define different catalyst sites or diffusion from
one type of site to another; rather this is done based on the average density of
each site type. In contrast, kinetic Monte-Carlo (KMC) methods describe surface
species and catalyst sites with atomic resolution and explicitly account for nanoscale
inhomogeneities (Stamatakis and Vlachos 2012). The large computational demand
and need for expert knowledge of statistical mechanics for data analysis make
currently widespread use of KMC simulation rather limited. In this chapter, we
present the mean field approach because it is instructive and the only viable method
for large mechanisms. In a later section, there is a discussion about adding lateral
interactions (coverage effects). For the interested reader, other approximations for
the distribution of adsorbates are discussed in Hill (1962). What is important is
that all these methods for spatially averaging microscopic information allows us
to compute the reaction rate at different levels of accuracy. In mean-field, we use
a uniform distribution of adsorbates; in KMC, we solve for the exact distribution
of adsorbates (within numerical accuracy of the stochastic method) subject to the
overall kinetics imposed as constraints (this is not an equilibrium Monte Carlo
calculation typically taught in statistical mechanics books; rather it is often far from
equilibrium conditions).

4 Mass-Action Kinetics

Once the reaction mechanism is described in elementary steps, mass-action kinetics
is typically used to describe each step. The rate (ri) of a single elementary step i can
be written as:
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ri = ki

∏

j

θ
αij
j (9)

where ki is the rate constant of elementary step i, while θj are the coverages of
surface species j with αji their stoichiometric coefficients in elementary step i.

5 Transition-State Theory (TST)

TST assumes that for any activated elementary step, there exists equilibrium
between reactants and the activated complex. In 1910, French chemist Marcelin
proposed that the rate constant is proportional to the exponential of the change in
standard Gibbs free energy from reactant to transition state (�G◦i

‡) with the pre-
exponential factor as the proportionality constant (Laidler and King 1983)

ki ∝ e
−
(
�G

◦‡
i

kBT

)

Ai = kBT

h
(10)

The pre-exponential part of this expression (kBT/h), where kB is Boltzmann’s
constant, h is Planck constant and T is temperature, approximates the contribution
from the frequency associated with the negative curvature of the potential energy
surface in the direction of the reaction coordinate (Salciccioli et al. 2011). By break-
ing down the Gibbs free energy change to its enthalpic and entropic contributions
(see Fig. 1), the above equation can be rewritten as

ki =
(

kBT

h

)
e
−
(
�G

◦‡
i

kBT

)

=
(

kBT

h

)
e

(
−�H◦‡

i
kBT

)

e

(
�S
◦‡
i

kB

)

(11)

Fig. 1 Schematic of reaction
coordinate. (Taken from
Salciccioli et al. (2011))
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As will be explained later, the resulting equation connects first-principles DFT
and statistical mechanics to the rate constant. TST is applied to all surface processes
that are activated. Examples of such processes include Langmuir-Hinshelwood
surface reaction, desorption, and surface diffusion.

6 Collision Theory and Adsorption Rate

Unlike activated processes described using TST (see above), adsorption is often
nonactivated. Collision theory defines the molecular flux (Nj) of adsorbing gases on
a catalyst surface

Nj,collisions = Pj√
2πmjkBT

[=]

(
1

m2 · s
)

(12)

Here Pj is the partial pressure of species j, mj is the molecular weight of species
j, kB is the Boltzmann constant, and T is the temperature. Since not all collisions
result in a molecule adsorbing on the surface, the adsorption rate (rj) is obtained
by the product of the incident molecular flux and a dimensionless probability factor
known as the sticking coefficient (0 ≤ γ ≤ 1)

rj = Nj,collisions · γj = Pjγj√
2πmjkBT

(13)

The adsorption rate constant (kj) can then be expressed as

kj = γj√
2πmjkBT

[=]

(
1

Pa ·m2 · s
)

(14)

An assumption implicit in the sticking coefficient is that it is much less than
one (Coltrin et al. 1996; Motz and Wise 1960). That suggests that the gases near
the surface behave randomly and are not impacted by surface reactions. As the
sticking coefficient nears one, the implicit Maxwell velocity distribution becomes
distorted and the rate of adsorption increases. To correct for this, the simple sticking
coefficient is replaced with a Motz-Wise corrected sticking coefficient

γj,corrected = γj

1− γj /2 (15)

The corrected versus uncorrected sticking coefficient is shown in Fig. 2. For
activated adsorption, the rate constant is multiplied by a Boltzmann factor to account
for the reduced probability of incoming molecules to overcome the adsorption
barrier and stick to the surface.
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Fig. 2 Comparison of an
uncorrected sticking
coefficient with the
Motz-Wise corrected sticking
coefficient. (Motz and Wise
1960; Coltrin et al. 1996)

7 Thermodynamic Consistency

A microkinetic model for heterogeneous catalysis involves both gas and surface
species. As thermodynamic data are developed for each phase often separately, it
is critical to ensure thermodynamic consistency between surface and gas-phase.
This constraint is illustrated with the thermodynamic cycle of Fig. 3. Since DFT
is not very accurate for gas-phase species, use of DFT for estimation of gas-
phase thermochemistry can lead to inaccurate free energies and large errors in
overall equilibrium constants. Instead, high-level ab initio or experimental methods
(see NIST database) are used to estimate – with chemical accuracy – gas-phase
thermochemistry. On the other hand, surface thermochemistry is typically calculated
at the DFT theory level since the investigated surface models are of considerable
size and higher-level theoretical methods are often not applicable due to the very
unfavorable scaling of computational costs. The use of a different methodology for
each phase causes a mismatch between gas and surface thermochemistries. There
are two ways to remedy this mismatch.

7.1 Adjusting Surface Reaction Properties

The surface reaction state properties can be related to those of the corresponding
gas-phase reactions by a thermodynamic cycle (Fig. 3)

ζi,surf (T , θ) = ζi,gas (T )+�ζi,ads (T , θ) (16)

Here ζ is a surface or gas species thermodynamic (state) property (i.e., enthalpy,
entropy, or free energy) of reaction i and �ζi,ads is the difference in the correspond-
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Fig. 3 Thermodynamic
relationship between gas and
surface species. (Taken from
Salciccioli et al. (2011))
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ing adsorption properties of products from those of reactants for reaction i. Such
thermodynamic cycles can be written for each reaction.

Practically, temperature dependent (NASA) polynomials, describing the ther-
mochemistry of gas-phase species, are commonly used as given below. Surface
thermochemistry is described by similar polynomials with the same coefficients
a1-a5. The coefficients A6,surf and A7,surf of surface species are related to those
in the gas A6 and A7 as follows (it can easily be shown that this choice yields
thermodynamic consistency).

C◦p
R
= a1 + a2T + a3T2 + a4T3 + a5T4

H
◦

RT = a1 + a2
T
2 + a3

T2

3 + a4
T3

4 + a5
T4

5 + a6
T

a6,surf = a6,gas + �H ◦ads(T ,θ)
R

a7,surf = a7,gas + �S◦ads(T ,θ)
R

S
◦
R
= a1 ln T + a2T + a3

T2

2 + a4
T3

3 + a5
T4

4 + a7

(17)

Here �H◦ads and �S◦ads are the standard heat and entropy of adsorption,
respectively. When adsorption data are well-known, e.g., from experiments, one
estimates A6,surf and A7,surf. Then the surface reaction thermochemistry is estimated.
A more detailed discussion is found in Mhadeshwar et al. (2003).

7.2 Adjusting Adsorption Properties

It is generally accepted that DFT is more accurate in estimating surface reaction
properties due to cancelation of errors. Given this fact, one can estimate the
surface thermochemistry via DFT and adjust the adsorption properties to close
the thermodynamic cycles (Fig. 3). The thermodynamic properties of the surface
species are determined by regressing the heat capacity DFT data computed via
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statistical mechanics for the surface species. To achieve thermodynamic consistency,
a reference set of gas species is selected as a basis such that (1) all the atoms in the
surface species are represented in the reference set, (2) there are at least as many
gas species in the reference set as the different atoms in the reference set, and
(3) the reference gas species have well-known formation energies. These reference
gases form the basis set upon which the surface species thermochemistry data
is referenced to achieve thermodynamic consistency. The difference in formation
energy of a gas species in the basis set computed by DFT from its experimental
or high-level ab initio value represents the error in the formation energy of the
adsorbed species. This difference is attributed to each atom of the reference species
via least squares fit. Adding the total correction for each species to the A6,surf and
A7,surf coefficients results in a surface species thermodynamic polynomial with the
same reference state as the gas species (Nicolaides et al. 1996; Wijaya et al. 2003).

The error introduced by the least squares fitting in this approach can be quantified
by a fourfold cross-validation. Using this methodology, a root mean squared error of
∼1.65 kcal/mol is found for a reference set of 13 gas-phase molecules (C2H4, C2H6,
CH4, H2, H2O, (CH2)4O, (CH3)2CO, C4H10, C5H12, C5H10, C3H8, C2H5OCH3,
CH3OCH3). This value is a good indicator of the order-of-magnitude of the error
introduced.

8 Surface Species Lateral Interactions

One of the shortcomings of the mean-field model is that it ignores many-body
interactions. To correct this deficiency, the enthalpy of a surface species is modified
based on the coverage of each adsorbate. DFT is used to calculate the adsorption
energy versus coverage. The change in adsorption energy is regressed and used in
the MKM. An example is shown in Fig. 4.

Fig. 4 N-N (self) pair lateral
interaction adsorption energy
[kcal/mol] versus N coverage
varying linearly (blue) or
piecewise with a zero-effect
below 0.25 coverage of N
(orange). (Nørskov 1993;
Guo and Vlachos 2013,
2015a)
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9 Kinetic and Thermodynamic Parameter Estimation

9.1 Partition Functions

The translational, rotational, vibrational, electronic, and nuclear partition functions
contribute to the overall as

Qtot = qtrans · qrot · qvib · qelect · qnuclear (18)

The model often uses the first three partition functions since the electronic and
nuclear contributions are much smaller than the uncertainty in the first three. The
translational partition function is defined as

qtrans = V
-3 ,where

} V is the volume in which the molecule is contained

- is the de Broglie wavelength and defined as - =
√

h2

2πmkBT

h = Planck
′
s constant; kB = Boltzmann

′
s constant;

m = mass of a molecule; T = temperature
(19)

The relationship can be further simplified for a gas adsorbing on the surface of a
heterogeneous catalyst into

qtrans = qtrans,2D · �z ·
√

2πmkBT
h ; (�z distance of the gas from the surface)

qtrans,2D = Ast · 2πmkBT
h2 ;

(
Ast = the effective area of the site (s)
where the reaction takes place.

)

(20)

The rotational molecular partition function for a linear molecule is

qrot = 8π2IkBT

σh
(21)

For a nonlinear molecule with three moments of inertia, one has

qrot =
(
π · Ix · Iy · Iz

)1/2

σ

(
8π2kBT

h2

) 3
2

(22)

where σ is the number of indistinguishable orientations (i.e., symmetry number) of
the molecule and I is the moment of inertia. Lastly, the vibrational contribution is
the product of the contribution of each vibrational mode.
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qvib,ZPE = ∏
k

exp
(
− h·νk

2·kB ·T
)

1−exp
(
− h·νk

kB ·T
) ; where

}
νk = Each of the vibration frequencies of

that molecular configuration
(
s−1

)

EZPE =∑
k

h·νk
2

Set zero-point energy to 0 in the vibrational partition function and
account for it in the activation energy.

qvib =∏
k

1

1−exp
(
− h·νk

kB ·T
)

(23)

9.2 Thermodynamic-Temperature Relationships

Thermodynamic quantities such as heat capacity, enthalpy, and entropy expressed as
a function of temperature (Eq. 17) are necessary to estimate reverse rate constants.
While it is possible to calculate these quantities directly using the statistical
mechanics equations while solving the MKM, it is more efficient and common to
use simple polynomial relationships. The statistical mechanics treatment is found in
more detail in books, e.g., Sandler (2010) and Hill (1962). The relevant quantities
are calculated as follows.

Heat Capacity

Linear molecules

Cp
R
=
∑

i

(
$v,i

T

)2 e−$v,i/T
(
1− e−$v,i/T)2

︸ ︷︷ ︸
Vibrational
contribution

+ 3

2︸︷︷︸
Rotational

contribution

+ 1︸︷︷︸
Translational
contribution

+ 1︸︷︷︸
Cv to Cp
Cv = Cp + R
Cv
R
= Cp

R
+ 1

(24)

Non-linear molecules

Cp
R
=
∑

i

(
$v,i

T

)2
e−$v,i/T

(
1− e−$v,i/T )2

︸ ︷︷ ︸
Vibrational
contribution

+ 3

2︸︷︷︸
Rotational

contribution

+ 3

2︸︷︷︸
Translational
contribution

+ 1︸︷︷︸
Cv to Cp
Cv = Cp + R
Cv
R
= Cp

R
+ 1

(25)
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Enthalpy

Linear molecules

H
RT
=
∑

i

$v,i

2T
+ $v,i

T

e−$v,i/T

1− e−$v,i/T
︸ ︷︷ ︸

Vibrational
contribution

+ 3

2︸︷︷︸
Rotational

contribution

+ 1︸︷︷︸
Translational
contribution

+ RT︸︷︷︸
Convert U to H
H = U + PV

+ Ezero point + Edft total︸ ︷︷ ︸
Energies from DFT

(26)

Non-linear molecules

H
RT
=
∑

i

$v,i

2T
+ $v,i

T

e−$v,i/T

1− e−$v,i/T
︸ ︷︷ ︸

Vibrational
contribution

+ 3

2︸︷︷︸
Rotational

contribution

+ 3

2︸︷︷︸
Translational
contribution

+ RT︸︷︷︸
Convert U to H
H = U + PV

+ Ezero point + Edft total︸ ︷︷ ︸
Energies from DFT

(27)

Entropy

Linear molecules

S
R
=
∑

i

$v,i

T

e−$v,i/T

1− e−$v,i/T − ln
(

1− e−$v,i/T
)

︸ ︷︷ ︸
Vibrational
contribution

+ 1+ ln
T

σ$r︸ ︷︷ ︸
Rotational

contribution

+5

2
+ ln

⎡

⎢⎢⎣

⎛

⎝
2π

∑
i

mikBT

h2

⎞

⎠

3
2

1

P

⎤

⎥⎥⎦

︸ ︷︷ ︸
Translational
contribution

(28)
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Non-linear molecules

S
R
=
∑

i

$v,i

T

e−$v,i/T

1− e−$v,i/T − ln
(

1− e−$v,i/T
)

︸ ︷︷ ︸
Vibrational
contribution

+ 3

2
+ ln

(√
π

σ

√
T3

$x$y$z

)

︸ ︷︷ ︸
Rotational

contribution

+5

2
+ ln

⎡

⎢⎢⎣

⎛

⎝
2π

∑
i

mikBT

h2

⎞

⎠

3
2

1

P

⎤

⎥⎥⎦

︸ ︷︷ ︸
Translational
contribution

where the vibrational and inertial temperatures are defined as
$v,i = νih

kB
; νi = ith vibrational frequency

[
s−1

]

$k = 8π2IkkB
h2 ; Ik = moment of inertia in the k-plane

(29)

Gas species include all three molecular partition functions while surface species
often include only the vibrational component. Also, since PV is omitted for surface
species (Reuter and Scheffler 2001; Mhadeshwar et al. 2004), the terms that convert
CV to CP and U to H are not included in the calculation for surface species

H = U + PV ; If PV � 1 ∴ U ≈ H ;
U = ∫

CV dT and H = ∫
CP dT∫

CV dT =
∫
CP dT ∴ CV = CP

(30)

The heat capacity NASA fourth-order polynomial (Eq. 17) is commonly used and
fitted to heat capacity-temperature data over a desired temperature range. Depending
on the size of the temperature range and the goodness of the fit, it may be appropriate
to divide the polynomial into two temperature ranges while ensuring that there is no
discontinuity between the two.

9.3 Activation Energy and Pre-exponential Factor

Activation energies are calculated from the heats of formation of the transition state
[TS] and the reactants as
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Ea = �E‡ = FE [TS]− FE [Reactants]
FE [TS] = EDFTE [TS]+ EZPE [TS]− EDFTE

[
Catalyst Surface

]

−∑
i

E [Gasi]

FE [Reactants] =∑
i

(EDFTE [Reactanti]+ EZPE [Reactanti]

−EDFTE
[
Catalyst Surface

]− E [Gasi]
)

FE = Formation Energy;EDFTE = DFT Energy;
EZPE =∑

k

h·νk
2 = Zero Point Energy

E [Gas] = Reference gas DFT computed energy including zero
point energy.

(31)

The rate constant for Langmuir-Hinshelwood surface reactions between two
adsorbed species (X* + Y*→ Z* + *) can be written as

k
fwd
surf =

q
‡
vib

qvib,X · qvib,Y
· kB · T

h︸ ︷︷ ︸
Pre-exponential factor

exp

(
− �E

‡

kB · T
)

︸ ︷︷ ︸
�E‡ = Activation

Energy

[
sec−1

]
(32)

krev
surf =

q
‡
vib

qvib,Z
· kB · T

h
exp

(
−�E

‡ −�Erxn

kB · T
) [

sec−1
]
. (33)

It is worth noting that surface species often have no translational or rotational
degrees of freedom and have instead vibrational degrees of freedom (mobile species
exist when adsorption is weak).

The expression for the rate constant of ER reactions (Xgas + Y*→ Z*) is

k
fwd
Eley-Rideal = q

‡
vib

Qgas·qvib,Y∗ ·
pgasAst√
2πmXkBT

exp
(
−�E‡

kBT

) [
sec−1

]

Qgas = qtrans2D,XGas
· qrot,XGas

· qvib,XGas

(34)

krev
Eley-Rideal =

q
‡
vib

qvib,Z∗
· kBT

h
exp

(
−�E

‡ −�Erxn

kBT

) [
sec−1

]
(35)

These equations depend on the 2D-translational partition function and the
effective area of the reaction site(s) (Ast) which is the area of the catalyst site on
which adsorption takes place.
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Finally, the rate constant for both activated and non-activated adsorption of gases
to/from the catalyst surface described by the LHHW mechanism (Xgas + * → X*)
is calculated as

k
fwd
Activated adsorption = q

‡
vib
Qgas

· Ast√
2πmXkBT

exp
(
−�E‡

kBT

) [
sec−1 · pressure−1

]

Qgas = qtrans2D,XGas
· qrot,XGas

· qvib,XGas

(36)

krev
Activated adsorption =

q
‡
vib

qvib,Z∗
· kBT

h
exp

(
−�E

‡ −�Eads

kBT

) [
sec−1

]
(37)

k
fwd
Non-activated adsorption =

Ast√
2πmXkBT

[
sec−1 · pressure−1

]
. (38)

Alternatively, the reverse rate constant for the aforementioned reactions can also
be calculated from the equilibrium constant, which in turn is calculated from the
Gibbs free energy

Keq = k
fwd

krev
Keq = e−�GRT = e−(�H−T�S)RT = e−

(
�H
RT −�SR

)

(39)

10 Brønsted–Evans–Polanyi (BEP) Relationships

DFT calculations become impractical for large reaction networks. To overcome this
challenge, BEP relationships can be used as they enable the prediction of reaction
barriers from the heat of reactions for an entire homologous series of reactions (i.e.,
reactions with similar transition states). A BEP describes the reaction barrier �Ea,i
of reaction i as a linear function of its heat of reaction

�Ea,i = ω�Hrxn,i +�E0 (40)

Here ω is the proximity factor (0–1) indicating the reaction coordinate posi-
tion of the TS relative to the reactant and products (0 implies reactant-like
whereas 1 product-like). The intercept �E0 is called the intrinsic reaction bar-
rier. Typical BEP relationships for NH3 chemistry are shown in Fig. 5 (Falsig
et al. 2014; Vojvodic et al. 2014). BEPs for common homologous series are available
(Sutton and Vlachos 2012; Vojvodic et al. 2014; Guo and Vlachos 2015b). For new
reactions, DFT calculations for a handful reactions of a homologous series can be
carried out to build the BEP.
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Fig. 5 BEP relationships for
NH3 decomposition. (Falsig
et al. 2014; Vojvodic et al.
2014; Guo and Vlachos
2015a, b)

10.1 Linear Scaling Relationships (LSRs)

Linear scaling relationships (LSRs) relate the thermodynamic properties of surface
species on one metal catalyst surface to those on another (reference) surface. Small
adsorbates, such as AHx, scale with the adsorption energy Q of the surface species
A as

QAHx = α (x)QA + β α (x) = xmax − x
xmax

(41)

α is related to the valency of the species where xmax (C = 4, N = 3, O = 2, etc.) is
the maximum number of ligands the central heteroatom can take and x is the actual
number of ligands of the bound atom (Abild-Pedersen et al. 2007; Fernndez et al.
2008; Jones et al. 2008). Extended LSRs apply this relationship for small adsorbates
to large, more complex, potentially multidentate (n = # dentates, j) species.

Qi,new = Qi,ref +
n∑

j=1

γi,j

(
Qref species,j

new −Qref species,j
ref

)
(42)

Here Qi,new refers to the adsorption energy of the ith large species on a
surface from a reference energy on another metal Qi,ref, and the parenthesis is
the corresponding difference for the heteroatoms via which adsorption occurs. The
summation extends over all binding atoms (i) and dentates (j). This approach enables
one to transfer thermochemistry from one metal to another without relying on
expensive DFT calculations. An example where the surface reference species is N*
(step) and the reference metal surface is Pt is shown in Fig. 6. These LSRs together
with the aforementioned BEPs are used to parameterize the MKM discussed below.
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Fig. 6 LSR relationships for ammonia surface species on step sites with Pt as a reference metal
and N* adsorption on terrace sites as the reference surface species. (Abild-Pedersen et al. 2007;
Falsig et al. 2014)

11 Reactor Equations

The dynamic and steady-state operation of ideal reactors (e.g., batch, continuous
stirred-tank reactor [CSTR], or plug flow reactor [PFR]) combines the surface
reactions described earlier in this chapter with a series of equations (e.g., ODE’s
or algebraic) that describe the concentrations of each gas and surface species
and unoccupied active catalyst sites. The general extensive property conservation
equation is

ρ
∂ω

∂t
+ ρu · ∇ω = −∇ · Ĵ+ σ̂ (43)

where ω is an extensive property, ρ the density, u the velocity vector,
Ĵ the diffusive flux vector, and σ̂ the source/sink terms. Here the first term on
the left is accumulation followed by inflow/outflow by convection and the first
term on the right is inflow/outflow by diffusion followed by a generation term (i.e.,
reactions). This equation is further simplified for a CSTR where the diffusion term
is not required and due to perfect mixing, the convective inflow/outflow gradient is
just the mass flow in/out. Using the ammonia synthesis/decomposition mechanism
described in Eq. 8, and focusing on catalyst step sites with a specific catalyst
active-site density (� [=] mol_active_sites/area) and catalyst loading (A/V [=]
area/volume) results in the following rate expressions (a compact vector notation
can be used but we provide an introductory presentation herein for illustration
purposes).
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R1f = k1f [N2] [∗]
R2f = k2f

[
N∗2

]
[∗]

R3f = k3f [H2]
[∗]2

R4f = k4f

[
NH∗3

]
[∗]

R5f = k5f

[
NH∗2

]
[∗]

R6f = k6f

[
NH∗

]
[∗]

R7f = k7f [NH3] [∗]

R1b = k1b

[
N∗2

]

R2b = k2b

[
N∗
]2

R3b = k3b

[
H ∗

]2

R4b = k4b

[
NH∗2

] [
H ∗

]

R5b = k5b

[
NH∗

] [
H ∗

]

R6b = k6b

[
N∗
] [
H ∗

]

R7b = k7b

[
NH∗3

]

(44)

A set of ordinary differential equations (ODEs) describe the time-dependent
concentration of each species in the reaction mechanism:

d
[
N∗2

]

dt
= R1f + R2b − R1b − R2f

d
[
N∗
]

dt
= 2R2f + R6f − 2R2b − R6b

d
[
H ∗

]

dt
= 2R3f + R4f + R5f + R6f
− 2R3b − R4b − R5b − R6b

d
[
NH∗3

]

dt
= R4b + R7f − R4f − R7b

d
[
NH∗2

]

dt
= R4f + R5b − R4b − R5f

d
[
NH∗

]

dt
= R5f + R6b − R5b − R6f

d [N2]

dt
= R1b − R1f + Qin

Vreactor
[N2]feed − Qout

Vreactor
[N2]

d [H2]

dt
= R3b − R3f + Qin

Vreactor
[H2]feed − Qout

Vreactor
[H2]

d [NH3]

dt
= R7b−R7f+ Qin

Vreactor
[NH3]feed− Qout

Vreactor
[NH3]

d
[∗]

dt
= R1b − R1f + R2b − R2f + 2R3b
− 2R3f + R4b − R4f + R5b − R5f
+ R6b − R6f + R7b − R7f

(45)

The concentration of surface species above is expressed in [mol/vol] but often
as surface coverage by dividing the adsorbate concentrations with the total site
concentration (� × A/V). The gas species ODEs also include terms to account for
their volumetric inlet and outlet flow rate (Qin and Qout). While the inlet flow rate of
gases is specified, the outlet flow rate must be determined and depends on how the
reactor is operated, e.g., isochoric or isobaric. Using the same ammonia equations,
the total exit flow rate of the CSTR is written as:

Qout = Qin +
[(
R1b − R1f

)
N2
+ (
R3b − R3f

)
H2
+ (
R7b − R7f

)
NH3

[N2]+ [H2]+ [NH3]
· Vreactor

]

(46)

Here the term in square brackets represents the rate of volume change due to the
changing number of moles of the reactant and products and can be excluded for an
isochoric reactor or included for an isobaric reactor.

If the flow Qin = 0, then the equations represent a batch reactor. A PFR model
can similarly be written. In this example, only the material balance is considered
(the reactor is assumed to be isothermal).
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Fig. 7 Typical microkinetic model solution program flow

The system of ODEs is usually stiff, and its solution requires an implicit
numerical method. A typical solution flow might look like Fig. 7 where key
functions such as ODE solver, thermodynamics, kinetics, lateral interactions and
BEP/LSR relationships are modularized and the modules pass relevant information
of the model. The modules allow for simple troubleshooting. A module can easily
be rewritten and inserted into the model to change the model capability without
impacting other modules.

12 Microkinetic Model Data Analysis

The solution of the MKM yields the concentration of gaseous species, coverages of
surface species, and reaction rates as well as conversion and selectivity. In addition,
analysis of the MKM results can provide significant insights into the mechanism.
The following sections describe such analysis tools focusing on the ammonia
chemistry as a model example. (Ammonia decomposition simulation examples
were performed in a Matlab based MKM using an NH3 feed and Ru (step sites)
catalyst. Model parameters: P = 1 atm, τ = 1 sec, �total = 2.6 × 10−9 mol catalyst
sites/cm2, �step = 4.4385 × 10−10 mol catalyst sites/cm2, A/V = 1500 cm3/cm2.
Kinetic parameters derived from BEP and LSR relationships. Complete model
details and Matlab MKM code is found at https://github.com/VlachosGroup/NH3-
Matlab-Microkinetic-Model.)

https://github.com/VlachosGroup/NH3-Matlab-Microkinetic-Model
https://github.com/VlachosGroup/NH3-Matlab-Microkinetic-Model
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Fig. 8 Surface species coverage and conversion versus temperature for the decomposition of
ammonia on ruthenium catalyst in a CSTR

12.1 Species Concentrations

The steady-state ammonia decomposition reaction MKM results versus temperature
are shown in Fig. 8. The MASI changes from NH2* at very low temperatures to
N2* and N* at intermediate temperatures, to N* and vacancies at sufficiently high
temperatures.

12.2 Reaction Path Analysis (RPA)

In more complex reaction mechanisms, there are multiple paths from reactants to
products and by-products. Understanding the primary paths and why one path is
favored over another allow design of experiments to interrogate the mechanism and
potentially predict new catalysts. The ammonia synthesis or decomposition involves
only one key path. In the case of ammonia synthesis, this involves N2 activation
followed by subsequent hydrogenation and desorption. The forward, reverse and
net reaction rates are computed for each elementary step and path. The net reaction
rates (red bars) of all steps are all when balanced by the stoichiometric coefficients
of the overall reaction. This simple comparison indicates that the solution obeys
mass conservation. The large yellow and blue bars (from top to bottom in Fig. 9) for
NH3 adsorption, NH2 dehydrogenation, NH dehydrogenation, H2 desorption, and
N2 desorption indicate these steps are much faster than others, e.g., 2N* association
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Fig. 9 Comparison of steady-state forward, reverse, and net reaction rates for ammonia decom-
position at 750 K

and the first NH3* dehydrogenation and will be most likely equilibrated. We will
return to this point next but it suffices to state that the RDS is one or both of the two
latter reaction steps.

12.3 Partial Equilibrium Analysis

It is often useful to understand which reaction steps are nearly in equilibrium since
those steps tend not to be the RDS. A formal partial equilibrium analysis computes
the partial equilibrium index (PEI) from the forward and backward reaction rates
(Samant and Vlachos 2005).

PEI = Rfwd

Rfwd + Rrev
(47)

Heuristically, it has been found that a reaction step with a PEI between 0.45
and 0.55 is in partial equilibrium. Again, using the ammonia decomposition as
an example, it is clear that the nitrogen association reaction is non-equilibrated,
whereas the first dehydrogenation reaction is nearly out of equilibrium. These steps
are the likely RDS for this reaction. Analysis of partial equilibrium combined with
MASI can be used to perform systematic mechanism reduction (Mhadeshwar and
Vlachos 2004; Deshmukh and Vlachos 2007) (Fig. 10).
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Fig. 10 Steady-state partial equilibrium index for ammonia decomposition at 750 K

12.4 Sensitivity Analysis

A sensitivity analysis reveals the RDS by intentionally varying the rate constant
of each reaction by a differential factor and determining its impact on the overall
reaction rate (e.g., represented by conversion). This is accomplished by multiplying
both the forward and backward pre-exponential factors of each reaction step by the
same small factor. The normalized sensitivity coefficient (NSC) is calculated from

NSC = d (ln X)

d (lnA)
≈ �(ln X)

� (lnA)
(48)

where d(ln A) is a differential change in the pre-exponential factor of a specific
reaction step and d(ln X) is the differential response of the system, in this case, the
conversion; other quantities of interest can also be used.

Figure 11 shows that most reaction steps are kinetically irrelevant. The nitrogen
association reaction is the most sensitive at all temperatures, while the first dehy-
drogenation reaction is relevant at temperatures above 750 K. At low temperatures,
NH* dehydrogenation is significant too. The results are consistent with the partial
equilibrium analysis. It is important to note that the RDS is not a single elementary
reaction, but often a pair of reactions and the significance of these reactions
can change with operating conditions, e.g., temperature, and the catalyst. MKM
provides a systematic way of determining the RDS. Given that H abstraction can
be kinetically significant, isotopically labeled ammonia can be used at various
conditions to confirm model predictions. A kinetic isotope effect is expected at low
and high temperatures but not one at 700–800 K. These model predictions can be
assessed with experiments.
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Fig. 11 Normalized
sensitivity coefficients for
ammonia decomposition on
Ru catalyst over a range of
temperatures

12.5 Potential Energy Diagram

The potential energy diagram is often presented at the zero-coverage limit, and the
step with the highest barrier is typically assumed to be RDS. This oversimplification
can lead to incorrect conclusions as the rate of the reaction depends on the coverage
of species participating in a reaction and these coverages are often the result of local
equilibrium of partially equilibrated reactions. MKM can provide coverages under
reaction conditions (similar to “operando” spectroscopy) and correct the potential
energy diagram.

The potential energy diagram for the ammonia decomposition mechanism on a
clean catalyst surface and at steady-state coverages shows the significant impact
of species coverages on the energetics for this reaction (orange and blue lines in
Fig. 12, respectively). Specifically, the reaction barrier for the nitrogen association
is significantly increased to 1.8 eV due to repulsive interactions and becomes the
dominant reaction barrier to overcome at typical surface coverages. In contrast,
the zero-coverage potential energy diagram shows the last dehydrogenation and
2N* association having comparable barriers. Furthermore, energetics alone cannot
explain why the NH3* and NH* dehydrogenation steps can be kinetically significant
given the relatively low barrier of these reactions.

13 Concluding Remarks

Microkinetic models are an essential tool for understanding a reaction mechanism
and an important link to reactor modeling and design as well to catalyst prediction.
Advances in computing power and DFT functionals have both improved the speed
and accuracy of producing first-principles based data, which are essential for the
estimation of key kinetic and thermodynamic parameters required for a microkinetic
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Fig. 12 Potential energy diagram with activation barriers for ammonia decomposition at 750 K at
zero-coverage (orange) and at a typical coverage under reaction conditions (blue)

model. Alternatively, BEPs and LSRs can be used to estimate the parameters of
large mechanisms. These fast estimation methods can be combined with first-
principles calculations to enable building large models at low cost while ensuring
DFT accuracy of key thermodynamic and kinetic parameters. This chapter has
provided the approach, theory, equations, and examples necessary to use these tools.
An example of a microkinetic software is given on Github at https://github.com/
VlachosGroup/NH3-Matlab-Microkinetic-Model.
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Abstract

Today, the challenge in chemical and material synthesis is not only the devel-
opment of new catalysts and supports to synthesize a desired product, but
also the understanding of the interaction of the catalyst with the surrounding
flow field. Computational Fluid Dynamics (CFD) is the analysis of fluid flow,
heat and mass transfer, and chemical reactions by means of computer-based
numerical simulations. CFD has matured into a powerful tool with a wide
range of applications in industry and academia. From a reaction engineering
perspective, main advantages are reduction of time and costs for reactor design
and optimization, and the ability to study systems where experiments can hardly
be performed, e.g., hazardous conditions or beyond normal operation limits.
However, the simulation results will always remain a reflection of the uncertainty
in the underlying models and physicochemical parameters so that in general a
careful experimental validation is required.

This chapter introduces the application of CFD simulations in heterogeneous
catalysis. Catalytic reactors can be classified by the geometrical design of the
catalyst material (e.g. monoliths, particles, pellets, washcoats). Approaches for
modeling and numerical simulation of the various catalyst types are presented.
Focus is put on the principal concepts for coupling the physical and chemical
processes on different levels of details, and on illustrative applications. Models
for surface reaction kinetics and turbulence are described and an overview on
available numerical methods and computational tools is provided.

1 Introduction

Today, the challenge in chemical and material synthesis is not only the develop-
ment of new catalysts and supports to synthesize a desired product but also the
understanding of the interaction of the catalyst with the surrounding reactive flow
field. Often, only the exploitation of these interactions can lead to the desired
product selectivity and yield. Hence, a better understanding of gas-solid, liquid-
solid, and gas-liquid-solid flows in chemical reactors is understood as a critical need
in chemical technology calling for the development of reliable simulation tools that
integrate detailed models of reaction chemistry and computational fluid dynamics
(CFD) modeling of macroscale flow structures.

The ultimate objective of CFD simulations of catalytic reactors is (1) to
understand the interactions of physics (mass and heat transport) and chemistry in
the reactor, (2) to support reactor design and engineering, and, (3) eventually, to
find optimized operating conditions for the maximization of the yield of the desired
product and minimization of undesired side products or pollutants.
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This chapter introduces the application of CFD simulations to obtain a better
understanding of the interactions between mass and heat transport and chemical
reactions in reactors for chemical and materials synthesis, in particular in the
presence of catalytic surfaces. Catalytic reactors are generally characterized by
the complex interaction of various physical and chemical processes. Bundles or
tubular fixed bed reactors can serve as an example. They are widespread in chemical
industry and in particular used for reactions with large heat release or supply.
Figure 1 illustrates typical time scales and length scales within such a catalytic tube
bundle reactor.

Computational fluid dynamics (CFD) is able to predict complex flow fields, even
combined with heat transport, due to the recently developed numerical algorithms
and the availability of fast computer hardware. The consideration of detailed models
for chemical reactions, in particular for heterogeneous reactions, however, is still
very challenging due to the large number of species mass conservation equations,

Fig. 1 Typical length scales (blue text) and length time scales (brown text) in a catalytic bundled
tube reactor. (a) Principle of the reactor. The mixture flows from top to bottom through a bundle of
tubes where the conversion takes place. The tubes are bathed by a fluid (gaseous or liquid) which
is guided around the tubes in a crossflow arrangement. This fluid serves as a cooling or heating
agent depending on the type of reaction (exothermic or endothermic). The tubes (b) are filled
with catalytic particles. In each tube, the transport of momentum, energy, and chemical species
occurs not only in flow direction but also into radial direction. Channeling in the near-wall region
(c) affects the radial heat transfer; radiation plays a significant role at higher temperatures; local
kinetics influence local transport phenomena and vice versa; reaction rates are limited due to film
diffusion. The catalyst material is often dispersed in porous structures like washcoats or pellets
(d). Mass transport in the fluid phase and chemical reactions are superimposed by diffusion of the
species to the active catalytic centers in the pores. The temperature distribution depends on the
interaction of heat convection and conduction in the fluid, heat release due to chemical reactions,
heat transport in the solid material, and thermal radiation. The chemical reaction itself takes place
at active sites on the inner surface of the porous catalyst structure (e)
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their highly nonlinear coupling, and the wide range of time scales introduced by the
complex reaction networks.

In the following, concepts for modeling and numerical simulation of catalytic
reactors are presented, which describe the coupling of the physical and chemical
processes in detail. The elementary kinetics and dynamics as well as ways for
modeling the intrinsic chemical reaction rates (micro kinetics) by the mean field
approximation (MF) and by lumped kinetics are discussed. It is assumed that models
exist that can compute the local heterogeneous, but also homogeneous reaction rate,
as a function of the local conditions such as temperature and species concentration
in the gas phase and of the local and temporal state of the surfaces. These chemical
source terms are here coupled with the fluid flow and used to numerically simulate
the chemical reactor.

The focus is on the principal ideas and the potential applications of CFD in
heterogeneous catalysis; textbooks and specific literature are frequently referenced
for more details. Specific examples taken from literature in combination with own
work will be used for illustration of the state-of-the-art CFD simulation of chemical
reactors with heterogeneously catalyzed reactions.

2 Governing Equations of Multicomponent Single-Phase
Flows

As long as a fluid can be treated as a continuum, the most accurate description
of the flow field of multicomponent mixtures is given by the transient three-
dimensional (3D) Navier-Stokes equations coupled with the mass continuity, energy,
and species transport equations, which will be summarized in this section. More
detailed introductions into fluid dynamics and transport phenomena can be found in
a number of textbooks (Bird et al. 2001, Kee et al. 2003, Warnatz et al. 1996, Hayes
and Kolaczkowski 1997). Other alternative concepts such as the Lattice-Boltzmann
method are not discussed here, because the state of development does not allow a
broad application.

Governing equations, which are based on conservation principles, can be derived
by consideration of the fluid flow for a differential control volume. The principle of
mass conservation leads to the mass continuity equation:

∂ρ

∂t
+ ∂ (ρ · ui)

∂xi
= 0, (1)

with ρ being the mass density, t the time, xi (i= 1,2,3) are the Cartesian coordinates,
and ui the velocity components. The principle of momentum conservation for
Newtonian fluids leads to three scalar equations (Navier-Stokes Equations) for the
momentum components (ρ · ui):

∂ (ρ · ui)
∂t

+ ∂
(
ρ · ui · uj

)

∂xj
+ ∂p

∂xi
+ ∂τij
∂xj

= ρ · gi, (2)
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where p is the static pressure, τ ij is the stress tensor, and gi are the components of the
gravitational acceleration. The above equation is written for Cartesian coordinates.
The stress tensor is given as

τij = −μ ·
(
∂ui

∂xj
+ ∂uj
∂xi

)
+
(

2

3
μ− κ

)
δij · ∂uk

∂xk
. (3)

Here, κ and μ are the bulk viscosity and mixture viscosity, respectively, and
δij is the Kronecker delta, which is unity for i = j, else zero. The bulk viscosity
vanishes for low-density mono-atomic gases and is also commonly neglected for
dense gases and liquids. The coupled mass continuity and momentum equations
have to be solved for the description of the flow field.

In multicomponent mixtures, not only the flow field is of interest but also mixing
of the chemical species and reactions among them, which can be described by an
additional set of partial differential equations. Here, the mass mi of each of the Ng

gas-phase species obeys a conservation law that leads to

∂ (ρ · Yi)
∂t

+ ∂
(
ρ · uj · Yi

)

∂xj
+ ∂

(
ji,j

)

∂xj
= Rhom

i , (4)

where Yi is the mass fraction of species i in the mixture (Yi = mi/m, with m as
total mass) and Ri

hom is the net rate of production due to homogeneous chemical
reactions. The components ji,j of the diffusion mass flux caused by concentration
and temperature gradients are often modeled by the mixture-average formulation:

ji,j = −ρ · Yi
Xi
·DM

i ·
∂Xi

∂xj
− D

T
i

T
· ∂T
∂xj

. (5)

Di
M is the effective diffusion coefficient of species i in the mixture; Di

T is the
thermal diffusion coefficient, which is significant only for light species; and T is
the temperature. The molar fraction Xi is related to the mass fraction Yi using the
species molar masses Mi by

Xi = 1
∑Ng
j=1 Yj/Mj

· Yi
Mi
. (6)

Heat transport and heat release due to chemical reactions lead to spatial and tem-
poral temperature distributions in catalytic reactors. The corresponding governing
equation for energy conservation is commonly expressed in terms of the specific
enthalpy h:

∂ (ρ · h)
∂t

+ ∂
(
ρ · uj · h

)

∂xj
+ ∂jq,j
∂xj

= ∂p
∂t
+ vj · ∂p

∂xj
− τjk · ∂vj

∂xk
+ Sh, (7)
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with Sh being the heat source, for instance, due to chemical reactions. In multicom-
ponent mixtures, diffusive heat transport is significant due to heat conduction and
mass diffusion, hence

jq,j = −λ · ∂T
∂xj

+
Ng∑

i=1

hi · ji,j . (8)

λ is the thermal conductivity of the mixture. The temperature is then related to
the enthalpy by the definition of the mixture specific enthalpy:

h =
Ng∑

i=1

Yi · hi(T ), (9)

with hi being the specific enthalpy of species i, which is a monotonic increasing
function of temperature. The temperature is then commonly derived from Eq. (9)
for known h and Yi.

Heat transport in solids such as reactor walls and catalyst materials can also be
modeled by an enthalpy equation

∂ (ρ · h)
∂t

− ∂

∂xj

(
λs · ∂T

∂xj

)
= Sh, (10)

where h is the specific enthalpy and λs the thermal conductivity of the solid material.
Sh accounts for heat sources, for instance, due to electric or radiative heating of the
solid.

This system of governing equations is closed by the equation of state to relate
the thermodynamic variables density ρ, pressure p, and temperature T. The simplest
model of this relation for gaseous flows is the ideal gas equation:

p = ρ · R · T
Ng∑
i=1
Xi ·Mi

, (11)

with the universal gas constant R = 8.314 J mol−1 K−1.
The transport coefficients of the fluid μ, Di

M, Di
T, and λ appearing in Eqs. (3,

5, and 8) depend on temperature and mixture composition. They are derived from
the transport coefficients of the individual species and the mixture composition by
applying empirical approximations.

The specific enthalpy hi is a function of temperature and can be expressed in
terms of the heat capacity:
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hi = hi (Tref)+
T∫

Tref

cp,i(T ) dT , (12)

where hi (Tref) is the enthalpy at reference conditions (Tref = 298.15 K, p0 = 1 bar)
and cp,i is the specific heat capacity at constant pressure.

3 Coupling of the Flow Field with Heterogeneous Chemical
Reactions

Depending on the spatial resolution of the different catalyst structures, e.g. flat
surface, gauzes, and pellets, embedded in porous media, the species mass fluxes
due to catalytic reactions at these structures are differently coupled with the flow
field.

3.1 Modeling of Fluid above Nonporous Catalytic Surfaces

In the simplest case considered, the catalytic surface consists of a single nonporous
homogeneous material, e.g. wires or plates made of platinum. The chemical
processes at the surface are then coupled with the surrounding flow field by
boundary conditions for the species continuity equations, Eq. (4), at the gas-solid
interface:

�n ·
( �ji + ρ · �uStef · Yi

)
= Rhet

i . (13)

Here, �n is the outward-pointing unit vector normal to the surface, �ji is the
diffusion mass flux of species i as discussed in Eq. (4), andRhet

i is the heterogeneous
surface reaction rate, which is given per unit geometric surface area (kg m−2 s−1).
It should be noted that in this case the catalytic surface (red outline in Fig. 2, left)

Fig. 2 Left: Definition of surface areas for a nonporous catalyst. Right: Definition of surface areas
for porous catalysts (or porous layers such as washcoats)
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corresponds to the geometrical surface (green outline in Fig. 2, left) of the fluid-
solid interphase of the flow field simulation.

The Stefan velocity �uStef occurs at the surface if there is a net mass flux between
the surface and the gas phase:

�n · �uStef = 1

ρ
·
Ng∑

i=1

Rhet
i . (14)

At steady-state conditions, this mass flux vanishes unless mass is deposited on the
surface, e.g. chemical vapor deposition, or ablated, e.g. material etching. Equation
(13) basically means that for �uStef = 0, the amount of gas-phase molecules of species
i, which are consumed/produced at the catalyst by adsorption/desorption, have to
diffuse to/from the catalytic wall (Eq. 5).

3.2 Fluid Flow above Porous Catalysts

Most catalysts exhibit a certain structure, for instance, they may occur as dispersed
particles on a flat or in a porous substrate. Examples are thin catalytically coated
walls in honeycomb structures, foams, disks, plates, and well-defined porous
media (e.g. particles). A representative is a washcoat (Fig. 3), which is a thin
layer of supporting material where small particles of the catalytic active material
(e.g. precious metals) are embedded in a supporting material (Fig. 2, right). The
numerical grid resolves only the flow region bounded by the geometrical structure
of the catalyst. The simplest way to account for the active catalytic surface area
consists in scaling the intrinsic reaction of Eq. (14) in the following form:

Rhet
i = η · Fcat/geo ·Mi · ṡi . (15)

Here, ṡi is the molar net production rate of gas-phase species i, given in mol
m−2 s−1. The area now refers to the actual catalytically active surface area (red
outline in Fig. 2, right). The parameter Fcat/geo represents the amount of catalytically

Fig. 3 Washcoat on a channel of a monolith with typical length scales
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active surface area in relation to the geometric surface area of the fluid-solid
interphase (green outline in Fig. 2, right). Depending on porosity of the support
and the dispersion (e.g. of particles of precious metals), this factor can range up
to the order of hundred. The catalytically active surface area is the surface area
(layer on which we find adsorbed species) of the catalytic active particles exposed
to the ambient gas (fluid) phase. This area can be determined experimentally (e.g. by
chemisorption) with sample molecules such as CO and hydrogen. The catalytically
active surface area should not be confused with the BET (Brunauer-Emmett-Teller)
surface area representing the total inner surface area of a porous structure (blue
outline in Fig. 2, right).

The simplest model to include the effect of internal mass transfer resistance for
catalyst dispersed in a porous media is the effectiveness factor η based on the Thiele
modulus (Hayes and Kolaczkowski 1997). The effectiveness factor of species i, ηi,
is defined as

ηi = ṡi,mean

ṡi
(16)

with ṡi,mean as mean surface reaction rate in the porous structure. Assuming a
homogeneous porous medium, time-independent concentration profiles, and a rate
law of first order, the effectiveness factor can be analytically calculated in terms of

ηi = tanh (*i)

*i
(17)

with *i as Thiele module defined as

*i = L ·
√

ṡi · γ
Deff,i · ci,0 . (18)

Here, L is the thickness of the porous medium (washcoat), γ is the ratio
of catalytic active surface area to washcoat volume, and ci,0 are the species
concentrations at the fluid/porous media interface (geometrical surface in Fig. 2,
right). The Thiele module is a dimensionless number. The value in the root term
of Eq. (18) represents the ratio of intrinsic reaction rate to diffusive mass transport
in the porous structure. Since mass conservation has to be obeyed (Eq. 15), the
same effectiveness factor has to be applied for all chemical species. Therefore, this
simple model can only be applied at conditions at which the reaction rate of one
species determines overall reactivity. Furthermore, this model then implies that mass
diffusion inside the porous media can be described by the same diffusion coefficient
for all species.

In fixed bed reactors with large numbers of catalytic pellets or for catalyst
dispersed in porous media, the structure of the catalyst cannot be resolved geo-
metrically. In those cases, the catalytic reaction rate is expressed per volume, which
means Rhet

i is now given in kg m−3 s−1; the volume here refers to the volume of
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a computational cell in the geometrical domain of a discretized flow region. Then
Rhet
i simply represents an additional source term on the right side of the species

continuity equation, Eq. (4), and is computed by

Rhet
i = η · SV ·Mi · ṡi , (19)

where SV is the active catalytic surface area per volumetric unit, given in m−1,
determined experimentally or estimated. Fcat/geo as well as SV can be expressed as
a function of the position inside a reactor and time to account for inhomogeneously
distributed catalysts and loss of activity, respectively.

3.3 Porous Catalyst as a Homogeneous Media

The aforementioned approach fails at conditions under which the reaction rate and
diffusion coefficient of more than a single species determine overall reactivity.
Hence, the interaction of diffusion and reaction demands more adequate models
if mass transport in the porous media is dominated rather by diffusion than by
convection. Contrary to the approaches shown above, not only the fluid region has to
be discretized but also the porous solid region that is considered as a homogeneous
media.

Concentration gradients inside the porous media result in spatial variations of
the surface reaction rates ṡi . In thin catalyst layers (washcoats), these are primarily
significant in normal direction to the fluid/washcoat boundary. Therefore, one-
dimensional reaction-diffusion equations are applied with their spatial coordinate
in that direction. Each chemical species leads to one reaction-diffusion equation,
which is written in steady state as

∂

∂x

(
−Deff

i · ∂c
W
i

∂x

)
− SV · ṡi = 0. (20)

Here, cW
i denotes the species concentration inside the washcoat.Deff

i is the effec-
tive diffusion coefficient, which can account for the different diffusion processes in
macro- and micropores.

Eq. (20) is coupled with the surrounding flow field, Eq. (5), at the interface
between open fluid and catalytic layer/pellet. In this model the species concen-
trations, catalytic reaction rates, and surface coverages do not only depend on the
position of the catalytic layer/pellet in the reactor but also vary inside the catalyst
layer/particle leading to CPU-time-consuming computations.

Fluxes within porous media which are driven by gradients in concentration and
pressure, i.e. diffusion and convection, can be described by the dusty gas model
(DGM) (Kerkhof and Geboers 2005). This model, which is also applicable for three-
dimensional and larger porous media, leads to more sophisticated computational
efforts.
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3.4 Resolved Modeling of Porous Catalyst

If a catalytic layer is porous (e.g. washcoat in Fig. 3), the effective catalyst surface
area is often significantly larger than the geometrical surface area. The multiplicative
factor is Fcat/geo (see above). Albeit with knowledge of measured properties such
as porosity, BET surface area, and chemisorption characteristics, the effective
catalyst area is usually adjusted empirically. Moreover, Fcat/geo is often taken to
be a constant, independent of changes in reactor operating conditions or age of the
catalyst.

Karakaya et al. 2016 performed a detailed analysis of reaction-diffusion pro-
cesses within a porous rhodium-alumina catalyst washcoat based on a reconstruction
of the actual catalyst-support microstructure. In this case, the total surface of a
washcoat was used as the catalytic surface area (blue outline in Fig. 2, right).
The catalytic chemistry was represented simply as a first-order irreversible reaction
A→B, with a rate constant of k. The molar net production rate of the gas-phase
species B is therefore

Rhet
B = Ftotal · k · cA, (21)

where Ftotal is the total surface of the solid (see Fig. 2, right). They showed that
characteristics such as effective area and pore effectiveness are strong functions of
the reaction chemistry and the pore microstructure. The results depend greatly on
the Damköhler number, which defines the ratio of the diffusive time scale to the
reaction time scale. At relatively high Damköhler numbers, the reaction is mainly
concentrated at the pore openings leaving most of the catalytic area deeper in the
pores underutilized. However, as the Damköhler number decreases, the reaction is
able to penetrate further into the pores. In this case, the net reaction can depend
on local diffusion resistances, such as small necking regions (see Figs. 4 and 5). In
the work of Blasi et al. (2016), the results from the microscale reconstructed pore
volumes from the work of Karakaya et al. (2016) were used to develop macroscale
models that can be applied at larger length scales.

4 Numerical Methods and Computational Tools

There are a variety of methods to solve the coupled system of partial differential
and algebraic equations (PDE), which were presented in the previous sections for
modeling catalytic reactors. Very often, the transient three-dimensional governing
equations are simplified (no time dependence, symmetry conditions, preferential
flow direction, infinite diffusion etc.) as much as possible but still taking care of all
significant processes in the reactor. Simplifications often are not straightforward and
need to be conducted with care. Special algorithms were developed for special types
of reactors to achieve a converged solution or to speed up the computation solution.
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Fig. 4 Left: Three-dimensional reconstruction of a small section of catalyst washcoat. Right:
Generated cut-cell mesh of a single pore. (Karakaya et al. 2016, reprinted with permission from
Elsevier)

Fig. 5 Predicted reactant mole fractions within a pore at different Damköhler numbers. (Karakaya
et al. 2016, reprinted with permission from Elsevier)

4.1 Numerical Methods for the Solution of the Governing
Equations

An analytic solution of the PDE system is only possible in very limited special cases;
for all practical cases, a numerical solution is needed. A numerical solution means
that algebraic equations are derived approximating the solution of the PDE system
at discrete points of the geometrical space of the reactor only at discrete points
in time. The way of selection of these grid points and the derivation of algebraic
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equations, which are finally solved by the computer, is called discretization. The
grid points are representatives for small flow regions, which are now represented
by the cells of a computational grid. Since the solution of the discretized equations
is only an approximation of the solution of the PDE system, an error analysis (e.g.
a study of grid independency) is an essential feature of the interpretation of every
CFD simulation.

4.2 Turbulence Models

Turbulent flows are characterized by continuous fluctuations of velocity, which can
lead to fluctuations in scalars such as density, temperature, and mixture composition.
Turbulence can be desired in catalytic reactors to enhance mixing and reduce mass
transfer limitations but is also unwanted due to the increased pressure drop and
energy dissipation. An adequate understanding of all facets of turbulent flows is still
missing.

Today, the engineer or scientist can choose one of the numerous commercial
or public CFD codes including a wide variety of turbulence models. However, the
complexity of the codes and the bandwidth of potential applications are enormous,
and almost nobody is able to overlook all aspects of a modern CFD code. Even
scientists often confine themselves to improve numerical algorithms or to develop
models for the description of physical or chemical sub-processes and use the other
parts of the codes in good faith of their accurateness. The idea that turbulence or
turbulent reaction models may be used without knowledge of the underlying theory
is misleading.

This section should give the reader an overview of numerical turbulence and
reaction modeling. For a deeper insight, some basic additional literature should be
mentioned: turbulence (Wilcox 1998; Pope 2000; Lemos 2006), numerical methods
(Patankar 1990; Oran and Boris 1987; Fox 2003; Versteeg and Malalasekera 2007),
and combustion modeling (Libby and Williams 1994; Peters 2000; Poinsot and
Veynante 2001).

4.2.1 Length and Time Scales of Turbulent Reacting Flows
The length scales of turbulent flows range from the size of Kolmogorov eddies η
up to the size Lt (integral length scale) of the large energy-containing eddies. In
technical applications, Lt is typically one order smaller and η typically three orders
smaller than the characteristic size of the flow system. Corresponding to the length
scales – via a characteristic flow velocity – there exist time scales, accordingly.
The time scales of the turbulent flow range from the lifetime of the fine-grained
Kolmogorov eddies up to the characteristic lifetime τ t of the large energy-containing
eddies. On the chemical conversion side, the time scales of reactions range from very
small time scales (formation of radicals) up to large time scales (e.g., formation of
NOX), and thus, many time scales exist, which are able to interact with those of
turbulent mixture.
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4.2.2 Calculation of the Flow Field
For the calculation of multidimensional turbulent flows, different methods with
various levels of detail exist. The most common methods used in CFD are listed
in Table 1. The more universal a method is, the larger is the computational effort.
Besides that, there are numerous specialized methods which are only applicable
to distinct flow problems. The acceptable level of complexity is restricted by the
available computer capacity.

Direct numerical simulations (DNS) solve the time-dependent Navier-Stokes
equations without using any turbulence model. For technical applications, there
are at least three orders of magnitude between the size L of the flow system and
the mesh size � needed to resolve the smallest scales. In 3D, this would result in
at least 109 grid points. As the length scale of the small vortices decreases with
the Reynolds number of the flow, the number of grid cells needed to resolve also
the small structures increases. Therefore, DNS is still out of reach as a method to
predict even isothermal turbulent flows for practical engineering applications (high
Reynolds number) for many years to come. Therefore, this method is restricted to
either flows with small Reynolds number (e.g., in the order of some thousands or
laminar flows) or to higher Reynolds number but only small calculation domains (in
the order of centimeters).

Consequently, turbulent flow configurations are generally modeled with other
approaches, i.e., Reynolds-averaged Navier-Stokes simulations (RANS) or large
eddy simulations (LES). Within these two basic approaches, the balance equations
are filtered in time or space, respectively. All flow variables are subdivided into a
resolved part and an unresolved part. Both approaches introduce additional terms,
which have to be modeled to achieve closure, in the Navier-Stokes equations.

The balance equations for RANS techniques are obtained by time averaging the
instantaneous balance equations. If the turbulent flow is steady state in the sense
that there is no overall time scale of the transient process (statistically steady-
state flow, e.g. no periodic variations), the calculation yields only the time-averaged
quantities. The most popular model is the k-ε model, which solves two additional
transport equations (partial differential equations) for the quantities k (turbulent
kinetic energy) and ε (turbulent dissipation). These two variables are used to
determine the turbulent viscosity μt∼k2/ε representing the effect of the turbulent
fluctuations on the exchange of momentum in the flow. This quantity is dependent
on the local conditions of turbulence and is no property of the medium. The RANS

Table 1 Methods for the calculation of fluid dynamics

Universalism Method Resolution,
Effort

1. Solving the Reynolds-averaged Navier-Stokes Equations 
(RANS-approach)

2. Solving the Space-filtered Navier-Stokes Equations 
(LES: Large-Eddy-Simulation)

3. Solving of the Navier-Stokes Equations 
(DNS: Direct-Numerical-Simulation)
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technique is still the standard approach used for the calculation of catalytic reactors
with turbulent flow.

LES is always formulated in a transient way, which makes it a time-consuming
calculation. In deriving the basic LES equations, the instantaneous balance equa-
tions are spatially filtered with a filter size, which usually is the size of the grid.
The objective of LES is explicitly to compute the largest structures of the flow
field (typically structures larger than the mesh size), whereas the effects that are
dependent on the motion of the smallest eddies are modeled using subgrid closure
rules (employing length-scale separation). The evolving local subgrid eddy viscosity
μt has to be modeled.

Compared to RANS simulations, LES simulations are expensive in time and
storage space. As modeling is only applied on the smaller unresolved scales, the
results are usually less sensitive to modeling assumptions such as RANS models.
However, usual simplifications, which can be applied by RANS as symmetry
conditions or two-dimensional flows, cannot be retained. The solution has to be
time-dependent, even for statistically steady-state flows.

Figure 6 shows schematically the temporal variation of the velocity u at a fixed
spatial position in a statistically steady-state flow for different modeling approaches.
The DNS claims to predict the same spatial and temporal variations inside the flow
as a measurement would yield. The concept of LES implies that the determination
of the flow will be the better the finer the grid is. Asymptotically, this leads to a DNS
solution. In the frame of a RANS model, the velocity is constant and represents the
time averaged value.

The fluid flow in small-scaled flow regions (in the order of cm and below) is
highly affected by particle surfaces and reactor tube walls, respectively. Conse-
quently, the turbulence intensity is also changed by the presence of a near wall.
Getting closer to a wall, the tangential velocity fluctuations are diminished by
viscous damping, and the normal fluctuations are damped by kinematic blocking.
Therefore, it is important to use appropriate models for the flow laminarization at
the solid surfaces. The traditional k−ε model is not suited for near-wall velocity

Fig. 6 Temporal variation of
velocity u at one position in a
statistically steady-state flow
for different modeling
approaches
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calculation, since the damping in this region is not accounted for. This and some
other RANS models are based on wall functions, so that the sublayer and buffer
layer do not have to be resolved. This is often enough if the flow region is large
scaled with respect to the dimensions of the near wall regions. As a consequence,
turbulence models that are based on the resolution of the near-wall zones have to be
used for small-scaled (strongly confined by walls) flow regions. These are termed
low-Reynolds number models such as the Spalart-Allmaras and k− ωmodel, where
ω is a typical frequency of turbulence. Sometimes the flow region consists of distinct
laminar and turbulent zones. An example is an automotive converter, where the
flow inside the channels of the monolith is laminar whereas the flow upstream
and downstream of the monolith is turbulent. RANS models cannot predict the
laminarization in front of and the transition to turbulence behind the monolith.

Contrary, the LES approach is able to resolve the near-wall turbulence as well
as laminarization and transition processes. Dixon et al. (2011) investigated different
RANS turbulence models on a single sphere in terms of drag coefficient and heat
transfer Nusselt number. As a reference case, large eddy simulations (LES) were
carried out showing good agreement with correlations from literature. However, the
small time step and fine mesh required are unpractical for entire bed simulations.
The authors suggest using the shear-stress transport (SST) k−ω turbulence model,
which is capable to predict heat transfer accurately. Cornejo et al. (2018) calculated
the gas flow inside an entire automotive converter applying the porous body
approach and using a RANS model. The decay of the turbulence inside of the single
channels of the monolith was investigated using a LES model.

4.2.3 Turbulence and Chemistry
Turbulence implies a large range of both length scales and time scales. This is
valid for both flow and chemical reactions. A basic concept for the development of
turbulent reaction models is the physical principle stating that the probability of the
interaction of scales decreases with the amount of scale separation. There are many
circumstances where only limited ranges of chemical and turbulent time scales are
involved and where the overlap of these ranges is small. According to Damköhler,
the interaction of time scales can be expressed by the ratio of the typical times scales
of chemical conversion τ c and turbulence τ t called the Damköhler number: Da =
τ c /τ t.

Classical turbulent reaction models describing homogeneous reactions (e.g.
combustion) explicitly or implicitly assume scale separation (fast chemistry). If the
turbulent mixing is relatively fast or the chemistry is relatively slow (Damköhler
number < 1), there is no time-scale separation. In this case, PDF approaches are
claimed. Here, probability density functions (PDFs) (Warnatz et al. 1996), either
derived by transport equations or empirically constructed, are used to consider the
turbulent fluctuations when calculating the chemical source terms. In combination
with RANS models for turbulence, these combustion models yield the time-
averaged chemical reaction rates (Warnatz et al. 1996; Libby and Williams 1994).
The realization of homogeneous reaction in the LES approach is handled in a similar
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way for the subgrid scales. As the reaction is determined by molecular mixing,
reaction takes place only on this dimension of scales.

There is a lack in literature with respect to the modeling of systems where
turbulence and heterogeneous chemistry concur. To the best knowledge of the
authors, no paper can be found where the impact of turbulence on the chemical
conversion on a surface is discussed with respect to the interaction of time scales.

4.3 CFD Software

The three major approaches of discretization are the finite difference method
(FDM), the finite volume method (FVM), and the finite element method (FEM).
Today, nearly all commercial CFD codes are based on the FVM; only few use the
FEM. Currently available multipurpose commercial CFD codes can simulate very
complex flow configurations including turbulence and multicomponent transport.
However, CFD codes still have difficulties to implement complex models for the
chemical processes. One problem is the insufficient number of reactions and species
the codes can handle. An area of recent development is the implementation of
detailed models for heterogeneous reactions.

Several software packages have been developed for modeling complex reaction
kinetics in CFD such as CHEMKIN, CANTERA, and DETCHEM, which also
offer CFD codes for special reactor configurations such as channel flows and
monolithic reactors. These kinetic packages and a variety of user written subroutines
for modeling complex reaction kinetics have meanwhile been coupled to several
commercial CFD codes. Aside from the commercially widespread multipurpose
CFD software packages such as FLUENT, STAR-CD, FIRE, CFD-ACE+, and
CFX, a variety of multipurpose and specialized CFD codes have been developed in
academia and at research facilities. A widespread CFD code is the tool OpenFOAM
(OpenFOAM 2017). By being open-source, OpenFOAM offers users complete
freedom to customize and extend its existing functionality.

5 Reactor Simulations

From the modeling point of view, catalytic reactors can be classified by the
geometrical design of the catalyst material. This is the main characteristic, because
the numerical calculation needs a spatial discretization of the fluid region and of the
solid material (surface or whole body). Therefore, it is essential how the catalyst is
shaped and if it is immobile or not.

On the one hand, the catalyst can consist of one single continuous solid material
that is penetrated by regularly distributed straight channels (as in monoliths or
honeycomb structures) or by randomly distributed and shaped voids (as in foams).
Here, the catalyst material is mostly deposited on the surface of the support material
as a washcoat (see Fig. 3). This is a thin layer of supporting material where small
particles of the catalytic active material (e.g. precious metals) are embedded.
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On the other hand, the catalyst can consist of single particles with undefined form
(e.g. crushed material) or pellets showing a defined geometrical shape (e.g., spheres
or cylinders). The single elements itself can consist of a coated supporting material
or can be built up of the catalyst material itself. In a packed bed, the particles/pellets
are immobile. They touch each other in distinct contact points (for spheres) or
contact lines/areas (for pellets) only. In a fluidized bed, the particles are moved by
the flow and touch only frequently due to collisions.

This section explores the modeling of catalytic reactors. It starts with an approach
where the solid structure is considered as a porous media. This model needs the
smallest effort in computer capacities (memory and time) and can be applied for
all of the configurations where the catalyst is immobile. The discretization of both
the fluid and the solid structure is more complex and is called resolved modeling
in the following. For each of the basic macroscopic morphologies of the catalyst
(monolith, foam, fixed bed), some of the most used modeling methods will be
presented consecutively. The simulation of mobile catalysts (e.g., fluidized beds)
and reactors with multiple fluid phases demands special methods and is discussed
afterward. Various special types of catalysts (e.g., wire gauzes) will not be discussed
here.

For all the methods presented for the modeling of a reactor, it holds that
the microscopic structure of the active part of the catalyst (washcoat or pelleted
material) is not resolved by the numerical grid. This is because the morphology of
the catalyst layer itself implies very small length scales. The thickness of washcoats
is in the order of 0.1 mm (Fig. 3); the typical size of pores in this material is in the
order of nm and below. However, the modeling of a small part of a reactor (e.g., one
channel of a monolith) including the resolved washcoat can lead to very valuable
insights in the interaction of processes (see Sect. 3.4).

5.1 Modeling of Immobile Catalyst as a Porous Media

A permeable structure can be seen as a multiphase system with one of the phases
being a solid matrix. It is considered as a continuous media consisting partially of
fluid and partially of solid (monolith, foam, fixed bed). Within this approach, the
whole region of the porous body itself is discretized with a numerical grid. That
means the real geometry of the flow region or the solid structure is not reproduced by
the grid. The volumetric ratio between fluid and solid structure defines the porosity.
Using volume averaging leads to a loss of information at the microlevel but provides
insight into the macroscopic effects (e.g., flow maldistribution), which are needed
for the full understanding of the system operation.

The flow of fluids through consolidated porous media and through beds of
granular solids is similar, both having the general function of pressure drop versus
flow rate. Transition from laminar to turbulent flow is gradual. Depending on the
Reynolds number based on length scales of the macroscopic pores (e.g. diameter
of channels in a monoliths/foams or particle diameter of a fixed bed), four distinct
flow regimes can be observed (Dybbs and Edwards 1984): Darcy or creeping flow,
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steady laminar inertial flow, unsteady laminar flow, and highly unsteady and chaotic
flow regime. If the Reynolds number is very small, the empirical Darcy’s law is
applied traditionally for the determination of the pressure loss of the flow. For larger
Reynolds number, the models of Ergun, Brinkman, and Forchheimer followed by
numerous extended models were developed (Lemos 2006). The pressure loss may
be strongly anisotropic, depending on the structure of the solid (e.g. for monoliths).

The properties of the porous medium (e.g. heat conductivity) which is a com-
bination of the fluid and the solid part have to be deduced with additional models.
Heat transport in porous media involves conductive heat transfer both in solid struts
and in the fluid phase as well as convective heat transport due to the flow. The
overall conductive heat transport depends on the material and structural properties
of the solid and on the properties of the working fluid. Under the assumption of a
local thermal equilibrium between fluid and solid phases, mixture models are used
traditionally for heat conduction in porous media. By this, the temperatures of solids
and fluids are assumed to be the same locally, and the heat conduction equations for
the solid and fluid phase are lumped together. If the solid and fluid are in thermally
non-equilibrium state, the heat conductions in the fluid and solid phases have to be
considered with two separate balance equations. For heat exchange between fluid
and solid structure, Nusselt number correlations are needed. If the temperature is
high, the radiative heat transport has to be included.

The prediction of the mass transfer of species between flow and surface in
the case of catalytic reactions demands additional models (Sherwood number
correlations or effectiveness factor approaches). Within the porous media approach,
the catalytic surface is parametrized as a specific area (square meter surface per
volume porous body).

The modeling of a monolith as a continuous porous medium can be found in
Hayes et al. (2012) and Porter et al. (2016). By pre-computing the required data at
the micro- and mesoscales and storing them in a look-up table, small-scale effects
(such as washcoat diffusion) can be captured in a macroscale model that executes
with practicable execution times (Nien et al. 2013). A multiscale model for a fixed
bed catalytic reactor is given in Park (2018). The macroscale part is for the transport
across the reactor, and the microscale part is for the intra-particle transport and
reaction. The effects of pellet size, intra-pellet diffusivity and conductivity on the
reactor yield, and catalyst effectiveness factor are investigated.

5.2 Resolved Modeling of Monoliths (Honeycomb-Structured
Catalysts)

In environmental catalysis (e.g., automotive catalytic converters, high-temperature
catalysis, catalytic combustion and reforming), honeycomb-structured catalysts are
often applied. Reactors that are based on monolithic structures include many equally
sized small channels. To resolve these structures with CFD methods in detail, grids
with high spatial resolution are needed, which leads to large numbers of grid cells
and very large simulation times. To reduce the computer resources needed for
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modeling of structured catalytic reactors, several strategies with various levels of
complexity and accuracy have been developed.

One possibility is to model only one representative channel of the whole monolith
in 1D/2D/3D with or without inclusion of diffusion effects in the catalytic coating
(washcoat). This approach is successful if only one channel is a good representative
for all other channels of the monolith. However, a typical monolith consists of
thousands of channels running in parallel, and the operational conditions for
each of them might vary significantly. If the conditions inside the monolith are
inhomogeneous, it is far better to calculate a certain number of channels and assume
that each of those channels is a representative for a group of them (Tischer and
Deutschmann 2005; Sharma and Birgersson 2016; Hettel et al. 2015). Another
approach is to exclude the channels of the catalyst from the CFD domain and to
solve them using 1D/2D grids applying a second solver (Hettel et al. 2015; Sui et al.
2016).

Studies where all channels of a real converter are resolved by the numerical
grid include restrictions in dimensionality, complexity of models, or in the number
of channels considered. Either the number of channels resolved is large (some
thousands) and there is no chemistry involved or the number of channels is small
(some hundreds) and global chemistry or reduction in dimensionality is used.

Publications presenting the calculation of multichannel systems resolving the 3D
geometry and using detailed chemistry are scarce in literature. Some papers focus
on numerical methods and computer resources (Kumar and Mazumder 2010); others
are using new computer architectures (Choudary and Mazumder 2014). Generally,
there is a lack of publications where the results of numerical calculations are
compared to spatially resolved experimental data from inside the channels. In the
work of Hettel et al. (2018), the 3D modeling of a quarter of a CPOX (catalytic
partial oxidation) reformer (diameter 20 mm) including two monoliths with ca. 300
channels each is discussed (Figs. 7 and 8). Detailed chemistry was applied, and
radiation effects between the two solids were considered. The results are compared
to detailed measured data.

5.3 Resolved Modeling of Foams

The application of ceramic foams as catalyst carriers represents a promising
alternative to fixed beds or structured packings. Ceramic foams are characterized by
their low specific pressure drop, high mechanical stability at relatively low specific
weight, enhanced radial transport, as well as a high geometric surface area. Their
open-cell structure consists of stiff, interconnected struts building a continuous
network. In literature, these structures are typically named as foams or sponges.
They can be found in a wide range of technical apparatuses, such as molten metal
filters, burner enhancers, soot filters for diesel engine exhausts, and biomedical
devices.

Several catalytic applications have been investigated during the last decades
(combustion, exhaust gas treatment, syngas production). Maestri et al. (2005)
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Fig. 7 Temperature field of the fluid part and the two solids (the left monolith is uncoated; the right
one is coated). Additionally, some streaklines are plotted. Only the slice at the end of the calculation
domain shows the distribution of the velocity into z-direction. (Hettel et al. 2018, reprinted with
permission from Elsevier)

compared by simulation the performance of three different catalyst supports for
the CPOX of methane, i.e., honeycomb, foam, and fixed bed reactor. The authors
conclude that the foam catalyst support shows the best performance regarding
transport properties, syngas selectivity, and pressure drop.

The sponge-like structure consists of solid edges and open faces through which
fluid can pass. The irregularly shaped strut network can be expressed by its
morphological parameters, i.e., cell and window diameter, strut thickness, and
porosity. However, industrial manufacturers often use pores per inch (PPI) as a
value of characterization, ranging typically between 10 and 100, and porosity values
greater than 75%. One of the most import properties of ceramic foams is the
specific surface area, which is significant for the transport of momentum, energy,
and mass.

An alternative to transport correlation-based models (see sect. 5.1) are structure-
resolved 3D CFD simulations. With such detailed simulations, quantitative descrip-
tions can be made of transport phenomena within complex structures without a
priori assumptions. Numerical 3D simulations of foam structures can be divided
into real foam models and model structures of different complexity. The first type is
carried out by converting the actual geometry by means of 3D computer tomography
(CT) or 3D magnetic resonance imaging (MRI) into CAD data appropriate for 3D
simulations. These models are limited to the scanned structure that is determined
by its morphological characteristics. The procedures are time and cost intensive and
include several consecutive steps of preparation.
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Fig. 8 Intersection through the midplane of only the central channel of the coated monolith.
Distributions of temperature and species. (Hettel et al. 2018, reprinted with permission from
Elsevier)

Model structures can be separated into deterministic models (e.g. unit cells) and
stochastic models. An artificial foam modeler is able to generate structures that
can be varied in terms of the most significant morphological characteristics, i.e.,
porosity, specific surface area, and strut dimensions. The modeler does not have to
use scanned data but generates the structure automatically, as well as it generates a
format that is ready to use for a CFD simulation. However, the usage of idealized
unit cells does not account for random variations typical for natural foam structures.
This leads to preferable flow directions in the cell structure. The second type of
model structures applies stochastic approaches. For example, a perfectly ordered
cell structure can be randomized by relocating nodes with a stochastic algorithm.
However, the prediction of pressure drop or residence time is still unsatisfactory.
Habisreuther et al. (2009) demonstrated that the parameters porosity and specific
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Fig. 9 Modeling of CPOX on a foam coated with rhodium. (a) Velocity magnitude with
streamlines, (b) temperature, and (c) hydrogen mole fractions on a plane cut through the CPOX
foam. (d) Adsorbed C* on the foam surface. (courtesy of G. Wehinger, related papers are Wehinger
2016 and Wehinger et al. 2016)

surface alone are insufficient to describe the transport phenomena in such complex
geometries.

Works showing the modeling of foams including surface reactions are very
scarce. Figure 9 shows examples of the calculation of CPOX in a tubular reactor
filled with a foam (see also Wehinger 2016; Wehinger et al. 2016).

5.4 Particle Resolved Modeling of Fixed Bed Reactors

A fixed bed reactor is based on a container filled with randomly positioned particles.
The understanding of fluid dynamics and their impact on conversion and selectivity
in fixed bed reactors is still very challenging. For large ratios of reactor width to
pellet diameter, simple porous media models are usually applicable. This simple
approach becomes questionable as this ratio decreases. At small ratios, the individ-
ual local arrangement of the particles and the corresponding flow field are significant
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for mass and heat transfer and, hence, the overall product yields. Therefore, the
method of direct numerical simulation (DNS) is the most promising approach. Over
the last years, researchers have used particle-resolved CFD simulations to model this
kind of packed-bed arrangement more rigorously (Dudukovic 2009). The concept is
to take into account the actual shape of each individual particle inside the reactor.
Consequently, the fluid flow field is determined by the particles it has to pass by. The
advantage is the absence of transport correlations, which are necessary in pseudo-
homogeneous or heterogeneous models to describe the transport of momentum,
heat, and mass. Even though the governing equations are relatively simple for
laminar flows, this approach can usually be applied for small and periodic regions of
the reactor only, which is caused by the huge number of computational cells needed
to resolve all particles.

Several authors used detailed fluid dynamics in combination with pseudo-
homogeneous kinetics due to the small number of reaction equations and species
(Kuroki et al. 2009). However, these kinetics are often limited to a certain range
of process parameters and could therefore not be applied to other flow regimes or
reactor types. Especially, the species distribution inside fixed bed reactors is often
insufficiently reproduced with such kinetics in contrast to the exit concentrations
(Korup et al. 2011).

For a first-principles approach, modeling spatially resolved fluid dynamics must
be combined with reliable kinetics, i.e., microkinetics. Additionally, the diffusion
and reaction of the species within the catalyst pellets, which may be made up
of microporous materials, have to be considered. More recently, a larger bed of
catalytic spheres was investigated both experimentally and by particle-resolved CFD
simulations (Wehinger 2016; Wehinger et al. 2016b). Figures 10 and 11 depict some
typical results.

5.5 Modeling of Mobile Catalyst with one Fluid Phase

At the present, gas-fluidized beds (FBs) find a widespread application in the
petroleum, chemical, metallurgical, and energy industries. The large increase in
computational resources during recent decades made theoretical approaches for the
investigation more applicable, since the governing equations describing FBs can
now be solved within accessible time scales. Hence, theoretical modeling of FBs
with CFD has become a trend in the field. Three different types of simulation
approaches can be distinguished: direct numerical simulations (DNS), Eulerian-
Eulerian (EE), and Eulerian-Lagrangian (EL) models. Contrary to DNS, the flow
field is not resolved at the particle level in the last approaches mentioned, and
consequently closures need to be applied, e.g., for fluid-particle interaction forces.

In DNS, the incompressible Navier-Stokes equations are solved for the gas phase,
and the flow in the interstices of the particles bed is directly computed. DNS is the
most popular tool for developing closure relations required in the averaged models
mentioned below. Unfortunately, these simulations are restricted to a few thousand
particles. In Eulerian-Eulerian (EE) models, in contrast, the particulate and the gas
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Fig. 10 Modeling of dry reforming of methane in a resolved fixed bed using three different
particle shapes. Plane cut through the fixed bed. Temperature distribution: (a) spheres, (b)
cylinders, (c) 1-hole cylinders. Mole fraction of hydrogen: (d) spheres, (e) cylinders, (f) 1-hole
cylinders. (courtesy of G. Wehinger, related paper is Wehinger 2016)
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Fig. 11 Streamlines colored with temperature inside the bed of cylinders. (courtesy of G.
Wehinger, related paper is Wehinger et al. 2016b)

phase are considered as interpenetrating continua, necessitating additional closure
laws. EE models are preferred for the simulation of large-scale devices. Figure 12
shows an example for the EE modeling of an industrial scale fluidized bed for olefin
polymerization. The height of the calculation domain is about 5 m.

The use of an Eulerian-Lagrangian (EL) model (e.g., the discrete particle model,
DPM) holds a much greater promise when it comes to the full-physics simulations
of heterogeneous reactors. EL models describe the particle phase with discrete
entities, e.g., using the discrete element method (DEM) where every particle is
tracked individually. EL approaches typically compute the particle-phase interac-
tions directly and hence do not require complex rheological models and boundary
conditions for the granular phase. This opens the door for the application to systems
involving non-spherical and irregular particles. While a large number of work
focused on inert systems, CFD-DEM calculations accounting for chemical reactions
are relatively scarce. The latter are mainly found in the field of biomass and coal
conversion (for a recent review, see Zhong et al. (2016)). Typically, the employed
model assumes a homogeneous concentration and temperature distribution within
the particle. This is unrealistic in situations involving fast chemical reactions, small
pore diameters, or in case depositions form on the surface of the particles. CFD-
DEM calculations accounting for intra-particle transport phenomena are even more
rarely done; recently universal open-source tools were developed (Radl et al. 2015).
Figure 13 shows an example of the calculation of a fluidized bed including surface
reactions with an EL approach. In the left plot, the temperatures of the particles are
shown and in the right plot (Hettel et al. 2016) the burst of particles at the upper
surface of the bed. Additionally, a part of the CFD grid on the surrounding wall is
shown.
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Fig. 12 Snapshots of the solids volume fraction. The time interval between two consecutive
pictures is �t = 0.1s. (Schneiderbauer et al. 2015, reprinted with permission from Elsevier)

5.6 Modeling of Catalytic Reactors with Multiple Fluid Phases

The catalytic reactors considered so far contain a solid phase (the catalyst and
its supports) and one fluid phase (i.e. a gas or a liquid). However, there are also
various classes of reactions performed in catalytic reactors containing multiple fluid
phases (usually a gas and a liquid or less often two immiscible liquids) (Önsan
and Avci 2016). Examples for heterogeneously catalyzed gas-liquid reactions
are hydrogenations, oxidations, hydroformylations, and Fischer-Tropsch synthesis
(FTS). The corresponding reactors can be classified in types with immobile catalyst
(e.g. fixed beds, trickle beds, solid sponges, monoliths, and other structured reactors)
and types with significant motion of the catalyst (i.e. slurry reactors such as bubble
columns or stirred tanks).

Relevant phenomena in three-phase catalytic reactors arise on multiple scales
reflecting multiple physics. The dimensions range from catalyst pores to single
particles/bubbles/drops and over particle/bubble clusters to reactor internals toward
the entire vessel. Gas-to-liquid processes such as FTS are frequently carried out
in slurry reactors (Wang et al. 2007). There, the catalyst particles (diameter 1 to
100 μm) are suspended in the liquid phase while the injected gas rises in the form of
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Fig. 13 Modeling of a two-zone fluidized bed reactor for the conversion of butane to butadiene.
Left: Snapshot of the particle temperature in a 2D domain (white, T = 710 K; black, T = 700 K).
Diameter/number of particles: 70 μm/250,000 (courtesy of Prof. S. Radl, University Graz,
Austria). Right: Snapshot of the particle velocity in a 3D domain. Diameter/number of particles:
200 μm/2,500,000. (Hettel et al. 2016)

bubbles (diameter 1 to 10 mm) providing the mixing and catalyst suspension within
the vessel (height up to 25 m). Coupling of hydrodynamics, heat and mass transfer,
and reaction kinetics takes place at molecular and particle levels where conductive
and convective transfer and diffusion within the internal pores of the catalyst are
accompanied by the adsorption, surface reaction, and desorption of reactant and
product on the surface.

Full interface-resolving multiphase CFD simulations of at least some of the
relevant phenomena listed above are only possible for small sections of large-
scale reactors and for microreactors. In the general case, multidimensional CFD
approaches relying on a time averaging (Ishii and Hibiki 2006) or volume averaging
procedure are indispensable instead (Jakobsen 2008). Mathematically, the averaging
of the single-phase conservation equations for mass, momentum, and energy for all
phases yields the Eulerian multi-fluid model, where the phases are represented as
interpenetrating continua. For slurry reactors, the liquid and catalyst particles may
optionally be represented by one slurry phase with the gas as additional phase.

As the system of averaged Eulerian multi-fluid equations is not closed, constitu-
tive relations must be provided to model turbulence as well as momentum/heat/mass
transfer between the phases. Interfacial transfer models (e.g. for the drag force
and interfacial heat/mass transfer) are well established for dilute disperse flows
(Sommerfeld et al. 2008), however, often relying on idealized situations (e.g.
isolated particles moving through stagnant fluid). The development of interfacial
transfer and turbulence models for non-dilute and non-disperse flow regimes which
are valid in a wide range of operating conditions is actually a larger scientific
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challenge than the numerical solution of the set of averaged multi-fluid equations
themselves (Hjertager 2007).

In its standard form, the Euler-Euler model (two-fluid model) requires input of
a (mean) particle/bubble/drop diameter. For narrow size distributions, the Sauter
mean diameter may serve well for this purpose. For wider size distributions,
which are standard rather than exceptional in technical reactors, various types
of population balance approaches are available taking into account, e.g., bubble
breakup/coalescence (Yeoh et al. 2014; Marchisio and Fox 2013).

A conceptually different approach for disperse flows is the Euler-Lagrange (EL)
model, where the continuous phase is still represented in the Eulerian manner while
the disperse elements (i.e., particles/drops/bubbles) are described in a Lagrangian
way (Sommerfeld 2017; Crowe et al. 2011). There, an equation of motion is
solved for a large number of particles or computational parcels yielding particle
trajectories. The EL approach is often used for disperse two-phase flows (e.g.,
bubbly flow or sprays). The interaction between the phases is modeled depending
on the disperse volume fraction αP (see Fig. 14). For very dilute conditions
(αP < 5·10−4), one-way coupling is sufficient, where the continuous phase affects
the disperse phase but not vice versa. As αP increases, two-way and four-way
coupling are required, where in the latter case also the effects of particle-particle
interactions are accounted for. For volume fractions αP > 0.1, the particle transport
is no longer flow/collisions-driven but contact-driven. Such situations are frequently
encountered in fluidized beds; they are best described by the discrete element
method, in potential combination with CFD (see above).

Three-phase reactors with immobile catalyst are conceptually simpler to model
by CFD since the solid domain is invariant in time. The hydrodynamics thus reduces
to the simulation of the two-fluid flow coupled with the solid domain by boundary
conditions reflecting the conjugate heat transfer and heterogeneous reactions. By
a porous body approach (see above), such reactors may be computed on a large
scale by the Eulerian multi-fluid model as well. However, reactor details such as a
single monolith channel, a section of a trickle bed, a representative part of structured
reactors, a portion of a solid foam, etc. are well amenable nowadays for interface-
resolving simulation of the two-phase flow.

Fig. 14 Regimes of
dispersed two-phase flows in
terms of transport
phenomena; left, dilute flow
dominated by fluid transport
of particles; middle, dense
flow regime dominated by
interparticle collision; right,
dense flow regime that is
particle contact dominated.
(Sommerfeld 2017, reprinted
with permission from
Springer Nature)

Dilute flow Dense flow

Fluid transport
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In recent years, microfluidic systems operated in continuous multiphase flows
have emerged as useful platforms for synthesizing micro- and nanoparticles with
controlled shape and size distribution. They have yielded particles of organic
polymers, oxides, semiconductors, and metals as well as hybrid structures com-
bining multiple materials and functionalities (Marre and Jensen 2010). A detailed
review on numerical methods for interface-resolving multiphase CFD simulations in
microfluidics and microprocess engineering (including the widely used volume-of-
fluid and level set methods) along with an overview on related applications is given
in Wörner (2012). While the number of computational studies combining two-phase
hydrodynamics with mass transfer is increasing (especially for segmented gas-liquid
flow), numerical studies incorporating chemical kinetics in microreactors in which
the catalyst is dispersed on the solid wall are still rare. Here, the study of Woo
et al. (2017) on the hydrogenation of nitrobenzene to aniline in gas-liquid Taylor
flow within a single channel may serve as an example. The authors first computed
the quasi-steady bubble shape and velocity field by a 2D simulation of a single
flow unit cell (consisting of one Taylor bubble and liquid slug). Using these (frozen)
hydrodynamics, they computed the transient mass transfer of hydrogen from the gas
into the liquid phase toward the catalytic wall, where a detailed kinetic mechanism
adapted from a density functional theory study is employed, consisting of four
bulk species and ten surface species. Figure 15 illustrates the temporal evolution
of educts and product in the bulk phases in combination with wall profiles of all
intermediates.
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Fig. 15 Top row: Normalized instantaneous concentration distributions of hydrogen (upper half of
channel) and aniline (lower half of channel) in gas-liquid Taylor flow. Bottom row: Instantaneous
wall profiles of intermediate species. (Woo et al. 2017)
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Even though the adequate modeling of physical complexity is challenging for
multiphase CFD simulations, computations are a promising tool to achieve a better
understanding of three-phase catalytic reactors.

6 Conclusions and Outlook

Computational fluid dynamics (CFD) is the analysis of systems involving fluid
flow, heat transfer, and associated phenomena such as chemical reactions by
means of computer-based numerical simulations. The technique is powerful and
spans a wide range of industrial and nonindustrial applications. The advantages of
CFD simulations over experiment-based approaches for reactor system design and
optimization are the substantial reduction of development times and costs, the ability
to study systems where experiments are difficult or impossible, the ability to study
systems under hazardous conditions or beyond their normal performance limits, and
the practically unlimited level of detail of results.

From a reaction engineering perspective, CFD simulations have matured into
a powerful tool for understanding mass and heat transport in catalytic reactors.
Initially, CFD calculations focused on a better understanding of mixing, mass
transfer to enhance reaction rates, diffusion in porous media, and heat transfer. Over
the last decade, the flow field and heat transport models have also been coupled
with models for heterogeneous chemical reactions. So far, most of these models
are based on the mean field approximation, in which the local state of the surface
is described by its coverage with adsorbed species averaged on a microscopic
scale. There is a gap between the length and time scales on the microscopic
level and the length and times scales which can be resolved by a computational
grid. This gap is bridged with models (e.g., mean field approximation). In the
future, the gap will be shortened due to improved models, the combination of
existing and advanced numerical approaches (e.g., Monte-Carlo simulations), and
extended computer resources (higher discretization level). The currently increasing
research activities on surface reactions at practical conditions will certainly boost the
application of CFD codes that combine fluid flow and chemistry. New insights into
the complexity of heterogeneous catalysis, however, will also reveal the demand for
more sophisticated chemistry models. Their implementation into CFD simulations
will then require robust numerical algorithms.

The simulation results will always remain a reflection of the models and physical
parameters applied. Various commercial and open-source codes are available
including a sometimes confusing number of methods and models. The careful
choice of the submodels (turbulence, diffusion, species, reactions involved, etc.)
and the physical parameters (boundary conditions, properties, etc.) is a precondition
for reliable simulation results. Only the use of appropriate models and parameters,
which describe all significant processes in the reactor, can lead to reliable results.
Numerical algorithms never give the exact solution of the model equations but
only an approximated solution. The solution is always dependent on the calculation
grid (calculation domain, discretization level, grid type). Hence, error estimation is
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needed. Moreover, the practical experience shows that the results from two different
codes for the same complex physical problem are not equal.

CFD calculations require careful validation using experimental data or analytical
solutions. Not till the model is evaluated, operational conditions or other parameters
should be varied or extended to regions where no data is available. Owning the
resources of a CFD program and computer hardware only is worthless. Qualified
people having long experience in the field of modeling are needed to run the
codes and to analyze and interpret the results. The understanding of the physics
of fluid flow and the fundamentals of the numerical algorithms is a prerequisite.
Having these crucial issues in mind, CFD can really serve as a powerful tool in
understanding the behavior in catalytic reactors and in supporting the design and
optimization of reactors and processes.
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Abstract

Our current understanding of the structure of electrode-electrolyte interfaces and
double layers will be presented from a theoretical point of view. Furthermore,
recent attempts to consider varying electrode potentials in theoretical studies will
be discussed. Although there have been significant advances in recent years as
far as the modeling of electrode-electrolyte interfaces is concerned, still further
progress is needed to get a more complete understanding of these scientifically
interesting and technologically relevant systems.

1 Introduction

There is a growing interest in the structure of electrochemical electrode-electrolyte
interfaces because of their importance for a sustainable future energy technology
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(Schlögl 2010). Electrochemical energy storage and conversion processes occur
at these interfaces in devices such as batteries, fuel cells, or electrolyzers. Still,
there is a long tradition of studying solid-electrolyte interfaces (Schmickler and
Santos 2010). They correspond to the interface between an electron conductor
(the electrode) and an ionic conductor (the electrolyte) (Schmickler and Santos
2010). At these interfaces, so-called electrical double layers (EDL) form. From a
theoretical point of view, the double layers were first described in a continuum
approach in which the electrolyte was represented by a dielectric medium, while
atomistic aspects such as the orientation of the molecules directly at the electrode
were taken into account in an empirical manner. The atomistic modeling of these
interfaces is theoretically and numerically rather demanding, in particular for liquid
electrolytes, as a proper description requires to perform statistical averages over
the many possible configurations of the electrolyte. Furthermore, instead of total
energies, free energies need to be evaluated, taking entropy effects into account.

A complete elucidation of the structure of electrode-electrolyte interfaces still
requires an atomistic understanding, in particular if one is interested in charge-
transfer processes or electrocatalytic reactions at these interfaces. Due to the
ever-increasing computer power and the development of more efficient algorithms,
an atomistic description of electrode-electrolyte interfaces has become possible.
First, such studies were based on parameterized interaction potentials, but nowa-
days a quantum chemical first-principles modeling is feasible. At the same time,
experimental electrochemical tools with atomistic resolution have been developed
making an electrochemical surface science approach (Kolb 2002) possible.

Still, it is fair to say that our atomistic understanding of the structure of electrode-
electrolyte interfaces is still far from being complete. Experimental techniques
based on the scattering and diffraction of electronic beams are typically not
operative in solution. As far as theory is concerned, apart from the requirement to
take the disordered structure of the liquid electrolyte into account, it is important to
note that structures and properties of electrode-electrolyte interfaces are strongly
influenced by the electrode potential. This adds considerable complexity to the
theoretical treatment (Schnur and Groß 2009) as varying the electrode potential
changes the excess charge at the interface. Consequently, even such a seemingly
simple issue as the structure of water layers at close-packed metal electrodes is still
a matter of debate (Schnur and Groß 2009; Michaelides 2006).

We will now discuss some basic properties of electrode-electrolyte interfaces
using the schematic drawing shown in Fig. 1. Any electrolyte contains ions to make
it conductive. In principle, any aqueous electrolyte also contains protons and/or
hydroxide, depending on the given pH value. Typically concentrations are below
the 1 M level. Recall that a concentration of 1 M corresponds to 1 ion per 55 water
molecules. Still, at the electrode-electrolyte interface, the concentration of ions can
be much higher because of the strong ion-electrode interaction. This is illustrated
in Fig. 1 for the anions. Typically, anions interact more strongly than cations with
electrodes. Hence anions often adsorb specifically to the electrode, which means
that their solvation shell becomes broken up upon adsorption. In contrast, the more
weakly interacting cations usually adsorb non-specifically with their solvation shell
still intact.
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Fig. 1 Schematic drawing of an electrode-electrolyte interface between a metal electrode (lower
part) and an aqueous electrolyte (upper part). The gray-shaded balls represent water molecules;
the arrows denote their dipole moment. Solvated cations are illustrated by the white balls with
a plus sign and anions in the electrolyte by white balls with a minus sign. Anions can either
adsorb specifically at the electrode or non-specifically with their solvation shells still intact. In
the electrode, the only charge carriers are the electrons, denoted by white balls with a minus sign.
Their explicit presence at the electrode-electrolyte interface just illustrates that the electron density
at the interface differs from the bulk metal density

The arrows in Fig. 1 denote the dipole moment of the water molecules. In the
drawing, it is assumed that all the water molecules directly at the electrode surface
are aligned which is the basis of the Stern layer described below. However, ab initio
molecular dynamics simulations suggest that the first water layer at metal electrodes
is not ordered (Schnur and Groß 2009). Still there might be a preferential orientation
of the water molecules in the first layer at the electrode. At oxide electrodes, water
molecules are rather bound through direct covalent bonds to the electrode (Cheng
and Sprik 2014; Bonthuis and Netz 2013). Here a picture as shown in Fig. 1 might
be more appropriate.

In this contribution, the structure of electrode-electrolyte interfaces will be
addressed from a theoretical point of view. We will first determine the surface
coverage of adsorbed ions within a thermodynamic picture in a grand-canonical
approach. Even if within this approach the presence of the electrolyte at the
electrode is not explicitly taken into account, still meaningful results can be derived.
Then continuum models of electrode-electrolyte interfaces will be discussed.
Atomistic studies of aqueous electrolytes at electrodes will be presented in which
statistical averaging can be done via molecular dynamics simulations. Finally,
recent approaches to incorporate varying electrode potentials into the theoretical
description will be introduced. This chapter will show that further progress is needed
in order to obtain a more complete picture of electrode-electrolyte interfaces. Still,
this is an exciting field of research which is not only scientifically very interesting
but also technologically rather relevant.
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2 Thermodynamic Considerations

The structure of electrode-electrolyte interfaces is determined by the interaction
between the electrode and electrolyte which seems to be a trivial statement.
However, in a thermodynamics sense, the interface corresponds to an open system
in contact with a reservoir. As mentioned above, electrolytes contain solvated ions
in order to make them electrically conducting. In thermodynamic equilibrium, these
ions are characterized by their (electro-)chemical potential. The adsorption of an
ion species at the electrode can be thermodynamically stable (Reuter and Scheffler
2001) if the Gibbs free energy of adsorption Δγ of adsorbates bound to a surface
area As :

Δγ (T , c) = γ (T , c,Nads)− γclean(T , p, 0)

= 1

AS

(
Gsurf,ads −Gsurf,0 −

∑

i

niμ̃i
)

(1)

is negative. Here, Gsurf,ads and Gsurf,0 are the Gibbs free energies of the adsorbate-
covered and the clean surface, respectively, ni is the number of adsorbed atoms of
type i per surface area AS, and μ̃i is the corresponding electrochemical potential:

μ̃i = μi + qieU, (2)

of adsorbate species i where qi is the charge of the particle and U is the electrode
potential. The chemical potential μi contains all solvation effects of the species.
However, in order to evaluate solvation energies, computationally demanding
thermodynamic integration schemes are necessary (Leach 2001).

Concentrating first on solvated protons, these efforts can be avoided by realiz-
ing (Nørskov et al. 2004, 2005) that at standard conditions (pH= 0, p = 1 bar,
T = 298 K, U = 0), there is an equilibrium between protons in aqueous solution
together with an electron at the Fermi level of the electrode H+(aq) + e− and
hydrogen in the gas phase, 1

2 H2(g). In addition, the variation of the electrochemical
potential of the proton and the electron change with proton concentration and
electrode potential is well-known (Schmickler and Santos 2010):

μ̃(H+(aq))+ μ(e−) = 1

2
μ(H2(g))− eUSHE − kBT ln(10)pH, (3)

where USHE is the electrode potential with respect to the standard hydrogen
electrode (SHE). This approach is now referred to as the computational hydrogen
electrode (CHE) (Nørskov et al. 2004, 2005); it is equivalent to the concept of ab
initio thermodynamics for heterogeneous catalysis at the solid-gas interface (Reuter
and Scheffler 2001).

It is not only applicable for hydrogen and protons; it works also for any redox
couple such as 1

2 A2+e− 
 A− (Hansen et al. 2010) where A2 can be, for example,
a halogen molecule, resulting in an electrochemical potential:
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μ̃(A−(aq))− μ(e−) = 1

2
μ(A2(g))+ e(USHE − U0)+ kBT ln aA− , (4)

where U0 is the reduction potential of the corresponding halide vs. USHE and aA−
its activity coefficient. Furthermore, this concept can also be extended to more than
one solvated species in the electrolyte (Gossenberger et al. 2016).

Up to here the whole derivation is exact. Typically, the electrochemical poten-
tial μ̃i is taken as a parameter characterizing the electrochemical conditions of the
system. Still, Eq. 1 requires to evaluate surface free energy differences which is com-
putationally very demanding. In heterogeneous catalysis where adsorption occurs at
the solid-gas interphase, the dependence of the free energy of the adsorbate-covered
surfaces is typically only rather weakly dependent on the environment represented
by partial pressures of the gas phase species and temperature (Reuter and Scheffler
2001). Furthermore, changes in entropy and zero-point energies upon adsorption
are typically small (Reuter and Scheffler 2001) so that they can be neglected. Hence
surface free energies are often replaced by surface total energies (Todorova et al.
2003; Rogal et al. 2007).

At electrochemical interfaces, typically corresponding approximations are made,
i.e., the presence of the electrolyte, entropy effects, and varying electrode potentials
is neglected, so that the surface free energy is expressed as

Δγ = 1

AS

(
Eads −

∑

i

niΔμ̃i(T , ai, U)
)
. (5)

where Eads is the total energy of adsorption in the absence of the electrochemical
environment and Δμ̃i(T , ci, U) is the contribution to the electrochemical potential
that depends on temperature, concentrations ci , and electrode potential.

Hence the whole dependence on the particular electrochemical conditions is
only taken into account with respect to the solvated species in the electrolyte.
This seems to be a very rough approximation. Still, this approach has been
rather successful in reproducing and explaining observed trends in electrocatalytic
reactions such as oxygen reduction (Nørskov et al. 2004; Keith et al. 2010) and
hydrogen evolution (Nørskov et al. 2005) on metal electrodes. This is most probably
a consequence of the good screening properties of metallic electrodes which make
binding energies hardly dependent on applied electric fields (Nørskov et al. 2004;
Rossmeisl et al. 2006; Wang and Liu 2009; Jinnouchi et al. 2014). In addition, water
typically interacts rather weakly with metal electrodes (Gohda et al. 2008).

We will now illustrate the power of this approach with respect to the equilibrium
coverage of halides on metal electrodes (Gossenberger et al. 2015, 2016; Lin et al.
2016). Experimentally a competitive adsorption of protons and chloride adsorption
on Pt(111) was observed (Garcia-Araez et al. 2005a, b), which means that as a
function of increasing electrode potential, hydrogen adsorbed on Pt(111) is replaced
by chlorine. Similar observations were also made in bromide and hydrogen co-
adsorption (Garcia-Araez et al. 2006; Garcia-Araez and Koper 2010).
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Fig. 2 Equilibrium phases of co-adsorbed chlorine and hydrogen on Pt(111) as a function of the
electrochemical potential of hydrogen and chlorine (Gossenberger et al. 2016). The green areas
denote hydrogen-containing adsorbate structures, the blue areas chlorine-containing structures,
and the cyan areas correspond to mixed structures of both hydrogen and chlorine. The effect of
increasing the concentration of the species individually is illustrated by the yellow arrows, whereas
the red double arrow shows the effect of varying the electrode potential for fixed concentrations.
(Reprinted from Gossenberger et al. (2016), with permission from Elsevier)

Using Eq. 5, the free energies of adsorption of hydrogen and chloride on Pt(111)
were determined as a function of their electrochemical potential (Gossenberger
et al. 2016). In total, the adsorption energies of 117 adsorbate structures were
evaluated. Thus the phase diagram shown in Fig. 2 was derived. Interestingly
enough, over a wide range of electrochemical potentials either pure hydrogen or
pure chlorine adsorption phases or the clean electrode surface are stable. Naively,
one would expect that adsorbed anions (chloride) and cations (protons) experience
an attractive interaction. However, there is only a relatively small pocket at positive
electrochemical potentials where both hydrogen and chlorine form a stable co-
adsorbate structure. Usually one would assume that the adsorption of anions leads
to a work function decrease, but in fact chlorine adsorption on Pt(111) causes an
anomalous decrease of the work function for chlorine coverage below ΘCl = 0.5
because of the strong polarization of chlorine upon adsorption (Gossenberger
et al. 2014; Roman et al. 2014). This causes an effective dipole-dipole repulsion
between hydrogen and chlorine upon co-adsorption, making co-adsorbate structure
energetically unfavorable.
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Fig. 3 Calculated electrochemical Gibbs energy of adsorption as a function of electrode potential
on a Pt(111) surface under standard conditions (Gossenberger et al. 2016). The structure with the
lowest energy as a function of electrode potential corresponds to the thermodynamical equilibrium
structure. (Reprinted from Gossenberger et al. (2016), with permission from Elsevier)

Note that a phase diagram as shown in Fig. 2 cannot be directly compared to
experiment as in electrochemical experiments the electrochemical potentials are not
controlled but rather the electrode potential and the concentration of the solvated
species. However, electrochemical potentials are a function of the electrode potential
and the concentration (see Eqs. 3 and 4). A pure variation of the electrode potential
for given concentrations corresponds to a change parallel to the red double arrow
included in Fig. 2. At standard conditions, i.e., for an activity aA− = 1, the free
energy of adsorption for a halide can be expressed as a function of the electrode
potential according to

Δγ (USHE) = Nads

As

(
Eads − e(USHE − U0)

)
. (6)

For other concentrations of the species A− in the electrolyte, the corresponding
electrode potential needs to be shifted by kBT ln aA− which at room temperature is
equivalent to approximately 60 meV when the activity is changed by one order to
magnitude.

The Gibbs energy of adsorption for hydrogen and chlorine on Pt(111) as a
function of electrode potential is plotted in Fig. 3. This diagram shows the stable
phases along the red double arrow in Fig. 2, but it also provides information about
the free energies of adsorption for unstable phases. At low electrode potentials
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Fig. 4 Calculated Pourbaix diagram showing the stable phases of co-adsorbed chlorine and
hydrogen on Pt(111) as a function of pH and electrode potential. The chlorine concentration
corresponds to an activity of 0.1. (Reprinted from Gossenberger et al. (2016), with permission
from Elsevier)

for which the electrode becomes negatively charged, the adsorption of cations
is favored. Consequently, in this region the electrode is hydrogen-covered. As
Fig. 3 shows, up to electrode potentials of about 0.45 V hydrogen adsorption is in
principle thermodynamically stable with respect to hydrogen evolution. However,
already below 0.45 V chlorine adsorption is energetically more favorable. Hence
the adsorbed hydrogen atoms will be replaced by chlorine atoms, and the so-called
underpotential deposition (upd) of hydrogen is shifted to lower potentials due to
the replacement by chlorine. This example shows that phase diagrams based on
the concept of the computational hydrogen electrode can successfully reproduce
experimental findings with respect to the competitive character of hydrogen and
chlorine adsorption on Pt(111) (Garcia-Araez et al. 2005a, b).

Figure 3 shows the stable phases for standard conditions, i.e., for pH = 0. The
stable phases as a function of both the electrode potential and pH are plotted
in Fig. 4. Such a so-called Pourbaix diagram can directly be compared with
experimental finding. Note however that all this information is already implicitly
included in Fig. 2, i.e., it corresponds to a transformation of the phase diagram as a
function of the electrochemical potentials of the solvated species.
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3 Continuum Models of Electrode-Electrolyte Interfaces

In the previous section, the ionic adsorption at electrode-electrolyte interfaces in
equilibrium was addressed. However, the presence of the electrolyte was in fact not
taken into account in the explicit calculations. We will now consider the properties
and structure of the electrode-electrode interface at the first-principles level in
more detail. We start by describing the interface in a continuum approach. At this
interface, the so-called electrical double layer forms. One layer consists of ions
on the electrode surface due to the chemical interaction between the ions and the
electrode. This layer is then screened by a charge redistribution in the electrolyte. As
this charge is locally not well confined, it is called the diffuse layer. In a simplified
picture, the whole charge distribution can be regarded as being formed by two
capacitor plates.

Helmholtz is given credit for being the first to realize that the charge distribution
in the solution is realized as a single layer of ions adsorbed at the surface (Helmholtz
1853). The potential within this Helmholtz layer exhibits a linear behavior as
a function of distance from the electrode. Early in the twentieth century, Gouy
(1910) and Chapman (1913) refined this model by allowing for a diffuse thermal
distribution of the ions.

Applying Boltzmann statistics to the distribution of both anions and cations
of absolute charge |ze| with a bulk density of n0 yields the Poisson-Boltzmann
equation (Schmickler and Santos 2010) for the potential φ(x):

d2φ

dx2 = −
zen0

εε0

(
exp

(
−zeφ(x)
kBT

)
− exp

(
zeφ(x)

kBT

))
. (7)

The exponentials can be linearized for zeφ(x)/kBT � 1, yielding an exponentially
decreasing electric potential:

φ(x) = σ

εε0κ
exp (−κz) , (8)

where σ is the surface charge density of the electrode and

κ =
(

2(ze)2n0

εε0kBT

)1/2

, (9)

is the inverse Debye length. Note that this formulation is rather close to the
macroscopic treatment of the interface between an electron conducting n-type and a
hole conducting p-type semiconductor, resulting in the formation of a space charge
layer. The Gouy-Chapman model, however, does not take into account that ions
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Fig. 5 Illustration of the
Stern model describing the
electric double layer in a
continuum picture
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can adsorb specifically at the electrode surface immobilizing them. Therefore it
does not allow to describe highly charged double layers. As a consequence, the
Gouy-Chapman theory predicts that the capacity always has its minimum at the
potential of zero charge. Still, at higher electrolyte concentrations, the capacity
exhibits a much more complex dependence on the potential (Schmickler and Santos
2010).

Stern suggested a combination of the Helmholtz and Gouy-Chapman models in
order to improve the description of the double layer (Stern 1924), as illustrated in
Fig. 5. It consists of an internal Stern layer (i.e., a Helmholtz layer) in which the
potential drops linearly and an outer diffuse layer (i.e., a Gouy-Chapman layer) in
which the potential falls off exponentially. This yields the following expression for
the capacity C:

1

C
= 1

CGC
+ 1

CH
. (10)

CGC is the Gouy-Chapman capacity and CH the Helmholtz capacity which is
independent of the electrolyte concentration.

This description yields a phenomenological macroscopic model of the electrode-
electrolyte interface. It is very useful in order to understand and analyze general
trends of the capacity at electrochemical interfaces. Still, a more quantitative theory
of solid-electrolyte interfaces is needed, taking into account the atomistic structure
of the interface in order to fully understand structures and processes at these
interfaces.
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4 Atomistic First-Principles Description of Solid/Water
Interfaces

A more realistic picture of the structure of electrode-electrolyte interfaces requires
an atomistic modeling associated with performing statistical averages over many
different configurations. This calls for numerical efficient methods based on inter-
atomic potentials which avoid to solve the quantum mechanical electronic structure
problem. In fact, structural properties of aqueous electrolytes can be rather well
reproduced by parameterized classical interaction potentials (Siepmann and Sprik
1995; Crozier et al. 2000; Bukowski et al. 2007). Such potentials have also been
used quite frequently in molecular dynamics studies addressing the structure of the
electrode-electrolyte interfaces at finite temperatures (Spohr 1989, 1997; Raghavan
et al. 1991; Xia and Berkowitz 1995). Important insights into the structure of
electrode-electrolyte interfaces have been gained from these studies.

However, interatomic potentials usually do not reproduce water and metal
properties satisfactorily at the same time. On the one hand, force fields do not
describe metals well. On the other hand, covalent bonding can typically not been
appropriately reproduced by interpolation schemes including many-body effects
such as the embedded atom method (EAM) (Daw and Baskes 1984; Daw et al.
1993) that are well suited to reproduce metallic properties. In addition, classical
interaction potentials usually fail in describing bond breaking and bond making
which would be required to treat electrocatalytic processes at electrode-electrolyte
interfaces. Reactive force fields based on bond-order concepts (Goddard et al. 2003;
Fantauzzi et al. 2014) allow to treat chemical reactions, but their training effort rises
exponentially with the number of elements considered in the parameterization.

Modern machine learning techniques such as interpolation schemes based on
artificial networks (Lorenz et al. 2006; Morawietz and Behler 2013; Behler 2014)
are able to yield a reliable description of the structural properties of liquid
water (Morawietz et al. 2016) and of water-metal interfaces (Natarajan and Behler
2016). However, as no chemical insights enter their construction procedure, their
fitting usually requires large training sets (Lorenz et al. 2006).

Due to the ever-increasing computer power and the development of efficient
algorithms, first-principles electronic structure methods based on density functional
theory (DFT) can now be applied to describe the properties of electrode-electrolyte
interfaces (Schnur and Groß 2009; Sakong et al. 2016). DFT calculations combine
numerical efficiency with sufficient accuracy (Groß 2002; Hafner et al. 2006;
Michaelides 2006). Thus also statistical averages can be performed using ab initio
molecular dynamics (AIMD) simulations (Schnur and Groß 2009; Marx and Hutter
2009) in which the forces necessary to integrate the classical equations of motion
are determined “on the fly” by DFT calculations. Based on DFT studies, we will
first discuss the structure of water layers on close-packed metal electrodes and then
later also turn to oxide electrodes.

Although DFT calculations yield often sufficient accuracy for materials proper-
ties, it should be noted that the popular PBE functional (Perdew et al. 1996) leads to
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an overstructuring of liquid water (Fernández-Serra and Artacho 2004; VandeVon-
dele et al. 2005; Liu et al. 2009), which means that the pair distribution functions
are too much peaked compared to the measured distribution function (Soper 2007),
i.e., the shell structure of PBE water is too pronounced.

As a simple solution of this problem, PBE water simulations have been run at
a higher temperature of 350 K (Fernández-Serra and Artacho 2004; VandeVondele
et al. 2005; Liu et al. 2009) which is, however, not a truly satisfactory approach.
Recently, there was significant progress concerning the incorporation of the van der
Waals interaction into DFT approaches by the development of reliable dispersion-
corrected DFT functionals (Grimme 2004; Grimme et al. 2010; Tkatchenko and
Scheffler 2009) and the improvement of van der Waals DFT functionals (Dion et al.
2004). It turns out that it is critical to include the van der Waals interaction in DFT
calculations addressing water properties (Santra et al. 2007, 2008). The inclusion of
dispersion does not only improve the description of liquid water (Zhang et al. 2011;
Lin et al. 2012; Forster-Tonigold and Groß 2014; Sakong et al. 2016), but it also
yields the correct wetting behavior of water on metal electrodes (Tonigold and Groß
2012; Carrasco et al. 2011, 2013).

For pure water simulations, DFT hybrid functionals including a certain amount
of exact Hartree-Fock exchange are rather popular (Do and Besley 2012). However,
for metal-water interfaces, they are not appropriate as the inclusion of exact
exchange worsens the description of metal properties (Paier et al. 2007). Here the
RPBE functional (Hammer et al. 1999) together with the so-called D3 dispersion
corrections of Grimme (Grimme et al. 2010) yields a rather satisfactory description
of the water-water (Forster-Tonigold and Groß 2014; Imoto et al. 2015; Sakong
et al. 2016; Morawietz et al. 2016) and the water-metal interaction (Tonigold and
Groß 2012) as it replaces the overestimated directional hydrogen bonds of PBE by
nondirectional van der Waals bonds (Forster-Tonigold and Groß 2014).

Another source of error in the description of water is the possible role of nuclear
quantum effects because of the low mass of hydrogen atoms. There are conflicting
results with respect to the effect of these nuclear quantum effects on the properties
of liquid water (Morrone and Car 2008; Chen et al. 2003; Habershon et al. 2009;
Fritsch et al. 2014). As AIMD simulations of liquid water including dispersion
corrections yield pair distribution function very close to the experiment (Forster-
Tonigold and Groß 2014; Sakong et al. 2016), it is still unclear whether the
incorporation of nuclear quantum effects is really necessary.

We will now discuss the structure of water adsorbed on metal electrodes using
Fig. 6 as an illustration where the structure of a hexagonal icelike structure on
a Pt1Ru2/Pt(111) surface alloy is depicted (Fischer et al. 2016). Isolated water
monomers typically bind in an almost flat configuration via their oxygen atom in
an on-top configuration to metal surfaces with the hydrogen and oxygen atoms
of the water molecules almost at the same height (Michaelides 2006; Schnur and
Groß 2009, 2011), similar to the water molecules adsorbed on the Ru atoms of
the Pt2Ru1/Pt(111) surface alloy (Fischer et al. 2016) shown Fig. 6. The adsorption
energy of water monomers on metals is relatively weak, ranging from −0.1 to
−0.4 eV. Their binding energy on typical late transition metal surfaces is ordered
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Fig. 6 Top view of a
calculated hexagonal icelike
structure on a Pt2Ru1/Pt(111)
surface alloy (Fischer et al.
2016). (Courtesy of David
Mahlberg). Ru atoms are
depicted in green, Pt atoms in
black

according to Au<Ag<Cu<Pd<Pt<Ru<Rh (Michaelides 2006). The weak interac-
tion of water with metal surfaces is also reflected by the fact that the electronic local
density of states of the metal atoms at the surfaces is not substantially altered upon
water adsorption (Gohda et al. 2008; Schnur and Groß 2009). As a consequence,
the binding energy of specifically adsorbed species to late transition metal electrode
surfaces is hardly influenced by the presence of water (Roudgar and Groß 2005a, b;
Sakong et al. 2015).

It is important to note that the rather nondirectional water-metal interaction is
of the same magnitude than the directional water-water interaction mediated by
hydrogen bonds. Hence the minimum energy structure of water layers adsorbed
on metal electrodes corresponds to a compromise between the attractive water-
metal and water-water interaction (Groß et al. 2014). As for close-packed hexagonal
metal surfaces, icelike hexagonal rings fit rather nicely on top of them. However, in
order to build a hexagonal icelike network, not all water molecules can bind in
the optimum configuration through their oxygen atom to the metal atoms. In fact,
there are two different possible configurations for the water molecules not bound
via their O atom to the metal, namely, the so-called H-down and H-up structures
with one hydrogen atom either pointing toward or away from the surface. Figure 6
depicts an H-down structure; the H-down hydrogen atom is actually not visible in
the top view. The H-down and H-up structures are rather close in energy, and both
structures can be stable depending on the particular choice of the metal: the H-up
structure is more stable on Ni(111), Cu(111), and Ru(0001), whereas on Rh(111),
Ag(111), Pt(111), Pd(111) (Michaelides 2006), and Pd/Au(111) (Roudgar and Groß
2005b), the H-down structure is energetically favorable. As far as the hexagonal
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icelike layer shown in Fig. 6 is concerned, it is obvious that the water molecules
interacting more strongly through their O atom with the metal are located above
the Ru atom which reflects the stronger interaction of Ru with water monomers
compared to Pt mentioned above.

The interaction of water, in particular, with noble metal surfaces such as Ag(111)
and Au(111) is so weak that in fact it is more stable to form a three-dimensional
ice cluster (Carrasco et al. 2011; Tonigold and Groß 2012), i.e., water does not wet
these surfaces. In contrast, on Pt(111) and Pd(111), wetting layers form.

In spite of the weak interaction of intact water molecules with metal surfaces,
water can still adsorb dissociatively on metals (Feibelman 2002; Michaelides 2006).
On Ru(0001) a half-dissociated water layer should be preferred according to DFT
calculations (Feibelman 2002) where every second water molecule is dissociated
to OH. Ru is not the only metal where half-dissociated water layers should form;
also on Rh and Ni, half-dissociated water layers should be energetically favor-
able (Michaelides 2006). Still, the water dissociation is associated with relatively
high barriers so that the formation of the half-dissociated layer is kinetically
hindered.

Up to now we have only considered minimum energy structures of water
on close-packed metal electrodes. Still the question remains whether at room
temperatures these water structures are really crystalline or rather liquid-like. In
order to address this question, a systematic AIMD study of the structure of two
water layers on Ag(111), Au(111), Pt(111), Pd/Au(111), and Ru(0001) at room
temperature was performed (Schnur and Groß 2009). The simulations were started
with the icelike bilayer as the initial configuration and then run for 10 ps. Figure 7
shows snapshots of the AIMD trajectories at 8 ps.

According to Fig. 7 for water on the noble metal surfaces Ag(111) and Au(111),
there is almost no indication of the initial hexagonal geometry anymore after 8 ps.
Also on Pd/Au(111) that is even more strongly interacting with adsorbates than
Pd(111) (Roudgar and Groß 2003a, b) but has a larger lattice constant, the water
structure is broken. On Pt(111) and Ru(0001), there is still some hexagonal water
structure discernible which might be an artifact of the relatively small 2

√
3 × 2

√
3

unit cell chosen. However, the orientation of the water molecules seems to be rather
random; there is no indication of either the H-up or the H-down structure. Only the
half-dissociated water structure on Ru(0001) stays rather fixed which is due to the
fact that the hydroxyl groups strongly interact with the metal substrates and thus pin
the water network.

Figure 7 suggests that at room temperature, water layers on close-packed metal
electrodes are disordered, at least as far as the orientation of the water molecules is
concerned. Experimentally, at the moment it is not really possible to directly monitor
the orientation of water molecules in a water film on electrode surfaces. However,
the work function change of electrodes upon water adsorption sensitively depends
on the orientation of the water molecules. Because of opposite dipole orientation,
the H-up and H-down water structures cause work function changes that differ by
about 2 eV (Schnur and Groß 2009, 2011; Filhol and Bocquet 2007), as is shown
in Fig. 8. The comparison with the experimentally measured work function changes
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Fig. 7 Snapshots of AIMD simulations of two water layers on (a) Ag(111), (b) Ag(111), (c)
Pt(111), (d) Pd/Au(111), and (e) Ru(0001) at 300 K. Only the first water layer is shown (Schnur
and Groß 2009). In addition, a snapshot of a half-dissociated water layer on Ru(0001) is shown
(panel f). The size of the surface unit cell used in the simulations is shown in panel c. (Reprinted
from Schnur and Groß (2009) ©IOP Publishing Ltd and Deutsche Physikalische Gesellschaft.
Reproduced by permission of IOP Publishing. CC BY-NC-SA)

for Au(111) (Heras and Viscido 1980), Pt(111) (Langenbach et al. 1984; Kiskinova
et al. 1985), or Ru(0001) (Hoffmann and Benndorf 1997; Lilach et al. 2001) also
shown in Fig. 8 reveals a large discrepancy. In fact, the experimentally observed
work functions for these systems lie in between those calculated for the H-up and
H-down structures.

In Fig. 8, also calculated work function changes averaged over AIMD runs for
water on Au(111), Pt(111), and Ru(0001) at 150 and 300 K are shown. In fact, the
discrepancy between measured and calculated work function changes is strongly
reduced when the thermal disorder in the orientation of the water molecules is taken
into account through AIMD simulations (Schnur and Groß 2009, 2011) because
then the preferential orientation of the water molecules and thus of their dipole
moments is significantly reduced. This yields strong evidence that indeed water
layers at close-packed fcc(111) electrodes are disordered at room temperature and
not aligned, as assumed in Fig. 1.

The determination of the work function is not only important to derive the
mean orientation of adsorbed water molecules, it is also directly related to the
electrode potential (Trasatti 1995) in electrochemical systems. For example, the so-
called potential of zero charge (pzc) is given by the work function of an electrode
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Fig. 8 Work function change induced by the presence of H-up and H-down water bilayers on
Au(111), Ag(111), Pt(111), Pd/Au(111) and Ru(0001) according to DFT calculations (Schnur
and Groß 2009). For Ru, also the work function change induced by the half-dissociated water
layer is included. Furthermore, the average work function change determined in AIMD runs with
at 150 and 300 K is compared to experimental results for Au(111) (Heras and Viscido 1980),
Pt(111) (Langenbach et al. 1984; Kiskinova et al. 1985) and Ru(0001) (Hoffmann and Benndorf
1997; Lilach et al. 2001). (Reprinted from Schnur and Groß (2011), with permission from Elsevier)

covered by a pure, ion-free water film (Trasatti 1986, 1991; Tripkovic et al. 2011).
In order to evaluate the pzc of Pt(111), ab initio molecular dynamic simulations
of six water layers on a five-layer Pt(111) slab within a 3 × 3 unit cell were run
for more than 30 ps (Sakong et al. 2016). In Fig. 9, the work function calculated
along this run for the first 30 ps is plotted. On short time scales, the work function
can vary by ±1 eV because of the still rather small size of the surface unit cell.
The red line in Fig. 9 corresponds to smoothened values averaged over 5 ps. The
overall distribution of the work function along the AIMD run is plotted in the
inset of Fig. 9. A necessary but not sufficient condition for performing thermal
averages in the canonical ensemble is that the quantities of interest exhibit a
Gaussian distribution which is satisfactorily fulfilled in this case. A Gaussian fit
to the simulation results yields a mean value of the work function of 4.88 V which
is in rather good agreement with the experimentally observed absolute pzc of 4.9 V
measured using the CO adsorption technique (Trasatti 1991; Weaver 1998; Cuesta
2004; Petrii 2013). This also lends credibility to the simulation results. Assuming
a value of 4.44 V for the absolute standard hydrogen electrode (SHE) potential as
suggested by both theory and experiments (Tripkovic et al. 2011; Trasatti 1983,
1986; Reiss and Heller 1985), a calculated pzc of 0.44 V versus SHE is obtained.
In Fig. 9, still an overall drift in the work function is observable. Yet, running the
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Fig. 9 Calculated work function of the water-covered Pt(111) slab along an AIMD trajectory of
six explicit water layers on Pt(111) (Sakong et al. 2016). The red line corresponds to values each
averaged over 5 ps. The distribution in the work function is shown together with a Gaussian fit that
is presented in the inset. (Courtesy of Dr. Sung Sakong)

simulations for further 10 ps does not influence the results significantly (Sakong
et al. 2016).

The AIMD simulations can also be used to analyze the water structure as a
function of the distance from the Pt(111) electrode (Sakong et al. 2016). The
distributions of the oxygen and the hydrogen atoms of the water molecules in the
AIMD simulations are shown in Fig. 10a, b, respectively. In the middle of the water
film, the mean spatial distribution becomes already rather flat as in bulk water. This
suggests that the water film is thick enough to include a region that is bulk water-like
and that water above Pt(111) becomes liquid-like from the third water layer on.

Up to now we only considered clean metal electrodes. However, as shown in
Sect. 2, metal electrodes such as Pt(111) are typically covered by hydrogen at low
electrode potentials and by anions at high electrode potentials. This will also have a
consequence as far as the water structure at these electrode-electrolyte interfaces is
concerned. AIMD simulations of water layers on hydrogen-covered Pt(111) (Roman
and Groß 2013) have shown that the presence of hydrogen on Pt(111) weakens the
interaction between water and Pt. As a consequence, the lowest water layer is about
1 Å farther away from the surface than in the case of the clean electrode. Thus one
could say that the adsorption of hydrogen on Pt(111) leads to a passivation of the
Pt-electrode.

Furthermore, the weakening of the water-metal interaction also leads to a
strengthening of the water-water interaction which can be explained invoking the
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Fig. 10 Averaged
distribution of the oxygen
atoms (a) and hydrogen
atoms (b) of water molecules
along an AIMD simulation of
six explicit water layers on
Pt(111) for more than
30 ps (Sakong et al. 2016).
The blue short-dashed lines
show a deconvolution of the
distributions in terms of
Gaussian functions, and the
long-dashed black lines
correspond to integrated
distributions. (Courtesy of Dr.
Sung Sakong)
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concept of bond-order conservation (Groß et al. 2014). This leads to a more
structured distribution of the water molecules in the first two layers above the
hydrogen-covered Pt(111) electrode (Roman and Groß 2013).

Besides metal electrodes, oxide electrodes are also of strong interest in electro-
chemistry and electrocatalysis, in particular as catalysts for the oxygen evolution
reaction (Halck et al. 2014; Mom et al. 2014). However, in contrast to metal
electrodes, oxide electrodes often have a more complex surface structure due to
the covalent nature of the bonding (Groß 2009). In particular, many oxide surfaces
become hydroxylated in the presence of water which then has a significant influence
on the bonding of water to these electrodes. In a DFT study, it was found that out-of-
plane hydroxyl groups act as H-bond donors, whereas in-plane hydroxyl groups are
H-bond acceptors (Gaigeot et al. 2012) and thus define a patterning of the interfacial
water structure.
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Fig. 11 Side and top views of the structure of water bilayer taken from the AIMD simulations
of water at 140 K on β-Ni(OH)2(001), β-NiOOH(001) terminated with 50% OH and 50% O, and
β-NiOOH(001) terminated with 75% OH and 25% O. Lower panel: trajectories of the oxygen
atoms of the water molecules along an AIMD run at 140 K. The water coverages correspond to
2/3 ML. (Reproduced from Eslamibidgoli et al. (2017) with permission from the PCCP Owner
Societies)

In another DFT study, the adsorption of water layers on nickel(oxy)hydroxides
was addressed (Eslamibidgoli et al. 2017). Figure 11 shows the top and side views
of water bilayers at a coverage of 2/3 monolayers (ML). On β-Ni(OH)2(001) and
β-NiOOH75/25(001), i.e., a surface terminated with 75% OH and 25%O, hexag-
onal water layers form. In contrast, on β-NiOOH50/50(001), only an incomplete
hydrogen bond network is stable (Eslamibidgoli et al. 2017). However, the lattice
constant of β-Ni(OH)2(001) is about 7.5% larger than the one of the β-NiOOH(001)
surfaces, resulting in a weaker water-water interaction on β-Ni(OH)2(001). In
addition, on β-Ni(OH)2(001) also the surface-water interactions are weaker as
due to the surface structure, no favorable adsorption configuration with the water
molecule bound through the oxygen to the surface can be realized. Consequently, a
temperature of 140 K leads to a disordered structure, as the lower panel of Fig. 11
demonstrates.

As shown above, for selected systems the statistical averages necessary to
determine the properties of systems including liquid electrolytes can nowadays
be obtained from first principles using AIMD simulations. Still, in spite of the
development of efficient algorithms and the ongoing progress in computer power,
AIMD simulations are numerically rather costly. This represents a severe obstacle
for the first-principles modeling of electrode-electrolyte interfaces, in particular,
when many different configurations are needed to be calculated, as, for example,
in the description of electrocatalytic reaction networks.
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As a computationally attractive alternative, the electrolyte can be represented in
an implicit solvent model (Mathew et al. 2014; Andreussi et al. 2012; Andreussi
and Marzari 2014; Sakong et al. 2015), i.e., the solvent is treated as a continuous
dielectricum. This approach is justified when the averaged behavior of many highly
dynamic solvent molecules can be approximated by a potential of mean force (Leach
2001), but critical issues are a suitable short-range cavity parameterization and
an appropriate treatment of the nonlinearity in the ionic response (Sundararaman
and Schwarz 2017). Still, qualitative trends can be well reproduced by using
implicit solvent models, as was recently shown for the methanol electrooxidation
on Pt(111) (Sakong and Groß 2016, 2017).

Experimentally, it was shown that on a Pt(111) electrode in an electrochemical
environment, methanol is initially predominantly converted to hydroxymethyl
(H2COH) involving the breaking of one of the C-H bonds of the methyl group
of methanol (Franaszczuk et al. 1992). In contrast, at the Pt-vacuum interface,
methanol also decays to methoxy (CH3O) associated with the breaking of the
O-H bond (Franaszczuk et al. 1992). Calculations with and without the presence
of an implicit solvent show that the presence of the implicit solvent favors isomers
with a hydrophilic hydroxyl group. This also increases the barrier for the O-H bond
breaking in the dehydrogenation from methanol to methoxy in the presence of the
solvent as the molecule loses its hydrophilic hydroxyl group along the reaction path
(see Fig. 12). Thus the selectivity toward the initial C-H bond breaking with regard
to the initial O-H bond breaking is increased by three orders of magnitude in the

Fig. 12 Energy minimum curves of the initial methanol dehydrogenation on Pt(111) in vacuum
(dashed lines) and in implicit water (solid lines) along a reaction path coordinate. The blue lines
represent the formation of H2COH involving the breaking of a C-H bond, while the red lines
correspond to the creation of CH3O involving the breaking of an O-H bond. (Reprinted with
permission from Sakong and Groß (2016) Sung Sakong and Axel Groß, The importance of the
electrochemical environment in the electro-oxidation of methanol on Pt(111), ACS Catal. 2016, 6,
5575. Copyright 2016 American Chemical Society)
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presence of a solvent (Sakong and Groß 2016, 2017), confirming the experimental
findings (Franaszczuk et al. 1992).

5 Explicit Consideration of Varying Electrode Potentials

It was already shown in Sect. 2 how varying electrode potentials can be implic-
itly included in the grand-canonical description of electrode-electrolyte interfaces
through the dependence of the electrochemical potentials on the electrode potential.
However, fundamentally this is not a satisfactory approach as typically the explicit
dependence of the properties on the electrode potential is not taken into account.

Let us have a look at how electrochemical experiments are performed which is
illustrated in Fig. 13a. Typically the electrode potential of a working electrode W
with respect to a reference electrode R is specified. When processes occur at the
working electrode that would change the charge distribution at the interface and thus
the specific electrode potential, a charge is flowing between working and reference
electrode that keeps the electrode potential constant. This leads to different excess
charges on the electrodes at a given constant potential which for slabs of finite
thickness in a periodic DFT, ansatz can be achieved by varying the number of
electrons and keeping the chemical potential μ of the electrons constant, i.e., the
grand-canonical formulation of DFT (Mermin 1965) needs to be invoked. This
requires a self-consistent field procedure in which the number of electrons is allowed
to vary such that the Fermi level stays at a preset value (Lozovoi et al. 2001).
However, a straightforward implementation of a feedback loop leads to oscillatory
instabilities (Bonnet et al. 2012; Schneider and Auer 2014).

VΔ

Ω(T,V, μ)   μ = const F(T,V, Ne) Ne  = const(a)

Constant potential

R

(b)

+q −q

Constant charge

RWW

Fig. 13 Illustration of (a) the constant chemical potential (μ = const) and (b) the constant
charge (Ne = const) mode to treat electrochemical cells within periodic DFT calculations. The
corresponding thermodynamic potentials to describe a slab together with a reference electrode are
the grand potential Ω and the Helmholtz free energy F , respectively
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These problems can be avoided by connecting the system to a fictitious poten-
tiostat (Bonnet et al. 2012). The potentiostat functions analogously to a thermo-
stat (Nosé 1984). The total electronic charge of the system becomes a dynamical
variable through the exchange of electronic charge with an external potentiostat
at a specified potential. This leads to dynamical equations for the total electronic
charge such that the calculated trajectory samples the grand-canonical distribution
at a given electrode potential.

Another constant potential scheme was developed for a nonperiodic finite DFT
setup (Schneider and Auer 2014) which avoids the introduction of compensating
countercharges. Still, a straightforward implementation of a grand-canonical DFT
scheme leads to numerical instabilities also in this finite setup so that a numerical
evaluation of dμ/dN is employed in order to estimate the correct number of
electrons N .

It is fair to say that both of these constant potential implementations have so far
not been routinely employed to describe structures and processes at electrochemical
solid-electrolyte interfaces, probably because of their high numerical demand. In
fact, most of the first-principles studies performed for different electrode potentials
so far have been performed in the constant charge mode depicted in Fig. 13b with
the corresponding electrode potential derived in an a posteriori fashion.

In contrast to calculations for a finite setup, in a periodic setup, only charge-
neutral supercells can be employed because otherwise the electrostatic energy
diverges. Hence any excess charge on an electrode has to be compensated by an
oppositely charged counter electrode. This counter electrode can, for example,
be realized, as illustrated in Fig. 14, by a localized planar charge distribution
(Fu and Ho 1989; Bohnen and Kolb 1998; Lozovoi and Alavi 2003; Che and Chan
2003; Zhao et al. 2007; Schnur and Groß 2011) in the form of a Gaussian profile
perpendicular to the surface:

ρce(r) = q√
2πα

exp

{(
−z− z0

2α

)2
}
, (11)

where q is the total charge of the counter electrode and z0 corresponds to the position
of the counter electrode.

In Fig. 14, laterally averaged one-electron potentials are plotted for different
excess electron numbers per unit cell for a symmetric slab covered by one water
layer on each side. Variations in the electron number cause a shift in the Fermi
energy whose range is indicated ΔεF. The counter electrode has to be positively
charged for negatively charged slabs which in fact makes it attractive for electrons.
This causes artificial electron transfer from the slabs to the counter electrode when
the one-electron potential in the counter electrode drops below the Fermi energy for
a sufficiently large positive countercharge. Consequently the range toward negative
charges on the slabs corresponding to low electrode potentials is limited.

Note that a countercharge needs to be introduced in order to compensate the
excess charges on the electrodes, but it has no physical relevance. Nevertheless there
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Fig. 14 Illustration of the implementation of an explicit Gaussian-shaped counter electrode in a
periodic DFT setup. The laterally averaged one-electron potential of a symmetrically constructed
metal-water slab along the surface normal is plotted for various charges of the slab (Schnur and
Groß 2011). (Reprinted and adapted from Schnur and Groß (2011), with permission from Elsevier)

is an additional direct electrostatic interaction between the electrons and the ion
cores with the counter electrode which needs to be corrected for by integrating the
electrochemical potential μ over the applied charge (Taylor et al. 2006), i.e.:

E =
∫ q

0
μdQ = EDFT +

∫ q

0

[∫
Vtot

Ω
d3x

]
dQ. (12)

Furthermore, the total grand-canonical free energy of the electrons has to be
expressed as

Efree = E + μq, (13)

in order to take the varying number of electrons in each system into account. HereE
is the total energy given by Eq. 12, i.e., the energy EDFT from the DFT calculations
corrected for the electrostatic interaction with the counter electrode, and q is the
total charge of the explicit electron-ion system.

In order to derive the electrode potential related to a certain charge state of
the electrode, in principle the corresponding work function needs to be evalu-
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ated (Lozovoi et al. 2001; Taylor et al. 2006; Schnur and Groß 2011). This requires
to determine the vacuum level of the one-electron energy. However, as Fig. 14
demonstrates, for q �= 0 there is no field-free region in the supercell, so that the work
function and hence the electrode potential cannot be specified. One might relate the
charge to the electrode potential via experimentally derived capacities (Bohnen and
Kolb 1998); however, this introduces an empirical component to the approach.

Still, following the procedure of Lozovoi et al. (2001), the work function can be
derived by determining the one-electron potential v at a point z′ where the potential
is linear using:

Φ = v
(
z′
)− (z′ − zref)

dv

dz

∣∣∣∣
z=z′

− εF , (14)

where zref is a point where the vacuum level in the one-electron potential has been
reached in the field-free case. As Fig. 14 illustrates, there is a very convenient
reference point zref for this particular system where all one-electron potentials cross
and where the electrode potential in the neutral case already assumes its vacuum
level. Choosing z′ = zref, the work function can be derived using

Φ = v (zref)− εF (15)

In fact, defining the counter electrode as a localized planar distribution still
requires to modify the electronic structure codes. However, when no explicit counter
electrode is implemented, then upon charging the system, i.e., when the number of
electrons does not equal the total positive charge of all ion cores, the excess charge
is automatically compensated by a uniform charge background. This is because in
the Fourier transform of the electrostatic energy, the monopole term is omitted as it
would lead to a diverging energy. This approach has in fact also been used to realize
the counter electrode in periodic DFT calculations, addressing electrochemical
electrode-electrode interfaces (Filhol and Neurock 2006; Taylor et al. 2006). In this
method it is even more complex to derive the electrode potential a posteriori because
in the vacuum region, the one electrode potential exhibits a quadratic behavior for
charged situations (Taylor et al. 2006). This also leads to erroneous field effects at
the electrode surface. They do not appear when the vacuum region is filled with
explicit water molecules (Taylor et al. 2006), but still no work function can directly
be derived.

As a solution of this problem, the so-called double-reference method was
developed (Filhol and Neurock 2006; Taylor et al. 2006). In a first step, a DFT
calculation with a well-defined vacuum region is performed by constructing a
solvated slab with a vacuum region introduced in the middle of the unit cell between
the slabs. Note that electric fields do not penetrate into perfect metallic conductors.
Hence the potential inside of the metal slab representing the metal electrode taken
with respect to the vacuum level is taken as the first reference point.

Then a second set of calculations for varying charges q is performed in which
the regions between the metal slabs are filled with explicit water. The water
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configuration in a region far from the electrode is fixed in its q = 0 arrangement, and
the one-electron potential φ0(w) at this site is used as the second reference point.
For q �= 0, the remaining system is relaxed under the influence of the excess charge,
and the potential at all other positions is shifted with respect to the second reference
point. The absolute electrode potential is then taken, for example, with respect to
the standard hydrogen electrode (SHE).

We will use Fig. 15 to illustrate how results as a function of the electrode potential
can be derived from constant charge calculations. In Fig. 15a, results with respect to
the oxygen dissociation on Pt(111) obtained with the double-reference method are
shown (Wasileski and Janik 2008). As a first step, initial, transition, and final state
of the O2 dissociation on Pt(111) in the explicit presence of water molecules were
calculated for five different charge states ranging from −1e to +1e per supercell.
For each configuration, the corresponding electrode potential was determined a
posteriori, and the energies were plotted as a function of the electrode potential.
Points that are roughly above each other have been obtained for the same charge.
In fact, if the electrode potential had been constant along the dissociation path for
each particular charge, the points would have been exactly above each other. The
variation shows how much the electrode potential varies along the reaction path at a
given charge.

The dissociation barrier is given by the difference between the transition state
and the initial state, which corresponds to the O2 molecule adsorbed on Pt(111).
This difference has to be taken at the same potential. As the points are not exactly
above each other, the energies as a function of the electrode potential had to
be interpolated, in this case by a quadratic spline. Then for any given electrode
potential, the dissociation barrier can be read off from the quadratic fits. These
barriers are plotted for constant potential (μ constant) as the red symbols in Fig. 15b.
Not only results for pure water but also with co-adsorbed Na atoms are shown.

In addition, the barriers are also plotted derived from the differences in the
energies at constant charge (q constant). For low electrode potentials, where the
corresponding points in Fig. 15a are almost directly aligned above each other, there
is not a significant difference between the barriers at constant charge and at constant
potential. However, for positive electrode potentials, the corresponding points are no
longer above each other, and the difference between the barriers obtained at constant
charge and at constant potential becomes larger than 0.2 eV, which is in fact a
consequence of the small unit cells that have to be used in periodic DFT calculations.
Thus the change of the dipole distribution along a reaction path causes significant
changes in the work function which then alter the corresponding electrode potential.
If for a large surface unit cell the studied reaction takes place only on a small portion
of the surface unit cell, then the associated work function change, which corresponds
to an average over the whole surface unit cell, will only be small, even if locally the
dipole moments change substantially.

In the discussion so far, we only had focused on electronic effects upon changing
the electrode potential. However, when the electrode potential changes, also the
electric double layer will rearrange, water molecules might adjust their preferential
orientation, and the density of solvated ions in the double layer can be altered. Hence



1464 A. Groß

adsorbed O   molecule
transition state

adsorbed O atoms
2

−0.5 0 0.5

Potential vs NHE (eV)

25.111−
0

1

2

3

F
re

e 
en

er
gy

 (
eV

)

a)

-1.0 -0.5 0.0 0.5 1.0

System charge q of the initial state (e)

0.0

0.1

0.2

0.3

0.4

0.5

O
2 d

is
so

ci
at

io
n 

ac
tiv

at
io

n 
en

er
gy

 (
eV

)

O2 + 23 H2O: q constant

O2 + 23 H2O: μ constant

O2 + Na + 22 H2O: q constant

O2 + Na + 22 H2O: μ constantb)

Fig. 15 (a) Calculated free energies as a function of potential for the initial, transition, and final
state of O2 dissociation on solvated Pt(111) obtained with the double-reference method (Taylor
et al. 2006). The symbols correspond to the results obtained for different charge states of the Pt
electrode, whereas the solid curves are quadratic fits to the results. (b) Dissociation barrier of O2
on solvated Pt(111) without and with Na co-adsorption, respectively, for various constant system
charges q of the system and for constant potential, kept at the corresponding value of the initial
state. (Adapted from Wasileski and Janik 2008)

in fact the change of the electrode potential can also be represented by a change
of the concentration of the ions at the electrode surface which modifies the dipole
distribution and consequently the work function and also the electrode potential.

These considerations have been the basis for the model illustrated in
Fig. 16 (Skúlason et al. 2007; Rossmeisl et al. 2008). The electrode potential is
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Fig. 16 Illustration of how the work function and thus the electrode potential is changed by
varying the number of counterions at the electrode-electrolyte interface. The one-electron potential
is changed by varying the number of hydrogen atoms in the water layer at Pt(111) within a
(6 × 4) geometry. In the vacuum layer, there is a potential drop due to the presence of a dipole
layer. (Adapted from Skúlason et al. 2007). The inset illustrates the structure of the interface with
additional protons

varied by introducing hydrogen atoms in the water layer close to the metal electrode.
The added hydrogen atoms change the work function of the electrode-electrolyte
system and thus the corresponding electrode potential, as demonstrated for one and
four hydrogen atoms per (6 × 4) surface unit cell in Fig. 16. Within this approach,
the whole unit cell remains neutral so that the introduction of a counter electrode is
not needed.

The hydrogen evolution reaction on Pt(111) has been addressed using this
method (Skúlason et al. 2007). As only integer numbers of hydrogen atoms can
be added, the electrode potential cannot be changed continuously; however, an
extrapolation method to infinite unit cell sizes has been developed which fixed
this problem (Skúlason et al. 2007). As far as the calculation of reaction barriers
is concerned, this ansatz faces the same problem as constant charge simulations,
namely, that the configurations along the reaction path correspond to different dipole
moments and thus to different electrode potentials.

However, in principle also calculations in the constant potential mode should take
into account that the work function cannot only be adjusted by changing the number
of electrons in the systems but also by rearranging the structure of the electrical
double layer. Hence any realistic method addressing electrochemical electrode-
electrolyte interfaces for varying electrode potentials should take into account both
changes in the excess charge of the electrode and the structural rearrangement of the
electrolyte within the double layer.

The fact that every surface configuration along a AIMD run in the constant
charge mode corresponds in general to a different electrode potential can actually
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be used as an advantage. By running long trajectories and monitoring the work
function, different configurations can be binned according to their work function.
This can also be done for different numbers of ions and adsorbates, thus creating
a grand-canonical ensemble of states for a certain electrode potential range (Ross-
meisl et al. 2013; Hansen et al. 2017). This so-called generalized computational
hydrogen electrode approach was, for example, used to derive atomic-scale quan-
tities of the Au(111)/water interface (Hansen and Rossmeisl 2016). However, this
method still suffers from the problem that the sampling is rather inefficient.

6 Conclusions

There is a strong focus on electrochemical electrode-electrolyte interfaces at the
moment as they are crucial for our understanding of structures and processes in
electrochemical energy conversion and storage. Still, the theoretical description of
these interfaces is quite challenging and demanding, as described in this chapter,
because, in particular, for liquid electrolytes a sufficient statistical sampling is
required, and furthermore a proper treatment of the effect of the electrode potential
is necessary. Thus in spite of the complexity of the systems, quantum chemical
approaches are needed that properly take electronic structure effects into account
which on the other hand make numerical studies computationally very demanding.

There have been many theoretical and numerical efforts to describe electrode-
electrolyte interfaces, but still it is fair to say that this field is far from being
mature. There is, for example, no complete atomistic picture of the electric double
layer even for simple systems. As far as the theoretical methods are concerned,
there is no common approach that is widely used except for the grand-canonical
ansatz within the concept of the computational hydrogen electrode. Applications of
this concept typically use rather severe approximations, but the reliability of these
approximations cannot easily be assessed as there are hardly any true benchmark
calculations. There are attempts to perform quantum chemical electronic structure
calculations of electrode-electrolyte interfaces in the constant potential mode, but
obviously there is a certain disillusion with respect to these methods as there are no
widespread applications of them.

In spite of these reservations, there has recently been significant progress in the
theoretical description of solid-electrolyte interfaces, and it is now clear that the
electrochemical environment has to be properly taken into account in theoretical
and numerical studies, as illustrated in this contribution. Researchers are aware of
all the pitfalls of present approaches and are actively pursuing strategies to overcome
the limitations of the methods. Progress in this field is certainly required because of
the technological importance of electrochemical energy conversion and storage for
our future sustainable energy supply and because of severe problems that still need
to be overcome. In addition, there are many interesting scientific problems on a
fundamental level that need to be addressed.

The still incomplete status of our knowledge about the microscopic nature of
structures and processes at the electrode-electrolyte interface and in the double
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layer on a quantitative level makes this research field rather demanding, sometimes
frustrating, but at the same time it also makes it exciting and rewarding with lots
of opportunity for further progress, both as far as methodological development
and applications of numerically efficient schemes that will deepen our knowledge
about electrode-electrolyte interfaces are concerned. Hence this is certainly still a
promising and emergent field that offers great opportunities.
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advances in technology, atomic-scale simulations are needed to provide insight
and fundamental understanding of the electrocatalytic reactions. Thus electronic
structure calculations relevant for electrocatalysis have attracted a lot of attention
in the last decade. However, it is not straightforward to translate state-of-the-
art simulations into electrocatalysis. These simulations normally are done at
constant number of ions and electrons rather than at constant potential and
constant pH, which represent the real physical conditions. In fact, due to this,
the electrochemical interface presents one of the frontiers for electronic structure
simulations.

In this chapter we describe how standard simulations can provide atomic-
scale understanding of electrocatalytic reactions. We introduce the computational
version of reference electrodes, which are key in the interpretation of simulations.
Furthermore, the reference electrodes are used to create phase diagrams and
reaction free energy diagrams for electrocatalytic reactions. The chapter will
focus on simulations which can be done without any special implementation of
the electronic structure method. This means that we focus on explicit solvent and
charge-neutral interfaces. The connection to the electrode potential is introduced
in the analysis of the simulations rather than in the simulations themselves.

1 Introduction

Electrochemistry holds the promise to transform society from being based on petro-
fuel and petro-chemical to being based on renewable energy. Chemicals and fuels
are today by far mostly derived from fossil molecules, oil and gas. Oil is however
a limited resource, and in a not too distant future, the chemical industry will have
to transform. The transformation toward electrification is further undertaken as the
price of electricity from renewable sources is decreasing and in some cases it is
actually the most economically viable choice.

Electrochemical energy conversion can convert stable molecules into chemicals
with a high-energy content. The source of energy is electricity (direct current)
and the feedstock can be abundant molecules from air or water. Thus, chemicals
and fuels could be produced using safe, cheap, environmental friendly, and more
abundant reactants than today. Furthermore, the products could be provided on
demand at the place where they are needed, reducing expensive and hazardous
transport of chemicals. Electrocatalysis is, however, not yet established for chemical
and fuel production, even though it has the potential to be a disruptive technology.
Today, only a few chemicals are produced electrochemically on a huge industrial
scale. The electrochemical chlor-alkali process is one of the largest chemical
reactions worldwide. Another example is production of aluminum, which is a huge
and very energy intense industry based on electrochemical reduction via the Hall–
Héroult process (Charles 1889).

Electrochemical energy storage and conversion is related to charge transfer
reactions between ion-conducting electrolytes and electron-conducting electrodes.
It is at this charged interface between the electrode and the electrolyte that the
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energy conversion takes place. These interfaces are ubiquitous in electrochemical
devices, and the lifetime and efficiency of the electrochemical devices are often
related to the performance of the interfaces. The complexity of the interface provides
a severe impediment against its experimental elucidation, and currently there are
no atomic-scale simulations or analyses that capture all the essential parts of the
electrochemical interface. Fundamental atomic-scale insight is needed to understand
and improve the interfaces for energy conversion and storage, and the charged
solid/liquid interface represents one of the frontiers of atomic-scale simulations.

The aim of this chapter is to provide an overview of the current state of the art for
ab initio quantum mechanical simulations of the electrochemical interface. Implicit
electrochemical interface models may require special implementation (Lozovoi
et al. 2001; Hamada et al. 2013; Jinnouchi and Anderson 2008a, b; Andreussi et al.
2012; Dupont et al. 2013; Sakong and Gross 2016). The focus here is on methods
and analysis, which can be performed without any special requirements for the
electronic structure code. Therefore, we focus on explicit water and charge-neutral
simulations, with the idea that the analysis here can be performed by people with
experience with electronic structure simulations. Many of the results shown here
have been obtained using the open-source GPAW and ASE codes (Mortensen et al.
2005; Larsen et al. 2009, 2017; Enkovaara et al. 2010).

2 The Electrochemical Cell

A typical electrochemical cell is sketched in Fig. 1. Overall a cell consists of the
electrolyte, at least two electrodes, the ion conductor, the electron conductor, and
the potential control. In this case, the ion conductor is shown to conduct protons;
however, it could also conduct OH− groups or other ions. The reactions on the
electrodes are determined by the potential applied, and the name Anode is given to
the oxidizing electrode and Cathode is the reducing electrode, and these labels can
be switched around by tuning the potential to a different range.

In Fig. 1, BH and A are the reactants and B and AH are the products of a redox
reaction. The cathode reduces reactants and the anode oxidizes reactants, and the
generalized reaction scheme for an electrochemical cell is:

Overall: A+ BH ←→ AH+ B (1)

Cathode: A+ (H+ + e−)←→ AH (2)

Anode: BH ←→ B+ (H+ + e−). (3)

As the above is a generalized reaction scheme for an electrochemical cell, the
proton-electron transfer can be utilized for different reactions. As an example,
the relevant reaction for the hydrogen evolution reaction (HER) or the hydrogen
oxidation reaction (HOR) (Nørskov et al. 2005; Strmcnik et al. 2013), the
oxygen reduction reaction (ORR) or the oxygen evolution reaction (OER)
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Fig. 1 Illustration of an electrochemical cell with separated electron and ion conductor to
emphasize that the two electrodes can in principle be separated at arbitrary distance. The potential
control sets up the potential difference to create the oxidizing anode and reducing cathode. BH
indicates a reactant to be oxidized (e.g., H2, methanol), and A indicates a reactant to be reduced
(e.g., O2, CO2, CO). Note that reactions can be reversed by changing the potential

(Marković et al. 2001; Man et al. 2011; Busch et al. 2016), and the CO2 reduction
reaction (CO2RR) (Hori et al. 1989; Peterson et al. 2010; Bagger et al. 2017a) or
CO oxidation reaction can be written as reduction reaction schemes:

2(H+ + e−)←→ H2, (4)

O2 + 4(H+ + e−)←→ 2H2O, (5)

CO2 + 2(H+ + e−)←→ CO+ H2O. (6)

These different reactions require multiple proton-electron transfers, and this indi-
cates that intermediate steps between the reactant and the product exist.

2.1 Reaction Intermediates

Different reaction intermediates which have different atomic composition bind in
different ways or adsorb on different sites on the electrode surface. The general
reduction scheme of the reactant A can be considered through the intermediate A*,
where * indicates a surface site and A* denotes that A binds to the electrode surface:

Proton-Electron reaction: ∗ + A ←→ A∗ + (H+ + e−)←→ AH∗. (7)

When a proton and an electron are transferred to the adsorbate A∗ simultaneously,
the reaction is called a proton-electron coupled reaction.

The overall reactions (4), (5), and (6) are proton-electron coupled; however, the
intermediate steps in (7) can be observed as coupled, uncoupled, or anywhere in
between. Determining the transfer of the electron(s) is difficult as partial charge
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Fig. 2 The Pourbaix diagram shows the three different types of reaction: proton reaction (8),
electron reaction (9), and proton-electron reaction (7). The proton reaction, as a typical buffer
or acid reaction, only depends on pH (pKa). The electron reaction, as a typical ionization reaction,
depends only on the applied potential. The proton-electron reaction is constant on URHE scale and
thus has a constant slope on absolute scale (U). The stability of the intermediate can be influenced
by the interface region (shown by red and blue dashed lines)

of an intermediate is not a physical observable. Instead the continuum of electron
transfer states can be accessed quantum mechanically by measuring the dipole of
the interface or the work function.

The reactions which only involve a proton (acid-base reaction) or only the
electron (ionization reaction) can be written as:

Proton reaction: AH ←→ A− + H+ (8)

Electron reaction: A ←→ A+ + e−. (9)

These reactions can be illustrated in a Pourbaix diagram (Pourbaix 1974) as
shown in Fig. 2. Here the absolute potential (U) is plotted versus the pH. It shows
how the electron and proton reactions (8) and (9) are only dependent on the potential
and pH, respectively, while the proton-electron reaction (7) is dependent on both.
As it is indicated by the blue and red dashed lines, the electrochemical reduction
reaction of A∗ can be dominated mostly by protons (blue line) or mostly by electrons
(red line).

One has to consider the interface between the electrolyte and the electrode as
the reaction intermediate can extend into the electrolyte, as is shown in Fig. 3a. The
distance from the electrode has been divided into three different regions of interest:
the surface region, the interface region, and the electrolyte region.

In the surface region, which is close to the working electrode, the energy
of the reaction intermediate is almost unaffected by the electrolyte environment.
This would mean that the reaction would be a complete proton-electron reaction
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Fig. 3 (a) shows the three regions on the direction normal to the electrode: the surface, the
interface, and the electrolyte. Reactions in the surface region are dominated by the potential, while
far away from the electrode, the conventional pH equilibrium dominates. The interface region
requires a control of both the potential and pH. (b) shows small, medium, and large intermediates
as a function of electric field. Negligible affect of electric field is observed on small intermediates,
while medium and larger intermediates, sticking out into the interface region and having a large
dipole, are affected more by the electric field

following the black dashed line in Fig. 2, no matter the ions in the electrolyte and
the pH.

In the interface region, the intermediates that are affected by the environment
are either larger or adsorbs in a more electrolyte exposed position on the surface.
Hence the intermediate extends into the interface region, and reducing or oxidizing
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this intermediate may deviate from the ideal proton-electron transfer reaction. The
electrostatic potential is determined by the absolute potential and an intermediate
extending into the interface region with a dipole will interact with the electrostatic
field in this region (see Fig. 3a). Lastly, far away from the electrode, in the electrolyte
region, acid-base reactions are dominated by the pH only, as the average electrostatic
potential is constant regardless of the potential of the working electrode.

The binding energy of an adsorbate is obtained from DFT calculations as:

�EA = Eslab,A∗ − Eslab − EA(g), (10)

where the �EA is the binding energy of the intermediate A, Eslab,A∗ is the energy
of the slab with A adsorbed, Eslab is the bare slab energy, and EA(g) is the energy
of the chosen gas-phase reference. Choosing a good reference without functional
dependent errors can be challenging; however, methods to remove systematic
reference errors can be used (Christensen et al. 2015).

From the DFT-calculated binding energy,�EA, the Gibbs free energy for a given
reaction can also be calculated (Reuter and Scheffler 2001, 2003):

�GA = �EA − T�S +
∫ T

0
CpdT +�ZPE (11)

where�S is the entropy,
∫ T

0 CpdT is the heat capacity, and�ZPE is the zero-point
energy correction of the reaction. The adsorption free energy upon different metals
for different reactions can be calculated with this equation. But the electrochemical
reactions which also involve a proton-electron reaction require additional treatment
as given in Sect. 3.

The electrostatic potential can affect the adsorption energies. This can be
estimated by adding simple electric field to the binding energy calculation (Karl-
berg et al. 2007a). The electric double-layer thickness is around ∼3 Å, and
the electric field effect due to the electrode is approximately on the order of
−0.2 V/Å(Rossmeisl et al. 2006).

Figure 3b shows relevant intermediate binding energies calculated for
ORR/OER, HER, and CO2RR as a function of electric field strength on Pt (111) and
Cu (111) facets. The graphs show how the intermediate binding energies depend
on the electric field. The effect due to the electric field is shown to be very small.
However, a solvated ion in the interface have been shown to possibly give local
enhancements of the electric field effect up to −1.0 V/Å (Chen et al. 2016), and
defected structures may also allow for a stronger dependency of the electric field
for the binding energy (Mistry et al. 2017).

We note that there is not a direct mapping from the electrochemical potential
and the electric field added in these calculations. The field will not be zero, when
the potential is zero and different adsorbates does not need to have zero potential at
similar fields.
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2.2 Reference Electrodes

A requirement to compare the performances of catalysts is that a proper reference
electrode is used. The standard hydrogen electrode (SHE) reference electrode is
defined as 0 V at pH = 0:

(H+ + e−)←→ 1
2H2(g). (12)

The SHE reference electrode, which is independent on the electrode material, has
a potential of USHE =−4.44 eV with respect to the absolute potential, which is
defined as electrons at rest in vacuum (Trasatti 1986). Experimentally, the reference
electrode used is typically Pt; however, it could easily also be all other kinds of
materials. The main advantage of using the Pt as reference electrode is simply that
the kinetics of the proton reaction is very fast and equilibrium of (12) is obtained
quickly.

A problem when using the USHE scale is that the activity of the protons change
with pH (left side of Eq. (12)). Comparing catalysts in two different electrolytes
and pH requires a shift with respect to the change in concentration of protons. The
reversible hydrogen electrode (RHE) potential does not change with pH. The RHE
scale is simply normalized by the activity of the protons, and the SHE and RHE
scale are linked together by:

URHE = USHE − kBT
ne

log

(
aH+√
p(H2)

)
= USHE − 0.059V · pH (13)

where kB is the Boltzmann constant, T is the temperature, n is the number of
electrons transferred in the reaction, aH+ is the proton activity, and p(H2) is the
pressure of hydrogen at 1 bar. At room temperature the absolute potential change
becomes 0.059 V per pH value.

3 The Computational Hydrogen Electrode (CHE)

In electrochemical reactions protons and electrons are transferred. The reaction
energy will depend on the chemical potential of the protons and electrons. In the
computational hydrogen electrode (CHE) (Rossmeisl et al. 2006; Hansen et al.
2008), the simplification of a combined chemical potential of protons and electrons
is made. The CHE is based upon three assumptions:

(1) The bulk of the electrolyte is in equilibrium.
(2) The surface where the reactions take place is in equilibrium with the electrodes

and the bulk of the electrolyte.
(3) The adsorption energy is independent on the electrostatic field.
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The two first assumptions are used directly when deriving the CHE, and the last
is a result of the minor electrostatic effect observed in the dependence between
the adsorption energy and field shown in Fig. 3b. This implicitly assumes a
proton-electron coupled reaction, and adding or subtracting hydrogen atoms in an
electrochemical reaction can be carried out by considering the combined chemical
potential of the proton-electron pair. The chemical potential of the proton depends
on the pH, and the chemical potential of the electron depends on the potential of
the cell. The free energy in an electrochemical reaction of adding and subtracting
electrons and protons is:

�G = �E − T�S +
∫ T

0
CpdT +�ZPE − n · (μH+ + μe−), (14)

where μH+ and μe− are the chemical potentials of the protons in solution and the
electrons at the Fermi level of the working electrode. These chemical potentials
will depend on electrolyte and potential applied for the cell, and a reference for
the theoretical calculated electrochemical reaction energy is needed. The hydrogen
reference electrode, shown to the left in Fig. 4, is in equilibrium with hydrogen at
standard conditions and with electrons and protons. This equilibrium condition can
be written as:

1
2μH2 = μrefH+ + μrefe− (15)

where μH2 is the chemical potential of hydrogen gas at standard conditions and
superscript ref denotes chemical potential of electrons and protons at the reference
electrode. Figure 4 illustrates that μe− is related to the reference electrode potential
at arbitrary pH as:

Fig. 4 Illustration of the computational hydrogen electrode (CHE). The hydrogen reaction is in
equilibrium with the reference electrode. The protons for both the working and the reference
electrode have the same chemical potential, while the electrons at the working electrode are
affected by the applied potential (URHE). In this case URHE is negative
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μ
ref

e− = μe− + eURHE (16)

where URHE is the potential difference between the working and reference elec-
trode, in this case the reversible hydrogen electrode. Further, we can make the
assumption that protons at the reference electrode are in equilibrium with protons
everywhere in the electrolyte:

μ
ref

H+ = μH+ . (17)

Computationally, hydrogen can easily be calculated and then referenced back to the
chemical potentials of the electrons and protons in solutions. One simply needs
to calculate the hydrogen molecule energy and then add the potential URHE to
the equation as follows for the adsorption total energy �ECHE and free energy
�GCHE :

�ECHE(n,URHE) = E(n)− E(n = 0)− n · ( 1
2μH2 − eURHE), (18)

�GCHE(n,URHE) = �E − T�S

+
∫ T

0
CpdT +�ZPE − n · ( 1

2μH2 − eURHE), (19)

where n is the number of proton-electron transferred and �GCHE and �ECHE
are then a function of both potential and proton-electron pair transfers. The
thermodynamic contributions to �GCHE from the metal are typically neglected,
and only the contributions from the gas phase and vibrational entropy of the
adsorbate are included.

The simplicity of the computational hydrogen electrode is obtained by the choice
of references and the assumption of electrolyte and electrode in equilibrium. As
will be shown in the next sections, the CHE is applicable for calculating many
interesting properties in electrochemical reactions, such as surface Pourbaix dia-
grams, isotherms, and free energy diagrams. Later on, the generalized computational
hydrogen electrode (GCHE), where the chemical potentials of the electrons and
protons are separated, will be introduced.

3.1 Surface Pourbaix Diagrams

Many factors have to be considered when calculating reaction energies in elec-
trocatalysis. The potential has the effect of changing the coverage on the surface.
Reactions can, in fact, be very different if they occur on a clean metal or on a surface
with species preadsorbed. The surface Pourbaix diagrams give information on the
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Fig. 5 (a) shows a sketch of a Pourbaix diagram with the RHE scale drawn. Where the slope of
the RHE scale is 0.059 V/pH at room temperature. (b) shows phase diagrams of water on Au(111),
Pt(111), and Ni(111) on RHE scale. The thermochemically most stable phase corresponds to the
lowest line. (Figure from Rossmeisl et al. 2006)

coverage of a surface in a similar way as the classical Pourbaix diagrams provide an
understanding in the phase transition in bulk systems (Persson et al. 2012; Castelli
et al. 2014).

The starting point, to construct a Pourbaix diagram, is to consider all possible
states that a surface can have. In the example chosen here, four states have been
considered: water-, hydrogen-, hydroxyl-, and oxygen-covered surfaces. Where the
coverage energy is calculated from the CHE as a function of potential and shown
in Fig. 5. The Pourbaix diagrams show the coverages on Au(111), Pt(111), and
Ni(111). Au is the noblest of the metals, and therefore it binds adsorbates only
at very high or low potentials. Pt is more reactive, and it has hydrogen adsorbed at
low potential (typically called hydrogen under potential deposition Hupd ), oxygen
at high potential, and a water layer (clean surface) in between. Ni is very reactive
and always has adsorbates covering the surface.

This approach is very simple and in particular it can be applied to screening
projects and to study trends. On the other side, it fails when large dipole moments
are involved because�E is influenced by electric fields in the out of place direction
of the surface. This issue is addressed by the generalized computational hydrogen
electrode (GCHE) in Sect. 4. Further, the surface Pourbaix diagrams assume that no
reaction occur, i.e., hydrogen coverage becomes limited if hydrogen is over potential
deposited on metals such as Au, Ag, or Cu as hydrogen is evolved.
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3.2 Integrated Cyclic Voltammograms

The surface Pourbaix diagrams derived by the use of the CHE depicts when
intermediate species are stable on the surface. The presence of intermediates on
the metal surface from a proton-electron coupled reaction is a quantity that can
be measured experimentally: i.e., the under potential deposited hydrogen (Hupd )
H* intermediate from the reaction H++e− → H* or the creation of an OH* from
the reaction H2O → OH* + H+ + e− is proportional to the current measure as a
function of potential. Experimentally the current for the reactions can be measured
by Cyclic Voltammetry (CV), and the integration of the CV over time corresponds
to the coverage of charge on the surface, which is related to adsorption isotherms.

The CHE can be used to calculate the differential energy of adding multiple
H* or OH* on the surface, where the differential adsorption energy will include
the adsorbate-adsorbate interaction. A more simple assumption for intermediate
coverages on the surface is to include the differential configurable entropy of non-
interaction particles given as:

−T�Sconf = −kbT ln

(
1− θ
θ

)
(20)

where θ is defined as the coverage on the surface. Adding this entropy term to the
CHE, it becomes a function of both potential and coverage:

�G(θ,URHE) = �GCHE(n = 1, URHE)− kbT ln

(
1− θ
θ

)
(21)

where �GCHE(n = 1, URHE) is the calculated free energy of H* or OH*.
Assuming that the coverage on the surface is in equilibrium at all potentials, the
coverage can be found as a function of potential:

θ(URHE) = 1

1+ exp
(
�GCHE(n=1,URHE)

kbT

) (22)

The coverage of none interacting intermediates on the surface is now defined as a
function of potential, which is the Langmuir isotherm expression.

The calculated coverage found by the Langmuir isotherm can be directly
compared with the experimental integrated CV (see Fig. 6). In Fig. 6a the isotherms
for H* on Pt (111) and Pt (100) are given in the top, and the calculated coverages
are given in the bottom. Specifically in these calculations, a mean field interaction
between the H* has been included corresponding to a Frumkin isotherm (see
Karlberg et al. 2007b). In Fig. 6b similar treatment for the OH* intermediate is
shown on Pt and Pt3Ni for experiment (dashed lines) and for calculation (solid
lines).
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Fig. 6 (a) Experimental integrated CV on Pt (111) and Pt (100) for H* (top) compared with the
calculated coverage/isotherm (bottom). (b) Experimental integrated CV on Pt (red dashed) and
Pt3Ni (black dashed) compared with the calculated coverage/isotherm from the 1/3 monolayer
OH* binding energy for the two structures (solid lines). (Figures from Karlberg et al. 2007b,
Rossmeisl et al. 2009)

For both H* adsorption and OH* adsorption, the calculated coverages compare
well with the integrate CVs in the low coverage regime. Since the H* and OH* are
reaction intermediates, only the low overpotentials can be compared, since at too
high driving forces H2 or O2 start to evolve.
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3.3 Understanding Electrocatalytic Reactions and Trends

Another comparison with experiments is the thermodynamically calculated free
energy diagram. The free energy diagram allows to interpret different reaction
pathways, by calculating the reaction intermediates, and most importantly it gives
a “theoretical onset potential.” The theoretical onset potential is defined as the
potential at which all reaction steps become exergonic, and it allows for a com-
parison of the overpotential, η = |U$ − UTheoretical |, with experiments. Even if,
in experiments, the onset potential is not well defined, the trends in calculated and
measured potentials can be compared. It is important to note that the comparison
has to be carried out at low currents, as the model assumes equilibrium and this is
only a valid approximation at low current densities. Furthermore, the free energies
calculated for the free energy diagram can be used to find scaling relations and
construct Sabatier activity volcanoes as a function of reactivity descriptors. This
framework will be explained here from an OER and ORR perspective.

Free Energy Diagrams
Two key reactions are the four coupled electron proton reactions OER and ORR,
which are two reversed sequence reactions. The OER reaction mechanism proceeds
through the OH*, O*, and OOH* intermediates:

∗ + H2O → OH∗ + H+ + e− (23)

OH∗ → O∗ + H+ + e− (24)

O∗ + H2O → OOH∗ + H+ + e− (25)

OOH∗ → O2 + H+ + e− (26)

The CHE can be used to calculate the energy of each step of the reaction, with
respect to the previous step. Thus, the calculation can be given for only one proton-
electron transfer for each calculated �G as shown by Eq. (19):

�G1(1, URHE) = GOH∗ −GH2O∗ +
(

1
2μH2 + eURHE

)
, (27)

�G2(1, URHE) = GO∗ −GOH∗ +
(

1
2μH2 + eURHE

)
, (28)

�G3(1, URHE) = GOOH∗ −GO∗ −GH2O∗ +
(

1
2μH2 + eURHE

)
, (29)

�G4(1, URHE) = GO2 −GOOH∗ +
(

1
2μH2 + eURHE

)
. (30)

The calculated �Gs can now be plotted in a free energy diagram, as shown in
Fig. 7a. For the ideal catalyst, the proton-electron can take place at the equilibrium
potential of URHE = 1.23 eV for OER and ORR. This means that the ideal catalyst
should bind OH*, O*, and OOH* such that �G1 = �G2 = �G3 = �G4 =
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Fig. 7 Free energy diagram for the oxygen evolution reaction at zero potential (URHE = 0 eV), at
equilibrium potential (URHE = 1.23 eV) and at the potential where all steps are favorable. (a) is the
ideal catalyst, and (b), (c), and (d) are the strong, intermediate, and weak binding catalyst. (Figure
from Man et al. 2011)

1.23 eV. However, the free binding energy for three perovskite materials shown in
(b), (c), and (d) indicates that either the catalyst binds to strongly, weakly, or even
on the catalysts with intermediate binding; it is not possible to obtain equal values
of each step.

Scaling Relations
The constrains found for the free energy diagram in Fig. 7 are due to the linear
relations between the OOH∗ and OH∗ as shown in Fig. 8a for various systems
(perovskites, rutiles, anatase, MnxOy , Co3O4, and NiO oxides). The linear relations
between adsorbates are called scaling relations and have been found between
C-, N-, S-, and O-derived adsorbates on catalyst surfaces (Fernández et al. 2008).
The scaling relations limit reactions which have intermediates that bind through
the same atom and on the same site (on top, bridge, or hollow). This indicates a
limitation in achieving better catalysts. As the scaling relation limits the properties
of catalyst, breaking the scaling is a hot topic, and different suggestions have been
proposed to circumvent this (Halck et al. 2014; Montoya et al. 2015; Doyle et al.
2015). The particular difficult scaling to break is the one for OER and ORR, where
OOH∗ and OH∗ both binds to the on top site and through the oxygen and the two
energies scale as:

�G2 +�G3 = 3.2± σ, (31)

where σ notes that there are some minor spread around the scaling relation shown
in Fig. 8a.

On the other hand, one way of using the scaling relations, without breaking them,
is to utilize the fact that instead of having a catalyst with all three types of sites
(on top, bridge, or hollow), porphyrin structures (single site catalyst) may have a
structural advantages of simply not having the hollow site (Bagger et al. 2017b).
This can be utilized to control the ORR mechanics toward H2O2 by removing the
hollow oxygen binding possibility (Siahrostami et al. 2013). Or in CO2RR, the
competitive HER can be limited by not having the hollow site (Bagger et al. 2017b;
Ju et al. 2017).
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Fig. 8 (a) shows scaling relation between OOH∗ and OH∗, (b) shows the three-dimensional
pyramids of the OER/ORR parameter space, and (c) shows calculated transition metal and
nitrogen-doped carbon catalyst materials to follow the scaling relation constrain and have different
performance as OER or ORR catalyst. Each surface will have �G1 and �G2 values, which will
correspond to a theoretical overpotential for ORR and OER read of the pyramids in (b). For normal
surfaces the �G1 and �G2 values are related via scaling in (a), which means that most catalyst
are constrained to the red plane in (b) constructing the volcanoes in (c). (Figures from Man et al.
2011; Busch et al. 2016)

Volcano Plots
The catalytic volcano plots are based on the Sabatier principle (Nørskov et al.
2014), which states that the interaction between the catalyst surface and the
adsorbate/intermediate should be just right. The adsorbate should bind strongly
enough to be brought to the surface, but not too strongly so that the product cannot
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get off the catalyst and consequently an optimal catalyst binds just right. With the
scaling relations the Sabatier principle can now be put on a quantitative form, and
for electrochemistry reactions typically a binding free energy of intermediates is
used for the x-axis. The volcano illustrates the theoretical overpotential that has to
be paid to make the reaction run with all reaction steps being exergonic.

The ideal theoretical Sabatier volcano for OER and ORR is shown as three-
dimensional pyramids in Fig. 8b. The most promising OER and ORR catalyst would
be at the intersect of the two volcanoes. The scaling relation gives the constraint
between the OOH∗ and OH∗. This constraint will restrict catalysts to lie in the
red plane. The red plane shows that obtaining the ideal catalyst at the intersect
of the two pyramids (URHE = 1.23 eV) is not possible when fulfilling the scaling.
Furthermore the sliced 2D plane is shown in Fig. 8c with calculated data (Man et al.
2011; Viswanathan et al. 2012). The two volcanoes show that if one material is good
for OER, then it will be poor for ORR and vice versa. Furthermore, none of the two
volcanoes reach the thermodynamic limit, and a large over potential has to be paid
for all OER and ORR catalysts, which also has been observed experimentally (Seh
et al. 2017).

3.4 Electrochemical Barriers

The comparisons of free energies and volcano plots with experiments are based
on thermodynamics. To obtain kinetics of reactions, the barrier between reaction
steps must be estimated. For heterogeneous catalysis the theoretical barriers can
be calculated using the nudged elastic band (NEB) method (Jónsson et al. 2011;
Henkelman et al. 2000; Henkelman and Jonsson 2000). Although similarities clearly
exist between heterogeneous barriers and electrochemical barriers, the latter is not
straightforward to obtain and to add to the electrochemical free energy diagram.

Correct electrochemical barriers are notoriously difficult to calculate, since the
DFT-calculated unit cell has a constant charge (and changing potential), while in real
experiments the potential is constant (and current/charge changes). This is shown in
Fig. 9, where barriers are calculated for the Heyrovsky reaction on three different
unit cells with different area. The Heyrovsky reaction is the reaction of a hydrogen
on the surface (H∗) and a proton (H+) in the double layer creating H2. Due to
the translation of the proton in the double layer, the reaction involves a transfer of
charge. From the NEB calculations, the energetic barriers (black) and the changes
in dipole (red) can be plotted against the reaction coordinate. As the charges move,
the measured dipole changes from initial state to final state by more than 3 V for the
small cell and for about 0.5 V at the largest unit cell shown here. Since the dipole
is directly proportional to the work function which is the potential of the electrode,
the potential changes during the calculation of the reaction path. If the area of the
interface gets bigger, the change in work function related to transferring one charge
becomes smaller. In the limit of a very large area, the change in work function
becomes neglectable. However, this is not possible, simply due to the practical size
of the unit cell and a finite size problem present. The issue is that a charge transfer
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Fig. 9 Barriers calculated for the Heyrovsky reaction H+ + e− + H∗ → H2 in three different
unit cell sizes of Pt (111). The energy is plotted together with the calculated dipole of the slab,
where the dipole is directly proportional to the work function. The changes on the dipole along
the reaction coordinate illustrate the problem of constant charge in the calculation. (Figures from
Skulason et al. 2009)
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Fig. 10 (a) The free energy barriers of the reaction Heyrovsky reaction are plotted versus the
change in electrode potential and for minimum three different unit cell sizes; the barriers are
extrapolated unto zero potential change. (b) Free energy diagram with electrochemical barriers
added at three different potential for Pt(111). (Figures from Rossmeisl et al. 2008)

step changes the potential as the charge species interact with the potential setup by
itself and thereby effecting the energy of itself.

In order to handle the finite size problem and obtain an electrochemical barrier
at a constant potential, an extrapolation scheme has been developed (Skulason et al.
2007; Rossmeisl et al. 2008). This scheme applies the observed results from Fig. 9,
in which the same reaction is calculated for different unit cell sizes and this allows to
obtain barriers as a function of changing electrode potential (Skulason et al. 2010).
An extrapolation to�U = 0 is possible by plotting these barriers versus the changing
electrode potential, and the barriers can be estimated as shown in Fig. 10.

Recently, advances have been made to calculate electrochemical barriers in
a simple way, by using only one NEB calculation for each barrier (Chan and
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Nørskov 2015). This new scheme uses the assumption of a decoupled chemical and
electrostatic contribution to the calculation. This has been used to calculate barriers
in particularly for the CO2RR (Shi et al. 2016; Liu et al. 2017).

Furthermore, a proton shuttling scheme has be made to calculated the barriers.
This is carried out by transferring a proton from the surface to the electrolyte, while
transferring a proton from the electrolyte to the surface, which could then ensure an
approximate constant potential in the calculation. This method has also been used
to investigate the kinetics of the CO2RR (Nie et al. 2014).

These schemes allow the dipole of the interface to stay constant, and the
barriers may be considered at constant electrochemical conditions: pH and potential.
However, it is still limited by only being referred to the RHE scale. Even if the
barriers can give some insight, the structure of the interface may not be the relevant
one at realistic conditions. Finding the relevant structure of the electrochemical
interface region may be important to obtain more accurate electrochemical barriers.
Determining stable structures at given pH and potential is the subject in the next
section.

4 The Generalized Computational Hydrogen Electrode
(GCHE)

The CHE was derived by applying three assumptions (see Sect. 3). The assumption
(3) the adsorption energy is independent of the electrostatic field does not apply if
intermediates have a strong dipole or interacts strongly with the electrolyte. In that
case, the simulation of the intermediate binding energy must include the interface
region (Fig. 3a), and the assumption (3) can be replaced by:

(4) The interface region is charge neutral and large enough to screen all charges
(Hansen and Rossmeisl 2016).

For the CHE model, the URHE was defined as the potential difference between
the reference and the working electrode no matter the chemical potential of the
protons. To create the generalized computational hydrogen electrode (GCHE)
(Rossmeisl et al. 2013), the proton and electron chemical potentials have to be
referred to two reference electrodes using the Born-Haber cycle by two paths
(Fig. 11): (1) the RHE reference through μH++e− (eURHE) or (2) through the

Fig. 11 The Born-Haber
cycle, which allows two
pathways to obtain the
chemical potential of protons
and the electrode potential
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Fig. 12 (a) Illustration of the generalized computational hydrogen electrode (GCHE), which
includes both the proton work function (φH+ ) and the electron work function (φe+ ). (b) The
standard hydrogen electrode (SHE) scale and the absolute potential scale as comparison, to
understand how to include ions into the interface region.

vacuum state of the proton H+ and the electron e−. Now two reference points
can be obtained: the reference electrode and the near field vacuum electron work
function (Fig. 12a). From these two references, the electrode potential and pH can
be measured separately, which is shown next.

Using the Born-Haber cycle, we can obtain URHE in the following way:

eURHE = μH++e− = �dG+�iG− φH+ − φe− , (32)

where �dG is the hydrogen molecule dissociation energy, �iG is the hydrogen
atom ionization energy, φH+ is the proton work function, and φe− is the electron
work function (defined as φe− = Ee− −EEF ). For pH = 0 and URHE = 0 eV, this
expression is equal to zero:

0 = �dG+�iG− φ0
H+ − φSHE, (33)

where φ0
H+ is the energy difference between H+ at rest in vacuum and H+(aq) at

pH = 0. Further, φe− has changed to φSHE , which is an experimental value between
4.44 and 4.85 eV (Trasatti 1986; Kötz et al. 1986). The pH-dependent proton work
function can be obtained by the relation:

φH+ − φ0
H+ = 2.3kBTpH. (34)

Combining these equations, the eURHE in the CHE can be replaced to include terms
from both the electrode potential and pH. The free energy for the GCHE for adding
or subtracting hydrogens from the interface is obtained:

�GGCHE(n, φe− , pH) = E(n, φe−)− E(n = 0)− n 1
2μ

0
H2

− ne
URHE︷ ︸︸ ︷

(φSHE − φe− − 2.3kBTpH), (35)
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Fig. 13 shows the �GGCHE
energy as a function of work
function and eURHE , with
planes representing specific
pH values (gray planes) and a
plane for adding a proton
(yellow plane) or creating a
hydroxy (blue plane) and
water (red plane)

Fig. 14 shows the GCHE
setup in a side view of a DFT
unit cell with four Au metals
layers and three waters layers
to the right of the Au slab.
From this setup the work
function φ can be measured
together with the energy.
(Figures from Hansen and
Rossmeisl 2016)

where E(n, φe−) can be obtained from DFT with added or subtracted number of
hydrogens, E(n = 0) is a reference energy, μ0

H2
is the hydrogen energy including

�ZPC and −T�S for the hydrogen molecule, φSHE is the SHE work function
(Fig. 12b), φe− is the calculated work function (Fig. 14), and the last term defines
the energy with respect to the pH of the electrolyte.

It can be very illustrative to think of the GCHE in terms of a three-dimensional
plot as shown in Fig. 13. This figure shows how the �GGCHE energy is related to
eURHE and the work function φe− . In the three-dimensional plot, the pH planes
of pH = 0, 7, and 14 are drawn (gray vertical planes) together with a plane for
when a hydrogen is added (yellow) or removed (blue) leaving an OH− and a pure
water simulation (red). The intermediate planes are displayed linearly (following
RHE); however, they could also have a curvature (interface region). Note, for these
planes, that our usual surface Pourbaix diagram corresponds to a projection into the
�GGCHE and eURHE plane.
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To simulate the correct electrochemical environment, one may need to include
charged ions. For this purpose the GCHE equation (35) needs to be modified from
the proton reaction (2H++2e− → H2(g)) to the ionization reaction of the charged
ions. The ionization potentials for (positive) potassium and for (negative) chlorine
ions are shown as an example on the SHE scale and absolute scale in Fig. 12b. Here
φion relates the ionization potential to the absolute potential scale, and the GCHE
equation becomes:

�GGCIE(nion, φe− , [A]) =E(nion, φe−)− E(n = 0)− nionμ0
ion

− nione
(
φion − φe− − 2.3kBT ln

( [A]
[A]0

))
(36)

where [A] is the reference ion concentration in the electrolyte, [A]0 is the standard
condition of 1 M, and GGCIE refers to the fact that this is now a generalized
computational ion electrode. Furthermore, it should be noted that in Eq. (36) the
last term changes sign for the chlorine ionization reaction path compared to the
proton and potassium reaction in Fig. 12b.

4.1 Practical and Technical Aspects of the GCHE

The CHE method has usually been applied to find one binding energy for each
intermediate. The GCHE method measures the energy and the corresponding work
function of the specific structure of the interface. For one structure, only one energy
and work function is available, which for the GCHE means that interface energy is
only found at one absolute potential. Hence we should sample the interface region
of the electrochemical cell with the electrolyte (water molecules, ions, adsorbates,
etc.) at some fixed temperature and generate an ensemble of states with different
work functions to obtain an ensemble of energies in the wanted potential range. This
sampling can be carried out by molecular dynamics (MD) simulations, which exist
at various different levels of treating the electrolyte and metal (Spohr 1989; Sergeev
et al. 2017; Merlet et al. 2014; Liang et al. 2014; Yeh et al. 2013; Larentzos and
Criscenti 2008). Ab initio MD (AIMD) (Schnur and Groß 2009; Herron et al. 2016)
uses electronic structure codes, and the values of interest can be directly obtained
from this.

An example of ab initio MD simulation (i.e., where DFT is combined with MD)
to measure the energy and work function is shown for Au (111) with four water
layers in Fig. 14. The three water layers closer to the Au slab are allowed to move,
while the outermost layer is fixed in hexagonal structure to keep the water density
constant. The energy and the φe− can be measured as the MD simulation is kept
at room temperature, and adding or subtracting hydrogens allows to find the H∗ or
OH∗ coverage on Au (111) as function of pH and potential.
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This methodology is a simple brute force approach, which is impractical.
Currently this can be carried out only on the proof of concept level due to the
high computational cost required to sample enough structures. Future advances
in algorithms and resources may be needed to leverage further advances from the
methodology.

4.2 Electrolyte and pH

Here we show how the water interface structure, which can exist at a specific
potential and pH, can be found in the case of pure water and with the limitations
of the DFT setup (functional, PAW setup, etc.). To do this the GCHE is applied to a
set of water structures obtained from MD with the calculation environment shown
in Fig. 14. The pure water is sampled together with systems adding or removing
up to six extra hydrogen atoms. The subtraction or addition can be written as n/N,
where N = 12 is the number of surface atoms in the unit cell. In total this sampling
requires 13 temperature equilibrated MD simulations, which is very computational
consuming (one equilibrations currently takes approximately 5000 cpu hours).

From the MD structures, the energies, work functions, and number of protons
are saved. In this way the interface energy can be calculated by using the GCHE
equation (35), and the result are plotted in Fig. 15a for pH = 0 (left) and pH = 14
(right). These plots are equivalent to Fig. 5, but here each point is at a particular
potential instead of extrapolating one point to all potentials. In the plots each line
corresponds to a trajectory with n/N protons. To obtain the water structure at a
given potential, one can manually select the minimum energy states from the plot or
apply a Monte Carlo algorithm, which has been used to find the structures at finite
temperature as shown in Fig. 15b.

Similar GCHE, MD ensembles, and Monte Carlo treatment have been carried
out on Pt (111) (Hansen et al. 2017), where the Pt (111) interface model is of
particular interest in the electrocatalytic proton exchange reactions. A difference
from the previous CHE calculated integrated CV, and the experimental integrated
CV is shown in Fig. 6b. The binding energy used was obtained from a coverage
of 1/3 monolayer of OH. By using the GCHE framework, a stable 5/12 monolayer
OH* structure was found and shown in Fig. 16. This shows that combining GCHE
with MD ensembles and Monte Carlo, we may access unknown states and put them
on an energy scale to find the most stable interface structure as a function of pH and
potential.

5 Additional Considerations

Until now, we have described how to calculate various electrochemical properties
on metallic surfaces. For the metallic surfaces, the calculations of the absolute level
of the electronic states have been avoided, since the binding on metals is much
better described with, e.g., DFT than the absolute positions of the electronic states.
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Fig. 15 Molecular dynamics water sampling of the interface region setup. (a) shows the GCHE
energy as a function of potential and pH (left and right), while (b) shows the most stable state found
by applying a Monte Carlo algorithm to the states in (a). (Figures from Hansen and Rossmeisl
2016)

Fig. 16 OH* adsorption
isotherms calculated using
the GCHE method with liquid
water structures from
molecular dynamics on Pt
(111) surface. The inset
shows a snapshot of the 5/12
ML OH* chemisorbed layer
structure corresponding to the
experimental integrated cyclic
voltammogram from Fig. 6b.
(Figure from Hansen et al.
2017)
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Fig. 17 (a) Illustration of how the metal Fermi level should be aligned between the electrolyte
HOMO and LUMO levels (II.). When this is the case, the pinning of the HOMO energy level is
avoided as shown in (b). (Figures from Björketun et al. 2013)

However, we will give two examples where the energy of the electronic states will
play a role. This represents situations where the previous described approach may
not be sufficient: (1) interface alignment of electronic states and (2) calculation of
binding energies on semiconductors.

A critical issue when calculating interface models is the alignment of the
electrode and molecular water electronic energy levels (Cheng and Sprik 2010;
Björketun et al. 2013), as shown in Fig. 17a. The issue occurs when the work
function of the metal is either above the lowest unoccupied molecular level (LUMO)
of the electrolyte, labeled (I.), or below the electrolyte highest occupied molecular
level (HOMO), labeled (III.). In both these cases, the Fermi level will be pinned, by
either electron transfer from the Fermi energy to the LUMO in case (I.) or electron
transfer from the HOMO to the Fermi energy in case (III.). Only if the Fermi energy
of the electrode is in between the electrolyte HOMO and LUMO energy levels,
proper potentials can be obtained (none-pinned). Calculations of the HOMO level
as a function of the difference between the metal work function and electrolyte
ionization potential is presented in Fig. 17b. These results directly show how the
HOMO level becomes pinned with respect to the metal Fermi energy in region (I.)
and (III.), while a proper interface region can be simulated in (II.). As seen in the
pinned regions, the work function will not change even if more charge is added to
the electrode.

The adsorption properties on semiconductors carry similar problems, where the
positions of the bands of the semiconductor force a charge transfer to or from the
adsorbate. This is shown by the densities of states calculation on MgO in Fig. 18b.
In an intrinsic semiconductor, the Fermi level is placed in the middle of the band
gap (black line and labeled as *). When an electron donor is adsorbed (red lines),
an electron charge transfers to the conduction band of the slab and the Fermi level
shifts up. In the opposite case, if an electron acceptor is adsorbed (blue lines), the
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Fig. 18 (a) Interaction energy, Ediff, as a function of the band gap, Eg, for different fragments
on various surfaces. The one-to-one relation between the interaction energy and the band gap
is indicated by a dashed line. (b) DOS of various fragments on MgO. The electron donors are
indicated in red, the electron acceptors in blue, and an electron acceptor-donor pair in brown.
(Figures from Castelli et al. 2017)

charge moves from the valence band to the fragment and the Fermi level shifts
down. When an electron donor-acceptor pair is formed (brown lines), the shift of
the Fermi level is close to zero because the charge donated from one fragment and
is accepted by the other and this happens through the surface. This phenomenon is
called cooperative adsorption or interaction energy and has been shown to happen
on semiconductors (Broqvist et al. 2002; Ménétrey et al. 2007; Metiu et al. 2012;
Hu and Metiu 2012; Li and Metiu 2012). The band gap of the clean surface has been
identified as a simple descriptor for the interaction energy. As shown in Fig. 18a for
various fragments and surfaces, there is a one-to-one relation between the band gap
of the clean surface and the interaction energy. The binding energy of an electron
donor-acceptor pair, �EA,D, is equal to:

�EA,D = �EA +�ED +�Eg (37)

where�EA and�ED are the binding energies of the A and D fragments calculated
alone in the unit cell (Castelli et al. 2017).
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6 Summary

In this chapter first principle models of the electrochemical cell have been eluci-
dated. The electrochemical environment has been included by posterior analysis of
ab initio calculations.

The computational hydrogen electrode (CHE) has been derived and the assump-
tions of it explained. Key results obtained by applying the CHE together with
state-of-the-art DFT calculations have allowed to derive surface Pourbaix diagrams,
integrated CVs, free energy diagrams, Sabatier volcanoes, and electrochemical
barriers. Trends in these properties can be compared with trends in experiments.

To decouple the combined chemical potential of protons and electrons, the
generalized computational hydrogen electrode (GCHE) has been derived. This
allows one to obtain the most stable states with a decoupled dependency on pH
and potential. Because of this the GCHE relies on measuring the energy and work
function together, allowing only one energy per calculated system and one to obtain
an ensemble of states. This generalized setup can be used to derive many interesting
properties of the electrocatalytic interface region such isotherms, specific capacities
calculated from the differential isotherms, potential of maximum entropy, atomic
distance distributions to the surface and atomic pair correlation functions of the
interface, and more.

Finally, additional considerations have been made upon systems that are not
straightforward to calculate and how correct band alignment must be existing to
obtain correct energetics of the interface.
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Abstract

The computational hydrogen electrode approach allows the alignment of the-
oretical electrochemical potentials calculated with ab initio methods to those
measured in experiment. It contributed greatly to opening up the fields of elec-
trochemistry and photo-electrochemistry to theoretical treatment. Yet, virtually
all practical implementations of the computational hydrogen electrode relied
on a number of simplifications and approximations, which are not necessarily
always justified. This chapter highlights three of these approximations as well
as the challenges prompting them and gives a brief review of the computational
methods available to overcome each. Specifically, it addresses the effects of the
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electrolyte, the important choice of the model reactive site – including surface
defects and co-catalysts – and the evaluation of kinetic barriers.

1 Introduction

The field of modeling electrochemical and photo-electrochemical processes made
a tremendous leap forward with the introduction of the computational hydrogen
electrode (CHE) approach in 2004 (Nørskov et al. 2004), with the name CHE coined
later by Peterson et al. (2010). Thanks to its conceptual simplicity and computational
efficiency, the CHE approach enabled both in-depth studies of reaction pathways
and large-scale computational screening studies, dedicated to identifying optimal
catalyst materials and facets. Thanks to its popularity, the CHE approach has
received a number of updates and additions to account for effects not originally
considered. This chapter is dedicated to illustrating the available computational
approaches beyond the original implementations of the CHE. Thereby, many of the
examples give focus on the water splitting reaction, one of the most ubiquitous and
well-studied processes in electrocatalysis, yet all methods can equally be applied to
other (photo-)electrochemical processes.

In essence, one needs to model the removal of two protons and electrons from a
H2O molecule which go on to form a hydrogen molecule. It is generally thought of
in the form of two half-reactions, the water oxidation

H2O → 1

2
O2 + 2H+ + 2e− (1)

and the hydrogen evolution

2H+ + 2e− → H2, (2)

which occur on anode and cathode, respectively.
Any simulation of complex, multistep reactions such as water splitting neces-

sarily rest on an understanding of the involved reaction pathways. Although it is
conceivable to explore the space of all possible reaction steps leading from an initial
state (such as water) to a number of final products (molecular oxygen and hydrogen),
such an approach is rarely feasible for more complex reactions and catalysts. Thus,
studies more commonly rely on the assumption of certain predetermined reaction
pathways going through one or more reaction intermediates. For the process of
water oxidation, such intermediates could, for example, be OH∗, O∗, and OOH∗,
where the asterisk denotes a species adsorbed on the catalyst surface. The task of
the modeling scientist is then to determine how a reaction can proceed between
those, given the associated energetic cost.

The CHE method, described in more detail in Sect. 1.1, is a way to assess the
free energy profile of a (photo-)electrochemical reaction at a given catalyst surface.
Yet, most of its practical realizations rely on a number of approximations and
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simplifications which, as outlined in Sect. 1.2, are not necessarily justified in all
cases. The first of these is the omission of any direct solvent effects on the binding
free energies of reaction intermediates. Considering that these intermediates might
be highly polar – in photo-electrochemical setups even charged – solvation could
significantly alter the free energy profiles. In Sect. 2, we outline both explicit and
implicit approaches to including solvation effects in (photo-)electrocatalysis and
highlight their strengths and weaknesses.

Another hurdle in many simulations at the solid-liquid interface is the determi-
nation of the nature of the reactive site. As discussed in Sect. 3, realistic catalysts in
reaction conditions are rarely pristine surfaces found, e.g., in vacuum conditions.
Instead, they show all manners of non-periodicities such as defects, terraces, or
edges, and computational methods to treat these are outlined in Sect. 3.1. In this
context, we also examine co-catalysts, i.e., small molecules or metal or oxide
clusters, usually employed in photo-electrocatalytic setups. Therefore, an overview
over theoretical efforts to treat co-catalysts is given in Sect. 3.2.

Finally, most free energy profiles calculated with the CHE are composed of the
relative free energy differences between the initial state, the intermediates, and
the final state of a given reaction, respectively. While this gauges the ability of
a reaction to proceed at given reaction conditions or get stuck along the way, it
assumes that kinetic barriers between these states are negligible. In Sect. 4, we
review the techniques and results of first calculations based on explicitly dynamical
simulations, showing this to not always be the case. The chapter is finally rounded
off by a summary and synopsis in Sect. 5.

1.1 The Computational Hydrogen Electrode

In analogy to earlier work on heterogeneous catalysis (Reuter and Scheffler 2001;
Reuter 2016), the revolutionary CHE method of Nørskov and Rossmeisl renders
a thermodynamic picture for (photo-)electrocatalysis (Nørskov et al. 2004; Valdes
et al. 2008; Peterson et al. 2010). Given a reaction pathway proceeding through
a number of intermediates, one can determine the free energy difference between
them in order to gauge if a reaction can continue to the desired final state, deviate
to another product, or get stuck along the way. The approach taken by Nørskov and
Rossmeisl was to formulate each of these steps as the removal (or indeed addition)
of a proton and an electron. In the case of the water oxidation half-reaction, the
pathway commonly employed reads (Nørskov et al. 2004; Valdes et al. 2008):

A: H2O+∗ → OH∗ + H+ + e− (3a)

B: OH∗ → O∗ + H+ + e− (3b)

C: H2O+O∗ → OOH∗ + H+ + e− (3c)

D: OOH∗ → O2 +∗ +H+ + e−. (3d)
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Here, and in the following, a single asterisk ∗ denotes an empty reactive site on
the catalyst. The nature of this site will be discussed in more detail in Sect. 3. At
each step, a proton H+ and an electron e− are abstracted from the adsorbates, in
principle to partake in the other half-reaction. As this half-reaction is omitted from
the calculation for practical reasons – i.e., to keep system sizes computationally
tractable – protons and electrons can be thought of being put into a reservoir. The
free energy cost or gain �GX for each step X in the oxidation reaction can then be
expressed as

�GA = GOH∗ −GH2O −G∗ + μH+ + μe− (4a)

�GB = GO∗ −GOH∗ + μH+ + μe− (4b)

�GC = GOOH∗ −GOOH∗ −GH2O + μH+ + μe− (4c)

�GD = GO2 +G∗ −GOOH∗ + μH+ + μe− . (4d)

The chemical potentials of the removed protons and electrons in their reservoirs are
given as μH+ and μe− , respectively. The Gibbs free energies of the involved species
are written as GX.

From a modeling point of view, the calculation of the free energies of surface
adsorbed species is relatively straightforward with, for example, density functional
theory (DFT) (Stampfl et al. 2002; Hu et al. 2007), while for the gas phase, they
can often be found in chemical tables (Kandoi et al. 2004; Haynes 2014; Aktins
and de Paula 2014). Each of its three main contributions, the energy E, the entropy
S, and a zero point energy correction ZPE, has been studied in standard surface
science calculations, with E taken as the total DFT energy of the system and S and
ZPE determined from the system’s phonon spectrum. The chemical potentials of
proton and electron reservoirs are, on the other hand, much less straightforward to
determine in ab initio calculations. Yet, especially for a comparison to experiment,
calculated energies need to be aligned with respect to known quantities via the
reservoir potentials. As a remedy to this dilemma, Rossmeisl and Nørskov put
forward the transformative idea of following a route analogous to experiments.
There, to allow a comparison of measurements between different experimental
setups and electrodes, potentials are aligned with respect to a well-defined standard
reaction, very often the formation of hydrogen

H+ + e− � 1

2
H2. (5)

Depending on the reaction conditions, this is called the standard or the normal
hydrogen electrode and provides a known potential to align measurements against.
In computer simulations, the explicit inclusion of a further electrode into the
simulation box is obviously not practical. Yet, observing that each step is formulated
as simultaneous proton and electron transfers, an analogous alignment of free
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energies can be achieved by identifying the chemical potentials of protons and
electrons with the free energy GH2 of a hydrogen molecule

μH+ + μe− = 1

2
GH2 . (6)

This identity can directly be inserted into Eq. 4 for free energy differences compa-
rable with experiment.

While this computational hydrogen electrode allows an alignment of potentials
with experiment, there are still a number of contributions missing. First, the electron
reservoir is the respective electrode the reaction is occurring on. As such, its
chemical potential depends strongly on any external potentials U that could be
applied to the electrode. This manifests as a term −eU added to the free energy
of each step which essentially provides the driving force for the reaction. Similar
corrections apply in the case of photo-electrochemistry on semiconductors, where
the electron reservoir is a photo-generated electron hole at the surface (Valdes et al.
2008).

The last component missing so far is the effect of pH on the reaction free
energy due to changes in the concentration of unbound protons in solution. This
contribution is generally taken as kBT pH ln 10 and simply added to the total free
energy for each reaction step. This simple dependence is not necessarily always
justified. Koper, for example, showed (Koper 2013a, b; Göttle and Koper 2017) that
an uncoupling of proton and electron steps could lead to more complex dependence
of the free energy on pH. Note that this is not a failure of the CHE approach per se,
as the reservoir potentials could simply be defined with respect to the experimental
reversible hydrogen electrode as demonstrated by Peterson et al. (2010). In this case,
pH dependence trivially vanishes.

In any case, the restriction to simultaneous proton and electron abstraction steps
seems like a severe one at a first glance. After all, both processes can occur
on wildly different timescales and are influenced by different factors. Yet, for a
purely thermodynamic viewpoint, the ordering of these processes is not important
because of the properties of the free energy as a thermodynamic state function. This
means that the exact path taken between two states is irrelevant for the free energy
difference between them. In the (photo-)electrochemical case, this means that the
free energies calculated with Eq. 4 hold, independent of the formulation of the step
as a combined proton-coupled electron transfer or sequential process. As long as
the true reaction pathway proceeds at some point through the same intermediates
(cf. Fig. 1), �GA-D can be a valuable estimates.

The sequence of free energy differences can, for example, be used to estimate the
minimum potential Umin required to drive the reaction. Generally, the effect of the
potential is thereby to lower�GX by eU for each step X. At the minimum potential
U = Umin, the free energy cost �GX is either zero or negative such that the overall
reaction can occur unhindered without additional thermodynamic barriers. For water
oxidation to O2, the overall energetic cost is known from experiments to be 4.92eV.
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Fig. 1 Schematic diagram of the four steps of water oxidation including coupled (black and
colored dashed lines) and uncoupled proton and electron pathways. Orange pathways proceed by
first removing a proton and then an electron, while for pathways in blue first an electron is removed
before the proton follows. Colored dashed lines depict coupled pathways that proceed solely
through charged intermediates. The free energy being a state function, �G of each intermediate
(boxes) is independent of the path taken to arrive there. In principle the reaction could proceed
through any combination of the depicted pathways

An ideal catalyst would thereby distribute this cost over all four steps such that
each of them only needs 1.23 eV to proceed, yielding an ideal catalyst potential
of Uideal = 1.23V. Realistic catalysts on the other hand differ from ideal behavior,
leading to some steps needing considerable more energy than 1.23eV and others
much less. The minimum necessary potential, though, needs to lower all �GX
to zero or less, resulting in a Umin significantly larger than Uideal. The difference
between Umin and Uideal is known as the overpotential which essentially measures
the energy lost due to less than ideal catalysts. Consequently, a lot of research to
date, both experimental (Halter et al. 2018; Qian et al. 2017; Maayan et al. 2018;
Thiyagarajan et al. 2018) and theoretical (Reda et al. 2018; Seh et al. 2017; Seitz
et al. 2016; Zhang et al. 2016), has focused on designing catalysts with minimal
overpotential.

Finally, the CHE approach can also serve as the basis of computational screening
of novel catalyst materials. Utilizing the observation that binding energies of OH and
OOH adsorbates are correlated at least in metallic systems – the so-called scaling
relations (Abild-Pedersen et al. 2007) – allows the use of just one binding energy as
a screening descriptor. A more detailed discussion of this approach can be found in
�Chap. 54, “Energy Trends in Adsorption at Surfaces” of this book.
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1.2 Approximations Commonly Made in CHE-Based Calculations

While the CHE approach so far has undeniably led to great advances in our
understanding of electrochemistry, most of its implementations so far are not
without room for improvement. Foremost, standard applications of the CHE, being
a posteriori corrections, where the effects of the applied potential and the pH
are added to the energetics of potential-free calculations, cannot address their
influence on the catalyst surface. This can lead to an erroneous representation of
(photo-)electrochemistry in alkaline environments (Rossmeisl et al. 2013).

The problem of simulating pH in electrochemical environments has been tackled
in recent work by Rossmeisl and co-workers (Nielsen et al. 2015; Hansen and
Rossmeisl 2016; Hansen et al. 2017), where they presented a generalization of the
computational hydrogen electrode (GCHE) which treats the overall electrochemical
potential as a function of the applied electrostatic potential and the chemical
potential of protons and electrons. As an input, this approach still only takes
energetics but for different numbers of hydrogen atoms (protons and electrons)
in the system. A more detailed account of the GCHE is given in �Chap. 57,
“Microkinetic Modeling of Surface Catalysis” of this book.

Furthermore, the assumed pathways do not necessarily represent the lowest
energy ones, potentially leading to an overestimation of the overpotential (Koper
2013a, b). Also, especially in photo-electrochemistry on semiconducting electrodes,
other pathways might proceed via charged intermediates (Göttle and Koper 2017)
which to a large part are stabilized through the solvent response, often neglected
in CHE-based calculations. The reason for this is twofold. First, the computational
cost associated with the then necessary sampling of solvent degrees of freedom can
easily render simulations of realistically sized systems infeasible. Second, the actual
structure of the solid-liquid interface is not only strongly dependent on the choice of
the catalyst material and facet but also on the applied potential which is not always
readily controllable in computer simulations. To avoid both of these complications, a
lot of recent effort was devoted to the development of sufficiently accurate effective
simulation methods, so-called implicit solvation models.

On top of that, as with most computational studies, CHE-based calculations can
depend strongly on the chosen model for the reactive site (Rao et al. 2017). On
ideal flat surfaces, this is less of a problem as the sites there tend to be equal.
Famous counterexamples to this do exist with e.g., the CO-adsorption “puzzle” at
transition metal surfaces (Hu et al. 2007). Yet, under realistic conditions, no catalyst
truly is an ideal single crystal surface. Rather, in order to maximize surface area,
catalysts are present as nano-particles leading to a high number of defects, edges,
and steps which can significantly alter the material’s reactivity (Gambu et al. 2017).
Additionally, experimental catalysts often employ small metallic nano-clusters as
so-called co-catalysts to facilitate the reaction. Furthermore, oxide materials, which
are commonly employed as photo-electrocatalysts, are prone to surface defect
formation under reaction conditions (Berger et al. 2015), which can also influence
predicted reaction free energies. Neglecting any of these properties of the catalyst
can again lead to an erroneous estimate of the energy necessary to drive the reaction.
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Recent studies therefore have begun to shed some light on the precise nature of the
reactive site (Reuter et al. 2017).

Finally, CHE-based studies of (photo-)electrochemical reactions only consider
overpotentials due to the thermodynamic free energy differences between interme-
diates, neglecting any kinetic barriers between them. These might in turn influence
the respective minimum free energy pathway and thus lead to a completely different
picture of the reaction. The main reason these have rarely been considered is again
the computational cost associated with the dynamical calculations necessary to
determine free energy profiles and thus barriers from first principles. With the advent
of more elaborate simulation methodology and increased computing power, recently
a number of studies of kinetic barriers in (photo-)electrochemistry have been put
forward.

These three improvements over standard CHE calculations – i.e., solvation
effects, nontrivial reactive sites, and free energy barriers – as well as the methodolo-
gies necessary to effectively study them, will be discussed in the following sections.

2 Solvation Effects

As already alluded to above, a simplification made in most early CHE calculations
was to omit solvents and solvation effects from the DFT calculations of the
energies of reaction intermediates (Nørskov et al. 2004; Valdes et al. 2008). The
justification behind this omission is that due to the calculation of only potential-
free neutral systems in a CHE-based calculation, solvent effects can be expected
to play a minor role in the energetics of surface reactions. Also, up until recently
even the basic structure of the solid-liquid interface was still under heavy debate
(Feibelman 2002; Michaelides et al. 2004; Meng et al. 2004; Schnur and Groß 2009;
Groß et al. 2014) and thus could not easily be tackled in computer simulations.
An in-depth discussion of the solid-liquid interface can be found in �Chap. 59,
“Structure of Electrode-Electrolyte Interfaces, Modeling of Double Layer and
Electrode Potential” of this book. Nowadays, though, the importance of an accurate
description of the interface, also with a view on the structure of the reactive site
discussed in Sect. 3, is undisputed (Filhol and Neurock 2006; Janik et al. 2007;
Filhol and Doublet 2013; Siahrostami and Vojvodic 2015; Hansen and Rossmeisl
2016), and a number of methods have been put forward to tackle solvation, both
explicitly and based on more approximate models. An account of both kinds of
approaches, insofar as they are relevant for (photo-)electrochemical simulations, is
given below.

2.1 Explicit Approaches

At a first glance, explicit simulation of solvents on a catalyst surface seems relatively
straightforward. Considering, for example, metal catalysts, it has long been known
that water layers closest to the metal surface tend to exhibit relatively ordered,
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icelike structures due to strong surface-solvent interactions (Ogasawara et al. 2002;
Schnur and Groß 2009; Groß et al. 2014). As a first improvement over vacuum
calculations, many studies therefore employ a few layers of highly ordered icelike
water (Skúlason et al. 2007, 2010; Chan and Nørskov 2015). This is achieved by
a local geometry optimization of the water layer(s) for a given distribution of first-
layer water molecules with hydrogen atoms either pointing toward or away from
the surface. The exact distribution of “up” to “down” waters and thus the structure
of the ice layer are thereby governed by the applied potential (Filhol and Doublet
2013). Potential-free calculations as performed in “standard” CHE calculations thus
would not reproduce the correct behavior of the surface water layer. As a remedy,
a number of approaches to simulate potentials in electrochemical calculations have
been put forward in recent years. They fall, broadly, into two categories, one which
directly includes an electrostatic potential dragging electrons from one side of the
catalyst slab to the other (Otani et al. 2008; Otani and Sugino 2006) and one where
the catalyst surface is charged by explicitly adding electrons to the simulation box.
In this case, in order to keep the simulation box overall charge neutral, counter-
charges have to be applied either directly in the solvent layer (Skúlason et al. 2007)
or in the form of a homogeneous charge background (Filhol and Neurock 2006).
In both cases, the applied potential can then be calculated from the work function
of the solvated catalyst surface in relation to the vacuum level, which is generally
taken as the potential in the vacuum far above the thin, icelike solvent (Chan and
Nørskov 2015).

Such more or less ordered layers of water with low molecular mobility not only
exist on simple metal surfaces but have also been observed in other materials such
as photo- and electrochemically highly relevant phosphides (Wood et al. 2013) and
oxides (Sumita et al. 2010; Zhao et al. 2012). Yet, where on metals long range
ordered, hexagonal structures dominate, the more complex structure of oxides gives
rise to only a local ordering, with, on average, higher lateral molecular mobility
(Tilocca and Selloni 2004). This, nevertheless, still suggests that a first description
of solvation effects on oxides can be achieved by adding a number of icelike solvent
layers to the catalyst surface (Siahrostami and Vojvodic 2015). Indeed, recent CHE-
based calculations of, e.g., the water oxidation reaction on IrO2 (Gauthier et al.
2017) showed a pronounced influence of solvation on the stabilities of the reaction
intermediates OH∗ and OOH∗ (cf. Sect. 1.1), which are both polar and capable
of donating hydrogen bonds. Of these two properties, the latter was found to be
of greater importance for the relative binding energies, as they showed very little
dependence on solvent layer thickness beyond one bilayer, which suggests that
electrostatic effects play only a limited role here.

While the ice-layer approach has been shown to yield very good results at only
insignificantly increased cost compared to vacuum simulations, there definitely are
systems where such an approach is not applicable. For example, electrodes with
only weak or intermediate water-binding strengths – which could become relevant in
ongoing efforts to break scaling relations or increase product selectivity – showed a
preference of more liquid than icelike behavior (Groß et al. 2014). In such cases, due
to the disordered nature of the solvent “layers” near the surface, static total energy
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calculations are not applicable, and a full sampling of solvent degrees of freedom
cannot be avoided. Indeed, a great number of studies employed DFT-MD to model
the solid-liquid interface also for electrode materials attracting more ordered water
structures.

Sprik and co-workers, for example, employ dynamical sampling to investigate
the alignment of electronic and protonic energy levels with respect to water (Cheng
and Sprik 2010b; Cheng et al. 2014a) as well as acidity constants of oxides (Cheng
and Sprik 2010a), based on a dynamical formulation of the computational hydrogen
electrode calculated from the proton work function in a large water box (Cheng et al.
2014b). Similarly, a number of groups Chen et al. (2013), and Stecher et al. (2016)
used DFT-MD sampling with explicit solvent degrees of freedom to investigate
kinetic barriers in electrochemical processes on cluster models (Mattioli et al. 2013)
or extended surfaces (Chen et al. 2013; Stecher et al. 2016). A detailed description
of the thereby applied methods will be given in Sect. 4. Along similar lines, Otani et
al. employed explicit solvation sampling in a semi-infinite simulation box, giving
rise to well-defined electrode potentials (Otani and Sugino 2006), to investigate
the dynamics of the hydrogen evolution reaction on platinum (Otani et al. 2008).
They find non-negligible influence of both electrode potential and solvent dynamics
on the reaction pathway, further underlining the importance of solvation effects.
Finally, explicit solvent dynamics was applied by Hansen and Rossmeisl (Hansen
et al. 2017) to investigate pH dependence of the electrode solvent interface in a
grand canonical approach.

2.1.1 Ion Effects
Up to this point, the discussion of solvation effects was restricted to pure water,
neglecting solvated ions present in electrolytes. In electrochemical solid-liquid
interfaces, these play the role of mobile counter-charges which are attracted by the
buildup of charge in the electrode due to the applied potential, forming the so-called
electric double layer (EDL). Due to the presence of charge carriers of opposite signs
in solid and liquid phase, respectively, the EDL is characterized by strong electric
fields, which themselves can have non-negligible influences on reactions within the
interface. Unfortunately, the simulation of the EDL is hampered by two finite size
effects. On the solid side of the interface, experimentally realistic field strengths
would lead to surface charges of only fractions of an electron per surface unit cell
(Rossmeisl et al. 2008). Thus, reactions involving the transport of charges to or
from the electrode would lead to large jumps in the potential. Similarly, in the liquid
phase, realistic ionic strengths would necessitate very large water boxes. Due to the
condition of charge neutrality of the EDL, arising from the fact that electrolyte is
conductive (Cheng and Sprik 2014), both these problems are related to the applied
electrode potential and can be tackled with the methods discussed in the introduction
to this section.

In the literature, explicit simulations of solid-liquid interfaces containing ions
have been carried out both in the icelike interface approximation (Chan and
Nørskov 2015) and fully dynamical simulations (Cheng and Sprik 2014). Both
approaches compare favorably with regard to the respective experiments but are
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computationally more expensive than plain CHE calculations in vacuum due to
added solvent and ionic degrees of freedom. Even in an icelike approximation, the
position of the solvated ions needs to be sampled to yield an authentic representation
of the EDL (Rossmeisl et al. 2008). The added computational cost all but precludes
high-throughput screening of catalyst materials. The next section will therefore
focus on more approximate, but potentially much cheaper continuum approaches
to solvents and ions.

2.2 Implicit Approaches

Historically, the idea to treat the electrostatic response of a pure solvent implicitly
as a polarizable continuum goes back to works of Kirkwood (1934) and Onsager
(1936) and therefore precedes most modern computational methods by far. Based
on the assumptions of isotropy and homogeneity of the solvent and linearity of
its response to electrostatic perturbations, it is possible to determine the total
electrostatic potential Φ(r) of a solute with charge distribution ρsol(r) embedded
in a dielectric continuum from a generalized Poisson equation (Tomasi et al. 2005):

∇ε(r)∇Φ(r) = ρsol(r). (7)

The function ε(r) thereby denotes the dielectric permittivity of the system, which
far away from the solute takes on the solvent’s macroscopic bulk value (e.g., ε(r →
∞) ≈ 80 for water) but is equal to one in the vicinity of the solute. This reflects
the fact that solvent molecules carrying the response can only approach the solute
to within a finite distance, thus forming a so-called solvation cavity (cf. Fig. 2).

Though seemingly quite simple, Eq. (7) gives rise to a multitude of different
models and methods. The dielectric function, for example, not only mediates

Fig. 2 Sketch of a solvation cavity based on an electron iso-density surface for biphenyl. Discrete,
equidistant points on the cavity surface (green dots) were generated for the MPE model with a
pseudo-dynamic simulation (Sinstein et al. 2017) in the FHI-aims code (Blum et al. 2009)
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between solute and solvent but in principle also has to include entropic effects
due to the loss of degrees of freedom solvent molecules undergo near the solute,
e.g., forming solvation shells. As such ε(r) is always an effective parameter of the
solvation model and can be chosen in a number of ways, the two most prominent
being a hard step function or a soft transition, both of which can again be defined in a
number of ways, such as iso-surfaces of the density (Fig. 2) (Andreussi et al. 2012;
Sinstein et al. 2017), soft spheres (Fisicaro et al. 2017), or spheres with van der
Waals radii (Klamt and Schüürmann 1993). Furthermore, there are also numerous
ways to define the basis used to represent the electrostatic response, ranging from
two-dimensional charge distributions on the solvation cavity surface (Klamt and
Schüürmann 1993), to multipole moments (Sinstein et al. 2017) and real-space grids
(Mathew et al. 2014). Given this great wealth of methodological options, we direct
the interested reader to the excellent review by Tomasi et al. (2005) for a more
detailed discussion of solvation methods.

As an illustration of the inner workings of an implicit solvent model, we here
give a short description of the recently reformulated multipole moment expansion
(MPE) model (Sinstein et al. 2017). Based on the linearity of the Poisson equation
and a stepwise transition in ε(r), the problem is split into an inner part with εin = 1
and an outer part where the permittivity takes on the solvent’s macroscopic bulk
value (εb).

Φ(r) =
{
Φint(r) = ΦH(r)+ΦR(r), inside,

Φext(r) = ε−1
b ΦH(r)+ΦQ(r), outside.

(8)

Here, ΦR(r) and ΦQ(r) denote the potential inside and outside of the solvation
cavity due to the polarization of the solvent. Both the internal and the external
potential are regularized with ΦH(r), which is the electrostatic potential of the
solute in the absence of the solvent. The latter is, due to the necessity to solve the
Schrödinger equation, generally known in any quantum chemistry code anyway.
The solution of Eq. (7) then reduces to determining only the polarization potentials
ΦR,Q which are generally smoother and, most importantly, free of Coulomb
singularities from the solute’s nuclei. Additionally, the specific regularization given
here was shown to completely eliminate errors stemming from charges outside
of the solvation cavity common to other approaches (Sinstein et al. 2017). In the
MPE, the three potentials ΦH,R,Q(r) are first expanded in multicentered multipole
moments up to a certain order. The unknown coefficients of ΦR(r) and ΦQ(r) are
then determined via boundary conditions on the full potential and its derivative at
a number of points on the cavity surface. This procedure yields an approximation
to the electrostatic contribution to the solvation free energy with only the shape of
the cavity – or in the case of a density iso-surface the iso-value – as a parameter.
Additional parameters can be introduced with corrections for non-electrostatic
contributions, such as van der Waals interactions or entropic contributions of the
cavity (Scherlis et al. 2006; Andreussi et al. 2012).
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This means that this model contains a number of free parameters (two or three at
a minimum (Sinstein et al. 2017)) which need to be determined, e.g., by fitting
(Andreussi et al. 2012; Ringe et al. 2016; Sinstein et al. 2017) to a sufficiently
large database of experimental solvation free energies (Shivakumar et al. 2010;
Marenich et al. 2012). While such a procedure works very well for molecules
in solution, it leads to a problem for the use of implicit solvation methods in
(photo-)electrochemistry due to the lack of appropriate reference data. Transfer-
ability of solvation parameters gained from molecular solvation free energies to
extended surfaces is still a topic of ongoing research. Furthermore, it was shown
for the example of the MPE model (Sinstein et al. 2017) that also for small
molecules, the choice of functional (e.g., generalized gradient or hybrid functional)
exerts some influence over the optimal choice of solvation parameters. This was
found to be partially due to the different extents of the electron density given by
different functionals but also due to the implicit solvent model canceling some
DFT errors. Examining cross-correlations between parameter sets and functionals,
a most general set was found for the HSE06 functional yielding mean absolute
errors (MAE) smaller than 50 meV for neutral solutes. The same set of parameters
still gives a reasonable MAE of ≈85 meV for cationic solutes but fails completely
for anions (≈500 meV). This behavior is in fact not restricted to the MPE model
alone but common among implicit solvation models and especially pronounced in
those relying on a density-based solvation cavity (Dupont et al. 2013). Recent work
showed that this failure can be ameliorated by employing fixed soft spheres around
the solute’s atoms (Fisicaro et al. 2017). Nevertheless, also with the added charge-
independent degrees of freedom awarded to the cavity generation by using soft
spheres, the authors found that no single parameter set can satisfactorily describe
both neutrals and cations on one hand and anions on the other.

The reason for this ultimately lies in the simplicity of both the employed
electrostatic and non-electrostatic model. Virtually all continuum models show for
identical cavities a symmetry of the electrostatic response with respect to positive
or negative charges. Additionally, in the simple non-electrostatic model employed
here, the response is completely independent of solute charge, as it only depends on
the properties of the cavity. Especially for water, such a behavior does not reflect the
physical realities (Latimer et al. 1993; Mobley et al. 2008) as sketched in Fig. 3 and
thus has to be compensated for in implicit solvation models either through separate
sets of parameters for cations, neutrals, and anions or through explicit treatment of
such asymmetries (Bardhan and Knepley 2014).

We will return to the problem of parametrization again at the end of this section.
First, though, it is important to note here that, while potentially yielding a good
description of solvation effects in pure polar media, Eq. (7) cannot, by construction,
describe electrolytes. In the form given in Eq. (7), the only charge carriers accounted
for are those of the solute, while the solvent is assumed to be free of charges. An
obvious fix for this is to simply augment the right-hand side with an additional
charge density term ρion(r;Φ(r)) representing ions in solution.

∇ε(r)∇Φ(r) = ρsol(r)+ ρion(r;Φ(r)). (9)
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Fig. 3 Sketch of the first solvation shell of cations (left) and anions (right). Differently charged
solutes lead to very different solvent responses, which are usually not captured by implicit solvation
models. In the two solvation motifs shown, each water molecule has very different freedoms to
move, which would be reflected in the local dielectric permittivity

Yet, as ions are mobile in solution, they will arrange themselves according to
the electrostatic potential. Assuming that they are in equilibrium with both the
solvent and the solute, the ion densities can be represented through their Boltzmann
distribution function

ρion(r;Φ(r)) = c+e−βz+Φ(r) − c−eβz−Φ(r), (10)

where c± and z± denote concentration and charge of cations and anions, respec-
tively, and β = 1/kBT is the inverse temperature. This modification of the Poisson
equation is then known as Poisson-Boltzmann theory (Chapman 1913; Gouy 1917)
and has found many applications in literature (Honig and Nicholls 1995; Fang and
Liu 2010; Boda et al. 2002; Bohinc et al. 2012).

Yet, it is important to note that even within the above-discussed assumptions
(homogeneity, isotropy, linear response, and equilibrium), Eq. (10) constitutes an
approximation to the actual equilibrium ion density, as it neglects non-electrostatic
interactions between solutes and ions. For example, ions described by Eq. (10) could
get arbitrarily close to the solute and each other, which is clearly unphysical. Modern
implementations of Poisson-Boltzmann theory (Andreussi et al. 2012; Fang et al.
2013; Mathew et al. 2014; Ringe et al. 2016) thus introduce additional constraints
on the ionic densities to correct for finite sizes of the ions (Borukhov et al. 1997) –
including their own solvation shells – and the fact that due to their solvation shells
ions can only approach solutes up to a finite distance forming a so-called Stern layer
(Stern 1924). While these modifications restore the correct physical behavior of the
ion densities, they come at the price of introducing additional free parameters, which
again need to be determined beforehand.

For example, in the case of the Stern layer and size-modified Poisson-Boltzmann
equation (Ringe et al. 2016), there are in total four parameters defining the solute-
solvent interactions (cf. also the MPE model described above) and three ionic
parameters. While these could, given a large enough training set, be determined by
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fitting them all together at the same time, such an approach would bear the dangers
of over-fitting, i.e., a severe lack of transferability between solvents and salts. The
common approach thus is to first fit non-ionic parameters for calculations in ion-free
solvents (Andreussi et al. 2012; Ringe et al. 2016; Sinstein et al. 2017) and then keep
these fixed while determining ionic parameters. While for ion-free solvents there are
a number of databases collecting experimental solvation free energies (Shivakumar
et al. 2010; Marenich et al. 2012), reference data is decidedly more sparse for the
ionic case, especially considering that there needs to be data available at different
ionic concentrations as well. A solvent model should reproduce properties not just
at a single ion concentration but over a certain range to be useful for electrochemical
simulations. Recent approaches to determining ionic parameters have thus focused
on Setchenow coefficients (Setchenow 1892), which describe the linear decrease
or increase of the solvation free energy with salt concentration. This relationship
tends to hold for salt concentrations up to 2–5M with corresponding coefficients
being available for a wide range of molecular solutes (Long and McDevit 1952;
Pérez-Tejeda et al. 1987; Keeley et al. 1988; Waxman et al. 2015). Studies based
on the SMPB model showed (Ringe et al. 2017) not only that implicit models can
reproduce Setchenow coefficients and thus relative solvation free energies very well
but also that ionic parameters correlate with the properties of the salt. Specifically,
they demonstrated that the SMPB ionic parameters can be scaled from well-
characterized systems such as NaCl electrolytes with the respective experimentally
accessible hydration number of the salt (Marcus 1985). The reason for this is that
the hydration numbers reflect the size of the ion with its solvation shell and thus
yield a measure of the sizes of the respective Stern layers (Kiriukhin and Collins
2002).

Finally, the local solvation environment around molecules, to which all these
parametrizations have been fitted, does not necessarily reflect the properties of the
EDL on a surface. The extent to which existing parameter sets can be transferred
to (photo-)electrochemical systems is thus not entirely clear. Future work in this
direction is clearly needed.

In summary, with explicit and implicit solvation methods, there are two distinct
approaches to including solvent effects in (photo-)electrochemical simulations.
While explicit methods have potentially greater accuracy due to their trivial inclu-
sion of non-mean-field effects such as hydrogen bonding, they are, for sufficiently
realistic system sizes and density functionals, rather expensive. Implicit approaches
are, on the other hand, relatively cheap and not limited to certain (high) ion
concentrations but need to be carefully parametrized to the specific system. Thus,
the optimal choice here likely depends on the question to be answered.

3 Reactive Sites

In Eq. 4 and the following, reactive sites and molecules adsorbed at them were
simply denoted by an asterisk (∗). All structural information of the reaction is
included in this one character. This notation, while undeniably convenient and



1520 H. Oberhofer

useful (Reuter et al. 2017), somewhat obfuscates the complexity of the underlying
situation. It is well known, that the exact choice of model for the reactive site
critically influences (Neurock 2003) the binding energies of reaction intermediates
and thus any assessment of the reactivity of a catalyst material. Even pure metallic
single crystal surfaces already present more than one possible binding site, including
different facets. In more complex but chemically also more promising systems
such as alloys, oxides, phosphides, or carbides, the situation is generally even less
clear-cut. Under reaction conditions, these tend to diverge from the clean, idealized
surfaces often employed in CHE studies. In part, this was already recognized in the
early days of photo- and electrochemical surface simulations where, as a first step,
surface oxygenation and hydrogenation was determined using the CHE (Valdes et al.
2008). For example, the most stable surface termination for a rutile TiO2 (110) facet
was shown to be potential-dependent. Each of the distinct terminations in turn shows
a different reactivity in terms of free energy profiles calculated with the CHE.

While the effect of the potential on the specific surface termination can thus
already be included in CHE-based simulations, they still rely on idealized periodic
surface models, which do not necessarily reflect reality in a catalytic device. The
most common setup for TiO2-based catalysis, for example, is in the form of nano-
particles, decorated with smaller co-catalyst particles (cf. Sect. 3.2) or molecules
(Graetzel 2012). The catalyst nano-particles thereby are rife with non-periodicities,
such as defects, kinks, terraces, and edges, all of which could significantly influence
the catalyst reactivity (Diebold 2003). The importance of these deviations from the
pristine periodic structure thereby stems from the occurrence of under-coordinated
metal atoms which can exhibit exceptionally strong binding to certain adsorbates
(Diebold et al. 1998; Gong et al. 2006) and can also attract localized charge carriers
in the form of polarons (cf. Fig. 4) (Setvin et al. 2014). These can, if localized near
a suitable reactive site, drive reduction and oxidation reactions (Deskins et al. 2010;
Zawadzki et al. 2012). In the following, we discuss some of the complexities of
incorporating surface non-periodicities into simulations of photo-electrochemical
systems.

3.1 Defects

Computer simulations of extended systems, both quantum mechanical and classical
in nature, rely heavily on the method of periodic boundary conditions (PBCs).
There, a given simulation supercell, or in the case of surfaces a slab geometry, is
essentially repeated infinitely. Short-range interactions are treated directly, while
long-range ones, such as the Coulomb interaction, are summed up in reciprocal
space. This approach, together with an appropriate sampling of the Brillouin zone
in reciprocal space, has proven to yield highly accurate results in the different fields
of computational materials science. PBCs have been extensively applied in DFT
calculations to straightforwardly simulate the electronic band structure and density
of states of metals, semiconductors, and insulators.
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Fig. 4 Illustration of polaron localization near a neutral oxygen vacancy in TiO2, with titanium
atoms shown in silver and oxygen depicted in red. Removal of one oxygen from the surface leaves
behind two electrons, which localize near the overall positive defect. Polarons, here represented as
blue iso-surfaces (iso-value = 0.02e) of the absolute value of the spin density, are shown in their
most stable configuration (Deskins et al. 2011; Shibuya et al. 2012; Kick et al. 2019)

Unfortunately, defects, terraces, kinks, and edges present a problem for the PBC
approach as they are by nature non-periodic. In order to avoid unrealistic defect
densities and defect interactions, one has to increase the size of the simulated
supercell or slab, greatly increasing the computational cost as well. This increase in
cost, as well as the problem of sampling every likely defect geometry, is at the heart
of why early simulations of photo-electrochemical reactions concentrated almost
exclusively on idealized model surfaces.

The problems of simulating non-periodicities are exacerbated even further in
nonmetallic catalysts such as carbides (Choyke et al. 2013), phosphides (Demers
and van de Walle 2012), and oxides (Janotti et al. 2010; Janotti and Van de Walle
2011; Berger et al. 2015), due to the appearance of charged defects. In order to
avoid divergence of the reciprocal space sum over infinitely repeated simulation
cells, only overall charge neutral systems can be considered with PBCs. As explicit
counter-charges, e.g., in the form of oppositely charged defects, cannot easily be
incorporated in the small systems accessible to electronic structure calculations, the
standard approach is to introduce a space charge in the form of a uniform charge
background. While this can yield excellent results for similar systems of equal
charge, it introduces an a priori unknown offset of the potential and thus the total
energy, complicating the comparison of simulation supercells.

There are essentially two distinct approaches to correcting for both defect-defect
interactions and offsets of the potential. One is to carefully extrapolate to the
dilute limit from supercells of increasing sizes (Lany and Zunger 2009; Komsa and
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Pasquarello 2013; Freysoldt et al. 2014). In the case of neutral defects, this is a
straightforward process, yet Makov and Payne (1995) showed that in the case of
charged simulation supercells, such a procedure would converge infeasibly slowly
– roughly with 1/εL, where ε is the dielectric permittivity of the medium and L
the linear dimension of the supercell. In order to compensate for the long-range
interaction of charges, they put forward a correction scheme based on a model
point charge embedded in a dielectric continuum. This highly simplified approach,
though, can lead to a significant overcompensation due to a neglect of screening
through short-range reorganization (Van de Walle and Neugebauer 2004). This led to
the emergence of a number of other corrections which yield significantly improved
energetics for the comparison of charged supercells (Lany and Zunger 2009; Janotti
et al. 2010; Komsa and Pasquarello 2013; Freysoldt et al. 2014).

The other approach to simulating charged defects in solids is to forego the
use of PBCs altogether and use a non-periodic cluster model instead. In analogy
to the explicit and implicit solvation approaches discussed in Sect. 2, only a
small cluster is treated fully quantum mechanically, while the influence of the
environment is simulated on a lower, classical, level of theory (Sherwood et al.
2003). In this quantum mechanical/molecular mechanical (QM/MM) approach, also
the environment is described by a cluster, albeit vastly larger compared to the QM
region. Thus, arbitrary charge states of the active QM region can be calculated
without spurious offsets, yet at the cost of additional approximations regarding
the interaction of QM and MM zones. In the case of ionic materials, the MM
environment also needs to account for the long-range contributions to the overall
potential of the simulation cell to yield the correct level alignment with respect to
the fully periodic system (Berger et al. 2014), which can be achieved by fitting to
periodic reference calculations (Sokol et al. 2004). On top of that, through the close
contact of QM and MM atoms in a solid, spurious delocalization of charges from the
QM into the MM region needs to be counteracted, e.g., by applying suitable nonlocal
effective core potentials to MM atoms within range of the QM basis functions. A
schematic of a solid-state QM/MM setup for TiO2 is depicted in Fig. 5.

In addition to a more straightforward treatment of charged systems, QM/MM
embedding can lead to much more favorable computational costs compared to fully
periodic calculations, allowing, for example, the treatment of catalytically relevant
surfaces on the level of hybrid or double hybrid functionals (Berger et al. 2014), or
even with coupled cluster theory (Kubas et al. 2016), the current “gold standard”
of computational chemistry. In addition to yielding accurate binding energies of
various catalytically relevant adsorbates (Berger et al. 2014; Kubas et al. 2016),
embedded calculations have demonstrated realistic descriptions of defect levels and
formation energies in TiO2 at different charge states (Berger et al. 2015). In the
dilute limit, surface oxygen vacancies were shown to be stable across a wide range
of conditions with regard to doping (i.e., Fermi level position) and oxygen chemical
potential. For photo-electrochemical applications, most interesting was the finding
that, analogously to the bulk (Janotti et al. 2010), positively charged defects are most
stable for a diverse set of conditions.
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Fig. 5 Schematic of a QM/MM setup for TiO2. The QM region contains 17 titanium (brown)
and 34 oxygen atoms (red). The QM region is embedded into a roughly 3000 atom strong TiO2
cluster (silver) represented by a polarizable force field. Seventy-seven positively charged MM Ti-
centers near the QM region are replaced by effective core potentials (blue spheres). The long-
range electrostatic Madelung potential of a periodic calculation is simulated with the help of fitted
charges (pink spheres) far away from the QM region. For illustration purposes only the back half
(y > 0) of the MM setup is shown here

Finally, the embedding approach is not constrained to only point-defects but can
also be applied to the study of terraces, corners, and edges. By definition, these
present a large number of under-coordinated sites and are thus prime candidates
in the search for the reactive site. Indeed, a recent study by Bhattacharya and co-
workers (Bhattacharya et al. 2017) showed that corner sites can also act as charge
carrier traps. Moreover, employing ab initio thermodynamics (Reuter 2016), the
authors showed that changes to the coordination of edge atoms drastically alter the
relative stability of surface sites in terms of oxidation or reduction.

In summary, material non-periodicities such as point-defects, terraces, corners,
and edges have been shown to exhibit properties that could significantly influence
both photo- and electrocatalytic properties of materials. Through the increased
availability of computational methods in recent years, defects have wandered more
and more into the spotlight of theoretical research. With that they could open the
door to controlled, purposeful nano-engineering of defects for more targeted and
efficient catalysts.

3.2 Co-catalysts

Ever since the early days of photo-catalysis, semiconducting photocatalysts have
been decorated with co-catalyst particles, which have been found to aid in the overall
photoreaction (Graetzel 2012). The co-catalyst particle is thereby assumed to fulfill
one of three possible functions (Yang et al. 2013; Ran et al. 2014):
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• Exciton dissociation: Co-catalysts can aid in the separation of charge carriers,
created through a photoexcitation. One of the carriers can then get trapped in the
co-catalyst and partake in a reduction or oxidation reaction (cf. Sect. 3.1).

• Lowering barriers: Providing additional reaction sites, co-catalysts can con-
tribute to the lowering of activation free energies or overpotentials, e.g., through
different binding energies compared to the catalyst surface.

• Catalyst stabilization: Many semiconductors with bandgaps in the visible range
–which are the best candidates for photocatalyst materials – are susceptible
to oxidation through photo-generated electron holes. By trapping these holes
and applying them in oxidation reactions, co-catalysts can help to protect the
semiconductor surface from self-decomposing.

For all of these functions, the electronic energy levels in the co-catalyst have
to be more or less closely aligned to either valence or conduction band of the
semiconductor, in order to allow the exchange of charge carriers between them.
A typically found sketch of the mechanisms involved is given in Fig. 6. In the last
decade, a great variety of co-catalysts have been put forward (Yang et al. 2013; Ran
et al. 2014), from metal clusters of varying degree of earth abundance (Ikeda et al.
2001; Tsuji et al. 2004; Wang and Hammer 2006; Zong et al. 2008; Rayalu et al.
2013; Li et al. 2014a; Ran et al. 2017), to bioinspired molecules (Hou et al. 2011; Bi
et al. 2015). Thereby, co-catalysts offer a great deal of flexibility in their design, as,
for example, shown by Su et al. (2014), who engineered and calculated bimetallic
co-catalyst particles which facilitate the photocatalytic hydrogen evolution while
suppressing the back reaction.

Computational treatment of co-catalysts on surfaces faces, to a certain degree,
similar problems as other deviations from pristine surfaces. Most co-catalyst
particles are sized at least a few tens of nano-meters, making them impossible to
simulate in full with ab initio methods. Even small clusters in the non-scalable size
regime can easily demand very large surface unit cells to avoid spurious interaction
between the co-catalysts (Hou et al. 2011). Additionally, combined theoretical
and experimental studies have found metal particles on oxides to aggregate near
vacancies (Wahlström et al. 2003; Matthey et al. 2007), which facilitate the
growth of nano-clusters. Furthermore, Gong et al. (2008) found Au clusters to
predominantly aggregate near terraces, while Pt clusters form near steps of the
support material. Indeed, non-periodicities in the substrate material were found to be
essential for pinning clusters, thus preventing the otherwise highly mobile particles
simply forming larger and possible less reactive clusters through sintering.

After determining the geometries, the next step in a computational study of
the reactivity of co-catalysts is the analysis of their electronic structure, such as
level alignment (Hou et al. 2011; Su et al. 2014) and local charge depletion or
aggregation (Wang and Hammer 2006). This is necessary to test if charge carriers
can localize in the co-catalyst without any additional barriers (cf. Fig. 6) and thus if
they can contribute to the system’s reactivity. Then, the effect of the co-catalyst,
e.g., on the overall overpotential of a photochemical can be estimated via the
CHE approach, with the same limitations discussed in Sect. 1.2. The necessary
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Fig. 6 Schematic of photocatalytic water splitting depicting both oxygen and hydrogen evolution
co-catalysts. Holes and electrons are depicted as empty and full circles, respectively, with energy
levels drawn as horizontal lines. Note the alignment of energy levels of the co-catalysts with
respect to the photo-absorbing particle. Transitions from support to co-catalyst should be downhill
in energy to allow charge migration, yet not too much to avoid losing energy necessary for the
photocatalytic reaction

potential to drive a reaction on the co-catalyst can then be compared to the energy
available in the photo-generated charge carrier localized at a respective facet of the
substrate. Oberhofer and Reuter (2013) employed a modified version of the CHE
which explicitly accounts for the hole localization energy, to screen gold clusters
in the non-scalable size regime up to Au55 for their suitability as a co-catalyst with
different facets. Due to the high computational costs involved in calculating large
Au clusters on a hybrid level of theory, this study neglected support effects beyond
that of the localized electron hole. Nevertheless, a number of promising candidates
were found to yield clear improvements over pristine TiO2 surfaces.

In summary, due to the large system sizes necessary to accurately describe
supported co-catalyst particles, few studies have attempted to do so to date. Yet, with
both increases in computing power and improvements to methodology, considering,
e.g., solid-state embedding, theory can further contribute to the important field of
co-catalyzed photocatalysis in the future.

4 Kinetic Barriers

Finally, the overall energetic cost of a catalytic reaction is not solely due to the
thermodynamic cost of formation of the reaction intermediates but also may include
free energy barriers between the intermediates. While these do not influence the
equilibrium constant of the reaction, i.e., the ratio of reactants to products in equilib-
rium, they do determine the dynamical properties of the reaction such as the turnover
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frequency. High turnover frequencies are of paramount importance for the viability
of a catalyst in industrial applications. Therefore, for a complete assessment of the
suitability of a given material as a catalyst, kinetic free energy barriers should be
considered as well. Indeed, in theoretical studies of, e.g., heterogeneous catalysis, it
has been a long-standing practice to calculate barriers which can then be employed
in the study of even very complex reaction networks to predict turnover frequencies
(Reuter 2016).

Photo-electrochemical simulations have unfortunately lagged behind here for a
number of reasons, all more or less related to problems of time- and length-scales.
The defining property of electrochemical reaction steps is the transfer of protons
and electrons, charged species which incur significant response from the dielectric
environment (cf. Sect. 2). In determining a barrier between reaction intermediates,
one thus – in principle – has to sample all environment degrees of freedom for
each value of the reaction coordinate. This means that, in contrast to heterogeneous
catalysis, entropic contributions to the free energy barrier cannot necessarily be
approximated as a simple harmonic contribution.

Nevertheless, a lot of insight can already be gained from the potential energy
surfaces (PES) of elementary reaction steps. Mattioli et al. (2013), for example,
employed the nudged elastic band method (NEB) to determine energy barriers
between intermediates of the water oxidation reaction on small cobalt-oxide clusters
to elucidate likely reaction sites and mechanisms. A similar approach was followed
by Li et al. (2014b) to elucidate the reaction mechanism of NaBH4 hydrolysis. Both
approaches draw their intermediate configurations from equilibrium ab initio molec-
ular dynamics (AIMD) simulations, yet the actual reactions are described on a static
level with NEB to determine the minimum energy pathways, disregarding entropic
contributions. They are therefore well suited to give a first mechanistic insight into
the respective reactions and could serve as a starting point for more general free
energy calculations, for example, using collective coordinates constructed from the
minimum PES data (Li et al. 2014b).

Fully dynamical simulations of (photo-)electrochemical reactions, on the other
hand, suffer from a number of problems on their own. Next, to the high com-
putational costs associated with AIMD simulations of realistically sized systems,
accounting for the electrochemical driving force on metal electrodes is far from
straightforward. Real electrochemical reactions, though, occur at a constant poten-
tial with an infinite reservoir of electrons, with respect to the catalyst surface. Yet,
due to the limited size of the simulation supercells, the reservoir of electrons in the
simulation is limited as well. This means that all simulations are naturally performed
at a constant total charge which corresponds to a change of interfacial charge density
and thus potential across the reaction pathway (Skúlason et al. 2007; Wasileski and
Janik 2008). Earlier studies by Rossmeisl and co-workers tried to estimate this
finite size error by simply simulating the system in differently sized simulation
cells and extrapolating to the infinitely extended surface (Rossmeisl et al. 2008;
Skúlason et al. 2010). This approach is, however, fairly impractical, especially for
more complex reactions. Recently, Chan and Nørskov (2015) therefore presented a
much simpler approach, which requires only a single barrier calculation which is
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later augmented by a simple correction factor due to the change in work function Φ
and surface charge q between initial (I) and transition state (TS).

�Ecorr = 1

2
(qTS − qI)(ΦTS −ΦI) (11)

Charges qI,TS can thereby be determined with any sufficiently accurate estimation
scheme, such as Bader or Hirshfeld charges, directly from the DFT calculation of the
respective states. Note that this simple correction does not only apply to barriers but
is equally valid for free energy differences between reaction intermediates. Initially
demonstrated for static calculations of only energy barriers (Chan and Nørskov
2016; Shi et al. 2016), this approach can straightforwardly be applied to dynamical
simulations as well, as demonstrated by Cheng et al. (2015, 2017). They employed
ab initio meta-dynamics to determine reaction barriers for the CO reduction on a
Cu(100) surface to shed light on possible reaction pathways at different applied
potentials. Only by including the calculation of free energy barriers into the
picture, they were able to fully explain experimental observations. They accurately
predicted the competition between electrochemical reactions and surface sites and
the selectivity toward different products at different potentials (Cheng et al. 2017).

The situation is somewhat different in photo-electrocatalysis on semiconductors,
where localized polaronic charge carriers (electrons or holes) are known to drive
the reaction (Cowan and Durrant 2013). There, rather than a good description of
constant potentials, it is important to accurately model polarons and their interaction
with the reactants. In again a mixed dynamical/statistical approach, Selloni and
co-workers (Chen et al. 2013) determined the PES of the first – and most likely
rate determining – step of water oxidation on TiO2 anatase (101) driven by an
explicit electron hole. Specifically, they determined the energy profiles of the proton
transfer step in two different electronic configurations with the hole on the surface
(initial state) and in the water (final state), respectively. As a reaction coordinate,
they thereby employed a geometric criterion of the proton being attached to the
surface adsorbed water or the water molecule in the first solvation shell. Their
results highlight a problem with this kind of approach, as a neglect of the solvent
reorganization leads to the electron hole staying at the surface adsorbed water even
if the proton is moved all the way toward the designated final step.

Finally, a fully dynamic scheme was presented by Stecher et al. (2016) who
utilized a solid-state embedding scheme (cf. Sect. 3.1) to allow for an explicit and
finite size effect free treatment of the electron hole. They also employed a Marcus
theory-inspired reaction coordinate based on the energy gap between initial and final
state (Mones et al. 2009; Mones and Csányi 2012), which explicitly includes solvent
reorganization effects and thus minimizes hysteresis. Using umbrella sampling, they
determined the free energy barrier for the first reaction step of water oxidation TiO2
rutile (110) to be roughly 0.2eV, comparable to estimates by Selloni and co-workers.

All of the above studies share a common theme in that they show non-
negligible barriers much larger than the thermal energy kBT at room temperature.
Thus, without additional driving forces, the respective (photo-)electrochemical
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reactions are predicted to show very small turnover frequencies. For the modeling
scientist, this means that although first estimates based solely on thermodynamic
considerations and the CHE can be very useful in identifying rate limiting steps
and reaction intermediates, only a full picture including free energy barriers can
accurately determine the suitability of a given catalyst.

5 Summary

Since its inception, the computational hydrogen electrode method has undeniably
led to great insights in electrochemistry and photo-electrochemistry. Together with
the scaling relations, which at least for metals allow extrapolation of a material’s
suitability as a catalyst from just a few binding energies, the CHE enabled the
large-scale screening of likely catalyst materials. On the other hand, in terms of
practical implementation, most studies utilizing the CHE employed a number of
simplifications for reasons of computational efficiency. Yet, with the development
of more complex catalysts, especially those with the ability to go beyond the
performance limits dictated by the scaling relations, the need for augmentations
to the classical CHE approach became more apparent. In this chapter, we discussed
three possible improvements over standard CHE calculations.

In the original applications of the CHE, solvation effects were assumed to
play a minor role for the energetics of neutral reaction intermediates and thus
omitted. Additionally, leaving out sampling of all solvent degrees of freedom
led to huge boosts in efficiency. Yet, considering, e.g., photo-electrochemical
reactions on semiconductors going through charged or even just differently polar
intermediates, omission of solvation effects can lead to erroneous results. In Sect. 2,
we discuss methodological approaches to including solvation effects on the level
of the electronic structure calculations, both with their own sets of advantages
and disadvantages. Explicit solvation in the form of ab initio molecular dynam-
ics is generally very expensive and, regarding, e.g., electrolyte concentrations,
limited with respect to system size. Matters can be improved by employing the
approximation of immobile, icelike water on the catalyst surface, which, though,
is not applicable to all systems. The upshot here is the correct description of non-
mean-field effects, such as potential-dependent solvent reorientations and hydrogen
bonding. Implicit solvation models, on the other hand, offer much improved
computational efficiency, with, using appropriate models, less constraints on system
sizes and ion concentrations. This comes at the cost of non-mean-field interactions
being described only as effective corrections. On top of that, most implicit solvent
models to date are parametrized to fit test sets of small- to medium-sized molecules
and therefore do not necessarily reproduce the solid-liquid interface. Finally,
depending on the specific reaction of interest, the solvation environment is not
always in equilibrium with the reaction center due to differing timescales of
reaction and solvent reorganization. In this case, effective solvent models, which
essentially assume an equilibrium response of the solvent to the solute, cannot be
straightforwardly applied. Given the wealth of available methods, there is no single
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optimal choice as each has its own set of drawbacks and advantages, and each
specific approach needs to be tailored to the specific problem at hand.

Another fundamental question, treated in Sect. 3, is that of the exact nature of the
reactive site. On simple monometallic catalysts, one can often expect reasonably
pristine surfaces, where the exact choice of reactive site is less influential on,
e.g., the adsorption energetics. This picture is radically altered on more complex
materials such as oxides or nitrides, where terraces, steps, and – under reac-
tion conditions – defects are abound. These can have tremendous influences on
(photo-)electrochemical reactions by trapping charge carriers or pinning co-catalyst
particles. Being deviations from perfect pristine periodic structures, they are hard
to tackle in computer simulations, as they necessitate very large simulation cells to
avoid spurious interactions between periodic images. In the case of charged defects,
this situation is exacerbated through the interaction between the charge carrier
and the neutralizing background charge, which has to be accounted for through
extrapolation from increasing system sizes. Another approach shown to effectively
tackle the problem of charged defects is the solid-state embedding or QM/MM
technique. There, only a finite region of interest is treated quantum mechanically,
while the environment is represented as an equally finite cluster of polarizable MM
atoms. Adding a correction for the long-range Madelung potential, this approach
effectively yields a description of non-periodicities in the QM region in the infinitely
dilute limit. Thereby, it can also be used with higher-level methods such as
(double-)hybrid DFT or even highly accurate coupled cluster methods. These
advantages come at the cost of possibly increased inaccuracies due to an imperfect
description of the electronic structure at the QM/MM interface, which means that
convergence with cluster size and shape needs to be carefully tested.

A further fundamental aspect in the search for the reactive site, generally
overlooked in most applications of the CHE method so far, is the role of co-catalysts.
These can range from bioinspired molecules to metal or metal-oxide clusters and,
as laid out in Sect. 3.2, can have a number of effects in a photocatalyst. Depending
on the exact role, they need to be energetically aligned with conduction or valence
band edges of the photo-absorbing support material. Most computational studies
so far therefore concentrated on structures and electronic alignment of co-catalyst
and support. Using a reformulation of the CHE methodology, a first study of Au
clusters in the non-scalable size regime showed several promising co-catalysts for
water oxidation on varying TiO2 facets. Nevertheless, theoretical research into the
nature and effects of co-catalysts in photocatalysis is still in its early stages and
much needs to be done in the future.

The third and final kind of improvement over standard CHE-based (photo-)
electrochemical studies discussed in Sect. 4 is the study of kinetic barriers. CHE
calculations in the past focused on the optimization of catalysts with respect
to the thermodynamic overpotential and free energy barriers along the reaction
pathway were generally neglected. On metal catalysts this was mainly due to the
problems associated with simulating reactions at constant potential – instead of
constant charge – during proton transfer steps. Several correction schemes have been
proposed, and in the last few years a number of studies estimating potential energy
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barriers have been published. On semiconductors, on the other hand, photocatalytic
reactions are known to be driven by surface localized charge carriers, which again
leads to the aforementioned problems due to the neutralizing charge background. As
in the case of surface defects, these problems can be tackled by charge correction or
QM/MM embedding schemes.

The other drawback in simulating barriers at the solid-liquid interface is again
the question of sampling the solvent response. Recent simulations on both metals
and semiconductor catalysts showed that the reorganization of the solvent exerts a
great influence on the reaction barriers. Given this fact, even the choice of reaction
coordinate is not entirely straightforward, as simple geometric coordinates fail to
account for solvent response and thus can lead to very large hysteresis effects.
More complex reaction coordinates, based on a Marcus theory model of charge
transport, demonstrably yielded a much improved description of the reaction free
energy profile.

In summary, the last few years have seen tremendous methodological advances
for the simulation of electro- or photo-electrochemical surface reactions. First
insights into their microscopic details were made possible by the theoretical
framework of the CHE, together with a number of additional approximations used
in its practical implementation. Yet, like pieces of a jigsaw puzzle, more and more
details have been included into the picture, such that a fully quantitative simulation
of (photo-)electrochemistry from first principles is now within reach. Depending on
the system and the questions to be answered, some of these simulations will be based
on the framework of the CHE, one of its generalizations, or completely different,
fully dynamical ways to align computations to experiments. This chapter focused
on a number of methodological improvements to the way the CHE has been applied
in the past. These allowed us, as a community, to graduate from model simulations
on idealized surfaces in vacuum to defected catalysts in realistic environments,
bringing us closer and closer to experimental realities.
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Abstract

Through an overview of selected chapters in this section we navigate the state
of the art of different materials with crucial structural features at different
length scales. It includes a discussion on hierarchical biomaterials like silk,
new aerogels with enhanced thermal and mechanical properties, and infrastruc-
ture materials like wood, concrete, and asphalt, whose complex composition
leads to specific modeling challenges. The wide range of materials discussed
cover different length scales from nano- to macro-, and different macroscopic
properties, e.g., from soft to stiff. All of them together represent a selection
of case studies that exemplifies the importance of multiscale modeling and
simulation in combination with experimental techniques to design and develop
more sustainable materials for structural applications in the future.
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1 Introduction

Developing more resilient, lighter and stronger structural materials to support our
current technologies and infrastructure, while coping with sustainable principles
and supporting a circular economy requires a deep fundamental understanding of
materials chemistry and hierarchical structure that can be only be achieved by a
synergistic combination of theory and experiment. The approaches to model and
simulate the key structural features of any material strongly depend on the scale
at which the key underlying mechanisms take place, as well as on the desired
performance needed for the intended application. Thus, a proper description of
materials structure and properties through the implementation of this multiscale
modeling paradigm provides a predictive framework to design and develop new
materials under sustainable principles. It also allows a deeper understanding of the
fundamental mechanisms that enable the performance of the materials, to provide
the foundations for developing novel materials, recycling them, or identifying new
applications. In this section, as we navigate from silk, to aerogels, asphalt, wood, and
concrete case studies, we describe key structural features of these materials along
different length scales, and how their complex composition (e.g., asphalt, concrete),
their hierarchical structure (silk, lignocellulosic biomass, bamboo), or their specific
nanoscale molecular arrangement (e.g., aerogels) is important to generate those
unique properties that define the applications of these materials.

2 Methods

Different modeling and simulation methods are applied to describe the properties of
the materials at different time and length scales. Starting from quantum mechanics
methods based on density functional theory (DFT) to molecular dynamics (MD)
simulations, coarse grained (CG) modeling, and finite elements methods (FEM), we
review how to connect the study of chemical reactivity and mechanical properties
from the nanoscale to the mesoscale and up to the continuum scale. DFT is
applied to study small molecular systems like lignin fragments, and periodic systems
varying from polymers to cement crystals, and how these can be tackled by these
fundamental calculations. In some cases, conceptual DFT descriptors are also
employed to explain qualitatively and quantitatively the reactivity of any molecular
system. Polarizability, dipolar momentum, and also molecular electrostatic potential
(MEP) are discussed specially in chapters related to wood. At a larger scale, MD
simulations with reactive force fields, as well as nonreactive, are discussed in most
of the systems in the section, i.e., silk, aerogels, concrete, asphalt, wood. For
example, in the particular case of silica aerogels, MD modeling and simulations
are shown to play a crucial role in advancing the fundamental understanding
of structure-property-function relationships. Both fully atomistic and CG MD
modeling methods are discussed to characterize aerogels’ structural, mechanical,
and thermal properties. In the case of silk, dissipative particle dynamics (DPD) are
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presented as a remarkable approach to develop a mesoscale framework to study
the self-assembly of silk proteins into polymer networks and to model the effect of
shear flow and terminals on the processed silk fiber. In bulk materials, observations
from MD, discrete element method (DEM), and FEM modeling at multiple length
scales are used to further understand the role of cohesive-frictional interactions in
the strength development of cementitious materials. This is also closely connected
to the methods used for studying bamboo, and asphalt, as presented in the related
chapters of the section. All these methods together provide a sample of the diversity,
applicability, and impact of multiscale modeling when describing the properties of
any structural material.

3 Case Studies

Starting from materials whose properties and structural applications are closer to
the nanoscale (e.g., silk) to those bulk-like materials whose applications are more
closely related to their use in a massive quantity (e.g., asphalt, wood, or concrete),
a sequence of case studies helps us to extract common methodologies related to
design, modeling, and simulation, in connection with experimental production and
characterization.

Silk is a unique natural material whose mechanical properties have intrigued
scientist and engineers for decades (Tarakanova and Buehler 2012). Its unique
hierarchical structure underlies an outstanding performance in many different
applications related to medicine, materials science, and engineering. In Nature,
silkworms and spiders have developed glands to produce different types of silk
for prey capture or as protective shells. Nowadays, there are available recombinant
synthesis techniques and microscale processing approaches to produce silk with
tailored properties. As discussed in �Chap. 63, “Silk-Based Hierarchical Materials
for High Mechanical Performance at the Interface of Modeling, Synthesis, and
Characterization,” by Tarakanova et al. a wide range of applications has been
achieved by combining modeling, synthesis, and characterization.

Reaching larger scale applications, porous, lightweight, robust, and cost-effective
silica aerogels (Sangha et al. 2011) have been developed from supercritical drying
of wet gels. As described in �Chap. 64, “Silica Aerogels: A Review of Molec-
ular Dynamics Modelling and Characterization of the Structural, Thermal, and
Mechanical Properties,” by Yeo et al. this is made by introducing extreme porosity
while, at the same time, maximizing their strength and toughness. Experimental and
simulation studies on silica aerogels have led to commercialization in numerous
engineering applications, like aerospace and civil engineering. In this direction, mul-
tiscale modeling techniques have helped the application of aerogels in Cherenkov
radiators, integrated circuits, solar energy collection devices, and thermal insulation,
as discussed in the chapter dedicated to aerogels.

At an intermediate scale between the applications of silk biomaterials and
the large-scale applications of asphalt or concrete, wood is an intriguing mate-
rial that displays also a hierarchical structure starting from the nanoscale to
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achieve an outstanding mechanical performance at the macroscale. As a case
study, the increasing interest in the use of bamboo is remarkable, as described in
�Chap. 65, “Toughening and Strengthening Mechanisms in Bamboo from Atoms
to Fibers,” by Askarinejad et al. Bamboo is a fast-growing, naturally occurring bio-
composite material, whose use as an eco-friendly structural material has increased
dramatically during the last decade. To get further understanding of bamboo
structure and performance, numerical methods such as FEM have been applied.
This has supported many experimental studies on bamboo, including measuring
strength, Young’s modulus of matrix and fiber, and analysis of microstructures and
fiber distribution.

Despite the intrinsic mechanical performance of bamboo, wood’s composition
of cellulose, hemicellulose, and lignin makes it useful not only from the structural
point of view but also as a source of new materials to be extracted from wood waste.
In fact, lignocellulosic biomass is a key feedstock for the development of future
sustainable technologies to produce carbon-based materials fuels and chemical, also
known as biorefineries. Martin-Martinez et al. (�Chap. 66, “Multiscale Modeling
of Lignocellulosic Biomass”) provide an insight to the current state of the art
in multiscale modeling of lignocellulosic biomass (especially lignin) (Sangha et
al. 2011), as well as an overview of molecular simulations that have helped
understanding lignocellulosic biomass structure.

The development of biorefineries does not diminish the importance to innovate
for increasing the sustainability of some petroleum-based technologies. Asphalt is
of special growing interest. Being the leftover of petroleum distillation, asphalt is a
complex mixture of organic molecules that are difficult to characterize and hard to
model. These challenges, together with the fact that asphalt have worked decently
well for its intended application with a considerably low cost of production, have
hampered the development of technologies devoted to nanoscale control of asphalt
properties, as well as modeling and simulations platforms for asphalt. This has
changed the last decade, and extensive modeling and characterization are being
devoted to understand asphalt composition and structure-property relationships. As
discussed by Mullins et al. (�Chap. 67, “Simple Asphaltene Thermodynamics,
Oilfield Reservoir Evaluation, and Reservoir Fluid Geodynamics”), this research
expands to oilfield reservoir evaluation, and reservoir fluid geodynamics. Reservoir
crude oils are a complex mixture consisting of dissolved gases, liquids, and
dissolved (or colloidally suspended) solids, the asphaltenes. It is essential to know
the properties of the crude oil in order to know whether to produce the reservoir
fluid. Several oilfield case studies are presented by Mullins et al. (�Chap. 67,
“Simple Asphaltene Thermodynamics, Oilfield Reservoir Evaluation, and Reservoir
Fluid Geodynamics”) to elucidate major production concerns, showing that “when
new technology is combined with new science, great accomplishments come into
view.”

Closely connected to infrastructure applications, Palkovic and Büyüköztürk
(�Chap. 68, “Multiscale Modeling of Cohesive-Frictional Strength Properties in
Cementitious Materials”) show how computational modeling has been a valuable
tool for studying the role of molecular structure and chemical composition in



62 Multiscale Modeling of Structural Materials: Chemistry and . . . 1545

cementitious materials. Their chapter described the linking of molecular details
to macroscale properties that define the durability of the material. This is done
through a holistic multiscale approach that translates the essential physics across
atomistic, mesoscale and microstructural length scales. Observations from MD,
discrete element method (DEM), and FEM modeling at multiple length scales are
combined to further understand the role of cohesive-frictional interactions in the
strength development of cementitious materials (Palkovic et al. 2016).

All these case studies exemplify the potential of multiscale modeling to elucidate
fundamental mechanisms and to enable the rational design and manufacture of
structural materials, whose properties can be tailored along different scale for an
uncountable number of applications.

4 Conclusions and Perspectives

Moving forward, many challenges are still ahead for the development of more
sustainable structural materials. One of the challenges is related to computational
modeling, both in terms of new algorithms and more advanced computers. The
implementation of Machine Learning (ML) and Artificial Intelligence (AI) into
the already established computational methodologies has the potential to contribute
to significant speed up of simulations. In a similar manner, the use of cloud
computing and the entrance of big corporations into cloud computing applied to
materials science will dramatically increase the computational resources available
for modeling and simulations. The other big challenge is related to the production of
the materials. New advances in additive manufacturing, microfluidics, and synthetic
biology will enable an unprecedented level of control over the structure of any
materials.

In the case of silk-based materials, multiscale modeling methods are expected
to overcome still-existing bottlenecks to accurately describe the mesoscale. This
limitation also applies to most of the materials discussed in this section for which the
gap between nanoscale mechanisms and macroscale behavior imposes a significant
challenge. In the case of silica aerogels, the next big leap is expected in the
manipulation of their molecular structures in a bottom-up production approach,
leading to aerogels that are stronger, tougher, and more optically transparent, while
retaining their low weight and thermal conductivity. In a different field, understand-
ing lignin structure and composition, as well as its integration with cellulose and
hemicellulose into the hierarchical structure of lignocellulosic biomass, is crucial for
deciphering biosynthetic pathways, producing plants with more easily degradable
cell walls, and developing better technologies for biomass depolymerization. At
the molecular level, the structure of bamboo microfibrils composed by crystalline
and amorphous cellulose in the matrix of lignin-carbohydrate complex (LCC)
required also mesoscale modeling to fully decipher the connection between LCC
structure and strength and stiffness. In the case of cementitious materials, improved
parameterization of cohesive-frictional force fields with molecular models of
C-S-H that implement different chemical compositions provides new possibilities
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for future exploration. This is especially important for understanding the role of
additives. Also, microstructure models to consider mortar and concrete are still a
challenge. The development of more advanced computational methods will also
likely contribute to a much broader understanding of many oil reservoir concerns
over space and time.
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Abstract

Silk is an exceptional emerging material for diverse applications in medicine,
materials science, and engineering. In the natural world, many organisms,
including silkworms and spiders, have developed glands to produce different
types of silk for applications ranging from prey capture to protective shells.
In the lab, synthetic silks have emerged with the development of recombinant
synthesis techniques and microscale processing approaches. In recent years, the
combination of experimental work and computational investigation has made
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great progress in characterizing and exploiting silk as a functional material for a
myriad of applications. Silk can be characterized first as a sustainable material,
as it is easily and controllably degradable. Moreover, it is biocompatible and
biodegradable, finding many applications in medicine. Silk’s properties stem
from the unique hierarchy in its structure and the specific cooperativity of
these different layers of hierarchy. In this chapter, we will give an overview
of silk’s unique hierarchical structure and resultant properties and provide
case studies where a combination of modeling and experimental synthesis and
characterization approaches have been used to study various features of silk-
like materials. In particular, we will discuss three case studies: (1) responsive
chimera silk-elastin-like materials, (2) silk scaffolds for silk-mineralization, and
(3) functional applications of regenerated silk for inkjet printing, and filtration
membrane synthesis.

1 Overview

Silk is an exceptional emerging material for diverse applications in medicine,
materials science, and engineering. In the natural world, many organisms, including
silkworms and spiders, have developed glands to produce different types of silk
for applications ranging from prey capture to protective shells. In the lab, synthetic
silks have emerged with the development of recombinant synthesis techniques and
microscale processing approaches. In recent years, the combination of experimental
work and computational investigation has made great progress in characterizing and
exploiting silk as a functional material for a myriad of applications. Silk can be
characterized first as a sustainable material, as it is easily and controllably degrad-
able. Moreover, it is biocompatible and biodegradable, finding many applications in
medicine. Silk’s properties stem from the unique hierarchy in its structure and the
specific cooperativity of these different layers of hierarchy. In this chapter, we will
give an overview of silk’s unique hierarchical structure and resultant properties and
provide case studies where a combination of modeling and experimental synthesis
and characterization approaches have been used to study various features of silk-
like materials. In particular, we will discuss three case studies: (1) responsive
chimera silk-elastin-like materials, (2) silk scaffolds for silk-mineralization, and
(3) functional applications of regenerated silk for inkjet printing, and filtration
membrane synthesis.

2 Silk Properties in Nature

In nature, silks are produced by a diverse family of organisms, including silkworms,
spiders, honeybees, beetles, ants, and even mussels and certain crustaceans (Suther-
land et al. 2010). The properties of silks produced by these different organisms
vary based on primary protein sequence and the specific processing environment
within the anatomy of the insect. There is tremendous variety even within a single
family. Spiders, for example, may spin up to seven mechanically different silk
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fibers, and this diversity stems from the unique biology of the spider’s body that
contains multiple glands that modulate chemical and mechanical processing of the
silk (Guerette et al. 1996). The range of properties associated with silk results in a
broad spectrum of functions.

Silk is chiefly known for its superb mechanical properties. It surpasses high
energy-absorbing materials such as Kevlar and carbon fiber and provides an
extremely lightweight alternative (Gosline et al. 1999; Agnarsson et al. 2010;
Swanson et al. 2009; Vollrath 2010). A combination of high tensile strength on
par with high-grade alloy steel (at 1–2 GPa (Swanson et al. 2009)) and extensibility
(up to 60% strain at failure (Swanson et al. 2009)) results in superior toughness and
exceeding performance when normalized by its density.

Tensile properties are dependent on humidity conditions as water plays the role
of a plasticizer in silk (Plaza et al. 2006). In fact, when humidity is increased and
water is absorbed through the silk fiber, the fiber undergoes significant shrinkage
and reversibly converts the materials into a rubber (Liu et al. 2005; Shao and
Vollrath 1999; Gosline et al. 1984). This process is termed supercontraction (Liu
et al. 2005) and renders silk a great candidate material for lightweight actuators in
micromachines, sensors, biomimetic muscles, and green energy applications.

Similar to other materials with a high content of amorphous structure, silk
undergoes a glass transition, from a glassy to a rubbery state upon increasing
temperature (Plaza et al. 2006). Tensile properties of silk fibers transition from
stiff to compliant as temperature are increased. Unlike synthetic fibers, silk has
higher toughness at lower temperature (Yang et al. 2005). In fact, its retention of
exceptional material properties across a wide temperature range (−66 ◦C to 100 ◦C)
suggests applications as a super-fiber in harsh environments (Yang et al. 2005).
Silk’s mechanical properties paired with its unique responsive features provide a
unique platform for developing biomimetic fibers that are strong, lightweight, and
elastic and undergo reversible phase change or supercontraction.

3 Structure of Spider Silk

Spider silk is a highly hierarchical system (Table 1, Fig. 1a) with evolutionarily
“optimized” structure at many length scales (Tarakanova and Buehler 2012). We
survey these optimization schemes to give a flavor of the many levels of control
that are theoretically available to design multiscale morphology for nanoengineering
applications.

Silk protein is composed of beta-sheet nanocrystals interspersed within less
orderly amorphous domains, where the underlying molecular structure is dominated
by weak hydrogen bonding. Beta sheet crystals contain a dense network of
hydrogen bonds, while dispersed hydrogen bonds join together amorphous domains,
composed of unordered structure, extendable helices, and beta turns (Tarakanova
and Buehler 2012).

In fact, nanocrystal size, moderated by the reeling speed of the silk, is the primary
factor controlling the strength and toughness of silk (Keten et al. 2010). Smaller
crystals exhibit superior properties up to a critical size of 2–4 nm, as a result of the
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Table 1 Summary of structural hierarchy of spider silk spanning length scales from angstroms to
centimeters, along with key mechanisms that define its mechanical function. (Table modified from
Tarakanova and Buehler 2012)

Structure
Hierarchical
level Description

Key mechanism and
experimental validation

Amino acid
sequence

Primary
protein
structure
(Å)

The primary protein structure
is composed of a sequence of
amino acid residues which
define the folding of the
protein. In silk, poly-alanine
regions are responsible for
stiff beta-sheet rich domains
while glycine rich regions
define structures within
amorphous domains

Basic building block that
dictates secondary protein
structure. Experimental
techniques such as NMR and
X-ray diffraction are limited in
their atomic resolution for
certain complex materials, so
molecular dynamics permits a
discrete qualification of
primary structure through
folding mechanisms. Recent
work has been successful in
sequencing silk genes and
using this information to
generate recombinant
engineered versions of the
natural protein (Ayoub et al.
2007). Such changes of amino
acid sequence can be
experimentally realized
through genetic engineering or
peptide synthesis (Rising et al.
2010)

Beta-sheet
nanocrystals

Secondary
protein
structure
(nm)

The secondary protein
structure defines local
conformations, such as alpha
helices and beta turns. Beta
sheet crystals in silk have a
critical size of 2–4 nm,
exhibiting exceptional
strength due to cooperative
hydrogen bonding between
the sheets. This invokes a
highly dissipative stick-slip
mechanism that provides the
basis for larger-scale
toughness and strength

Nanoconfinement of crystal
optimizes cooperative
hydrogen bond activity,
resulting in shear deformation
shown to result in most
regulated and least
catastrophic failure, through
the self-healing capacity of
hydrogen bond formation.
Critical crystal sizes were
validated against experiment,
based on AFM images (Du
et al. 2006) and using
diffraction techniques (Du
et al. 2006)

Protein
composite
(beta-sheet
crystals,
beta turns,
31 helices)

Tertiary
protein
structure
(∼10–20 nm)

Tertiary protein structure is
the three-dimensional
arrangement of interacting
secondary structures. The
interplay between beta sheet
crystals and amorphous
domains ensures strength and
extensibility of the composite
structure

The cooperative interplay and
load-balance of protein
composite domains achieves a
unique hyperelastic material
behavior in silk. Molecular
dynamics allows the tracking
of nanoscale protein-unfolding
regimes which are difficult to
discern experimentally

(continued)
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Table 1 (continued)

Structure
Hierarchical
level Description

Key mechanism and
experimental validation

Fibrils (∼100 nm) Fibrils exhibit dimensions of
50 ± 30 nm in diameter,
where cohesive interaction of
protein domains composing
the fibril is responsible for
homogeneous load
distribution upon loading,
ensuring optimal strength

Nanoconfinement of fibril size
results in homogeneous
deformation of all protein
domains within the fibril,
thereby achieving greatest
strength and toughness
through contributions of many
protein components acting
together. Optimal fibril size is
validated, e.g., through SEM
images (Du et al. 2006)

Fibers (∼1–2 μm) Bundles of fibrils into fibers
enhance mechanical
properties of silk threads

Bundling of several
geometrically confined fibrils
into a fiber enhances material
properties through reaching
homogeneous deformation
state (flaw tolerance).
Structure and geometry of
fibers are visible through SEM
imaging (Du et al. 2006)

Spider web (>cm) Spider web geometry and
material composition
determine the deformation
mechanisms of the web,
responsible for optimized
prey capture mechanisms

Localization of failure due to a
combined yielding-stiffening
behavior at deformation. In
situ experiments conducted on
garden webs show a very
similar result (Cranford et al.
2011; Swanson et al. 2007)

difference in deformation mechanism on the molecular scale (Keten et al. 2010). In
small crystals, a stick-slip motion is observed as hydrogen bonds brake and reform.
The self-healing ability of smaller crystals owing to the continuous reformation of
hydrogen bonds protects the crystals from catastrophic failure as hydrogen bonds
are shielded from exposure to water, which facilitates rupture. In contrast to soft
and brittle larger crystals, which fail catastrophically by crack-flaw formation and
consequent bending, smaller crystals exhibited shear deformation. The effective
capacity of hydrogen bonds to resist failure by self-healing in conjunction with
nanoconfinement at the crystal scale results in strong, stiff crystals of characteristic
size, as verified experimentally (Du et al. 2006).

At the next scale, beta sheet crystals are embedded in the amorphous meshwork
of less ordered domains. These molecular nanocomposites – crystals embedded in
an amorphous matrix – create a network of fibrils that bundle into fibers, forming
mature threads. At the fibril scale as well there exists a critical length at which
the molecular properties of the protein network are most effectively scaled up to
the micrometer scale (Giesa et al. 2011). The underlying mechanism responsible
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Fig. 1 (a) Hierarchical structure of spider silk, from amino acids to an orb web architecture. (b)
A summary of the multiscale approach used to link the molecular to the macroscale. Silk protein
structure, based on the information about its genetic makeup, is identified and characterized to
define a constitutive behavior. The molecularly derived behavior is incorporated into a macroscale
web system. Web scale deformation experiments link macroscale deformation to molecular
mechanisms (Rising et al. 2010). (Figure adapted with permission of Springer)

for this remarkable behavior is a homogeneity of stress distributions as fibril sizes
approach the critical length scale. There is a delocalization of stress at the crack
tip as fibrils reach the critical fibril size, resulting in completely homogeneous
deformation where the entire sample reaches uniform stress concentrations before
failure, improving performance (Giesa et al. 2011).

At the macroscale, for instance, in the orb web of a spider, mechanical robustness
stems not from spider silk’s high ultimate stress and strain, but rather from the
nonlinear response of silk threads and their geometrical arrangement within the web
(Cranford et al. 2012). When a silk fiber deforms, there is a softening at a yield point
and substantial stiffening at large strain until failure. This is critical for localizing
load-induced deformation in comparison to standard engineering materials having
linear elastic or elastic-plastic deformation behavior. Under distributed loads, such
as wind, the stiff behavior of silk threads under small deformation is essential in
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maintaining the web’s structural integrity (Cranford et al. 2012). This nano-to-
macroparadigm, depicted in Fig. 1b, underlines the interplay between hierarchical
structure and function through mechanical response.

The structure of silk suggests new design paradigms in applications ranging from
high performance fibers and multifunctional materials produced from artificially
spun silk or derived materials (Omenetto and Kaplan 2010; Rammensee et al.
2008) to novel material platforms for tissue engineering or even structural appli-
cations in the defense or aerospace industry (Buehler and Yung 2009; Vepari and
Kaplan 2007).

4 Silk Processing

In addition to silk’s unique hierarchical structure, the processing of silk within the
duct of the insect is particularly important for the properties of the resultant material.
Using dissipative particle dynamics (DPD) coarse-grained models, a mesoscale
framework was developed to study the self-assembly of silk proteins into polymer
networks and to model the effect of shear flow and terminals on the processed
silk fiber (Fig. 2). Models captured the presence of several different “blocks”:
“A” (poly(alanine) containing, hydrophobic domains), “B” (GGX (X = R, L, Y,
or Q) rich, hydrophilic domain), and “H” (hexahistidine fusion tag, introduced
for facile purification). It was shown that intermediate ratios of hydrophobic to
hydrophilic blocks (domains) of the amino acids in recombinant spider silk result in
well-connected networks (Fig. 2a). Moreover, shear flow increased the connectivity
of the network of polymers, which translated to outstanding silk fiber formation.
Stronger polymer networks were formed when longer polymer chains were present
(Fig. 2b). The addition of a charged N-terminal domain (NtSp) improved alignment
of the polymer network with the shear flow (Fig. 2c). Moreover, the H(AB)12-
NtSp showed greater tendency to aggregate compared with the H(AB)12 (Fig. 2d).
Molecular dynamics studies also identified that the shear stress on aqueous silk in
the spinning duct of an insect results in helix to beta sheet transitions, key to the
strength and function of mature, spun silk fibers (Giesa et al. 2016).

5 Chimera Silk-Elastin-Like Materials

Silk is a good material candidate for developing responsive, tunable, nature-inspired
biomaterials. In particular, silk-elastin-like protein polymers (SELPs) have gained
attention as bio-inspired composites for their biocompatibility, degradability, and
stimuli-responsive tunability (Huang et al. 2015, 2016; Wang et al. 2014; Xia et al.
2011, 2014). In the past two decades, genetically engineered SELPs were shown to
be quite versatile. SELPs can be processed in a variety of ways: as nanoparticles,
films, nanofibers, thin coatings, hydrogels, and scaffolds, providing a diverse set
of structures for material applications (Xia et al. 2011, 2014; Hwang et al. 2009a;
Ner et al. 2009; Qiu et al. 2009, 2010; Zhu et al. 2016). These applications include
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biosensors, tissue engineering, targeted drug delivery release systems, gene therapy,
and nanocarriers (Gustafson et al. 2009; Haider et al. 2005; Hwang et al. 2009b;
Megeed et al. 2004; Anumolu et al. 2011), among others.

SELPs are composed of alternating silk-like and elastin-like domains, combining
the properties of the component parts. Silk-like domains (GAGAGS) mimic the
Bombyx mori silkworm silk sequence. They assemble into tightly packed structures
and provide stability and mechanical resilience. Elastin-like pentapeptide domains
(GXGVP) are representative of the elastin protein sequence and exhibit an inverse
temperature transition, modulated by changing the second X residue of the pen-
tapeptide. SELPs combine the mechanical strength, resilience, and self-assembling
properties inherent to silk together with tunable mechanics derived from the elastin
domains, which in physiological conditions exhibit reversible sensitivity to stimuli,
including temperature, pH, ionic strength, electric fields, and enzymes (Huang
et al. 2016). By combining silk-like and elastin-like domains, SELPs achieve useful
mechanical properties and discrete tunability.

Molecular modeling is instructive for studying these materials to obtain a
molecular perspective of their unique features. Together, molecular modeling and
experiments based on recombinantly synthesized SELP sequences can be combined
to probe the molecular scale temperature transition effects and single-molecule
mechanical responses to thermal stimulation. In particular, a recent SELP model
has identified thermally stimulated structural transitions at the single molecule scale
and extracted temperature effects on molecular unfolding pathways and mechanical
signatures.

Silk-elastin-like protein polymers, based on the amino acid sequence
[(GVGVP)4(GYGVP)(GVGVP)3(GAGAGS)]14, a 14-mer built from units
composed of eight alternating silk-like and elastin-like blocks (Fig. 3a), can be
synthesized using recombinant DNA technology. The turbidity profiles for 1 mg/ml
of the SELP aqueous solution structures display a temperature transition range
between 28 ◦C and 45 ◦C, henceforth referred to as Tt (Fig. 3b). To distinguish
structures below and above transition range, two systems are considered: at 7 ◦C
and 57 ◦C, well below and above Tt. Below the transition, at 7 ◦C, the SELP

�
Fig. 2 Modeling, production, and processing of silk block co-polymer systems. (a) Modeling at
the mesoscale coarse grain shows that alternating hydrophobic/hydrophilic domains at a 1:1 ratio
promote network formation over other block distributions. (b) As length is scaled, mature networks
form through shear flow, which can be correlated to potential targets for physical processing and
spinning. (c) Additional structures can be modeled using this framework, including the addition
of the N-terminal domain (NtSp), which is predicted to promote better molecular alignment.
Accompanying production and processing, model inputs lead to effective predictors for spinning,
which was demonstrated from the core H(AB)12 system to the N-terminal variant. (d) Larger
order parameter means better alignment of the polymer networks with the shear flow. In all cases
shear results in greater alignment in the direction of shear, with H(AB)12-NtSp aligning the most.
Moreover, the N-terminus caused clusters to consolidate, leading to unique behavior of continuous
aggregation, even after shear. (Figures adapted from Lin et al. (2015), Rim et al. (2017), Jacobsen
et al. (2017) with permission)
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Fig. 3 (a) SELP sequence considered in experiment and simulation. SELP is composed of
alternating silk-like (GAGAGS) and elastin-like (GXGVP) blocks, where X represents the
interchangeable residue responsible for modulating the transition temperature. (b) UV spectropho-
tometry heating and cooling curves show a reversible transition range between 28 and 45 ◦C.
(c) SELP samples at (i) low (7 ◦C) and (ii) high (57 ◦C) temperature. (d) Representative SELP
structures from simulation, at (i) 7 ◦C and (ii) 57 ◦C. Dotted lines represent end-to-end molecular
distance. (e) End-to-end distance of representative SELP structures pictures in d) at 7 ◦C and
57 ◦C. (f) Hydrodynamic radius from dynamic light scattering of SELP at 7 ◦C and 57 ◦C. (g)
SELP hydrogel samples at (i) 7 ◦C and (ii) 57 ◦C. (Reprinted with permission from Tarakanova
et al. (2017a). Copyright 2017 American Chemical Society)
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solution appears transparent. As the temperature is raised above the transition for
the polymer, to 57 ◦C, the SELP solution becomes cloudy, indicative of the phase
transition taking place (Fig. 3c).

To capture this behavior at the nanoscale, SELP molecular structures can be
predicted using Replica Exchange Molecular Dynamics simulations (Fig. 3d). At
the single-molecule scale, the transition occurs as a gradual structural change,
manifested by a decreasing radius of gyration with temperature. Both the molecular
models and the synthesized polypeptides exhibit up to 90% of unordered secondary
structure with minimal beta sheet and helical content, consistent with the high
content of elastin-like sequence within the polymer. A comparison between repre-
sentative structures at 7–57 ◦C shows a structural collapse at high temperature as the
structure bends across the principal axis and assumes a more compact conformation
(Fig. 3d). Measurement of the end-to-end distance confirms a reduced molecular
size (Fig. 3e).

A similar trend to a compacted structure with increasing temperature is observed
in the synthesized polymer by measuring the hydrodynamic radius (Rh) of the SELP
free chain. Rh at temperatures below and above Tt is determined by dynamic light
scattering (DLS). DLS measurement at 7 ◦C and 57 ◦C displays a reduction in the Rh
of the free chain from 3.8± 0.6 nm to 1.4± 0.2 nm (Fig. 3f). Such drastic reduction
in molecular size suggests that the free chains of the SELP folds at high temperature
above Tt, leading to a decrease of the overall size of the SELP free chains.

At the macroscale, a corresponding behavior is observed in silk-elastin hydrogels
that are fabricated and tested at different temperatures. A shrinkage of 57% in the
hydrogel radius is measured between 7 ◦C and 57 ◦C (Fig. 3g). The structural
collapse observed at the single molecule scale is propagated up to the macroscale.
It is proposed that the packing geometry of SELP molecules in the hydrogel
ultimately propels the shrinking phenomenon, causing structural reorganization at
the molecular scale.

Modeling at the molecular scale permits characterization of temperature-
dependent mechanics at a fundamental scale. Unfolding pathways for representative
SELP structures below and above Tt, at 7 ◦C and 57 ◦C, respectively, can be studied
using steered molecular dynamics simulations. Drastically different deformation
behavior can be observed at low and high temperatures (Fig. 4a–c). At 7 ◦C, the
mechanical response includes a steep linear regime followed by a plateau, compared
with a gentle linear slope at 57 ◦C. The unraveling of the high temperature structure
reveals a smooth unfolding mechanism (Fig. 4d). The molecule unraveled from a
single cluster, uniformly like a ball of yarn, corresponding to a linear deformation
regime. By contrast, as the low temperature structure unfolds, a plateau in the
force-displacement appears at a displacement of about 150 nm (Fig. 4e). A series
of smaller clusters detaches from the main densely folded region as the molecule is
pulled. These clusters act to dissipate the force, resisting the pulling, and produce
the plateau that differentiates the low and high temperature deformation curves.

To understand the internal molecular landscape through the unfolding process,
the intramolecular hydrogen bond evolution at high and low temperature is consid-
ered (7–57 ◦C, respectively). Notably, the number of hydrogen bonds that exists
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Fig. 4 Steered molecular dynamics set-up for SELP at (a) 7 ◦C and (b) 57 ◦C. Molecule is fixed
at the C-terminal end and pulled at the N-terminal end. (c) Force-displacement curves at 7 ◦C and
57 ◦C for pulling speed 50 m/s. Unfolding snapshots for region (i) (d) and (ii) (e), in plot of (c),
respectively. Structures correspond to displacements indicated by numbered arrows on the force-
displacement plot. Scale bar: 15 Å. (f) Hydrogen bond evolution at 7 ◦C and 57 ◦C during SMD
pulling. (Reprinted with permission from Tarakanova et al. (2017a). Copyright 2017 American
Chemical Society)

within the SELP molecule is higher by 15% at high temperature, and this difference
persists through two thirds of the unfolding stages (Fig. 4f). This observation is
counterintuitive, as higher temperature is expected to more easily disrupt weak
intramolecular hydrogen bonds, and is attributed to the presence of elastin-like
segments, which are known to assume a folded, hydrogen-bond-rich conformation
above Tt. The enhanced hydrogen bonding at high temperature may help to maintain
a large, uniform region in the unfolding pathway. Fewer hydrogen bonds at low
temperature create a less compact structure that permits the separation of small,
independent clusters as the molecule experiences a pulling force. In fact, it is
predicted theoretically that the energy barrier to unfold the structure at 57 ◦C is
greater than the energy barrier at 7 ◦C due to the presence of a dense network of
hydrogen bonds at high temperature (Tarakanova et al. 2017b).

The inverse temperature transition observed in SELPs is a reversible, controllable
process that motivates applications in drug delivery, shape changing materials,
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and biomimetic devices. Using a combination of experimental, modeling, and
theoretical methods, the structure and nanomechanics of SELPs can be identified
at different temperatures. These findings offer a foundational perspective on the
molecular scale mechanisms of temperature-induced phase transition in SELPs and
suggest a novel approach to combine simulation and experiment to study materials
for multifunctional biomimetic applications.

6 Silk as a Scaffold for Silk-Mineralization

Biomineralization is the process of producing minerals (inorganic material) by pro-
teins (organic material) in living organisms. Through complex hierarchical assembly
of composite organic-inorganic material, mineralized tissue becomes stiffer and
harder (Launey et al. 2010). Understanding the organic-inorganic interface to
fine-tune mineralization is the key to control biomaterial function in repair and
regeneration of tissues, preventing the process in dynamic tissues as in the case
of calcific aortic valve disease where calcium deposition prevents its function, or
promoting mineralization in disease like osteoporosis where one loses bone density.

Recently, silk protein-based biomineralized composites have been studied as
tissue scaffolds. An efficient scaffold material for tissue regeneration should
be biocompatible with suitable stiffness, strength, and degradability (Chan and
Leong 2008). Silk is a biocompatible protein approved by the US Food and
Drug Administration to be used in some biomedical applications (Altman et al.
2003). Strength, stiffness, and degradability of the silk protein could be tuned
by controlling its crystalline beta sheet content (Nova et al. 2010; Dinjaski et al.
2018). A suitable scaffold should mimic the structure and properties of natural
extra cellular matrix (ECM) (Polo-Corrales et al. 2014). Moreover, ECM-cell
bidirectional signaling interactions should be understood and controlled. It is known
that ECM properties such as biochemistry, structure, and mechanics could change
the interplay between genotype and phenotype (Benoit et al. 2008; Teixeira et al.
2004; Engler et al. 2006). Silk-hydroxyapatite (HA) (Bhumiratana et al. 2011) and
silk-silica (Mieszawska et al. 2010a) scaffolds have been studied for bone tissue
repair with human mesenchymal stem cells (hMSCs) to regenerate bone tissue. HA
or silica promoting peptides are tethered onto silk protein and provide biochemical
and signaling properties to enhance hMSCs differentiation in addition to adsorption
of ions to form minerals (Marolt et al. 2006; Rockwood et al. 2011; Meinel et al.
2004).

In modular protein engineered biomaterials, different peptide building blocks
could be combined to generate different scaffolds with diverse properties (Sengupta
and Heilshorn 2010). For instance, Fig. 5 shows an integrated modeling and exper-
imental approach for design of silk-based biomaterials and control of silicification
(Dinjaski et al. 2016). The study provides valuable insight into key factors to control
mineralization such as protein folding, and exposure and alignment of charged units.
Genetically engineered constructs were designed with three basic building blocks
(Fig. 5a): Histidine tag (green box) is added to facilitate purification, the artificial
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Fig. 5 (a) Folded protein structures: His tag (green box) is added to facilitate purification, the
artificial silk polymer (red box) is added to form β-sheet structures, and R5 (orange box) is added
to facilitate silicification. (b) Solvent accessible surface area for positively charged amino acids
correlates with the amount of silicification in experiment. (Figures adapted from Dinjaski et al.
(2016) with permission)

silk polymer (red box), derived from the consensus repeat of N. clavipes dragline
silk protein, is added to form β-sheet structures, and R5 (yellow box) domain
derived from C. fusiformis silaffin gene is added to facilitate silicification. “nh”
and “ch” stand for N- and C-terminal fused histidine tags. Figure 5a shows sample
snapshots of different protein structures in explicit water. β-sheets and random
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coils are colored in blue and white, respectively. Histidine, arginine (in silk block),
arginine (in R5 bonding peptide), and lysine are charged residues of the proteins
which are color coded in yellow, red, orange, and green, respectively. Results
(Fig. 5b) show that the presence of positively charged amino acids is essential
for catalyzing biomineralization; however, the process is not amino acid specific.
Moreover, the location of the charged biomineralization domain in the fusion protein
could affect protein folding and consequently surface exposure of charged amino
acids. In summary, solvent accessible surface area for positively charged amino
acids correlates with the amount of silicification in experiment. Silk and silk-ch
have the least accessibility of charged amino acids, resulting in no silicification and
low silicification in experiments, respectively. On the other hand, nh-silk-R5 and
nh-silk-silaffin (5R5) show the highest amount of mineralization. The study furthers
the understanding of intracellular pathways involved in bone regeneration triggered
by recombinant silk–silica chimeras (Martín-Moldes et al. 2018).

The same three building blocks were used to construct silk-silica interfaces. Then
the intracellular pathways involved in the process of mineralization were assessed,
when stem cells were grown on those silica substrates. Integrins are a family of cell
adhesion receptors consisting of heterodimeric transmembrane proteins called α and
β subunits. They interact with ECM proteins, triggering activation of intracellular
pathways, such as mitogen-activated protein kinase (MAPK). Figure 6a–c shows
modeling of the headpiece from integrin αVβ3 in solution, in contact with the
silica surface and the silk-chimera protein surface. Similar models were prepared
for α5β1 integrin. Figure 6d shows gene expression analyses of hMSCs seeded on
15mer-ch and R5-15mer-ch films with or without silicification and on tissue culture
plastic (TCP) for one day. When compared to TCP, cells seeded on nonsilicified
films showed no difference in expression of integrin subunits. Meanwhile, the cells
seeded on the silicified films showed increased gene expression of α5, αV, and β3
integrin subunits, but not the β1 integrin subunit. The detected expressions suggest
αVβ3 and α5β1 as two candidates for triggering the hMSCs. Based on the results
of the MD simulations (Fig. 6e), only αVβ3 integrin is activated in contact with
the silicified surfaces, since the head piece opens up with respect to the integrin
in solution, while there is a decrease in head piece distance in contact with silk-
chimera protein surface (nonsilicified surface) and for α5β1 integrin in contact with
silica surface. The use of a blocking antibody against integrin αVβ3 in experiment
validated results of the simulation, and the induction of the osteoblast differentiation
genes was abolished. In summary, in the absence of the silica surface (nonsilicified)
or in the presence of a neutralizing antibody against αVβ3 integrin, there was no
activation of the MAPK cascades, thus no induction of bone extracellular matrix
genes and therefore no differentiation.

The main components of bones are apatite crystals, the inorganic mineral phase,
collagen fibrils, and the organic protein phase, which control nucleation and growth
of the minerals (Nudelman et al. 2010). By combing silk with different amount of
minerals such as hydroxyapatite or silica, compressibility of the composite scaffold
could be improved which is required to match properties of natural bone tissue at
the site of implementation (Bhumiratana et al. 2011). Two types of silk proteins
could be used to generate tissue scaffold: natural silkworm silk (Mieszawska
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et al. 2010b; Sofia et al. 2001; Liu et al. 2008) and recombinant spider silk
(Moisenovich et al. 2012). The integrated modeling/experimental approach could
be used to develop modeling guided platform for rational design of recombinant
silk proteins for biomaterials and material design needs. This strategy could forecast
the influence of the addition of biomineralization domains to silk sequence on the
fusion protein structure and folding, and identify the optimal processing parameters
by understanding the mechanisms and identifying the key factors involved in the
process.

7 Design and Synthesis of Silk-Based Filtration Membranes

Membranes for water treatment have progressively been developed to address global
challenges of water pollution in recent years, because they are energy- and waste-
efficient to remove molecular-level contaminants (Shannon et al. 2008; Vandezande
et al. 2008; Werber et al. 2016). A variety of new materials and novel fabrication
methods (e.g., block copolymer self-assembly (Wang et al. 2011; Krieg et al.
2011; Deng et al. 2013), template synthesis (Liang et al. 2010; Peng et al. 2007),
track-etching technique (Eguizabal et al. 2014; Striemer et al. 2007), chemical
vapor deposition (Mourhatch et al. 2010; Karan et al. 2012), and layer-by-layer
assembly (Joseph et al. 2014) have been developed to improve the purification
efficiency of these membranes. However, it remains challenging to prepare low-
cost water purification membranes while retaining the mechanical strength and high
purification performance.

Recently, a de novo strategy was used for making multilayer nanoporous
membranes via integration of computational simulation and experiments. The
core methodology is to use soft and hard nano-building blocks for constructing
multilayer nanoporous structures (Ling et al. 2017). Here, the soft layer with a
smaller pore size (several nanometers in diameter) serves as a size-selectivity layer
to effectively filter out molecular level contaminants. The hard layer with a large
pore size and high porosity allows water to pass through quickly and provides
structural supports to the soft layer. In addition, the alternating arrangement of
these two layers can further improve permeability of these membranes. Many
natural systems, such as nacre, enamel, and bone, use proteins and calcium-based
minerals to build their sophisticated multilayer architectures with enhanced physical

�
Fig. 6 (a, b, and c) Simulated head piece domain of the integrin in molecular dynamics (MD)
modeling, in solution (water molecules are not shown), in contact with silica surface, and in contact
with silk-chimera protein surface. (d) Gene expression of α5 (orange bars), αV (blue bars), β1 (gray
bars), and β3 (yellow bars) subunits of human mesenchymal stem cells (hMSCs) seeded on tissue
culture plastic (TPC). There are two candidates for triggering the differentiation of hMSCs to
osteoblasts in contact with silicified surfaces: αVβ3 and α5β1. (e) Activation of integrins measured
as opening of their head pieces in MD simulations shows αVβ3 integrin and not α5β1 integrin is
activated in the presence of silica surface. (Figures adapted from Martín-Moldes et al. (2018) with
permission)
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properties (Chen et al. 2012). Moreover, both proteins and calcium-based minerals
have showed promising application in water purification; thus, we selected these
two components as starting building blocks.

In order to disclose the condition in which these two components can form the
porous multilayer structures, simple coarse-grained models of the protein nanofibers
(NFs) and calcium-based minerals nanoplates (NPs) were developed. Each NF and
NP was modelled by an elastic network with carefully chosen elastic constants to
reflect the materials’ elastic properties and mass concentrated at the junction beads
to reflect the material densities. Using the collection of these models, molecular
dynamics (MD) simulations are performed to simulate their assembly during the
deposition process in the water flow.

As examples, Fig. 7 shows the comparison of the assembly process of NFs
and NPs. It is found that by tuning the material stiffness, density, and interfacial
interactions between the subunits, the NFs and NPs can either assemble to form
a multilayer structure with a clear boundary between two material phases or a

Fig. 7 Coarse-grained computational MD simulations for SNF/HAP assembly and deposition.
Elastic network models are built on mechanics and geometry feature of the unit building blocks.
HAP-SNF surface energy γ (J/m2) is not certain as it depends on the molecular structure and the
hierarchy structure of the interface in contact. This is important for forming the layered structure.
For the SNF/HAP model, HAP and SNF particles were randomly distributed initially and then
subjected to a gravity field that accounts for the drag force from the water flow. a, b, and c are the
snapshots of the HAP/SNF assembly process during deposition with γ set as 0 (a), 0.217 (b), and
0.53 J/m2 (c), respectively. (Figures adapted from Ling et al. (2017) with permission)
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homogenous mixture of the two materials. It was discovered that for a wide range
of mineral density (as the material density of protein is almost fixed) and stiffness of
NFs and NPs, the interfacial energy (γ ) between NF and NP plays the dominating
role to govern the way of their assembly. It is revealed by computational simulations
that for weak NF/NP interaction, NFs are assembled into a continuous network
during the deposition process and their deposition rates are smaller than that of NP
flakes that lack such self-assembly process. Turning to strong NF/NP interactions,
NF and NP flakes are well mixed by self-assembly before being deposited on the
substrate. Accordingly, a NF/NP interaction weaker than both NF/NF interaction
and NP/NP interaction (γ < 0.217 J/m2, which is the average surface energy
measured for protein filament assembly) is necessary to form the layered structure
(Fig. 7). This discovery is critical for selecting the suitable combination of materials
to form the multilayer structure, because many protein/mineral combinations have
strong interfacial interactions and are not suitable to be used as raw materials for
forming the multilayer structure.

On the basis of simulation findings, different material combinations were
scanned and silk nanofibril (SNF) and HAP were chosen to conduct experiments.
It is noted that silks in nature do not have the propensity to form mineralized bulk
materials as collagen and experimental evidence shows that SNF can easily exfoliate
from the HAP surface to validate its weak interaction with HAP. Moreover, different
from a liquid exfoliation (top-down) route, here, a new and more energetically
efficient approach was developed to produce SNFs, that is, to control the self-
assembly of silk protein. First, aqueous silk solution (0.1 wt%) was assembled
into elongated SNFs with a height of ∼3 nm and a contour length up to 5 μm.
Then, the SNFs were used as templates to grow HAP nanosheets through in situ
biomineralization. These HAP nanocrystals, with a length of 100–300 nm and a
width of 20–30 nm, showed a uniform needle-like morphology and were stabilized
by the connected SNF networks. Thus, such HAP nanocrystals were finely dispersed
and highly stable in the SNF solution, in contrast to the flower-like HAP aggregates
in silk solution from control experiments. Finally, the SNF/HAP dispersion was
assembled into water insoluble macroscopic membranes via vacuum filtration.
Indeed, these SNF/HAP membranes show highly ordered multilayer structures with
∼200 nm thick alternated HAP and SNF layers (a 4-μm-thick membrane as an
example, Fig. 8). The number of layers is tunable by changing the consumption of
dispersion (Fig. 8). Typically, 1 mL of ∼0.2 wt% dispersion generates a double-
layer membrane, with HAP settling in the bottom layer and the SNFs remaining on
the top (Fig. 8a, b). Each layer has a similar thickness of approximately 500 nm.
Both layers have uniform dispersions of SNFs and HAPs, respectively, but they
show distinct pore sizes (Fig. 8c, d). The SNF layer has a narrow pore size
distribution with a diameter of 8 ± 2 nm (could serve as size-selectivity layer).
In contrast, the HAP layer has a larger pore size distribution with a diameter of
28± 5 nm (can enhance the water permeation). By progressively adding the volume
of the SNF/HAP dispersion, the number of layers is increased and reaches tens of
layers (Fig. 8f–g). The alternating arrangement of SNFs and HAPs layers can be
observed in all cases.
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Fig. 8 The well-organized multilayer structures of SNF/HAP membranes. (a–d) The double-layer
structure of the SNF/HAP membranes was formed through vacuum filtration of 1 mL of dispersion.
The picture (a) gives the schematic of double layer structures. The top layer is the SNF-rich layer
with small pore sizes. The bottom layer is the HAP layer with larger pore sizes. Picture (b) is
the cross-sectional SEM image of a double layer membrane. Pictures (c) and (d) are the top view
SEM images of SNF-rich and HAP-rich layer, respectively. (e–g) The multilayer structure of the
SNF/HAP membrane was generated from 3 mL SNF/HAP dispersion using a 3.5 cm diameter
mold. Picture (e) gives the schematic of multilayer structures. Picture (f) is the cross-sectional SEM
image of a multilayer membrane. Picture (g) is the high resolution cross-sectional SEM image of a
multilayer membrane. False color is used in SEM images. (Figures adapted from Ling et al. (2017)
with permission)

The core methodology used soft silk nanofibrils and hard mineral-building blocks
for constructing multilayer nanoporous structures. Here, the soft layer (protein
nanofibrils) with a smaller pore size (several nanometers in diameter) gives size-
selectivity to effectively filter out molecular level contaminants. The hard layer
(mineral nanoplates) with a large pore size and high porosity allows water to pass
through quickly and provides structural support to the soft layer. In addition, the
alternating arrangement of these two layers can further improve permeability of
these membranes. Comparative computational simulations based on coarse-grained
models of protein nanofibrils and mineral plates reveal that the multilayer structure
can only form with weak interactions between nanofibrils and mineral plates. On
the basis of this finding, a series of protein/mineral systems were scanned and silk
nanofibrils (SNFs), and a hydroxyapatite (HAP) system was used to conduct the
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experimental fabrication. In the manufacture process, a new biomimetic route was
developed by using protein self-assembly and in situ biomineralization. The resul-
tant SNF/HAP membranes indeed present the highly ordered nano-sized multilayer
structures. Profiting from these well-organized hierarchical multilayer nanoporous
structures, the resultant membranes not only show ultrafast water penetration (over
five times greater than other reported ultrathin membranes with similar thickness),
but also exhibit universal and high efficiency to remove and even reuse (in some
cases) heavy metal ions, dyes, proteins, and nanoparticles. A multilayer membrane,
on the basis of the simulation findings, may be formed by using different materials.
Natural protein-based (e.g., amyloid, collagen fibril) and engineered peptides and
protein-based (e.g., silk-, silk-elastin-, silaffin-, apatite-binding) fibrils and their
corresponding biomineral plates (e.g., calcification, silicification) are also suitable
for building multilayer nanoporous structures. Therefore, a biomimetic process for
membrane synthesis could lead to large-scale production of multilayer membrane
materials with a broad-spectrum (and possibility to design for a specific spectrum)
and efficiency for water purification, useful in waste-water treatment, biomedicine,
food industry, and life science applications.

8 Inkjet Printing of Regenerated Silk

Recently, pure silk fibroin (SF) derived from Bombyx mori cocoons has been used
as ink for direct printing (Ling et al. 2016). Figure 9 illustrates the general process
of the inkjet 3D-printing of the silk membrane as an optical strain gauge. The
florescent silk solution was prepared and contained the materials in a syringe
right before printing. The concentrations of silk and ions were tested to make
sure the viscoelastic property of the material is appropriate so it can be printed
without clogging at the front tip of the syringe needle and also keeps a relatively
stable form on the substrate surface after printing. Specifically, the degummed silk
fiber was dissolved in CaCl2/formic acid (FA) solvent (Zhang et al. 2015) with
the concentration of SF ink reaching 30 wt% without any aggregation or gelling
(Fig. 9a). The syringe is mounted to an in-home-build 3D printer that can move
in all the directions and works by controlling the squeezing speed of the syringe
during printing (Fig. 9b). All movements of the printer are digitally controlled by
stepper motors and a computer numerical control board. Using such printing facility,
different florescent patterns can be printed that are made of silk materials, such as
a rectangular network with different florescent colors in two different orthogonal
directions and parallel bands (Fig. 9c). Patterns were printed on different kinds of
deformable substrates including polypropylene film, rubber, and PDMS because
of the high viscoelasticity of silk solution. After rapid curing owing to quick
evaporation of FA (about 10 min), the printed silk pattern can get deformed together
with the substrate, even for a common rubber glove after wearing (Fig. 9d) and
getting stressed in full tension (Fig. 9e).
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Fig. 9 3D printing of silk. (a) Schematic illustration of the 3D printing process. A fluorescent
silk/Ca2+/FA ink is printed onto a substrate. (b) Photograph of home-made 3D printing device.
(c) Photograph of printed silk pattern on polypropylene film. The scale bar is 1 cm. (d, e) The
photograph of printed silk pattern on gloves with palm open (d) and clenched fist (e). The florescent
silk pattern can get deformed with the deformation of gloves. (Figures adapted from Ling et al.
(2016) with permission)

By using this printing technique, a new method was developed and a set of
membrane materials based on silk could be used as accurate optical strain gauges.
It is noted that the pure silk fibroin (SF) derived from Bombyx mori cocoons is
biocompatible and biodegradable due to the absence of toxicity and immunogenicity
(Omenetto and Kaplan 2010), making them ideal candidates for in situ and
implantable strain measurements (Qin et al. 2015). By using inkjet 3D-printing,
silk membrane materials could be accurately printed with a structure according to a
specific design. This study shows that the materials are extremely flexible, allowing
them to conform to the irregular curved surfaces and bond well to them. Figure 10a
presents the schematics and microscopic structure of a prototype of the printed silk
strain gauge. The silk membrane and the printed fluorescent silk pattern are bonded
very well with each other as both fluorescence microscope and scanning electron
microscope (SEM) images confirm a sharp boundary without any significant gap
between the two materials in the scale spun from millimeter to micrometer. The
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Fig. 10 Morphologic characterization and strain measurement setup of 3D-printing silk mem-
brane. (a) The observation of the fluorescence microscope image (the second on bottom left) and
SEM images (others except schematic diagram on the left) of 3D-printing silk membrane from
cross-section and surface direction. The false color was used in top right SEM image to distinguish
printed pattern and substrate. (b) The strain measurement setup. (c, d) Pictures of the 3D-printing
silk membrane under visual (c) and UV light (d) observation. (Figures adapted from Ling et al.
(2016) with permission)

printed silk pattern has a uniform thickness of 30 μm. A camera was used to record
the deformation of the silk strain gauges under a UV-light irradiation environment
(Fig. 10b). The printed silk lines emit strong red light due to the UV excitation of
rhodamine B dyes; however, the silk substrate stays transparent because of weak UV
excitation of silk (Fig. 10c, d). Such a difference in the florescent features between
the substrate and the printed silk pattern causes the great contrast between the two
materials which significantly improves the image resolution for strain analysis as
shown in Fig. 10d. Furthermore, two-dimensional discrete Fast Fourier Transform
(2D-FFT) can be used to easily obtain the strain of the membrane in deformation.
It is demonstrated that the material is more stretchable than most biological tissues
and can accommodate strains of at least 250% in deformations that is more than two
orders of magnitude larger than almost any commercially available strain gauges
(Hammock et al. 2013).
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9 Conclusions and Prospective

In this chapter, we have summarized the various unique properties that silk-
based and silk-inspired materials embody and addressed the various structural
features, dependent on hierarchical material organization and specific processing
conditions, required to achieve these properties. Several case studies describe the
wide range of applications of a combined modeling, synthesis, and characterization
approach at different material scales. Starting from the single-molecule scale, silks
can form a basis for developing chimera tunable materials (e.g., silk-elastin-like
protein polymers) with phase transition capabilities for multifunctional biomimetic
applications. Silks can be used in silk-silica composites to create biodegradable
and biocompatible scaffolds as a modular protein engineered biomaterial for tissue
repair and regeneration applications. Energy- and waste-efficient silk filtration
membranes can be engineered to remove molecular-level contaminants. As an
example, we describe multilayer tunable designs made of silk nanofibrils with
hydroxyapatite domains. The final example provided here is a 3D-printed silk
membrane for use as an optical strain gage. Through these examples, we hope to
convey the broad applicability of silk-like systems and the relevance of combining
modeling approaches together with experimental synthesis and characterization to
design new systems and applications drawing from and building on fundamental
properties of this unique material.

Moving forward, interesting challenges abound. The development of tunable
silk-based materials has been realized for molecular systems and macroscale
systems, as the case studies reviewed here attest. Recent work has made significant
progress incorporating modelling and experiment for predictive material design
and characterization. In the future, it will be important to consider advanced
and hybrid multiscale modeling methods to overcome still-existing bottlenecks to
accurate predictive modeling of silk-based systems at the mesoscale. A predictive
computational model for dense, high-molecular weight tunable silk-based materials
is still needed that can integrate molecularly driven responsive features into a larger
system (e.g., a hydrogel). Further work on understanding the specific mechanisms
of interfacial behavior is needed to design mineral-protein composites, expanding
on the silk-silica materials described in this chapter. From the experimental point-
of-view, recombinant protein design and synthesis is expensive and inefficient.
Advancements in recombinant synthesis, and alternative biogenetics methods,
including genetic engineering of silk worms to produce spider silk as one example,
can greatly accelerate the rate of material production. 3D printing also has been
a useful alternative biomanufacturing method; however, low resolution and opti-
mization of processing methodology (e.g., solution viscosity, evaporation rate) can
still be improved. Because 3D printing is a time-consuming process, development
of novel self-assembly methods would help with manufacturing ease. Finally,
we believe that novel optimization algorithms applied to silk-based systems can
greatly expand the material design space, leading to new applications of silk-based
systems.
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Abstract
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imental and simulation studies, eventually led to the commercialization of
silica aerogels in numerous engineering applications, especially for thermal
insulation in aerospace and civil engineering applications. Rapid progress in
the synthesis of silica aerogels provided great impetus for characterizing and
optimizing their molecular structures. This created significant numerical chal-
lenges in understanding their structure-property-function relationship at several
hierarchies of length scales. Both fully atomistic and coarse-grained molecular
dynamics modeling and simulations have been extensively developed to tackle
these challenges. We reviewed the development of new empirical molecular
dynamics forcefields, novel methods of generating aerogels’ percolated back-
bones, and compelling algorithms for characterizing their structural, mechanical,
and thermal properties that have resulted in unprecedented insights into silica
aerogels. These developments will drive the eventual creation of a comprehensive
set of multiscale modeling platforms, which can minimize the trials and errors
during experimental synthesis and even bring silica aerogels into the fold of the
materials-by-design paradigm.

1 Introduction

Over the past few decades, the unending pursuit of lightweight, robust, and cost-
effective engineering materials have driven the development of diverse classes of
ultralight materials. Aerogels are one such class of materials that is developed by
introducing extreme porosity to drastically minimize their overall weight while,
at the same time, maximizing their strength and toughness. S. S. Kistler and
his colleagues successfully synthesized the initial form of such gels through
supercritical drying of wet gels of silica, alumina, nickel tartarate, stannic oxide,
tungstic oxide, gelatin, agar, nitrocellulose, cellulose, and egg albumin (Kistler
1931, 1932; Aegerter et al. 2011), thus demonstrating the incredible flexibility in the
choice of the materials that can be made into aerogels. Furthermore, supercritical
drying at high temperatures and pressures prevents the development of strong
interfacial tensions between the phase boundary of liquid and gas. High surface
tensions, generated by processes such as liquid evaporation in air, would cause the
gel to collapse and shrink, thus forming much denser gels known as xerogels which
have only 50% porosities (Fricke and Emmerling 1992).

For silica aerogels in particular, multistep processes involving polymerization,
gelation, hydrolysis, and condensation are used to form the tortuous porous
backbone of the aerogels. To synthesize silica aerogels, hydrolysis and condensation
of water or alcohols drive the polymerization of linear oligomers of particulate
colloidal silica through crosslinking, with subsequent continuous sol-gel transition.
Initially, chemical precursors of the silica gels were sodium metasilicate (Na2SiO3)
(Kistler 1932), but these are now largely replaced by silicon alkoxides (Si(OR)4,
where R and OR denote alkyl and alkoxide groups, respectively. Some examples
are tetramethyl orthosilicate (TMOS) and tetraethyl orthosilicate (TEOS), where
the R groups are CH3 and C2H5, respectively. Polycondensation of these monomers
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results in the formation of coherent porous gels which are then dried supercritically
to obtain the final aerogel structures. Numerous alkoxide-related precursors are
used nowadays, including 3-(2-aminoethylamino) propyltrimethoxysilane (EDAS),
polyethoxysilane (PEDS), and perfluoroalkysilane (PFAS) (Aegerter et al. 2011).
Such chemical diversity is required to produce different desired structural, mechan-
ical, chemical, electrical, and optical properties in the resulting gel, in combination
with variations in solvents, catalysts, and ratios of water to precursors (Aegerter
et al. 2011). Aerogels with an even wider range of properties have been developed by
using materials other than silica, such as carbon, sodium silicate, zirconium dioxide,
as well as many other organic and inorganic compounds. An exhaustive overview of
all these variations in aerogels is beyond the scope of this review, but further details
can be obtained from the Aerogel Handbook (Aegerter et al. 2011).

Silica aerogels are highly suitable for an exceptionally wide range of engineering
applications due to their unique properties. One of the most notable applications
of aerogels is in Cherenkov radiators as Cherenkov counters (Cantin et al. 1974;
Kharzheev 2008) for identification of particles. They are also used in dielectrics for
integrated circuits (ICs), passive solar energy collection devices (Hrubesh 1998),
and for the trapping, storing, and releasing of an extensive range of nanoparticles
and molecules (Burchell et al. 2006; Tabata et al. 2014). Another prominent
area of application is in thermal insulation. Commercial production of modern
porous aerogel on a large, cost effective manner is driving the proliferation in
the usage of silica aerogels as thermal insulators (Herrmann et al. 1995; Jelle et
al. 2011; Cotana et al. 2014). For greater flexibility in tailoring the optical and
thermal properties for the required application when used as thermal fillers, silica
aerogels are produced as granular beads (Ackerman et al. 2001; Neugebauer et al.
2014). Some of these applications include passive solar windows (Wittwer 1989),
cryogenic thermal insulation systems on space launch vehicles (Fesmire 2006; Jones
2006), and thermal insulation of windows (Rubin and Lampert 1983; Duer and
Svendsen 1998). The theoretical reduction in thermal conductance of a window
using just 5 mm thick aerogel as insulation is found to be more than half (Rubin
and Lampert 1983), which is significantly more insulating than even double-glass
windows. Experimentally, aerogel glazing units outperformed conventional double
glazing as they reduce heat loss by 58% (Gao et al. 2014). Furthermore, other than
capturing space dust in NASA’s Stardust mission, silica aerogels have also kept two
recent Mars Rovers, Spirit and Opportunity, at relatively steady temperatures even
though the temperature variation on the surface of Mars can be above 100 ◦C (Jones
2006).

2 Properties of Silica Aerogels

Due to the extremely porous nature of silica aerogels, their densities can approach
values as low as 0.003 g/cm3 (Tillotson and Hrubesh 1992). This remarkably low
density is only three times higher than the density of air which is approximately
0.0012 g/cm3. The nanoscale architecture of silica aerogels is usually characterized
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as having fractal geometries due to self-similar patterns that appear geometrically
similar even when viewed at different hierarchical length scales. The degree of
fractality of a structure is usually represented by its fractal dimension which is a
ratio that relates the change in detail to a given change in scale. Small-angle neutron
scattering (SANS) and small-angle x-ray scattering (SAXS) spectroscopy and
adsorption of molecules with different cross-sectional areas are some experimental
methods for determining the fractal dimension of silica aerogels (Woignier et al.
1990). Silica aerogel’s fractal dimensions vary with processing conditions, where
it is approximately 1.8 under basic processing conditions (Vacher et al. 1988b) and
about 2.2–2.4 in both acidic and neutral conditions (Vacher et al. 1988a).

Pure silica aerogels tend to be mechanically weak due to their low density
and high porosity, but there is still a broad range of mechanical properties that
can be obtained by varying their processing conditions and thereby controlling
crucial factors like the porosity, density, defects, and network connectivity. The
mechanical properties of silica aerogels are measured through a variety of methods.
By measuring the velocity of sound through the gel, a density power-law scaling
exponent of 3.17± 0.11 and 3.25± 0.15 is found for the elastic and shear modulus,
respectively, in aerogels with densities between 0.05 and 2 g/cm3 (Cross et al.
1989). A higher value of 3.7 is determined by Gronauer et al. (1986) using the same
experimental method. The difference in the Young’s moduli obtained using either
the propagation of sound or uniaxial compression tests is also compared (Gross
et al. 1988), and there is good agreement only at a medium density of 0.158 g/cm3.
Further uniaxial compression tests at ambient conditions found that the elastic
moduli scaled with density differently depending on the processing conditions, with
scaling constants of 3.37 ± 0.13 for acid catalyzed silica aerogels, 3.77 ± 0.21
for prehydrolyzed aerogels, and 2.85 ± 0.17 for base catalyzed aerogels (Lemay
et al. 1990). This is for a density range between 0.1 and 0.6 g/cm3. Three-point
beam-bending and hydrostatic compression tests are also compared and it is found
that reasonable agreement can be obtained with these two methods in the elastic
regime (Scherer et al. 1995). Beam-bending tests are also performed to determine
the variation of elastic moduli with density in the range of 0.1–0.4 g/cm3 and a
scaling exponent of 3.8 is determined (Woignier et al. 1987). Further bending tests
revealed a scaling exponent of 3.7 ± 0.2 for the density range of 0.05–0.4 g/cm3

(Woignier and Phalippou 1989). Flexural and uniaxial compressions tests are also
compared and the results differed strongly as different precautions have to be taken
to ensure each method’s accuracy (Alaoui et al. 2008). Both the elastic and brittle
mechanical behaviors of silica aerogels are attributable to the same kinds of gel
characteristics of pore volume, silanol content, and pore size (Woignier et al. 2015).

The highly porous nature of pure silica aerogels is deleterious for their mechan-
ical properties, but this porosity is remarkably beneficial for conferring unusually
low thermal conductivity, especially for purposes of thermal insulation. Figure 1
shows the incredible insulating properties of a slab of silica aerogel preventing
intense heat from affecting a delicate flower. Silica aerogels’ thermal transport
mechanisms have been characterized experimentally (Lu et al. 1995; Heinemann
et al. 1996; Zeng et al. 1996; Wei et al. 2011), and it is found that separate
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Fig. 1 To demonstrate the
extremely low thermal
conductivity of silica aerogel,
a burner is lit under the
translucent blue aerogel and
the flower shows no
detrimental signs of excessive
heat, by J. Cormac 2009,
https://commons.wikimedia.
org/wiki/File:Aerogelflower_
filtered.jpg

components of gaseous, solid, and radiative thermal conductivity constitute the
total thermal conductivity of monolithic silica aerogels. Numerous factors decrease
each component of the thermal conductivity, including negligible coupling between
the different modes of heat transfer, absence of gaseous convection (and there-
fore diminished heat transfer) within the pores, and effective restriction of local
excitations within the aerogel backbone due to the high number of pores (Ebert
2011; Koebel et al. 2011). In particular, a power-law variation of the solid thermal
conductivity with density is found, similar to the variation of the elastic modulus
with density, such that

λS = Cρα (1)

where the factor C varies with the particle connectivity within the aerogel, and α is
approximately 1.6, for densities, ρ, in the range of 0.3–1 g/cm3 (Fricke 1988), and
1.5, for ρ between 0.07 and 0.3 g/cm3 (Fricke et al. 1992).

3 Characterization of Silica Aerogels with Molecular
Dynamics

Due to the intricate link between silica aerogel’s molecular structure and its prop-
erties, molecular dynamics (MD) modelling and simulations have played crucial
roles in advancing the fundamental understanding of silica aerogel’s structure-
property-function relationship. This is reliant on significant improvements in two

https://commons.wikimedia.org/wiki/File:Aerogelflower_filtered.jpg
https://commons.wikimedia.org/wiki/File:Aerogelflower_filtered.jpg
https://commons.wikimedia.org/wiki/File:Aerogelflower_filtered.jpg
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basic factors: the accuracy of the MD forcefields and the algorithms for constructing
representative aerogel structures. These advances have driven the ability of MD
models to comprehensively capture aerogel’s structural, mechanical, and thermal
properties. Extensive details on the theory, methods, and implementations of MD
models and simulations can be found in many textbooks (Allen and Tildesley 1989;
Haile et al. 1993; Frenkel and Smit 2002; Rapaport 2004); hence, these aspects will
not be covered here.

3.1 Molecular Dynamics Forcefields

MD simulations are underpinned by the quality of the mathematical formulations
(the equations of motion, otherwise known as forcefields) that can meticulously
reproduce a subset of properties needed for examining a certain phenomenon.
Several forcefields have been proposed for modeling silica, however, only a small
number of these have been implemented and validated for modeling various aspects
of silica aerogels. One of the primary interaction potential used to model both
amorphous bulk silica (Horbach and Kob 1999; Horbach et al. 1999; Jund and
Jullien 1999; Shell et al. 2002; McGaughey and Kaviany 2004; Mahajan et al. 2007;
Coquil et al. 2011) and silica aerogels (Ng et al. 2012, 2016; Yeo et al. 2013; Yeo
2014) is introduced by van Beest, Kramer, and van Santen (BKS) (van Beest et al.
1990; Kramer et al. 1991). The BKS potential’s mathematical formulation is

U
(
rij
) = Aij exp

(−Bij rij
)− cij

r6
ij

+ qiqj
rij

(2)

The first and second terms in Eq. 2 are the short-range attraction and repulsion
of atoms, respectively; the final term is the long-range Coulombic interaction. rij is
the separation between atoms of indices i and j; qi and qj their atomic charges;
and Aij, Bij, and Cij the different constants for different pairs of atoms i and j.
These parameters are fitted simultaneously to both experimental macroscopic data
and results from microscopic ab initio, including data for α-quartz (van Beest et
al. 1990). Surprisingly, the comparatively simpler mathematical formulation of the
BKS potential is capable of predicting the properties of various silica polymorphs
more accurately than other pair potentials such as the Tsuneyuki, Tsukada, Aoki,
and Matsui (TTAM) potential (Tsuneyuki et al. 1988). The BKS potential is able
to accurately depict the structural and mechanical properties of various silica
polymorphs, such as the unit-cell dimensions and elastic moduli, respectively. A
downside of the BKS potential for simulating aerogels is that at high quenching
temperatures, atoms can approach each other too closely and lead to dynamics
that are unmanageable. However, this can be overcome by steeply increasing the
repulsive capabilities of the BKS potential at small atomic distances through the
addition of a “24–6” Lennard-Jones potential (Guissani and Guillot 1996) to obtain
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U
(
rij
) = Aij exp

(−Bij rij
)− cij

r6
ij

+ qiqj
rij

+ 4εij

[(
σij

rij

)24

−
(
σij

rij

)6
]

(3)

Several studies have also implemented the Vashishta potential (Vashishta et al.
1990) to model silica aerogels (Nakano et al. 1993, 1994; Murillo et al. 2010;
Patil et al. 2017). This potential introduces more sophistication by having terms that
account for both two- and three-body interactions

U = U2
(
rij
)+ U3

(
rij , rjk, rik

)
(4)

where the two-body interaction term is

U2
(
rij
) = Hij

r
ηij
ij

+ ZiZj
rij

−
1
2

(
αiZ

2
j + αjZ2

i

)

r4
ij

e
− rij
r4s (5)

and Hij and ηij are the strengths and exponents of the steric repulsion; Zi and αi the
effective charge and electronic polarizability; r4s is the decay length of the dipole
interactions. The three-body interaction term is expressed as

U3
(
rij , rjk, rik

) = Bijkf
(
rij , rik

)
p
(
θjik, θjik

)
(6)

Here, Bijk is the strength of the interactions. The effects of bond-stretching are
represented by the function

f
(
rij , rik

) =
{

exp
[

l
rij−r0 + l

rik−r0
]
f or rij , rik < r0

0 f or rij , rik > r0
(7)

where r0 is the interaction cutoff distance. The effects of bond-bending are given by
the function

p
(
θjik, θjik

) = (
cos θjik − cos θjik

)2
(8)

where θ jik is the angle subtended by atoms i, j, and k with atom i as the vertex.
Increasing complexity of inter-atomic interactions is needed for more rigorous

simulations of the chemical environment that each atom encounters, thus requiring
terms that account for multibody interactions. While pair approaches are relatively
inexpensive computationally, they have a limited ability to model structurally and
chemically complex materials, especially where elements like silicon and carbon
have multiple possible polymorphs. These issues are addressed by varying the
strength of each bond such that it is dependent on the conditions within the local
environment through a bond-order function. The Tersoff potential (Tersoff 1988)
is an example of a MD potential developed for this purpose and it has also
been parameterized for silica (Munetoh et al. 2007), showing excellent utility in
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predicting the thermal and mechanical properties of silica aerogels (Lei et al. 2013;
Yeo et al. 2013; Ng et al. 2016). This potential has the general mathematical form
of

U = f c (rij
) [
V R

(
rij
)+ bijV A

(
rij
)]

(9)

where VR and VA refer to the repulsive and attractive terms; f c is a function that
smoothly limits short-range interactions; bij is the bond-order that is monotonically
decreasing according to the coordination of atoms i and j. Separately, the repulsive
and attractive terms are

V R
(
rij
) = Aij exp

(−γij rij
)

(10)

V A
(
rij
) = Bij exp

(−μij rij
)

(11)

Aij =
(
Ai + Aj

) 1
2 , Bij =

(
Bi + Bj

) 1
2 , γij = γi + γj

2
, μij = μi + μj

2
(12)

The cutoff function is given as

f c
(
rij
) =

⎧
⎪⎨

⎪⎩

1, rij < Rij
1
2 + 1

2 cos
(
π
rij−Rij
Sij−Rij

)
Rij < rij < Sij

0, rij > Sij

(13)

Rij =
(
RiRj

) 1
2 , Sij =

(
SiSj

) 1
2 (14)

where R and S denote the interaction limits. Finally, the bond-order term is

bij = χij
(

1+ βnii ζ niij
)− 1

2ni (15)

ζij =
∑

k �=i,j
f c (rik) ωikg

(
θijk

)
(16)

g
(
θijk

) = 1+ c
2
i

d2
i

− c2
i

d2
i +

(
hi − cos θijk

)2 (17)

Here, χ ij dictates the strengthening or weakening of the heteropolar bonds and
the remaining terms are parameters that can be fitted to experimental or ab initio
data corresponding to the system under investigation.
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3.2 Structural Properties

Using the MD interaction potentials in the previous section, the structural properties
of silica aerogels can be represented using multiple schemes for very varied
purposes such as investigating the atomic coordination, mechanical and thermal
properties, chemical and gelation kinetics, and structural evolution and relaxation
of aerogels. Generally, there are two broad categories of methods to obtain porous
silica. The first category is “mimetic” simulations where experimental preparation
of the aerogel is mimicked through dynamic representations. The second category
is the construction of statistically accurate models to represent as much detail from
available experimental data as computationally possible. For both of these cate-
gories, the aerogel models are usually characterized by structural and geometrical
properties such as the pore size distributions, fractal dimensions, surface areas, and
bond length and bond angle distributions (Gelb 2011).

Kieffer and Angell developed one of the earliest and most elementary atomistic
methods to model the percolated structures of silica aerogels through MD (Kieffer
and Angell 1988). In the scheme termed “negative pressure rupturing,” an equili-
brated sample of amorphous silica is instantaneously expanded in a stepwise manner
until the percolation threshold is reached, as illustrated in Fig. 2a. All existing bonds
are stretched simultaneously at each expansion step to lengths that are 10–35%
beyond their equilibrium, and subsequently the structures are relaxed to remove
excessive accumulated stresses. A similar method is used to simulate much larger
systems of more than 40,000 atoms (Nakano et al. 1993, 1994) together with the
Vashishta potential (see Sect. 3.1), as shown in Fig. 2b, c. This combination of
factors generated porous structures with fractal dimensions that varied with density
and good agreement with experimental data is obtained for the neutron-scattering
static structure factor, bond statistics, and pore size distribution. Another study (Ng
et al. 2012) also employed negative pressure rupturing but with the BKS potential
instead (see Sect. 3.1), and this scheme generated silica aerogels whose fractal
dimensions scaled with density in a manner similar to previous MD studies (Kieffer
and Angell 1988).

By correlating with experimental data, three separate and distinct methods
of modelling silica aerogels are compared for in-depth understanding of aerogel
synthesis and the underlying pore structure (Pohl et al. 1995). The first method
involves packing spherical silica particles of varying diameters into a cell to
determine their surface areas. The second method proceeded in similar manner to
negative pressure rupturing. Cluster-cluster aggregation of silica clusters is the final
method and it produces the structure of aerogels upon gelation. The first method
agrees reasonably well with theoretical curves as the porosity increases. For the
second method, it is found that differing pore size distributions is obtained if the
expansion rates are varied. In terms of the composition and the characteristic size,
the final method is the most representative of experimental aerogels.

A recent MD scheme that modifies the approach of negative pressure rupturing
is used to reconstruct the silica aerogel’s percolated backbone together with the
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Vashishta potential (Murillo et al. 2010). In this scheme, which we dubbed as
the expanding, heating, and quenching scheme (Yeo et al. 2013; Yeo 2014), a
crystalline lattice of β-cristobalite with 24,000 atoms is expanded to the density
required. Thereafter, the entire system is allowed to diffuse and aggregate by
increasing the temperature up to 3000 K with subsequent relaxation by cooling
down to temperatures that are between 2500 K and 0 K. Good agreement with
experimental data is found for the structural features, such as the fractal dimensions,
characterized using pair distribution functions and simulated scattering experiments.
The expanding, heating, and quenching scheme is also used in combination with the
Tersoff potential (see Sect. 3.1) (Lei et al. 2013; Yeo et al. 2013), as depicted in
Fig. 2d, and the scaling of the fractal dimensions with density agreed very well with
previous MD studies (Nakano et al. 1994; Murillo et al. 2010).

Through reactive MD simulations, the process of oligomerization and gelation
during the production of silica aerogels can also be modelled in greater detail. A
series of studies (Garofalini and Melman 1986; Feuston and Garofalini 1990; Garo-
falini and Martin 1994) simulated solutions of water, silicic acid monomers, and
silicic acid dimers with the MD potentials derived from the Born-Mayer-Huggins
(Garofalini 1983) and Rahman-Stillinger-Lemberg (Stillinger and Rahman 1978)
potentials. The initial study validated the forcefields used through comparisons with
data from molecular orbital calculations and experimental studies of bulk silicates.
Pentacoordinated silicon is found during the reaction of two silicic acid monomers
in vacuo (Garofalini and Melman 1986). Further revision of the models (Feuston and
Garofalini 1990) led to the discovery of more intermediates during polymerization,
including ionized monomers and pentacoordinated silicon. The simulated structures
also compared favorably with X-ray and neutron diffraction data as well as quantum
chemical calculations. The next study then simulated significantly larger systems
with 216 silicic acid monomers at densities between 1.4 and 1.6 g/cm3 (Garofalini
and Martin 1994). The simulation data are consistent with experimental sol-gel
systems in terms of chain formation, the activation energy for branching, and the
relative time evolution.

Further advances in observing the gelation processes are made by incorporating
the transfer of charges in a more realistic all-atom reactive approach (Bhattacharya
and Kieffer 2005, Kieffer and Bhattacharya 2008). Comparison of the fractal
dimensions, df , to those obtained from negative pressure rupturing revealed that the
df is process-dependent rather than being associated with the density and porosity
of the gel structure (Bhattacharya and Kieffer 2005), as shown in Fig. 2e. It is also
determined that this fractal nature is not significantly affected by the supercritical
drying process. Furthermore, three different growth regimes are observed in a
subsequent study of silica aerogels’ polycondensation process in both dry and
aqueous environments (Kieffer and Bhattacharya 2008). The regimes of compact
particles, percolated network structures, or branched clusters depend on the ratio
between silicon and water as well as the density of the system. The growth kinetics
and mechanical stability of the individual regimes are also studied.

There are inherent limitations in spatial sizes of MD simulations due to the
computational intensity of fully atomistic simulations that extends to more than
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millions of atoms, although there have been attempts to achieve this recently
(Gonçalves et al. 2016). Several studies aim to circumvent this limitation by
developing coarse-grained (CG) models of silica aerogels. These models aggregate
numerous atoms into a single particle to reduce the number of computations needed
while creating the ability to probe phenomena that exist at higher spatiotemporal
scales that are out of the reach of fully atomistic MD simulations. This ability
comes at the expense of losing atomistic detail; therefore, a good balance must be
achieved to ensure that the observed phenomenon is not a computational artifact.
One such CG model is developed using data from simulations of silica sol particles
that are 2 nm in size to examine the gelation and relaxation mechanisms at
much larger spatiotemporal scales (Gelb 2007), such as the structure factors in
Fig. 2f. This is known as the flexible reactive aerogel model. A range of gelation
behavior is observed by tuning the model’s effective forward rate constant for
bond creation. For highly relaxed clusters in low-reactivity conditions, reactions
correspondingly became infrequent. The properties of the resulting gel are invariant
even if reactivity is decreased further. In contrast, higher reactivity will result in
increased amounts of structures that are far from equilibrium, leading to significant
shrinkage at low pressures due to the presence of high stresses. We anticipate that
future developments in CG models of silica aerogels will eventually lead to accurate
multiscale models that link molecular structures to macroscale phenomena such as
heat transfer and fracture of silica aerogel beads.

3.3 Mechanical Properties

Studies that utilized MD simulations to characterize the nanomechanical properties
of silica aerogels have been a fairly recent development compared to the charac-
terization of silica aerogel’s structural properties. After the extensive validation
of various MD methods of reproducing the fractal nature of silica aerogels, the
Vashishta potential (see Sect. 3.1) and an algorithm to mimic diffusion-limited
aggregation (DLCA) are used to generate porous silica with densities between 1.67
and 2.2 g/cm3 (Campbell et al. 1999). This density range resembles xerogels more
closely rather than extremely percolated aerogels. The variation of the bulk, shear,
and Young’s moduli with increasing density is examined. The Young’s moduli are
found to scale with density via a power-law with an exponent of 3.5 ± 0.2. Another
manner of DLCA is adopted in another study (Murillo et al. 2010), which is the
expanding, heating, and quenching scheme detailed in Sect. 3.2, together with the
Vashishta potential. Percolated structures with densities between 0.23 and 2.2 g/cm3

are studied, where the density range corresponds to that of aerogels and xerogels.
Power-law variations are found for the Young’s moduli and strength, where the
exponents are 3.11 ± 0.21 and 2.53 ± 0.15, respectively, in good agreement with
experimental data (Woignier et al. 1998). This same scheme is applied in another
study (Patil et al. 2017) but on a much larger scale, having more than 192,000 atoms
and system sizes that are larger than 173 nm3. A density range of 0.28–2.2 g/cm3

is investigated. The power-law exponent of the Young’s moduli is estimated to be
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Fig. 3 Mechanical properties of silica aerogels that can be obtained from numerical simulations,
such as (a) the relationship between stress and strain during cyclic loading. (Reproduced from
Patil et al. 2017 with permission from the American Chemical Society), (b) the bulk moduli.
(Reproduced from Ferreiro-Rangel and Gelb 2013 with permission from the American Chemical
Society), (c) the Poisson ratio. (Reproduced from Ferreiro-Rangel and Gelb 2015 with permission
from American Chemical Society), and (d) the elastic moduli. (Reproduced from Lei et al. 2013
with permission from The Royal Society of Chemistry)

3.25 ± 0.1 and brittle fracture is observed in tensile tests while early densification
occurred for compression tests. Poisson ratios are between 0.18 and 0.21. Cyclic
compressive loading at three densities of 0.28, 0.42, and 0.62 g/cm3 caused
permanent deformations under large strains due to inelastic phenomena related to
residual deformation, hysteresis, and the Mullins effect (Fig. 3a). Mathematical
relations are also determined between the compressive strain and the residual strain,
the dissipated energy, and the average tangent modulus.

CG modelling (see Sect. 3.2) of silica aerogels has also been used to characterize
the mechanical properties of silica aerogels at higher hierarchical length scales. In a
series of studies using the flexible reactive aerogel model, it is found initially that the
bulk modulus is significantly lower (1.0–2.3 bar) than experimental data (∼7.0 bar)
at similar densities (Gelb 2007). A subsequent study (Ferreiro-Rangel and Gelb
2013) looked at this issue in more detail by considering variations in particle sizes,
densities, and size dispersity, along with two separate methods for obtaining the
bulk modulus: fluctuation analysis or direct compression and expansion simulations.
The bulk moduli derived from direct compression and expansion simulations appear
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to be more reliable than those from fluctuation analysis which requires careful
parameterization of the barostat mass. The power-law scaling of the bulk moduli
with density has an exponent of approximately 3.1 as shown in Fig. 3b, but
polydisperse particle sizes cause the bulk modulus to decrease due to the reduced
density of bonds. In the most recent study (Ferreiro-Rangel and Gelb 2015), MD
and hybrid Monte Carlo methods are used to investigate the uniaxial deformation
and mechanical properties of silica aerogels as depicted in Fig. 3c. The power-law
dependence of the Young’s moduli has an exponent of approximately 3.0. Poisson
ratios lie between 0.17 and 0.23. The Young’s modulus and Poisson ratio are found
to be largely isotropic, but anisotropy became more prominent as density decreased.
Large deformation uniaxial tensile and compressive tests are also performed, where
high density aerogels exhibited brittle failure, whereas low density aerogels are
generally more elastic.

Extrapolation of MD simulations to bulk elastic properties has also been
investigated. For instance, analytical-numerical models can be constructed with
molecular details obtained from MD simulations (Lei et al. 2013). MD simulations
with the Tersoff potential (see Sect. 3.1) and the expanding, heating, and quenching
scheme are used to derive the Young’s modulus at the molecular scale, as illustrated
in Fig. 3d. These data are used to parameterize an analytical model of a much larger
nanoparticle, leading to a fast and convenient analytical method of depicting the
silica aerogel’s Young’s modulus.

3.4 Thermal Properties

MD simulations have also been used for the extensive characterization of nanoscale
thermal transport in the solid backbone of silica aerogels. The vibrational density
of states (vDOS) are determined for CG percolated silica structures generated
by placing individual fully atomistic samples of vitreous silica in an infinite 3D
percolated cluster (Rahmani et al. 1994). Through the development of a linear-
frequency moments method, the vDOS of systems that are 50 nm× 35 nm× 35 nm
in size and have densities between 0.10 and 0.26 g/cm3 can be rapidly determined,
especially in the low-frequency region, and the data are in good agreement with
experimental results. A follow-up study (Benoit et al. 2001) generated a CG model
that can reproduce small-angle neutron scattering (SANS) experimental data for the

�
Fig. 4 The thermal properties of silica aerogels investigated with various numerical models.
(a), (b) The thermal conductivities are compared with experimental studies, where the power-
law variation with density, determined through the Tersoff potential with the expanding, heating,
and quenching scheme, showed excellent agreement. (Reproduced from Ng et al. 2012 and Yeo
et al. 2013 with permission from Elsevier and IOP Publishing Ltd). (c) Other properties that are
characterized include the variations in thermal resistance. (Reproduced from Liu et al. 2014 with
the permission of AIP Publishing)
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vDOS and inelastic scattering intensity of silica aerogels. This model is derived from
a DLCA algorithm that incorporates primary particles of fully atomistic samples of
vitreous silica modelled using the BKS potential (see Sect. 3.1).

The thermal conductivity of silica aerogels has also been studied in a series
of MD simulations that are primarily performed using a class of MD methods
known as nonequilibrium MD (NEMD) (Rapaport 2004). In each study, the MD
forcefields used are validated extensively due to the paucity of simulation and
experimental data available for thermal transport on such a small length scale. In
the initial study (Ng et al. 2012), the thermal conductivity of dense vitreous silica
is validated using the BKS potential. Vitreous silica is generated by quenching with
the BKS potential while the thermal conductivity is determined through the method
of reverse NEMD (Muller-Plathe and Bordat 2004). In a system with 648 atoms, the
thermal conductivity is 1.20 ± 0.07 W/(m·K), in good agreement with MD results
published previously (Jund and Jullien 1999; Coquil et al. 2011), while a thermal
conductivity of a larger system with 3000 atoms is determined to be 1.39 W/(m·K)
at 300 K, close to the experimental value of 1.40 W/(m·K). This variation in
thermal conductivity is a phenomenon that is well known in MD simulations due
to finite size effects (Yeo et al. 2013). Negative pressure rupturing is then applied on
the larger system, producing percolated aerogels with densities between 0.32 and
0.99 g/cm3. The thermal conductivity is determined subsequently using RNEMD
and the power-law dependence with density has an exponent of 1.01, in contrast
with experimental values of 1.6 (Fricke 1988). Moreover, the thermal conductivity
at the density of 0.3 g/cm3 is higher than experimental values by almost an order
of magnitude, as shown in Fig. 4a. This is partly explained by the influence of
processing conditions as well as the lack of defects, impurities, and sufficiently
broad pore size distributions. It is verified that the largest pore diameter at a density
of 0.3 g/cm3 is significantly smaller than the pores found in experimental aerogels.

In order to minimize the effects of finite sizes and to investigate the role of
the MD forcefields in determining the thermal conductivity, a subsequent study
developed an enhanced model (Yeo et al. 2013) that is a combination of the
expanding, heating, and quenching scheme (see Sect. 3.2) with larger system sizes
of more than 52,000 atoms and the re-parameterized Tersoff potential (see Sect. 3.1).
For vitreous silica, it is shown that the Tersoff potential predicts bulk thermal
conductivity values and vDOS that are significantly closer to experimental data.
This scheme dramatically improved the power-law scaling of thermal conductivity
with density in the aerogel models, where the exponent is now 1.61, while having
a much lower thermal conductivity of 0.05 ± 0.003 W/(m·K) at the lowest density
of 0.3 g/cm3 (Fig. 4b). This model is extended further to investigate the thermal
resistance between secondary spherical particles of silica aerogels (Liu et al.
2014), with the exception that the percolated primary structure in each secondary
particle is generated by deleting atoms prior to heating and quenching. The thermal
resistance between two particles that are in close contact is in the range of 0.1–
0.4 K/GW, depending on the complex interplay between contact length and defect
concentration, as illustrated in Fig. 4c. Analysis of the vDOS shows that contact
length fractions that are lower than 50% significantly suppress the longitudinal
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acoustic (LA) modes of vibration. A similar phenomenon is found for defect
concentrations higher than 50%.

4 Conclusions

The intention of this review is to provide a sufficiently broad yet in-depth under-
standing of historical developments in the fully atomistic and coarse-grained
molecular dynamics modelling and simulations to characterize silica aerogels. The
development of new empirical forcefields, including the modified BKS potential, the
Vashishta potential, and the re-parameterized Tersoff potential, accurately captured
numerous properties of amorphous silica. By coupling these forcefields with
novel methods of generating percolated architectures, researchers can now perform
multiscale optimization and characterization of silica aerogels’ structure-property-
function relationship. Both fully atomistic and coarse-grained molecular dynamics
modelling methods have been discussed, including negative pressure rupturing,
the expanding, heating, and quenching scheme and DLCA algorithms. These
compelling algorithms have characterized silica aerogels’ structural, mechanical,
and thermal properties, delivering unprecedented insights into silica aerogels. We
anticipate that the next big leap of development in silica aerogels is the manipulation
of their molecular structures in a bottom-up production approach, leading to
aerogels that are stronger, tougher, and more optically transparent, while retaining
their incredibly low weight and thermal conductivity. This may be achieved through
advances in 3D printing of ceramics in combination with rigorous characterization
and optimization through a comprehensive set of multiscale modeling platforms,
which ultimately minimize the trials and errors of traditional experimental syn-
thesis and can even bring silica aerogels into the fold of the materials-by-design
paradigm.
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Abstract

Bamboo, a grass, with stiffness-to-weight and strength-to-weight ratios higher
than steel and concrete is a wonder of nature. In this chapter we present a
comprehensive review of the mechanical properties of bamboo from nano- to
macroscale. After presenting the main toughening mechanisms in bamboo, we
present a summary of the atomistic simulations of bamboo microfibril which is
the main sources of stiffness and strength in bamboo fibers. The role of humidity
in bamboo microfibril is also presented at small scale. It is shown experimentally
and numerically that the addition of 1% moisture content to the system does not
change density and increases the elastic modulus in the longitudinal direction.
This is probably due to the relatively larger fractional free volume in the
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structure of lignin, and subsequently LCC, at low moisture contents. This
interesting phenomenon is important in understanding the mechanics of bamboo
microfibrils.

1 Introduction and Background

Bamboos (Graminaceae) include numerous species that grow in all continents,
except for Europe and Antarctica, in tropical, subtropical, and temperate regions
of the world. They are one of the swiftest growing plants on Earth in terms of rate of
mass accrued during their growth phase (Zachariah et al. 2016). Bamboo’s attractive
combinations of high strength-to-weight ratio, high stiffness-to-weight ratio, and
shape factor (Ghavami 2005; Wegst 2011; Xiao et al. 2010; Gibson 2012; Huang
and Netravali 2009) have led to an increasing interest in the use of bamboo as
an eco-friendly highly efficient structural material (Wegst and Ashby 2004). Such
unique properties have resulted in many applications of bamboo such as in bicycles,
housing in rural and urban environments (Janssen 1981), and microscopes (Basu
2007). In countries such as China, bamboo has been widely used as structural
material for centuries (Yu et al. 2011a). Bamboo has also been used to fabricate
structural elements and as alternative to steel in reinforced concrete (Geymayer
and Cox 1970). Recent economic data also show significant growth in innovative
materials from bamboo that are helping a new industry to sprout (Watching Grass
Grow 2018).

Excluding the outer layer (epidermal layer) of bamboo stalk, its structure consists
of fibers and vascular bundles that are surrounded by parenchyma cells. Researchers
attribute the outstanding mechanical properties of bamboo to the presence of the
fibers which are nonuniformly distributed in the cross section of bamboo (Tan et al.
2011; Lo et al. 2008). The nonuniform distribution and the orientation of these
fibers make bamboo an orthotropic material with high strength along the fibers and
low strength transversal to the fibers (Ghavami 1995; Lakkad and Patel 1980; Lo
et al. 2004). This evolutionary designed structure establishes bamboo as a great
representative of a naturally occurring functionally graded material (FGM) (Nogata
and Takahashi 1995; Habibi et al. 2015; Ray et al. 2004; Ghavami et al. 2003).
FGMs Suresh and Mortensen (1988) are generally characterized by their variation in
composition and structure over volume. As the most dominant loading on a bamboo
plant is bending along the main axis of the plant due to wind, the profile of bending
stress along the cross section of the bamboo varies from the highest at the outer
layer to the lowest at the inner later. Evolutionary, this stress profile has resulted in
the corresponding variation in the material properties in a continuous manner that
reduces the stress concentration and increases bending overall strength (Shao et al.
2009; Janssen 1991).

The structure of bamboo is a typical example of plants with highly developed
architectures in which bamboo culm is divided by the nodes (Fig. 1). Taylor et al.
studied the role of bamboo nodes and found out that beyond being a point of
strength, the node may be a point of weakness when loaded in tension. However,
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Fig. 1 Hierarchical microstructure of bamboo (Mannan et al. 2017)

the spacing of nodes is too large to affect the stiffness and strength of the tube as
a whole and also greater than the critical crack length for brittle fracture. Thus,
the diaphragm and ridge structure of the node are possibly evolved to reinforce
a biologically essential feature which would otherwise be a point of weakness
(Taylor et al. 2015). It has a hierarchical structure that makes a typical natural
functionally graded bio-composite (Amada and Untao 2001). In this structure, there
are no tree rings in the culm’s cross section. Instead, bamboo comprises three
fundamental tissues named epidermis, parenchyma, and vascular bundles (Tan et al.
2011).

The epidermis is the outermost layers of bamboo which protects the internal
components from invaders. The attractive green color of bamboo culm is due to
the chlorophyll of epidermis. Smooth surface of the bamboo, also, exists because
of silica, a wax layer, and other substances of epidermis. The silica also facilitates
CO2 uptake of plants and strengthens the outer epidermis for prevention of external
attacks (Chang et al. 1998; Chung et al. 2014).

Parenchyma tissue is the non-woody structure of bamboo. The ground
parenchyma tissues of crop species such as rice and maize have only one type.
Bamboo, however, has two types of parenchyma cells named short and long
parenchyma cells that have differences in lignification and the hemicellulose
distribution. These differences reflect the differences in function of the two types
of parenchyma cells (He et al. 2002). Parenchyma ground tissue forms a matrix in
which vascular bundles are placed.

The vascular bundles mainly consist of xylem, phloem, and fiber caps which are
playing a decisive role in bamboo physiological growth and biomechanical function.
The vascular bundle inhomogeneous distribution is dense in the outer region and
sparse in the inner region (Amada et al. 1997). This special dissemination is a perfect
structural adaptation toward a high bending stiffness and strength of the bamboo
culm. The conducting elements (vessels and phloem) provide a channel for the
transport of water and nutrients. The fibers, which are accounting for approximately
40% of a culm by volume, primarily carry out the function of mechanical support.

The fibers around the phloem do not have the same thickness. The immature
fibers close to the vessels and the phloem complete their wall thickening first,
whereas those at the periphery of the fiber caps are in a transition state. Therefore,
a distinct density gradient can be observed from the fibers adjacent to the vessels
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toward the fibers connected to the surrounding parenchymatic tissue (Wang et al.
2012a). The six different fiber wall types could be distinguished in the bundle fibers
close to phloem that all have mainly hemicellulose-lignin matrix surrounding the
cellulose microfibrils, in their secondary walls. The degree of lignification varies
remarkably across the fiber wall, with a higher lignin content present in the narrow
layers (Wang et al. 2012a, b).

There are numerous studies on material properties of bamboo, including mea-
suring strength, Young’s modulus of matrix and fiber, and detailed analysis of
microstructures and fiber distribution (Nogata and Takahashi 1995; Amada et al.
1997; Tan et al. 2011; Bai et al. 1999; Lee et al. 1997). Dixon et al. measured the
flexural properties of moso bamboo in the axial direction, along with the compres-
sive strengths in the axial and transverse directions. Based on the microstructural
variations and solid cell wall properties, analytical models of mechanical properties
of bamboo which describe the experimental results were developed (Dixon et al.
2014).

Considering that bamboo is an inhomogeneous orthotropic material, numerous
methods have been used to model its macroscale properties numerically (Askarine-
jad et al. 2015). Moreover, in order to estimate how the microstructure influences the
effective properties of these materials, multiscale methods such as homogenization
have been previously used (Silva et al. 2006).

The fracture toughness of bamboo culms was studied by many such as Amada
et al. (2001). The average value obtained was 56.8 MPa.m1/2. This value is higher
than Al alloys. The fracture property of bamboo as a natural composite material
depends on where the crack initiates. Using multiscale mechanical characterizations
coupled with advanced environmental electron microscopy (ESEM), Habibi and
Lu showed that fiber interfacial areas along with parenchyma cell boundaries were
preferred routes for crack growth in both radial and longitudinal directions (Habibi
and Lu 2015). The occurrence of interfacial fractures within the cellular parenchyma
matrix along with honeycomb structure of fibers in both radial and longitudinal
directions is mainly responsible for the remarkable fracture toughness of bamboo by
reducing the overall effective stress intensity factor. Keogh et al. performed fatigue
tests on bamboo culm (Keogh et al. 2015). Bamboo culm samples display fatigue
failure when loaded in compression across their diameters, simulating a type of
deformation which commonly occurs as a result of culm bending. However, they
observed no fatigue behavior when samples are loaded in axial compression.

2 Toughening Mechanisms in Bamboo

The main toughening mechanisms in bamboo are observed to be fiber bridging
(Tan et al. 2011; Habibi and Lu 2015). Habibi and Lu investigated the asymmetric
flexural responses of natural bamboo strips under different loading configurations,
during elastic bending and fracture failure stages, with their respective deformation
mechanisms at microstructural level (Habibi and Lu 2015). They found fiber
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bridging and crack deflection are also partly responsible for the gradient and
remarkable flexural strength and toughness of bamboo strips. Hence, as the overall
volume fraction of fiber decreased (thickness of the strips approached the entire
thickness of bamboo culm), the contribution of triggered toughening mechanisms,
due to the presence of fibers, also diminished which resulted in minimizing the
flexural strength and toughness of bamboo strips. They performed the flexural tests
in modes A and B. In the mode A, the load was exerted on the higher fiber density
side and the mode B on the lower fiber density side of bending configurations. For
mode A fracture, the crack bridging, due to the fiber bridging, alongside its resultant
fiber debonding is the most significant toughening mechanism. Accordingly, the
layers with very large volume fraction of fibers result in very low extent of crack
bridging and fiber debonding in mode B, because delamination occurred more often.
This considerably reduces the flexural strength.

Constant moment crack growth resistance tests were previously performed
on single-edge-notched bend (SENB) specimens (Tan et al. 2011; Askarinejad
et al. 2015). The specimens were characterized into two categories, according to
the placement of the notch. Specimens notched in the outer side of longitudi-
nal(L)/tangential (θ ) orientation are hereby referred to as outside cracked, while
those notched on inside part of the L/θ orientation are referred to as inside cracked.

Three-dimensional finite element simulations were performed to extract the exact
values of crack-driving forces. Fiber volume fractions as a function of thickness
were extracted from the optical microscopy measurements. Later, classical rule of
mixture was applied to estimate the actual graded elastic properties of bamboo
microstructure as a function of distance from the outer layer. The estimate of
bamboo Young’s modulus as a function of the distance from the outer layers was
applied to bamboo cross section in the finite element simulation, Askarinejad et al.
(2015).

The cracks in both inside- and outside-notched samples grow parallel to the
longitudinal direction of fibers. In all the specimens tested, the crack does not grow
straight. All cracks kink 90◦ with respect to fiber orientation and advance parallel to
the fiber direction. It was observed that the bamboo toughness appears to depend on
the placement of the notch, with higher value for inside-notched specimen than the
outside-notched specimens. After pre-cracking further stable crack growth occurs at
a higher load.

The fracture toughness of a composite structure, toughened by the mechanism of
crack bridging, was first modeled by Budiansky et al. using elastic-ideally plastic
springs (Budiansky et al. 1988). This model analytically estimates the toughening
due to small-scale bridging (SSB). In this case the bridge length is relatively small
compared to crack length, specimen dimensions, and distances from the crack to the
specimen boundaries. The toughening due to SSB, &KSSB , is given by,

&KSSB =
√

2

π
Vf

∫ L

0

ασy√
x
dx (1)
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where α is a constraint/triaxiality factor, Vf is the volume fraction of ductile phase,
σy represents the uniaxial yield stress, x is the distance from the crack tip, and L
is the bridging length, which is equal to the distance from the crack tip to the last
uncracked reinforcement.

A large-scale bridging model developed by Bloyer et al. (1998, 1999) was used to
estimate the toughening due to large-scale bridging (LSB) effects. This model that
depends on the traction distribution, crack length, and specimen geometry employs
a weight function h(a, x) to calculate the stress intensity diminution caused by
the shielding zone. For LSB the toughening due to ligament bridging &KLSB is
given by,

&KLSB = Vf
∫ L

0
ασyh(a, x)dx (2)

The weight function for the bridging tractions is given by Fett and Munz (1994).
Hence, the fracture toughness of the composite bamboo structure is the summation
of crack initiation toughnessKm and the added toughness,&K , due to SSB or LSB.
Km is referring to mixed mode matrix toughness before fiber bridging happens and
is found through experiments.

Kc = Km +&K (3)

Once Kc is obtained, the energy release rate can be calculated.
For the case of bamboo, α can be taken to be 1.0 (Budiansky et al. 1988),

and the volume fractions of fibers for outside and inside cracks are 0.45 and 0.2,
respectively. The uniaxial yield stress for outside crack with denser fibers is around
620 MPa, whereas for inside crack is around 220 MPa. The Young’s moduli are
around 16 and 7.5 GPa for outside and inside cracks, respectively.

The resistance curve for the bamboo structure as a function of crack (kinked)
length is presented in Fig. 2. It is noted that the R-curve of bamboo does not
exhibit saturation behavior. However, the curve rises gradually up to point of
instability. This instability point can be considered as a point of failure for any
given notch position. In general, it can be said that this corresponds to a crack size
of ∼12 mm. The differences in the fracture resistance of the bamboo in different
notch orientations can be explained as a result of the graded structure of bamboo. In
general, bamboo derives its strength from the vascular fibers that can sustain higher
stresses during deformation. In the presence of notches or cracks, however, the high
energy involved with the deformation and bending of regions with higher density of
fibers causes high stress concentrations at the notch/crack tips, which leads to high
crack-driving forces at crack tips for a unit load. Meanwhile, the regions with the
least fiber density do not result in high stress concentrations at crack tips, but rather
tend to dissipate the energy by some inelastic deformation. It could be said that the
much higher loads observed for the inside-notched sample can be explained by two
following reasons: (a) the higher level of strain energy of the uncracked outer layer
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Fig. 2 Fiber bridging toughening mechanism model and R-curve behavior of bamboo for two
possible crack configurations

to applied bending loads and (b) the energy-dissipating capability of lesser fiber-
density notched region. The combination of these two conditions results in higher
crack initiation/propagation loads for a sample with an inside crack. For the case
of outside-notched sample, the opposite occurs. That is, the part in contact with the
applied load (the bottom part of the bamboo) is weak and bends easily under lower
applied loads. The resulting bending stress is tensile in the region that contains the
notch. As a result of the high fiber density, which causes high stress concentrations
at the crack tip, much lower stresses are magnified to levels equivalent to crack-
driving force. Hence, lower loads for crack initiation/propagation are observed for
the outside-notched samples.

The main effect of mixed mode on toughness of a bamboo is postulated to
be on the matrix toughness, Km. Afterward, the large-scale mode-I fiber bridging
formulations can precisely predict the toughening behavior of bamboo. Hence, as
the formulation clearly shows, the contribution of mode-II toughening mechanism
to intrinsic toughness of bamboo is negligible.

It is quite clear from Fig. 2 that the bamboo exhibits R-Curve behavior in both
inside and outside cracked directions. However, this behavior is more pronounced
for samples with an outside crack than samples with an inside crack. The results
show that the crack starts from two corners of the notch due to the relatively high
stress concentrations at these points. However, the load at which crack growth starts
depends on the side of the bamboo that contains the notch, being highest for the
inside-notched specimen and least for the outside-notched specimen. The important
observation from these experiments was that the direction of crack growth or the
crack growth path deviates from that of the original notch, which is perpendicular
to fiber longitudinal direction.
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Another observation from crack/microstructure interaction is that the length and
width of the crack increases with applied loads, with bridging across the faces of the
cracks. Such bridges absorb energy and, thus, reduce the effective stress intensities
at the crack tip. Hence, higher applied loads are required for crack growth, leading
to rising observed crack-resistance curves (R-curves) of Fig. 2. A comparison
of crack/microstructure interaction reveals that the effects of crack bridging on
toughness in the inside-notched specimen are larger and more pronounced, due to
the lower fiber density. This shows that the inner side of the bamboo culm is tougher
than the outer side, which in turn is stronger than the inner part.

3 Multiscale Mechanical Properties of Bamboo Fibers

Fibers are a fundamental structural component of the bamboo culm as they
provide mechanical support. The structure of the fibers in which cellulose fibrils
are surrounded by a matrix of mainly lignin and hemicellulose has been widely
investigated (Youssefian and Rahbar 2015; Rao et al. 2007). Between 20% and
30% of the cross-sectional area of the stalk is made of longitudinal fibers which
are heavily concentrated near the exterior layer (Silva et al. 2006). To gain better
understanding of the principles of mechanical optimization in bamboo fibers, a
single-fiber tensile test at four different span lengths for fibers of the bamboo species
was performed by Osorio et al. (2011). The average strength values of 800 MPa
and Young’s modulus of 43 GPa were obtained. The strength and elastic modulus of
bamboo fibers was reported to be around 610 MPa and 46 GPa, respectively (Amada
et al. 1997; Amada and Untao 2001). Nogata and Takahashi compared the strength
and elastic modulus of bamboo fibers with different steel alloys, aluminum alloys,
and ceramics. They showed that the bamboo fiber has a specific elastic modulus and
strength which are much higher than that of steel, Al alloys, and ceramics (Nogata
and Takahashi 1995).

Microstructures of bamboo fiber have been previously investigated using scan-
ning electron microscope (Phong et al. 2011). The results showed the fibers were
longitudinally aligned in the flat-wise direction. They were together bonded by
hemicelluloses and lignin with different bonding levels. Mechanical properties of
fiber bundle and their interfacial shear strength (IFSS) with typical resins such as
unsaturated polyester and polypropylene are related to lignin and hemicelluloses
content in chemical composition. The experimental results also proved that the IFSS
of alkaline-treated fibers were better than that of steam-exploded and untreated
fibers. Moisture absorptions of bamboo fibers at 50%, 60%, 70%, 80%, and 90%
relative humidity at 200 ◦C were also determined. The results showed that the
difference of moisture content of the alkaline-treated and the steam-exploded fibers
was much lower than that of the untreated fibers at all relative humidity levels.

The chemical composition of bamboo fiber consists mainly of cellulose, hemi-
celluloses, and lignin. These components are actually the same high-glycans and
make up about 90% of total weight of bamboo fiber. The other constituents are
protein, fat, pectin, tannins, pigments, and ash. These constituents play important
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role in physiological activity of bamboo, and they are found in cell cavity or special
organelles (Khalil et al. 2012). The lignin is considered to provide stiffness and
yellow color to bamboo fibers. Different treatments cannot remove all the lignin
content of the bamboo fibers, as lignin has been found quite resistant to various
alkalis. Noncellulosic components have enough contribution to fiber properties such
as strength, flexibility, moisture, and even density (Li et al. 2010). The unidirectional
arrangement of bamboo fibers in tissues and cell wall structure of bamboo is one of
unique properties of bamboo.

Bamboo fiber is different from the other cellulose fibers in morphology, crys-
talline structure, and molecular structure. In SEM images, the cross section of the
bamboo fiber is round with a small lumen, and there is no node in the longitudinal
surface (Yueping et al. 2009). Most of the bamboo fibers have multilamellar cell
walls with various layers. By means of viscometry, Yueping et al. showed that the
bamboo fiber has a small molecular mass and degree of polymerization (Yueping
et al. 2009). Wegst et al. reported that bamboo cellulose microfibrils imbedded
in a lignin-hemicellulose matrix shaped into hollow prismatic cells of varying
wall thickness (Wegst et al. 2014). Natural fibers themselves are cellulose fiber-
reinforced materials, and the microfibril angle and cellulose content determine the
mechanical behavior of the fiber (Jain et al. 1992).

3.1 Nanostructure of Bamboo Microfibrils

The bulk properties of materials are dictated not only by their elemental composition
and molecular connectivity but also by their macromolecular architecture. A prin-
cipal example of this is observed in plant cell walls, which are composite materials
comprising biopolymers designed to serve multiple functions including structural
support, microbial defense, and transport of water and nutrients throughout the
organism.

Ciesielski et al. introduced a computational methodology to extract nanoscale
geometry of cellulose microfibrils within thermochemically treated biomass directly
from electron tomographic data sets. Computational analysis of the tomographic
data is used to extract mathematical descriptions for longitudinal axes of cellulose
microfibrils from which we calculate their nanoscale curvature (Ciesielski et al.
2013). They have extracted mathematical representations for the nanoscale geom-
etry of cellulose microfibrils in pretreated biomass from tomographic data sets.
The resulting parametric equations were used to calculate the curvature of plant
cellulose microfibrils for the first time. They also found that orienting microfibril
models to bend about the 100 crystal planes reduced the formation of kink defects
after energy minimization (Ciesielski et al. 2013). The structure of the cellulose
microfibrils of spruce wood was investigated by Fernandes et al., using a range
of spectroscopic methods coupled to small-angle neutron and wide-angle X-ray
scattering (Fernandes et al. 2011). Disorder in chain packing and hydrogen bonding
was shown to increase outward from the microfibril center. The extent of disorder
blurred the distinction between the Iα and Iβ allomorphs. Chains at the surface were
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distinct in conformation, with high levels of conformational disorder at C-6, less
intramolecular hydrogen bonding, and more outward-directed hydrogen bonding.

Fernandes et al. suggest that cellulose microfibrils with about 24 chains possibly
twisted and with considerable disorder increasing toward the surfaces. Less exten-
sive disordered regions probably exist within the core of each microfibril. Tight
lateral binding is facilitated by the hydrogen-bonding pattern of the surface chains,
at only a small cost in tensile stiffness due to the loss of intramolecular hydrogen
bonding between O−2 and O−6. The surface location of these disordered chains
means that a parallel mechanical model with tight lateral bonding to the ordered core
is more appropriate than a series model, consistent with Fourier-transform infrared
spectroscopy (FTIR) observations. The twisting of adjacent cellulose microfibrils
may explain why they do not come into crystallographic register with one another
over enough of their length to merge (Fernandes et al. 2011). A rectangular model
is favored for spruce microfibrils, differing from more crystalline celluloses in
having one hydrophobic and one hydrophilic face exposed. It is not clear how other
polymers restrict access of celluloses to the hydrophobic surfaces, but impacts of
the structure and aggregation of microfibrils on the recalcitrance of woody biomass
are to be expected.

Kulasinski et al. investigate the influence of adsorbed water on amorphous
cellulose structure and properties, within the full range of moisture content from the
dry state to saturation, by molecular dynamics simulation (Kulasinski et al. 2014a).
They found out that the properties of amorphous cellulose undergo a significant
change about 10% of moisture content.

3.2 Molecular Origin of Strength and Stiffness in Bamboo
Microfibrils: Molecular Dynamics Simulations

COMPASS (Sun et al. 1998) (cff91 ver. 2.644) was chosen as a proper force
field for accurate atomistic simulations. COMPASS has been used successfully by
many researchers for modeling the structural and mechanical properties of cellulose
(Miyamoto et al. 2009; Moon et al. 2011; Sturcov et al. 2005; Eichhorn and Davies
2006; Eichhorn et al. 2005). Its accuracy for modeling cellulose molecular structure
is proven.

In COMPASS, the nonbonded energies include van der Waals and electrostatic
energies, with hydrogen bonds being a natural consequence of electrostatic energies.
To study the hydrogen bond energies between particles, the following criteria have
been used:

1. The maximum distance between the hydrogen and the acceptor atom for which
hydrogen bonding is possible is 2.5 Å.

2. The minimum angle between the donor, hydrogen, and acceptor atoms in degrees
for which hydrogen bonding is possible was chosen as 120◦.

We have used a CHARMM-like MacKerell et al. (1998) hydrogen-bonding potential
such as Eq. 4 to calculate the hydrogen bond energies between particles,
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Ehb = Dhb
[

5

(
rhb

rDA

)12

− 6

(
rhb

rDA

)10]
cos4(θDHA) (4)

where θDHA is the bond angle between hydrogen donor (D) and the hydrogen (H )
and the hydrogen acceptor (A). rDA is the distance between the donor and acceptor.
The values of Dhb and rhb were adopted from the literature (Mayo et al. 1990).

To study the nanostructures of the models, radial distribution function (RDF)
was used. RDF gives a measure of the probability of finding an atom, within a
spherical shell of infinitesimal thickness at a distance, r , from the reference atom.
To calculate elastic modulus, the periodic structures were expanded along each
direction to the maximum strain amplitude of 0.01 in ten steps. In each step the
stresses were obtained from virial stress expression which is commonly used to
relate the computed stress in molecular dynamics to continuum stresses.

The unique mechanical properties of bamboo fibers come from their composite
structure, in which cellulose fibrils are surrounded by a matrix of mainly lignin
and hemicellulose (Zou et al. 2009; Wegst et al. 2014; Fernandes et al. 2011).
Prior researchers have investigated the mechanical properties of cellulose fibers,
lignin, and hemicellulose and their interactions (Chung et al. 2002; Moon et al.
2011; Sathitsuksanoh et al. 2010; Lahiji et al. 2010; Iwamoto et al. 2009; Sinko
et al. 2013; Kulasinski et al. 2014b; Cousins 1976, 1978; Bergander and Salmen
2002; Salmen 2004; Dri et al. 2013). Among those previous efforts, Besombes and
Mazeau (2005a, b) performed molecular dynamics simulations on the assembly of
a threo guaiacyl β-O-4 dimer of lignin and different surfaces of cellulose. They
showed that the adsorption of lignin onto cellulose is surface-dependent. They also
found a major contribution of van der Waals interactions onto (100) face and a major
influence of hydrogen bond interactions in the adsorption of lignin onto (110) and
(1̄10) faces. Linder et al. (2013) performed non-equilibrium molecular dynamics
simulations of lignin and cellulose. They found that lignin strongly associates with
the cellulose nanofibril. Nevertheless, few attempts have been made to use the cross-
linked structure of lignin-hemicellulose to study the mechanical behavior of bamboo
microfibrils and the interfaces of its matrix with cellulose nanofibrils.

Youssefian and Rahbar presented the role of each component in the mechan-
ical properties of bamboo microfibrils as well as the underlying mechanisms of
interactions between the matrix and cellulose nanofibrils (Youssefian and Rahbar
2015). With this aim, molecular models of lignin, bamboo hemicellulose, and a
cross-linked structure of these two materials as representative matrix materials were
developed. Molecular dynamics techniques described above were used to elucidate
the structures, mechanical properties of the lignin, hemicellulose, and the matrix.
It is important to note that the properties of the systems under study are known to
be sensitive to the percentage of water molecules (Chung et al. 2002). Therefore,
initially, no water molecule was added to the simulations to remove this effect from
the results.

The most abundant carbohydrate in bamboo is cellulose with the volumetric
percentage ranging from 40% to 45%. Figure 3 presents the structure of cellulose
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Fig. 3 Hierarchal structure of bamboo fiber Youssefian and Rahbar (2015)

at different scales down to its building unit cell. Cellulose nanofibrils are formed by
assembling linear chains of aldehyde sugars often referred to as glucose molecules,
to make either rectangular or hexagonal cross sections with diameters of 3 to 5 nm
(Lahiji et al. 2010; Ding and Himmel 2006). If the hydrogen bonds between the
hydroxyl groups form in an order, highly ordered (crystalline) regions are formed.
However, if random hydrogen bonds form, disordered (amorphous) regions develop
(Lahiji et al. 2010; Pakzad and Yassar 2013). The positions of the hydroxyl groups
determine the crystal system. These can be either triclinic or monoclinic unit cells
(α or β type, respectively) with latter being the building block of plants such
as bamboo. In a bamboo fiber, cellulose nanofibrils are surrounded by lignin-
carbohydrate complex (LCC) matrices that mainly contain lignin and hemicellulose
with volumetric percentages that ranging from 20% to 30% and 15% to 25% of the
bamboo structure, respectively.

Lignin is a natural phenolic macromolecule that mainly presents in the plant
secondary cell wall. It is made up of three main phenylpropanoid subunits,
namely, p-hydroxyphenyl (H-type), guaiacyl (G-type), and syringyl (S- type) units
(Malherbe and Cloete 2002). The biosynthesis of lignin occurs from different
polymerizations of these three subunits. Hence, there are many possible bonding
patterns between the individual units. Advancements in spectroscopic methods,
however, have enabled scientists to elucidate the leading structural features of lignin
(Pu et al. 2008). They have also enabled scientists to propose different models
for the molecular structure of lignin (Adler 1977; Brauns 1962; Forss et al. 1966;
Nimz 1974; Glasser and Glasser 1974). In this study, a structural model with 28
subunits of lignin proposed by Sakakibara (1980) has been used (Sakakibara 1980).
In this model, the value of the structural units and the number of protons per C9
structural units are close to that of spruce milled wood lignin reported by other
researchers.

In order to be able to provide a rigid support and shape for plants, lignin
polyphenols are linked together in a three-dimensional cross-linked structures by
covalently bonding to hemicellulose (Vanholme et al. 2008; Xiao et al. 2001;
Sun et al. 2000). Hemicelluloses are a heterogeneous group of polysaccharides
that, unlike the cellulose, frequently have side chain groups. They are essentially
amorphous with little strength (Scheller et al. 2010). The two major categories
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of hemicelluloses are glucomannans and xylans. Bamboo hemicellulose has been
shown to be a xylan and further characterized as a β-(1→4)-linked-xylopyranosyl
backbone, with the presence of L-arabinofuranose and 4-O-methyl-D-glucuronic
acid as single side chains (4-O-methy1-D-glucurono- arabino-xylan (Maekawa
1976)) that are arranged in an irregular manner. Therefore, the positions of the
side chains are not fully determined. With the ratio of uronic acid/arabinose/xylose
of 1:3:32 reported (Shi et al. 2013), we consider hemicellulose structure as hybrid
chains of two extreme positions of the side chains, one is a hemicellulose structure
in which two functional groups are attached to the adjacent xylans and are in the
closest possible distance (CPD). The other structure has the functional groups in
the furthest possible distance (FPD). A preliminary study of the energy of different
configurations revealed that the total energies were of the same order of magnitude.
Hence, from the energy point of view, they are both acceptable. Hemicellulose
molecules bond to lignin by a variety of different chemical bonds; however, most of
the evidence refers to ether and ester bonds. Jeffries proposed structures for ester and
ether linkages for lignin/uronic acid and lignin/arabinoxylan groups, respectively
(Jeffries 1990). These linkage models have been used to create the bonds between
lignin and hemicellulose in the cross-linked LCC network. Based on the structures
discussed here, molecular models of the typical lignin, hemicellulose, LCC, and
cellulose nanofibrils were created. Atomistic simulation techniques were used to
study the structure, thermodynamic and mechanical properties, and interactions of
the bamboo microfibril materials.

Thermodynamic properties such as density and glass transition temperature are
good physical properties for evaluating the realism of the conformations of atomistic
models and the reliability of the COMPASS force field in simulating mechanical
behavior of lignin and hemicellulose. The computed glass transition temperature
for LCC, presented in Table 1, falls between the obtained values for hemicellulose
and lignin which are in good agreements with the experimental data. The final
relaxed conformations of lignin and hemicellulose have average densities of 1.26
± 0.02 and 1.45 ± 0.03 g/cc, respectively. These are comparable with experimental
results, in Table 1. Hence the lignin and hemicellulose models estimate the real
densities within 5.2% and 4.6%, respectively. These differences are partly attributed
to the vacuum condition assumed in the simulation that does not occur in the
experiments. The density of LCC relaxed conformation was determined to be
1.34 g/cc. Implementing the simple rule of mixture density, in which two materials
are mixed physically without any changes in mass or volume, the LCC density,
ρLCC , was estimated to be about 1.35 g/cc, using densities obtained from the lignin
and hemicellulose simulations. This value is close to the density of the relaxed
LCC model. Therefore, the molecular dynamics calculations showed the volume
fractions of hemicellulose and lignin do not significantly change in the process of
LCC creation. Hence, by using the same equation and the available experimental
values for lignin and hemicellulose densities, the true value of LCC density can be
estimated at 1.41 g/cc (Table 1).

The Young’s moduli of the hemicellulose, lignin, and LCC are presented in
Table 1. The average Young’s moduli of lignin and hemicellulose were estimated to
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Table 1 Density (g/cc), glass transition temperature, Tg , (◦C), and elastic modulus of lignin,
hemicellulose, and LCC obtained from the molecular dynamics simulations (Youssefian and
Rahbar 2015) and experiments (Gibson 2012)

Density Glass trans. temp. Elastic modulus

Material Simul. Exp. Simul. Exp. Simul. Exp.

Lignin 1.26 1.33 140.26 97–171 5.90 2–6.7

Hemicell. 1.45 1.52 186.06 140–180 8.40 3.5–8.0

LCC 1.34 N/A 166.11 N/A 6.93 N/A

be 5.90± 0.37 and 8.40± 0.15 GPa, respectively. These are in good agreement with
the respective experimental measurements of 6.7 and 8.0 GPa for nearly dry Pinus
radiata lignin and hemicellulose (consisting of arabino-4-O-methylglucuronoxylan
which have a close structure to bamboo hemicellulose) (Cousins 1976, 1978). Other
studies suggest respective values in the range of 1 to 2 and 3.5 to 7 GPa for different
types of lignin and hemicellulose (Bergander and Salmen 2002; Salmen 2004).
Hence, the results from the simulations and experiments show that hemicellulose
has better mechanical properties than lignin. Performing the same procedure on the
LCC model resulted in an average Young’s modulus of 6.93 ± 0.31 GPa, which is
between the Young’s modulus of hemicellulose and lignin.

The elastic modulus of a material is defined by its resistance to the tension or
compression of bonds. It is affected by factors such as interatomic and intermolec-
ular energies per unit volume. For the amorphous materials, such as LCC, lignin,
and hemicellulose, applied stresses are mostly used to overcome the nonbonded
energies between the molecules. They are also used to unwind the chains rather
than directly struggle with the potential energies between atoms or the cross-
linking between chains. Therefore, at small strains, nonbonded energies play more
important roles in determining the elastic moduli of amorphous materials. However,
the effects of nonbonded energies are not equal. According to the Lennard-
Jones function, nonbonded energies with lower equilibrium energies or shorter
equilibrium distances exhibit greater resistance to stretching or compressing. Thus,
they result in higher Young’s moduli. The lower minimum potential energy creates
a greater curvature (second derivative) of its energy-distance curve at the point of
equilibrium and thus leads to a greater force-distance slope. The same situation
holds true for the case where the minimum energies are the same, but equilibrium
distances are different. In this case, the shorter equilibrium distance results in a
greater curvature, which increases the slope of the force-distance curves. Therefore,
the strong short-range hydrogen bonds play more important roles in determining the
Young’s modulus than the other weak long-range nonbonded interactions.

3.2.1 Adhesive Interactions and Mechanisms of Microfibril
Strengthening

In the composite structure of a bamboo microfibril, knowledge of adhesive inter-
actions between the different layers determines its strength. Applied stresses on
a microfibril are carried either by cellulose nanofibrils, the LCC matrix, or the
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interfaces of these two regions. To investigate the adhesion energies at these
interfaces, 24 different assemblies of lignin, hemicellulose, and LCC on top of
cellulose substrates were created, each of which simulates the interaction between
one of the materials and one face of the eight possible faces of cellulose nanofibrils.
The adhesion energies were computed from final trajectories of the simulations
and presented in Fig. 4a. Although these results indicate that the overall adhesion
energies for these materials are different, their tendencies to adhere to nanofibril
faces exhibit almost the same pattern. For each material, the interaction energies
of (100) and (1̄00) faces are the lowest, whereas the energies of other faces vary
around an average value. The average adhesion energy between lignin and nanofibril
faces was about 152 mJ/m2. This is higher than adhesion energy between LCC and
nanofibril faces which is about 133 mJ/m2. Hemicellulose with average adhesion
energy of around 83 mJ/m2 shows the lowest adherence to nanofibril among the
three materials. This adhesion trend, also, has been shown by Hosoya et al. in
the pyrolysis of hemicellulose and lignin with cellulose where lignin-cellulose
interactions were significant compared to low hemicellulose-cellulose interactions
(Hosoya et al. 2007). Therefore, lignin with greater overall adhesion energy to
cellulose is responsible for providing strong interaction between LCC matrix and
cellulose nanofibrils to create strong bamboo microfibrils.

To understand the mechanism of interactions between these materials and
cellulose, we computed the electrostatic and van der Waals energies, accountable
for the adhesion, as shown in Fig. 4b, 4c. These results suggest that the van der
Waals energies do not change significantly over the nanofibril faces, whereas the
electrostatic energies of (100) and (1̄00) faces are less than that of other faces.
Hence, the electrostatic energy is responsible for reduction of adhesion energy
between cellulose (100) or (1̄00) faces and hemicellulose, LCC, and lignin.

One of the major components of electrostatic energies at the interface of cellulose
nanofibril and hemicellulose, LCC, and lignin is hydrogen bonding which are
illustrated in Fig. 4d. Regardless of the slightly higher average hydrogen bond
energy between lignin and cellulose, all three materials have almost the same
hydrogen bond interaction energies with cellulose nanofibrils. The hydrogen bond
energies show a similar pattern to the electrostatic energies presented in Fig. 4c. In
other words, (100) and (1̄00) faces have the lowest hydrogen bond energies which
are similar to that of the electrostatic interactions. This suggests that different levels
of hydrogen bond energies at the interface of nanofibril and hemicellulose, LCC,
and lignin are the main reason for different electrostatic energies from one face to
another, causing the adhesion energies between the matrix and (100) and (1̄00) faces
of nanofibril to drop.

A closer look at the (100) and (1̄00) face provides some insights into the weak
hydrogen bonds between the faces and the matrix. Simulation result shows that
the surfaces of (100) and (1̄00) are covered with hydrogen atoms (white spheres).
The hydrogen atoms are bonded either to oxygen or carbon. The hydrogen atoms
connected to oxygen are less exposed because they stay closer to the surface, while
the hydrogen atoms connected to carbon face outward and are configured for contact
with adjacent layers. Therefore, since the accessibility of the hydrogen atoms in OH
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Fig. 4 (a) The adhesion energy per unit area between different cellulose nanofibril faces and
hemicellulose, LCC, and lignin computed from the molecular dynamics simulations. (b) The van
der Waals energy per unit area between different cellulose nanofibril faces and hemicellulose, LCC,
and lignin. (c) The electrostatic energy per unit area between different cellulose nanofibril faces
and hemicellulose, LCC and lignin. (d) The hydrogen bond energy per unit area between different
cellulose nanofibril faces and hemicellulose, LCC, and lignin

groups is less than that in CH groups, the overall hydrogen bond energy between
these two faces and the matrix diminishes.

This adhesion study proves that the weakest interaction between cellulose
nanofibril and LCC occurs at the (100) and (1̄00) faces. However, the question of
which interface is the weakest link in a microfibril still remains. To answer this
question, we need to calculate the other possible locations where defects may occur.
Figure 5 shows a schematic of a nanofibril in a matrix of LCC that is woven around
both crystalline and amorphous regions. In this structure, the stress can either detach
layers of LCC/LCC, interfaces of LCC/crystalline cellulose, and LCC/amorphous
cellulose or fracture the cellulose nanofibril.

The weakest adhesion energy between cellulose nanofibrils and LCC was found
to be around 106 ± 8 mJ/m2. This energy is less than the energy between the
two layers of LCC in the matrix, which was estimated at about 160 ± 29 mJ/m2.
The adhesion energy between LCC and the amorphous region of nanofibrils was
close to the adhesion energy of amorphous cellulose/amorphous cellulose interface
which were estimated to be 54 ± 10 and 44 ± 6 mJ/m2, respectively. Therefore, the
amorphous region of nanofibril has the lowest adhesion energy in the system.
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Fig. 5 The adhesion energy per unit area between different interfaces, present in a possible
nanostructure of bamboo microfiber. The adhesive interaction energy at the interface of LCC
layers is the highest among all the regions. The amorphous regions exhibit the lowest adhesive
interactions; hence, their interface strength is likely to determine the strength of overall strength of
bamboo microfibrils

4 Effect of Humidity on Mechanical Properties

Another component of the cell walls is water, which is known to have profound
effects on the mechanical properties of wood. At the cell wall level, nanoindentation
studies have shown that the longitudinal elastic modulus of S2 secondary layers in
wood cell wall decreases with increasing moisture content (MC) (Yu et al. 2011b;
Bertinetti et al. 2015). The results in these studies support the assumption that the
moisture-sensitive matrix is responsible for the change in modulus of elasticity. In
order to fully understand the plasticization effect of moisture on the individual wood
cell wall constituents, Cousins measured the elastic moduli of extracted lignin and
hemicellulose (Cousins 1976, 1977, 1978). He observed a small increase in elastic
modulus of lignin from MC of 0.0% to 3.6% and linear regression at the higher
MC. For hemicellulose, up to 10% MC, the loss of modulus is small, but from
10% to nearly 70%, MC the elastic modulus decreases by nearly three orders of
magnitude. In another attempt, to understand the mechanism of water interactions
with wood cell walls, Kulasinski et al. employed molecular dynamics simulations
and showed that increasing MC above 10% decreases the stiffness of amorphous
cellulose, noticeably (Kulasinski et al. 2015). Their results suggest that the moisture
is adsorbed in hemicellulose and the interfaces of cellulose/hemicellulose, while no
sorption occurs in the ordered cellulose (Kulasinski et al. 2014a).

In order to study the effects of humidity, nanoindentation was used to inves-
tigate the anisotropic moisture-dependent elastic moduli of bamboo fiber cell



1614 S. Askarinejad et al.

walls (Youssefian and Rahbar 2015). Fiber wall elastic moduli were assessed
using a Hysitron (Minneapolis, Minnesota, USA) TriboIndenter equipped with
a Berkovich probe following the procedures in Jakes et al. (2015). Specimens
were conditioned in absorption inside the enclosure for at least 36 h at room
temperature (24–26 ◦C) under each RH, and the RH was maintained during the
experiments.

Youssefian and Rahbar (2015) showed that the nanoindentation elastic moduli
and the differences between the transverse and longitudinal surfaces agree well with
previous work performed under ambient lab conditions (Jager et al. 2011). These
results show that the longitudinal elastic modulus remained considerably higher over
the range of MCs tested. The longitudinal elastic modulus is strongly influenced by
longitudinal modulus of cellulose microfibrils, which provides higher modulus of
elasticity due to its partly crystalline structure.

Distinguishable differences were also observed in the shapes of the elastic
modulus curves with MC, and these differences are of most interest in the paper to
gain new insights into the fiber wall structure-property relationships. The transverse
elastic modulus continuously decreases almost linearly with increasing moisture
content at the rate of 0.35 GPa per 1% moisture content from 7.9 to 2.6 GPa. In
contrast, the longitudinal elastic modulus initially increases from an average value
of 19.1 GPa at 0.5% moisture content to maximum of 19.4 GPa at approximately
3% MC and then decreases to 14.6 GPa at 14.5% with a rate of 0.4 GPa per 1%
moisture content. A slight increase at low MCs has also been observed in bulk
wood elastic moduli parallel to the grain, but elastic moduli perpendicular to the
grain decrease consistently with increasing MC even at low MCs (Green et al.
1994).

This simplified definition of the stiffness of the potential energy indicates that
strong short-range potential energies connect atoms with stiffer interactions than
weak long-range potential energies. As a result, covalent bonds connect atoms with
higher stiffness than hydrogen bonds and hydrogen bonds with higher stiffness
than other nonbonded potential energies. In materials such as ordered cellulose
in which external loads predominantly struggle against C-C and C-O, covalent
bond potential energies dominate the elasticity and escalate the elastic modulus
to relatively high value (EX = 11–57 GPa, EY = 50–57 GPa and EZ = 110–200 GPa)
(Oliver et al. 2004; Jager et al. 2011; Green et al. 1994; Buehler et al. 2008).
For amorphous materials such as the fiber cell wall matrix constituents, covalent
bonds do not play significant roles, whereas hydrogen bonds primarily influence
the elasticity, causing relatively low modulus elasticity of 6.93 GPa. Since water
molecules with capabilities of interfering with hydrogen bond network are more
likely to alter the elastic response of the matrix than the ordered regions of cellulose
microfibrils, we focus our study on the influence of water molecules on hydrogen
bond energies and nanostructures of bamboo fiber matrix and its constituents.
Simulation results show that lignin and LCC have lower number of hydroxyl groups
and are less hydrophilic compared to hemicellulose (Diddens et al. 2008). Therefore,
the influence of water molecules on the hydrogen bond network of lignin, LCC,
and hemicellulose should be different. In order to explore the different responses
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of the matrix constitutes to absorbed moisture, atomistic simulations have been
used as a powerful tool to elucidate the variation of the molecular interactions and
nanostructures.

4.1 Variation of Elastic Modulus as a Function of Humidity

Figure 6 elucidates the variations of the density and modulus of elasticity of
hemicellulose, lignin, and LCC with MC. Hemicellulose with higher density than
lignin and LCC exhibits more sensitivity to water molecules. Introducing a small

Fig. 6 Variation of density and elastic modulus of hemicellulose (blue), lignin (yellow), and LCC
(red) with increasing MC using molecular dynamics simulations. Hemicellulose density constantly
decreases with growing MC, whereas LCC and lignin are resistant to the variation of density at very
low MC. Hemicellulose elastic modulus constantly decreases with increasing MC, whereas LCC
and lignin elastic moduli increase at low MC and then decrease (Youssefian et al. 2017)
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amount of water (less than 2.5%) into dry LCC and lignin does not change their
densities significantly, whereas hemicellulose density decreases notably. As the
water molecules continue permeating into these polymers, their densities decrease
almost linearly. The elastic modulus of hemicellulose drops almost linearly with
increasing water content, whereas lignin and LCC elastic moduli increase at low
water content (less than 10%) and decrease afterward. The peaks in elastic moduli
are at 2.5% and 10% MC for LCC and lignin, respectively. When water molecules
permeate into the polymer, they enhance the elastic modulus of the material. Once
the number of water molecules inside the material reaches a certain level, the effect
of water molecules becomes regressive, and the modulus of elasticity starts to
decrease.

Comparison between the shapes of the moisture-dependent elastic moduli from
the nanoindentation experiments and simulation results reveals interesting sim-
ilarities. The transverse nanoindentation elastic moduli have a similar shape to
the hemicellulose simulations, and the longitudinal nanoindentation elastic moduli
have similar shape to the LCC and lignin simulations. This suggests that the
nanostructure of fiber is organized in such a way that when compressed in the
direction perpendicular to the cellulose microfibrils, hemicellulose, or possibly the
similarly structured amorphous cellulose, has more influence on the elastic response
than lignin. Conversely, in the direction parallel to the cellulose microfibrils, the
lignin has a larger effect than the hemicellulose on the elastic response.

The intermolecular energies between particles in a material play an important
role in determining its molecular structure that intimately dictates the physical
properties such as density and elastic modulus. Since hydrogen bond interactions
are both short range and angle-dependent, their impacts on structuring of polymers
are significant. In hemicellulose and lignin, due to their high number of hydroxyl
groups, the consequences of hydrogen bond energies are amplified, especially when
interacting with water molecules. Studying variation of hydrogen bonds with water
content allows us to capture important physics of water-polymer interactions with a
minimal need for experimental inputs. Hence, we start with investigating the total
hydrogen bond energies of hemicellulose, LCC, and lignin in different MC. All three
materials exhibit almost the same progressive trend of total hydrogen bond energies
when the water content increases. Nevertheless, hemicellulose shows higher total
hydrogen bond energy than LCC and lignin due to the larger number of hydroxyl
groups.

In an effort to investigate the conformational change of the hemicellulose,
LCC, and lignin with increasing MC, the hydrogen bond energies between merely
polymer chains are calculated. At low MC, the diminution of hydrogen bond
energies indicates that hydrogen bonds are being broken by water molecules. Higher
than 10% MC, the lignin and LCC curves go to almost a plateau, indicating a
saturation point for hydrogen bond rupture process. Higher than 10% MC, the
growth of hydrogen bond energies between water molecules increases significantly.
This suggests that water molecules tend to create hydrogen bond with other water
molecules and aggregate at high water content. The salient growing trend of this
graph below 10% MC shows that the water molecules tend to form hydrogen bonds
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with polymer chains at low MC. Taken all together, the results suggest that at low
MC the hydrogen bonds between the polymer chains and water molecules seem
to be more favorable than water-water hydrogen bond interactions. At higher MC,
however, water molecules tend to make hydrogen bond with other water molecules
and form nano-droplets inside the materials.

In order to analyze the evolution of hydrogen bond characteristics with increasing
water molecules, radial distribution functions (RDFs) between water molecules and
hydroxyl groups of hemicellulose, LCC, and lignin were calculated. The observed
variations in dihedral conformation and internal structural variables are the results
of the dynamics of nonbonded interactions like hydrogen bonding, electrostatic,
and van der Waals interactions. The results suggest as the MC increases, water
molecules tend to form hydrogen bonds with other water molecules rather than the
polymer chains. Nonetheless, there is a significant difference between hemicellulose
and lignin RDFs. Unlike hemicellulose, lignin peaks drop suddenly after 10% water
content. This suggests that lignin nanostructure is saturated after 10% MC. LCC
also follows the lignin behavior.

The other difference between lignin and hemicellulose response to water
molecules is the height of the peaks. The higher peaks on lignin diagram indicate
higher probability of finding the water molecules around the reaction site on
lignin chains than that of hemicellulose. Therefore, lignin tends to interact with
a larger fraction of introduced water molecules than hemicellulose. This is due
to the position of functional groups adjacent to the hydroxyl groups. The lignin
hydroxyl groups are mostly parts of well-spread hydroxymethyl groups that are
extended out from the main chains. The hemicellulose hydroxyl groups, however,
are parts of xylose groups, where two hydroxyl groups attach directly to the main
chains and are localized on pyranose rings. Lignin hydroxyl groups are more
exposed to and more accessible by water molecules than those of hemicellulose
hydroxyl groups. Hence, although the hemicellulose structure contains more
hydroxyl groups, lignin hydroxyl groups are more efficient in making hydrogen
bonds.

Studying the fractional free volumes (FFVs) of a material can bring a deeper
insight into understanding the nanostructure and the transport behavior of nonporous
amorphous polymers. FFV can be defined as the ratio of the specific free volume
(νf ) to the total specific volume (νT ). νf can be calculated by subtracting the
occupied volume (νOC) from the total volume, νf = νT − νOC . Therefore, the
FFV can be calculated from, FFV = 1− νOC/νT .

To calculate fractional free volume of lignin, hemicellulose, and LCC, Bondi
has been used to compute the occupied volumes by the particles. Bondi estimated
the occupied volume from the packing density of molecular crystals at 0 K to
be approximately 1.3 times the van der Waals volume (vW ) of the repeat unit
of the polymer which can be reliably estimated from group contributions (Thran
et al. 1999; Bondi 1966). Here, we have used a method developed by Zhao et
al. for fast calculation of van der Waals volume as a sum of atomic and bond
contributions (Zhao et al. 2003). In this method, which is termed as Atomic and
Bond Contributions of van der Waals volume (VABC), the only information needed
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for calculating the vW is the atomic contributions and the number of atoms, bonds,
and rings as follows:

vW = 14.71NO + 20.58NC + 7.24NH − 5.92NBonds

− 14.7NARings − 3.8NNARings (5)

whereNO ,NC ,NH ,NBonds,NARings, andNNARings are numbers of oxygen, carbon,
hydrogen, bonds, aromatic rings, and nonaromatic rings, respectively. The oxygen,
carbon, and hydrogen atoms have been assumed to be represented by hard spheres
with a radius derived from the van der Waals radius of respective atoms (rC = 1.7 Å,
rH = 1.2 Å, rO = 1.55 Å) (Batsanov 2001).

The number of bonds can be simply calculated by,

NBonds = N − 1+NARings +NNARings (6)

where N (the total number of atoms) is the summation of all atoms in the system.
Therefore, Eq. 5 can be modified to,

vW = 8.79NO + 14.93NC + 1.32NH − 20.62NARings

− 9.72NNARings + 5.92. (7)

Although VABC approach has proven to provide useful correlative and even
predictive capabilities, its capabilities have not been fully proven for organic
compounds. Since in our models water molecules have a major contribution
in the expansion of the nanostructure, we have employed a more accurate and
more complicated theory for computing the occupied volume by Connolly (1985).
Connolly method analytically calculates the solvent-excluded volume of a molecule
by a direct determination of the volume enclosed by the solvent accessible surface.
In this method, the molecules are modeled as a static collection of hard spheres
(with van der Waals radii) which completely exclude a spherical probe representing
a solvent molecule. As the probe rolls over the van der Waals surface, it creates a
Connolly surface that is a combination of three kinds of surfaces: convex, saddle,
and concave. The total solvent-excluded volume of the molecule is the summation
of all these surface pieces. Here, the volume of each polymer was calculated with
Connolly method using a probe radius of 0 Å which returns the van der Waals
volume of carbohydrates.

Figure 7 shows the variation of FFV with MC for lignin, LCC, and hemicellulose,
calculated by VABC and Connolly methods. Although at higher MCs, VABC
estimates FFV at higher values than Connolly, both approaches show the same trend
for all three materials. The lignin FFV in dry condition is about 14%. Introducing
water into lignin decreases the free volume down to 13% at 2.5% MC, followed by a
linear increase to 20% around 30% MC. Hemicellulose, however, exhibits different
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Fig. 7 Variation of fractional free volume (FFV) of hemicellulose, lignin, and LCC calculated by
(a) VABC, (b) Connolly method using the results of the molecular dynamics simulations. Lignin
and LCC have more free space for water molecules to fit in. As the water molecules are introduced
to the system, they fit into the free volume between polymer chains and reduce FFV at low MC.
Hemicellulose has denser structure. Adding water molecules to this system expands the volume
and increases the portion of free volume, even at low MC (Youssefian et al. 2017)

response to increasing water molecules. Dry hemicellulose has an FFV around
10%, indicating a denser structure than lignin and LCC. Introducing water into the
hemicellulose structure increases the portion of free volume to 12% rapidly followed
by a linear increase up to 17% at 30% MC. The FFV value of LCC drops to 13%
once the water is introduced into the system and then increases linearly with growing
MC. This behavior seems to be influenced more by lignin than hemicellulose.
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The different trends of variation of lignin and hemicellulose FFV with increasing
MC indicate different influence of water molecules on the nanostructure of these
materials. Hemicellulose with a dense hydrogen bond network has denser molecular
structure than lignin. Upon the permeation of water molecules into hemicellulose
molecular structure, free volume of this material increases because the system
expands rapidly to create enough space for water molecules to fit in. Lignin with
lower number of hydroxyl groups forms a different molecular structure with more
free space available for water molecules to fit to. At low MCs, water molecules
take spaces between the lignin polymer chains and decrease the free volume of this
material. After 10% MC, however, the nano-droplets are formed in lignin, and free
volume linearly increases with increasing MC.

5 Summary

Bamboo, a grass, with stiffness-to-weight and strength-to-weight ratios higher
than steel and concrete is a wonder of nature. In this chapter we presented a
comprehensive analysis of the mechanical properties of bamboo along with tough-
ening mechanisms and models. We show at the molecular level that the bamboo
microfibrils that are the main source of strength and stiffness. The microfibril
nanostructure is composed of crystalline and amorphous cellulose in the matrix of
lignin-carbohydrate complex (LCC). In this nanocomposite, hemicellulose provides
the stiffness, while lignin binds strongly to cellulose faces and provides the strength.
We also show that the role of humidity is significant in bamboo microfibrils.
Addition of large volume of water (more than 10% water content) reduces the
overall density and stiffness. However, addition of 1% water molecules to the system
does not change density at nanoscale and increases the elastic modulus of in the
longitudinal direction. We have shown this is probably due to the relatively larger
fractional free volume in the structure of lignin, and subsequently LCC, at low
moisture contents. This universal phenomenon is important in understanding the
mechanics of these wood-based materials. It must be noted that more accurate force
field can indeed improve the quality of these prediction and understanding of the
physics of the complex bamboo system. Hence, development of new reliable force
field that can more accurately capture the dynamics of cellulose, hemicellulose, and
lignin especially at finite temperature can certainly advance this frontier in this field.
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materials. Lignocellulosic biomass is the main component of cell walls in plants,
and it is basically composed by cellulose, hemicellulose, and lignin. Among the
three, lignin is of special interest, since it is the second most abundant natural
polymer after cellulose and the main natural source of aromatic compounds.
Effective lignin valorization is therefore a key challenge in the development of
integrated biorefineries, and many strategies are being researched to successfully
utilize it. Within this framework, this chapter presents a revision of current state
of the art in multiscale modeling of lignocellulosic biomass (especially lignin),
as well as an overview of molecular simulations that have helped understanding
lignocellulosic biomass structure to develop new depolymerization strategies to
enable the production of biomass-derived materials.

1 Introduction

Lignocellulosic biomass is an essential natural source for producing sustainable
chemicals, materials, and fuels in a circular economy. Unlocking the poten-
tial of such resource requires however to address the fundamental challenge
of economically degrading biomass into its basic constituents, i.e., cellulose,
hemicellulose, and lignin. Once this is achieved, cellulose and hemicellulose can
be decomposed into sugars for further processing and fermentation, while lignin
arises as a raw material for the production of aromatic chemicals and biomass-
derived materials. The current state of the art of biomass technology points to the
valorization of lignin as the bottleneck for the successful development of integrated
biorefineries. Therefore, many efforts are focused on developing sustainable lignin-
related technologies, and accordingly lignin is the main goal of the current
chapter.

Lignin is the second most abundant polymer provided by nature after cellulose
and the most abundant natural material composed mostly of aromatic moieties.
It is a highly heterogeneous biopolymer, mainly constituted by three types of
aromatic monomers known as monolignols: hydroxyphenyl (H), guaiacyl (G), and
syringyl (S). These monolignols generate the 3D amorphous lignin structure by
means of oxidative coupling reactions (Beckham et al. 2016). Monolignols derive
from the bioconversion of L-phenylalanine through a series of conversion steps
that involve multiple enzymes. The final result is a hard and glassy material
at room temperature, which becomes soft above its glass transition temperature
(80–100 ◦C) (Petridis et al. 2011b). It is very recalcitrant, with several vital roles
in lignocellulosic biomass, such as providing mechanical strength and rigidity,
participating in the water conduction system, or as defensive barrier against
microbial, enzymatic, and chemical degradation (Sangha et al. 2012b). Lignin is
usually obtained as a waste product from the pulp and paper industry, and with
the expected advent of lignocellulosic biorefineries, the amount of waste lignin
available is expected to increase dramatically. Due to the unique chemical properties
of lignin, mainly devoted to its aromatic backbone, much interest has been placed
on the production of materials from it. Some potential high-value lignin-derived
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products are low-cost carbon fibers, plastics, composites, additives for cement, dust
suppression agents, drilling fluids for oil recovery, polymeric foams, phenolic resins,
biodispersants, surfactants, and membranes or aromatic chemicals (Calvo-Flores
et al. 2015).

Understanding lignin structure and composition is crucial for deciphering
biosynthetic pathways, producing plants with more easily degradable cell walls,
and developing better technologies for depolymerization (see Fig. 1). However,
decomposing lignocellulosic biomass into its basic components to produce such
a wide range of materials requires a deep fundamental understanding of biomass
structure, as well as polymerization and degradation mechanisms. Furthermore,
isolating and characterizing lignin is one of the major challenges in current
biomass technology, and therefore, complementary theoretical approaches can
greatly assist to reach beyond experimental limitations. Modeling and simulations
at different lengths from nano- to macroscale have helped indeed the development
of depolymerization strategies to produce lignin-derived materials. Multiscale
modeling can be used to predict the physicochemical properties of lignocellulosic
biomass, as well as its components, including lignin. It has helped to provide insight
into lignin structure, reactivity, and intermolecular interactions with lignocellulosic
biomass components, to shed light into better degradation processes (Sangha et al.
2012b).

The choice of an appropriate computational method always depends on the
specific molecular system under study, as well as on those questions to be
answered. For dynamic processes that imply relatively large molecular systems and
long (in a molecular context) time scales, molecular dynamics (MD) simulations
can provide useful information from nanoscopic to mesoscopic length scale.
When the study implies reactivity, reaction mechanisms, or electronic properties,
quantum mechanical (QM) calculations are required, and the computational cost
significantly increases. When it comes to molecular modeling and simulations,
there is always an intrinsic trade-off between the desired level of accuracy and
the computational cost of the calculations. This usually limits the size of the
model system under study, and it is, in the end, the main criteria for selecting a
computational method. A scheme summarizing the different methods that are used
in lignocellulose multiscale modeling, along different time and length scales, is
shown in Fig. 2.

The following sections provide an overall view of the different studies that
have contributed to a better understanding of lignocellulose structure, properties,
and degradation. Furthermore, it covers extensively how these methods, and the
results derived from them, are helping the development of degradation strategies
for the production of materials from lignocellulosic biomass. We cover both QM
calculations and MD simulations of lignocellulosic biomass, with special focus on
lignin, since we understand that this material is the cornerstone that could unlock
the development of future integrated biorefineries. In conjunction with multiscale
modeling techniques, we also review the experimental approaches that are currently
applied and investigated to degrade biomass, and lignin, to its fundamental building
blocks.
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Fig. 1 Standard chemical model of lignin with different structural motifs (colored)
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Fig. 2 Overview of the available modeling methodologies for lignocellulosic biomass and
examples of some of the processes that have been studied with them

2 Ab Initio and Computational Chemistry Modeling of
Fundamental Building Blocks of Lignocellulose

In the case of lignocellulosic biomass, as it happens with any materials system
under study, large part of the challenge when performing computational chemistry
calculations comes from the selection of the method that provides accurate results
in a reasonable amount of time. Computational chemistry is much about adequated
approximations, and that also includes modeling biomass components. As many
of us already know, ab initio methods are the most accurate, but also the most
computationally demanding approaches. In this regard, it is commonly accepted
nowadays that density functional theory (DFT) is almost as accurate yet less
computationally demanding than purely ab initio methods to calculate the electronic
structure of molecules and materials. In addition, semiempirical QM methods
also provide an efficient approach for calculating molecular structures and their
properties. Below, we review some of these DFT approaches that have been
undertaken to understand the structure of lignocellulosic biomass and especially
of lignin.

Within DFT, B3LYP hybrid functional has been the most widely used across
all areas of computational chemistry, including lignocellulosic biomass (Mostaghni
et al. 2013), although a relatively new generation of DFT methods with that
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improve accuracy and dispersion corrections are nowadays taking over B3LYP’s
overwhelming domain, e.g., ωB97X-D or Minnesota density functionals.

Within this context, QM calculations have been used to investigate the structure,
electronic properties, and reactivity of monolignols, dehydrodilignols, and other
lignin-like compounds. Back in 1996, Garver (1996) applied semiempirical MO
methods to calculate minimum energy structures and energy barriers for bond rota-
tions of lignin models represented by trimer acetoguaiacyl-dehydro-diisoeugenol
methyl ether. This was complemented by Dos Santos (2001) in a study that used
semiempirical methods to perform a conformational analysis of similar lignin model
systems. Later in 2000, Russell et al. (2000) studied lignin formation mechanism by
comparing the properties of lignin to synthetically produced polymers. In a similar
direction, Durbeej and Eriksson (2005b) study dehydrogenated dilignols. They
reported spin populations to characterize the electronic distribution of unpaired elec-
trons and to correlate such distribution with the observed linkage ratios. Their results
clearly pointed out a prevalence of the radical in the phenolic oxygen, partially
explaining the prevalence of β–O–4 linkage in nature. In later works (Durbeej and
Eriksson 2003, 2005a), the authors described the geometry and stability of dilignols
considering some frequent linkages, β–O–4, β–5, β–β, β–1, 5–5, and 5–O–4,
highlighting the intramolecular hydrogen bonding as a key factor for stabilizing the
different conformers. These studies were the first attempts to describe the reaction
mechanism for dilignols formation. Similarly, Parthasarathi et al. (2011) analyzed
the main dissociation tendencies of a diverse set of lignin linkages encompassing
65 lignin model compounds. More recently, radical coupling reactions for different
lignin linkages were investigated in an extensive computational study performed by
Sangha et al. (2012a). Natural bond orbital (NBO) analysis was used to quantify
the spin densities, and this was completed by providing reaction enthalpies of
monolignol dimerization for the main linkages in lignin, β–O–4, β–5, β–β, β–1,
5–5, and 5–O–4. Additional studies implemented Monte Carlo conformational
search to find the lowest energy conformers for each dilignol, including sol-
vent effects. These results showed that β–O–4, β–5, β–β linkages are the most
energetically favorable. In the same direction, Watts et al. (2011) studied lignin
polymerization with focus on potential mechanisms that lead to the formation of α–
linkages. They also employ B3LYP hybrid functional to calculate thermodynamic
data, pointing out that the most probable mechanism for the formation of α–linkages
occurs by the formation of α radical monolignols hydroxylated in the Cβ– and in
the presence of H2O2.

Moreover, taking into account that lignin structures are rich in aromatic func-
tional groups, computational studies where monolignols and dilignols interact with
each other require the implementation of electron dynamic correlation to describe
π–orbitals. The development of dispersion-corrected functionals enabled further
studies in the field. In 2006, there was a valuable advance in DFT methods with the
publication of M05-2X hybrid functional that takes into account the noncovalent
interactions. Chen and Sarkanen (2010) used the dispersion-corrected M05-2X
hybrid functional to study the possible arrangements between a radical monolignol
and a lignin model. Their results pointed out that noncovalent forces rule the
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polymerization steps, where a co-facial arrangement between the radical monolignol
and lignin substructures is preferred due to π–stacking between aromatic groups.
The authors also highlight that such noncovalent interactions prevail over hydrogen
bonding, substituent interactions, and solvent effects. With focus in the lignin
β–O–4 linkage bond, Lim et al. (2013) studied model compounds to estimate the
efficiencies of single electron transfer-promoted photochemical and enzymatic C–C
bond cleavage reactions. Their results show that the radical cations derived from less
alkoxy-substituted dimeric β–O–4 linkage models undergo more rapid C1–C2 bond
cleavage than those of more alkoxy-substituted analogues. Further insight was also
provided by Sánchez-González et al. (2017), by analyzing the formation mechanism
of β–O–4 linkages with quantum theory of atoms in molecules (QTAIM) and
noncovalent index (NCI) analysis to quantify noncovalent interactions between
reactants. They pointed out the importance of hydrogen bonding and π -stacking
interactions in the stabilization of transition states that control the polymerization
mechanism of lignin.

The interactions among the three main components, cellulose, hemicellulose,
and lignin, were studied to examine the hydrogen bonding network of cellulose–
hemicellulose systems and the covalent bond linkages of hemicellulose–lignin
systems (Zhang et al. 2011). In combination with experimental data from X-ray
photoelectron spectroscopy (XPS), Haensel et al. (2012) applied DFT to estimate
the valence band structure of cellulose and lignin. They proved valence band
analysis supported by DFT as a powerful basis for a detailed interpretation of
spectroscopic data. The comparison with experimental, and in particular with sum
frequency generation–vibrational spectroscopy (SFG-VS) for crystalline cellulose
inside intact lignocellulose, showed that dispersion-corrected DFT-D2 underes-
timates the distances between hydrogen-bonded oxygen atoms compared to the
experimentally determined values (Lee et al. 2013).

As expected by the limitations imposed by the computational cost of the methods,
all these studies have been mainly focused on the structure, electronic properties,
and reactivity of monolignols, dehydrodilignols, and other small lignin-like model
compounds.

3 Molecular Dynamics and Larger-Scale Models of
Lignocellulosic Components

As we discussed already, a proper description of lignocellulosic biomass requires
a multiscale approach that is able to describe all key fundamental features of
such hierarchical material along different length scales. This multiscale description
implies not only the abovementioned ab initio and DFT calculations but also larger-
scale models that help in understanding the structure of cellulose, hemicellulose, and
lignin, as well as their integration into lignocellulosic biomass. Ab initio and DFT
methods are computationally too expensive to simulate the behavior of molecular
systems in such larger scales, and therefore MD simulations arise here as the most
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suitable choice to reach larger model sizes that still retain the details required to
achieve the intended atomistic description of fundamental features.

MD simulations of wood have helped in understanding the structure and
molecular deformation mechanisms (Jin 2015). In the context of MD simulations
of complexes between lignocellulose components, Shevchenko and Bailey (1996)
studied the lignin–carbohydrate complex (LCC) of living plants and soil humic
materials by considering model linear chains of lignin, in the presence of car-
bohydrate linear structures. MD simulations also require the selection of models
systems, yet larger than those employed in QM calculations. The results pointed out
by these authors show that a helical conformation of lignin chains can accommodate
the carbohydrate ribbon structure inside, stabilizing the LCC without covalent
bonds. A similar work was presented by Houtman and Atalla (1995), where the
adsorption of lignin oligomers in a polysaccharide surface matrix was studied. This
work pointed that lignin can be adsorbed at the surface of cellulose microfibrils,
leading the polymerization of the lignin–polysaccharide complex. Additionally, the
nature of the polysaccharide matrix was shown to induce a selective binding with
preferred orientations, affecting the architecture of the hemicellulose in the cell wall.
In connection with hemicellulose, one of the most useful advances for modeling
lignin–hemicellulose complexes was achieved through the development of WallGe,
a Fortran program to build virtual cellulose-hemicellulose networks by stochastic
self-assembly. This approach also provided a way to predict the mechanical proper-
ties finite element analysis (Kha et al. 2010). Within a similar context, a modeling
of lignified secondary plant cell walls adapted to grass was applied to systems
composed of cellulose, xylan, water, and lignin (Charlier and Mazeau 2012). More
specific to xylan, as the most relevant component in hemicellulose, MD simulations
help understand the mechanism of thermal decomposition of hemicellulose (Huang
et al. 2013).

Despite these studies on LLC, lignin–cellulose and lignin–hemicellulose com-
plexes, stand-alone models for lignin are of special importance due to the relevance
of this lignocellulosic component, and therefore, the amount of literature on the
topic is especially significant. Some of the first MD studies on lignin were performed
by modeling β–O–4-linked dimeric and oligomeric model compounds (Simon and
Eriksson 1995). Similar methods were used to characterize the conformational
behavior of dilignols formed by the most abundant linkage present in lignin, the
β–O–4 linkage.

In 2009, Petridis and Smith (2009) presented a first parametrization of molec-
ular mechanics force field for lignin, based on QM data of model compounds.
Partial atomic charges were derived using the electrostatic potential fitting from
methoxybenzene–water interactions. Dihedral parameters were optimized by fit-
ting to critical rotational potentials, and bonded parameters were obtained by
optimizing vibrational frequencies and normal modes. This parametrization paid
special attention to properly describe the β–O–4 linkage by considering the partial
atomic charges of the atoms involved in it. This work opened new perspectives
for computational simulations of lignocellulosic biomass, since, together with the
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existing force field for polysaccharides, it enabled more accurate full simulations of
lignocellulose (Petridis and Smith 2009). The same authors used neutron scattering
experiments and MD simulations to reveal that lignin aggregates are characterized
by a surface fractal dimension that is invariant under change of scale from ∼1
to 1000 Å (Petridis et al. 2011a). This work and a complementary study on
the temperature-dependent structure and dynamics of individual softwood lignin
polymers in aqueous solution helped to understand the role of lignin as residual that
hampers an effective hydrolysis of plant biomass in cellulosic ethanol production
(Petridis et al. 2011b). In a similar direction, replica-exchange MD have been used
to characterize the globule-to-coil transition for a softwood-like lignin biopolymer
in a tetrahydrofuran (THF)–water cosolvent system, at temperatures at which the
cosolvent undergoes a de-mixing transition (Smith et al. 2016).

Furthermore, Besombes and Mazeau (2004) used CHARMM force field to
study the influence of hydrogen bonding and steric effects of methoxide groups
in the conformational characteristics of such linkage and the relative stability of
erythro- and threo- forms. This study was later complemented by the same authors
to further analyze the assembly of cellulose and lignin (Besombes and Mazeau
2005a). They consider a molecular model of a cellulose crystal corresponding to the
allomorph Iβ. The model was selected to exhibit different surfaces that mimic the
carbohydrate matrix present in native wood cell wall. In a second part, they extended
their previous computational investigations by considering more complex systems,
looking for evidence of organization of lignin molecules at the interface with
cellulose (Besombes and Mazeau 2005b). Surface coverage of cellulose, molecular
mass, and lignin structural features were some of the parameters taken into account
to examine their influence on the associative interactions between cellulose and
lignin. An additional step was taken by Beste (2014) by selecting the most common
linkages to perform MD simulations with a reactive force field (ReaxFF) to describe
lignin degradation into carbon fibers.

Going up in the scale of simulations, it is worth mentioning the implementation
of experimental measurement of the intra-ring properties of loblolly pine (Pinus
taeda) to provide inputs to finite element models using both solid layers and cellular
layers to represent longitudinal tracheids. This was used to investigate the effect
of considering wood strands as two-layer composites consisting of earlywood and
latewood, or intra-ring, layers (Hindman and Lee 2007).

The complexity of the hierarchical structure along different large scales, together
with computational limitations, has called for the implementation of new method-
ologies in the field, as, for example, the use of quantum mechanics/molecular
mechanics (QM/MM) that has been proved successful in simulating different kinds
of biomolecular systems (Senn and Thiel 2009). Combined QM/MM approaches
have become indeed the method of choice for modeling reactions in many biomolec-
ular systems. As it happens with the previously discussed DFT methods, the
limitations imposed by the computational cost MD simulations, when it comes to
the size the models, have not hampered the production of very useful information to
support better degradation strategies as we discuss below.
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4 Downstream: Multiscale Modeling to Assist Pyrolysis,
Hydrothermal Liquefaction, Depolymerization, and
Upgrading

From previous sections on structural QM and MD modeling of lignocellulose and
lignin at different length scales, it has been shown that a plethora of approaches
have provided significant amount of information on the structure, chemical bonding,
and molecular-scale features of lignocellulosic biomass. All this fundamental
knowledge has been proved very useful in developing the polymerization processes
that we will describe in this part of the chapter. These experimental techniques,
largely supported by modeling and simulation, help the actual valorization of those
materials that are produced by degrading biomass to simpler building blocks,
i.e., downstream processing. This section aims at connecting these ab initio and
MD simulations with state-of-the-art experimental approaches for depolymerizing
lignocellulosic biomass, as well as providing a quick introduction to those upgrading
strategies that follow biomass degradation. It also includes some references to the
kinetic modeling that has been done to simulate mass and heat transfer that occur
during pyrolysis and hydrothermal processes.

4.1 Valorizing Lignocellulosic Biomass

As we have already pointed out, prior to the valorization of lignocellulosic biomass
into any kind of material, it is necessary to break down its structure into its main
biochemical fractions: cellulose, hemicellulose, and lignin (see Fig. 3). Effective
methods to separate biomass into pure streams of its biochemical constituents
are important for the valorization of any lignocellulosic biopolymer. For example,
during the enzymatic hydrolysis of cellulose to produce bioethanol, 50% of the
enzymes tend to bind nonproductively to lignin, thus decreasing the degree of
conversion of cellulose. Thus, several methodologies are available for the isolation
of lignin streams, e.g., acid hydrolysis, alkaline hydrolysis, hydrothermal degra-
dation, or ionic liquids, and some modeling have been devoted to understand the
fundamental mechanisms that control lignin–cellulose and lignin–hemicellulose
interactions. Once a lignin stream is obtained, it can be used as raw feedstock for
producing lignin-derived materials, e.g., carbon fibers or graphitic porous carbons.
In many other cases, the valorization of lignin into usable materials requires
additional depolymerization steps that yield monomers or small oligomers, hence
the importance of modeling these smaller fragments that can be recovered and
directly used, i.e., catechol, phenol, or be subjected to a second valorization step
by means of biological or chemical methods, in order to upgrade the depolymerized
fragments into high-value materials.

Lignin depolymerization is a challenging process, due to the presence of a hand-
ful of chemical linkages with different strengths in the structure of lignin, as it has
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Fig. 3 The pathway from lignocellulosic biomass to lignin-derived materials

been discussed in the previous sections. Conventional depolymerization methods
for lignin can be generally divided into (thermo)chemical or biological. The
main (thermo)chemical routes include pyrolysis and hydrothermal/solvothermal
processing (sometime aided by base catalysts), whereas biological depolymerization
is mainly related to the use of extracellular enzymes secreted by ligninolytic
organisms (mainly fungi) capable of degrading the aromatics structure of lignin (see
Fig. 4).

When it comes to modeling, most of the work in the field has been done
concerning the pretreatment, drying (Zhao et al. 2015), and pyrolysis of ligno-
cellulosic biomass, which usually implies large-scale empirical modeling of the
kinetic mechanisms, in the solid phase for biomass pyrolysis and in gas phase for
secondary reactions of released products. This includes mathematical models of
porous reactive mediums to study the processes of heat and mass exchange, drying,
and ignition (Loboda et al. 2015), as well as to simulate heat and mass transfer in
liquid, vapor, and bound water movement during drying processes (Jia 2008). Some
multiscale models of hydrothermal pretreatment methods have been also developed,
starting from the microscale level where chemical reaction takes place followed by
the mesoscale level, in which the diffusion in lignocellulosic material is the main
process, and finally the macroscale level where the mixing and bulk diffusion are
important (Ali-Hosseini and Nilay Shah 2009). There are also some multiscale
computational models that even scale up to the design and optimization of industrial
plants that are devoted to the pretreatment of biomass (Colin et al. 2016). Moreover,
jointly with plant bioengineering, the pathways for the biosynthesis of lignin can
be understood and modified to design novel, artificial lignin variants that are more
easily converted into materials, either directly or through strategies that involve
depolymerization and subsequent upgrading. For instance, it has been reported
that the side chains of the monolignols can be varied without compromising the
lignification process (Vanholme et al. 2012).

To understand the enzymatic deconstruction of cellulose, Beckham et al. (2011)
have provided extensive work on understanding the molecular-level mechanisms
that enzymes employ to deconstruct plant cell walls. These authors discussed path
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sampling methods to measure rates of elementary steps of enzyme action, coarse-
grained modeling for understanding macromolecular, cellulosomal complexes,
methods to screen for enzyme improvements, and studies of cellulose at the
molecular level. They have pointed out simulations as a complementary tool to
understand carbohydrate-active enzymes and plant cell walls, which will enable
industrial processes for the production of advanced, renewable fuels.

4.2 Direct Conversion of Lignin to Materials

Lignin can be directly subjected to chemical processes in order to produce several
types of materials, such as carbon fibers for composite reinforcement or porous
activated carbons with applications in energy storage, water purification, or CO2
capture and sequestration. Lignin-derived carbon fibers can be obtained through
different methods, like dry and wet spinning or melt spinning. This is typically
followed by a stabilization process of the spinned lignin fibers (normally in an oxy-
gen atmosphere) followed by a high-temperature treatment in an inert atmosphere
(Beste 2014). Prior to these, lignin can be conditioned to improve the properties
of the final carbon fibers, either chemically (e.g., acetylation, hydrogenation, or
phenolation) or biologically. Moreover, the different monolignols that constitute
lignin present different thermostabilization properties when forming carbon fibers,
and thus the mechanical properties of the carbon fibers can be improved by adjusting
the blending ratio of the various monolignols. Another way of valorizing directly
lignin after its isolation is its hydrothermal carbonization (HTC). Here, mixtures
of lignin and water are subjected to high pressures and temperatures. Under such
conditions, water acquires properties very different from those at atmospheric
conditions: i.e., high ionic product or reduced electrical conductivity and density.
Despite the high thermal stability of lignin, HTC turns it into a solid material with
a more condensed aromatic character and with properties that resemble those from
brown coal. The resulting product has also a higher glass transition temperature
and a higher thermal stability. During HTC, the β–O–4 linkages are mostly
hydrolyzed, and the propyl side chains from the monolignol units are partially
cleaved. Dealkylation and demethylation also take place, and more catechol-like
units are obtained. The addition of catalysts (e.g., H2SO4 or Fe2+) can enhance
these reactions.

At this stage, modeling can be a useful tool here to understand the oxidative
thermal conversion of lignin (Beste 2014) and how the different linkages between
monolignols behave under this process (see Fig. 5). Theoretical studies of bond
dissociation energies for lignin model compounds have been also performed for six
prevalent linkages (β–O–4, α–O–4, 4–O–5, β–1, α–1, and 5–5) by using density
functional theory methods (Huang et al. 2015). Some quantum MD studies have
helped understanding fragment distribution of thermal decomposition of lignin
monomer (Endo et al. 2008) as well as monomer and dimers of lignin from thermal
decomposition (Kato et al. 2008).
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Fig. 5 Lignin-derived
products are currently
produced through biological
and thermochemical
processes

4.3 Thermochemical Depolymerization Processes

Lignin pyrolysis is carried out at high temperatures during short reaction times in an
inert atmosphere, turning lignin into a liquid product with a complex mixture of hun-
dreds of phenolic monomers and oligomers (Kawamoto 2017). It can be performed
in the presence of catalysts, such as zeolite, in order to increase the selectivity
toward certain products, like BTX (Li et al. 2015). It behaves differently, depending
on the biomass type used. Softwood generates guaiacol-like phenols as main
products, whereas hardwood tends to generate syringol and phenolic monomers and
oligomers. Pyrolysis is a radical reaction, and hence the pyrolysis products tend to
present stability issues and be prone to repolymerization. Hydrothermal processes
take advantage of the special properties of water under sub- and supercritical
conditions to break down lignin into smaller (even monomeric) aromatic molecules,
such as catechol or guaiacol. Many of these molecules are useful building blocks
for a bio-based chemical industry, perfumes, pharmaceuticals, or building blocks in
organic synthesis. Under such conditions, water becomes highly reactive and breaks
down the lignin structure. The presence of a liquid medium causes a dilution in the
biomass feedstock, thus reducing the repolymerization of the reaction intermediates.
A variation of this process includes the addition of a base to the aqueous or organic
solvent (Erdocia et al. 2014), which has proved to lead to higher yields of the liquid
product. Other organic solvents (e.g., acetone, ethanol, tetralin) (Breunig et al. 2018)
can be used instead of water. The process is termed then solvothermal conversion.
These organic solvents act as an in situ source of hydrogen or as hydrogen shuttle for
the reaction. For instance, formic acid is reported to decompose under high pressure
and temperature, yielding atomic hydrogen (Gasson et al. 2012). Under these
conditions, lignin is quickly depolymerized, and the presence of atomic hydrogen in
the reaction medium can cap the radicals generated during the process, thus avoiding
subsequent polymerization reactions. Variations of the hydrothermal/solvothermal
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process might include the use of heterogeneous catalysts or high-pressure hydrogen
atmospheres (Breunig et al. 2018).

Modeling of pyrolysis is a multicomponent, multiphase, and multiscale problem
of kinetic modeling of pyrolysis and combustion of biomass, which includes
modeling of bio-oil and therefore a comprehensive description of kinetic and
transport processes, both at the particle and the reactor scale (Ranzi et al. 2017). The
models can provide information on heat of reaction, reaction products concentration,
and reactants accumulation (Roman et al. 2011).

Blasi (2008) reviewed the state of the art in modeling chemical and physical
processes of wood and biomass pyrolysis, indicating critical issues that require
further investigation. Additional and very detailed reviews on biomass pyrolysis
were provided also by Sharma et al. (2015), where they described operational
and environmental challenges associated with pyrolysis at different scales, e.g.,
particle level, multiphase reacting flow, reactor performance, process integration and
control, and by Anca-Couce (2016) with a focus on individual reaction mechanisms
of cellulose, hemicellulose, and lignin and recent advances in understanding the
fundamental reaction pathways. They demonstrated that a multiscale consideration
of pyrolysis on multiple levels – specifically, on molecular, particle, and reaction
levels – is required to accurately describe biomass pyrolysis.

More fundamental knowledge on reaction mechanisms during pyrolysis has
been achieved by DFT calculations of model compounds (Kawamoto 2017),
reaching a better understanding of the molecular mechanisms involved in lignin
pyrolysis/gasification and guiding the development of better systems that overcome
issues with low product selectivity.

4.4 Biological Depolymerization Processes

The first thing to remember when discussing depolymerization strategies is that
the chemical bonds in lignin are rather stable, making them difficult to degrade by
microbes. However, there are a few microorganisms in nature that encode metabolic
pathways to break down lignin. These organisms are typically fungi that degrade
lignin through two types of extracellular enzymes: laccases and peroxidases. These
enzymes break down the lignin structure into aromatic radicals that subsequently
cleave other lignin linkages (Cα–Cβ , alkyl-aryl demethoxylation, and aromatic ring
cleavage) by means of nonenzymatic reactions (Beckham et al. 2016). It has been
reported that bacteria can also express those enzymes and degrade lignin (Bugg
et al. 2011). However, both fungi and bacteria degrade lignin very slowly, which
hinders their industrial implementation. Tools provided by synthetic biology and
metabolic engineering (e.g., directed evolution or enzyme resurrection) (Alcalde
2015) can be of use to enhance the lignin degradation rate, making these microbes
more prone for industrial implementation. Other issues of concern for the biological
depolymerization of lignin are the need of a redox environment and aerobic
conditions to operate, which demands a continuous supply of H2O2 and O2.

From a modeling standpoint, the enzymatic biodegradation of lignin in soil by
various microorganisms has been reviewed recently by Datta et al. (2017), with
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focus on fungi and bacteria capable of producing ligninolytic enzymes. They state
that very little is known about the degradation of lignin in soil, and they envision
new efforts to identify new lignin-degrading microbes and thorough study of their
genomics, biochemistry, and proteomics in the coming years.

As it happens with other protein-related areas, modeling can be applied to
optimize the interaction of lignin with the enzymes (laccases, peroxidases) secreted
by microbes. This can provide on the one hand guidelines for tailoring the lignin
substrate to optimize its enzymatic degradation and, on the other hand, for tailoring
the enzymes for optimized bioconversion or for expanding the substrate specificity
for biological funneling during the upgrading of depolymerized lignin liquors
(Beckham et al. 2016).

In any case, it is clear that understanding lignin-degrading reactions of ligni-
nolytic enzymes is a challenge in which modeling has provided useful inputs by
calculating binding affinities, intermediates, reaction energy profiles (Chen et al.
2011), as well as oxidation mechanisms using QM calculations (Elder 1997).

In the case of peroxidase, MD simulations have been the most used method to
provide information on peroxidase behaviors in solution (Gerini et al. 2003), and
the structure of peroxidase (Banci et al. 1994), as well as the effect of calcium
ions on it (Banci et al. 1996). More recently, QM/MM methods have shed light
into the intrinsic mechanisms that rule the interaction of tryptophan radicals in the
long-range electron transfer of lignin peroxidase and lignin peroxidase-like systems
(Bernini et al. 2012).

For plant and fungal laccases, some molecular docking and MD analyses have
helped in unraveling the differential enzymatic catalysis with respect to lignin
biosynthesis and degradation (Awasthi et al. 2015). Also, the factors affecting
product distribution in laccase-catalyzed oxidation reactions have been studied by a
combination of experimental and computational approaches (Lahtinen et al. 2013).

4.5 Chemical and Biological Upgrading of Depolymerized Lignin

The depolymerization products from lignin can be upgraded to other materials in
two different ways: through chemical and biological processes. In both cases, the
main challenge is that lignin depolymerization usually yields a complex slurry of
aromatic compounds (Beckham et al. 2016) with very different reactivities.

Chemical processes for upgrading depolymerized lignin include, among others,
classical chemical reactions such as alkylation, acylation, carboxylation, halo-
genation, or oxidation. There is even an industrially established process for the
production of vanillin from lignin through chemical oxidation (Araújo et al. 2010).
Lignin can be used as additive or substitutive feedstock for the production of
adhesives, such as polyurethane foams or urea-formaldehyde resins. But lignin
presents two issues that hinder their use as additives for adhesives: its wide range of
molecular weights and its relatively low reactivity due to the presence of methoxy
groups that suppress the reactivity of the aromatic rings. Most of the research
is being devoted to enhance the reactivity of those aromatic rings, mainly by
demethylating monolignols to produce polyols (Ferhan et al. 2013).
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Some research is being done on the modeling side for studying the properties of
lignin-derived adhesives (Lopez-Albarran et al. 2017). Using ReaxFF simulations,
it was shown that the type of mono- and oligolignol precursors used to generate the
adhesives affects their mechanical properties (i.e., the Young’s modulus), and their
results correlated quite well with experimental values.

The biological upgrading of depolymerized lignin offers the possibility of
obtaining different types of products: molecules that maintain the aromatic ring
from the phenolic monomers (e.g., vanillin (Lahtinen et al. 2013)), ring-opened
species generated through aromatic catabolic pathways, or products obtained
through central metabolic routes, where the microbes use “upper pathways” to
funnel the carbon flux of the handful of aromatic materials coming from lignin
depolymerization and convert them into central intermediates (e.g., protocatechuate
or catechol) that then can be used by the microbes to produce energy storage
compounds, such as TAGs or PHAs (Beckham et al. 2016). An interesting approach
is to develop a one-pot system in which the enzymes that depolymerize the lignin
into low molecular weight compounds work in concert with microbes that take
up those low molecular weight compounds and convert them into high-value
products. This is being developed at NREL under the name of Lignin Consolidated
Bioprocessing (Salvachua et al. 2015). It is a process intensification strategy that
reduces the number of unit operations needed and the capital expenses, due to
the synergistic interaction between extracellular enzymes and microbes. Moreover,
the intracellular accumulation of high-value compounds facilitates their recovery
from the broth, as those products do not need complex separation processes from
the lignin depolymerization liquor. Conversely, cells can be separated from the
fermentation broth and subsequently lysed to recover their intracellular metabolites.
Several studies have proved that bacterial species (e.g., Pseudomonas putida strains,
acinetobacter ADP1 or Rhodococcus jostii) (Salvachua et al. 2015) can make use of
the liquor obtained after depolymerizing lignin to produce polyhydroxy alkanoates
(PHAs). These can be used as source of various materials, such as bioplastics
for films, coating, biocompatible drug-delivery systems, and biomedical materials,
among others (Linger et al. 2014).

5 Concluding Remarks

As we have seen, understanding lignin structure and composition, as well as
its integration with cellulose and hemicellulose into the hierarchical structure of
lignocellulosic biomass, is crucial for deciphering biosynthetic pathways, producing
plants with more easily degradable cell walls, and developing better technologies for
biomass depolymerization.

Computational chemistry calculations and molecular simulations along different
scales of lignocellulosic biomass provide atomistic details, yet scalable predictions,
on the structure energetics of reactions, and depolymerization processes involving
lignin, cellulose, and hemicellulose, many of which still elude current experimental
techniques.
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Large part of the challenge when performing computational chemistry calcula-
tions comes from the selection of the correct methodology that provides accurate
results in a reasonable amount of time. Thus, QM calculations have been mostly
used to investigate the structure, electronic properties, and reactivity of monolignols,
dehydrodilignols, and other small lignin-like model compounds. Nevertheless,
the limited size of the models has not hampered the production of many useful
information on the early stages of lignin polymerization, as well as the mechanisms
for its degradation. The same statement applies to MD simulations to support better
degradation strategies. Therefore, QM calculations and MD have provided extensive
fundamental insight that result in improved technologies for biomass conversion.

In the future, the development of better molecular mechanics force fields, the use
of more advanced QM/MM methods, and most importantly, the increased computa-
tional power provided by cloud computing, together with the implementation of new
machine learning algorithms for speeded-up multiscale modeling and simulations,
are expected to dramatically increase our understanding of lignocellulosic biomass
structure, biosynthesis, and degradation. This includes atomistic models of the
material but also large-scale empirical modeling of the kinetic mechanisms to study
the processes of heat and mass exchange, drying, and ignition, as well as to simulate
heat and mass transfer.

Unlocking the potential of lignocellulosic biomass is crucial to develop inte-
grated biorefineries in a circular economy. However, it requires addressing funda-
mental challenges in economically degrading biomass into its basic constituents.
A synergetic combination of multiscale modeling and process engineering is most
definitely the way to achieve it.
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Abstract

Reservoir crude oils consist of dissolved gases, liquids, and dissolved solids,
the asphaltenes. For 40 years, gas-liquid equilibria of crude oils have been
treated with cubic equations of state, variants of the van der Waals EoS.
However, asphaltenes had eluded a similar thermodynamic treatment. Recently,
the molecular and nanocolloidal structures of asphaltenes in crude oil have
been developed and codified in the Yen-Mullins model. With sizes known, the
gravity term clarifies and can be added to the Flory-Huggins polymer solution
theory, yielding the Flory-Huggins-Zuo (FHZ) EoS. Measurement of gradients
of crude oils vertically and laterally in reservoirs is best accomplished with
“downhole fluid analysis” (DFA). Interpretation of asphaltene gradients with the
FHZ EoS allows determination of the extent of thermodynamic equilibrium of
reservoir crude oils. Equilibrated crude oils imply flow connectivity in reservoirs,
addressing one of the most important uncertainties in reservoirs. Disequilibrium
fluid gradients in reservoirs imply ongoing fluid processes in geologic time.
Specification of many of these processes in reservoir case studies has led to
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a newly formalized discipline, “reservoir fluid geodynamics” (RFG). Many
reservoir concerns are addressed utilizing RFG analyses including reservoir
connectivity, viscosity gradients, solution gas gradients, variable productivity
index, tar mat formation, and sluggish aquifer support. The combination of new
science embodied in the Flory-Huggins-Zuo EoS and the Yen-Mullins model and
new technology, DFA, has led to an explosion of applications through reservoir
fluid geodynamics.

1 Introduction

Reservoir crude oils are a complex mixture consisting of dissolved gases, liquids,
and dissolved (or colloidally suspended) solids, the asphaltenes as conveyed in
Fig. 1. As such, the physical and chemical properties of reservoir hydrocarbons can
vary enormously, for example, from dry natural gas to immobile tar (Mullins 2008).
The economic value and the methods of production and processing all depend on
the composition of the oil especially regarding these three phases, gas, liquid, and
solid. In addition, there can be important and deleterious chemical constituents of
the reservoir fluid such as CO2, H2S, and Hg. It is essential to know the properties
of the crude oil in order to know whether to produce the reservoir fluid. For
production, a variety of concerns must be addressed to develop production methods,
gas handing facilities, flow assurance processes, and methods of reservoir pressure
support. All of these concerns depend critically on the properties of the reservoir
fluid. In addition, the reservoir fluid properties can change dramatically vertically
and laterally in the reservoir. Such fluid variation must also be understood for
implementation of optimal production planning. Moreover, remote sensing such as
seismic imaging is ineffective in the determination of properties of the reservoir
hydrocarbons with the exception of some ability to identify light hydrocarbon fluids
in the reservoir. Consequently, it is necessary to acquire fluid samples prior to
production; there is no substitute.

Figure 2 shows a series of “dead” oil samples from a single reservoir from
deepwater Gulf of Mexico (Elshahawi et al. 2009). This figure shows clear
differences in fluid colors, with lighter colors near the top of the reservoir and darker
colors near the bottom. The color difference reflects large differences in asphaltene

Fig. 1 Reservoir crude oils
consist of dissolved gas,
liquid, and dissolved (or
colloidally suspended) solids,
the asphaltenes (Mullins
2008). All economics and all
production methods depend
on the composition of the
hydrocarbon
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Fig. 2 (Left) Huge color and GOR gradients in crude oil composition are observed in oil samples
within a single connected reservoir, deepwater Gulf of Mexico (Elshahawi et al. 2009). (Right)
The areal map of the reservoir is shown with contour lines which also represent different gas-oil
ratios (GORs). Four well locations are shown. The methane stable carbon isotope ratios indicate
a greater fraction of thermogenic gas lower in the reservoir and a greater fraction of biogenic gas
toward the top (Elshahawi et al. 2009)

content of the fluids. In addition, gas-oil ratios (GORs) of the corresponding live
oil samples vary enormously from 8000 to 1800 scf/bbl (standard cubic feet of
gas per barrels of oil at 1 atm and 60 ◦F), further demonstrating the wide range
of fluid composition encountered in a single reservoir(Elshahawi et al. 2009; Zuo
et al. 2016). (Dead crude oils have been flashed to 1 atmosphere thereby losing
dissolved gases; live crude oil contains its dissolved gases as in the reservoir at
elevated pressures.)

Figure 2 shows that the carbon isotope varies throughout the reservoir, indicating
that there are two sources of methane in this reservoir and that primary biogenic
methane in this reservoir is substantial. (Primary) biogenic methane is generally
enriched in 12C typically about δ13C = −68%�, while thermogenic methane
resulting from the catagenesis of kerogen is typically in the range of δ13C=−40%�
(Hantschel and Kauerauf 2009; Tissot and Welte 1984). Consequently, this reservoir
experienced a mixture of biogenic methane and crude oil. (Primary biogenic
methane corresponds to biodegradation of organic matter in sediments; secondary
biogenic methane is from biodegradation of crude oil.)

In addition to fluid complexities, the reservoir can possess innumerable complex-
ities associated with the rocks or “formations” which comprise the hydrocarbon-
bearing formations and the sealing formations which trap the hydrocarbon. The
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Fig. 3 The upper and lower surfaces of an oil reservoir, deepwater Gulf of Mexico (Mullins
et al. 2007a). Wells are drilled to obtain required information about fluid and rock formation
properties for consideration of possible economic production of crude oil. Reservoirs are large,
and well penetrations are few when major decisions must be made. Methods of interpolation and
extrapolation for fluid and formation properties are required

overall size of the reservoir is of immediate concern and is addressed by seismic
imaging. Nevertheless, the quality of seismic imaging degrades with depth and with
intervening salt and other irregular structures. In addition, key concerns such as the
extent of fluid flow or “connectivity” throughout the reservoir cannot be addressed
adequately by remote sensing. Consequently, wellbore data is critical to understand
formation properties in addition to fluid properties. Figure 3 shows the upper and
lower surfaces or horizons of a reservoir, in excess of 20,000 ft below sea level
and with a water depth in excess of 4000 ft (Mullins et al. 2007a). Several wells
are depicted that were used to perform reservoir evaluation. After favorable results,
development wells were subsequently drilled. This reservoir is tilted from basin
distortion; faults in the reservoir are evident in seismic imaging. It is imperative to
determine the extent of flow connectivity across the reservoir.

Even if faults are identified in seismic imaging, it can remain unclear whether
the fault is sealing or transmissive. In addition to flow connectivity or its inverse
“compartmentalization” in a reservoir, there are many other concerns associated
with the rock formations. The existence of “baffles” which act to divert fluid flow
but which are not pressure seals can have a significant impact on production rates
and aquifer sweep in production. Baffles are particularly hard to identify prior to
production. The extent of aquifer pressure support and sweep are of major pro-
duction concerns. There are a large variety of concerns regarding the petrophysical
properties of the rock formations. Porosity, permeability, oil saturation, and their
variations throughout the reservoir must be understood; well log data is essential to
address the extensive range of fluid and rock properties of interest.

Downhole Fluid Analysis, Asphaltene Thermodynamics, and Reservoir
Fluid Geodynamics. In order to understand fluid distributions in reservoirs,
it is critically important to measure fluid gradients accurately. Downhole fluid
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analysis (DFA) within oil wells affords this opportunity (Mullins 2008). Ther-
modynamic modeling enables projection of fluid properties away from wellbores
over large reservoirs. In particular, the recent development of the thermodynamics
of asphaltene gradients has led to powerful new methods of reservoir evaluation.
Moreover, this asphaltene modeling applied to DFA gradient data can be used
to identify fluid equilibrium throughout reservoirs. Equilibrated fluids indicate
connected reservoirs giving new ways to address a major industry concern. When
the fluid columns are not equilibrated, there are often processes taking place
in geologic time that preclude equilibrium. This has led to the recent formal-
ization of a new technical discipline, “reservoir fluid geodynamics,” accounting
for fluid redistributions and phase transitions in reservoirs after trap filling. To
understand present-day realizations of reservoirs, it is important to understand
their evolution in geologic time. This chapter treats many aspects of these new
developments.

2 Wireline Well Logging and Downhole Fluid Analysis (DFA)

In a typical scenario, a tool package is lowered into the well on a cable or “wireline”
shortly after a well is drilled. In this circumstance, the wellbore is “openhole”
meaning uncased in the well section of interest which intersects the reservoir.
That is, there is no steel casing placed in this section of the well. In openhole
conditions, the well is filled with drilling mud which maintains higher borehole
pressure than that in penetrated permeable formations, thereby preventing blowouts,
the uncontrolled entry of formation fluids into the well. The drilling fluid contains
clay, thus its name drilling mud, which acts to form a mud cake on permeable
formations thereby preventing excessive fluid loss from the wellbore into the
formations. Nevertheless, some drilling fluid “filtrate” leaks into permeable zones
thereby contaminating formation crude oils. Oil-based muds (OBM) are commonly
used, and OBM filtrates are miscible with reservoir crude oils making OBM filtrate
contamination a significant concern (Mullins 2008). Water-based muds are much
less problematic for acquisition of crude oil samples.

Oil wells provide the opportunity to measure all manners of properties; whole
cores can be acquired addressing key geological concerns. Petrophysical logs
can be run and include high-resolution imaging, nuclear magnetic resonance,
neutron scattering, gamma ray scattering, phase and amplitude response at many
electromagnetic frequencies, and phase and amplitude response at many acoustic
frequencies (Ellis and Singer 2008), all providing a wealth of information about
the formation primarily near the wellbore. Fluid samples can be acquired using an
openhole sampling tool such as the Schlumberger MDT (Zimmerman et al. 1989,
1990).

To acquire a sample of formation fluid in openhole, a tool is lowered into
the well on a wireline cable; Fig. 4 depicts the Schlumberger MDT (Modular
Formation Dynamics Tester) used for this purpose (Mullins 2008; Zimmerman
et al. 1989, 1990; Kazakevich et al. 2016). DFA tools are mounted onboard the
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Fig. 4 (a) Schematic of the MDT fluid acquisition and analysis tool for openhole wells (Zim-
merman et al. 1989, 1990). Probes interface with permeable formations for fluid extraction using
pumps. Optical fluid analyzers (DFA tools) and high-pressure sample bottles are depicted (Mullins
2008; Zimmerman et al. 1989, 1990). (b) A photograph of a “probe” with a protruding steel tube
that is pressed firmly against the borehole wall to make hydraulic communication with permeable
zones in the oil well to extract formation fluids. (c) Photograph of the Schlumberger radial Saturn
probe where fluid entry occurs at four symmetrically placed ports in the middle of a rubber packer,
which contact the borehole wall when deployed (Kazakevich et al. 2016)

MDT and enable accurate measurement of fluid properties and their variations
within the oilfield (Mullins 2008). First, DFA identifies the presence or absence
of drilling fluid filtrate that can leak into permeable zones and contaminate reservoir
crude oil (Mullins 2008). Pumping fluid out of the formation for extended times
by the MDT, for example, a few hours, is frequently required to greatly reduce
or eliminate contamination of the crude oil by OBM filtrate. DFA is used to
monitor the extent of OBM contamination; crude oils generally have solution gas
and/or asphaltenes, while OBM filtrate generally has neither (Mullins 2008; Mullins
et al. 2000). This distinction along with knowledge of the typical time rate of
change of contamination allows real-time determination of contamination during
the pumping process (Mullins 2008; Mullins et al. 2000). Many different probe
types are available that make contact with the borehole wall. This enables sample
acquisition and DFA to be performed in a large variety of formations including
unconsolidated sands, low-permeability formations, and formations with extensive
drilling filtrate invasion (Kazakevich et al. 2016).

Asphaltene content is determined in DFA by measuring the electronic absorption
of the oil in the visible and near-infrared spectral ranges (Mullins et al. 1992;
Mullins and Zhu 1992; Kharrat et al. 2013). Figure 5 shows the optical absorption
spectra of many dead crude oils. Plotting optical density (OD) on a log plot versus
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photon energy shows that all crude oils exhibit the same slope. This behavior is
reminiscent of the Urbach tail from solid-state physics and relates to the constant
ratio of small to large bandgap components in all crude oils (Mullins et al. 1992;
Mullins and Zhu 1992).

The two-stretch overtone region provides the opportunity to estimate the gas-oil
ratio (GOR) of live crude oils (Mullins et al. 2001; Dong et al. 2002; Agthoven
et al. 2002; Fujisawa et al. 2002). Figure 6a shows linearity of the spectra of
methane, heptane, and a mixture of the two. The NIR peaks of methane, methyl, and
methylene groups are readily resolvable using optical hardware compatible with the
downhole environment (Mullins et al. 2001; Dong et al. 2002). Figure 6b shows the
CH two-stretch overtone region of methane, a series of live crude oils, and a dead
crude oil. Large spectral differences are seen in both the methane peak and “oil”
peak for the crude oils. Figure 6c shows the correlation of GOR with OD ratios
for many crude oils. A variety of interpretation algorithms are available to obtain
the GOR from a live crude oil using NIR spectroscopy (Mullins et al. 2001; Dong
et al. 2002). In addition, other analytes such as CO2 can be measured using NIR
spectroscopy in situ in oil wells (Agthoven et al. 2002).

DFA measurements also include density and viscosity measurements using the
response to some form of mechanical vibrating object that interacts with the MDT
flowline fluid. For example, the ringdown (loss) of a mechanical oscillator in
fluid is greatly impacted by fluid viscosity (Sullivan et al. 2009; Etchart et al.
2008), and the reduction of resonant frequency of a mechanical oscillator is greatly
impacted by the surrounding fluid density (Sullivan et al. 2009; Etchart et al.
2008.) Figure 7 provides a schematic of the Schlumberger in situ fluid analyzer
(IFA) which is a module of the MDT that performs advanced DFA (O’Keefe et al.
2007).

DFA is performed on a fluid flow stream in the MDT flowline (cf. Fig. 4);
visible and near-infrared spectroscopy are the methods of choice for downhole
measurement of crude oil composition (Mullins 2008). Reservoir and MDT flowline
pressures can exceed 30,000 psi; but this pressure is readily handled in high-
pressure optics cells (with sapphire windows). Reservoir temperatures can be 175 ◦C
or more; the primary impact of this temperature on DFA measurements is on
optical detectors. The use of InGaAs detectors with bandgaps corresponding to a
wavelength of 1.7 μ or slightly longer limits the thermal noise to acceptable levels.
Aside from affecting fluid density, reservoir pressure and temperature do not impact
the fluid spectra significantly (Fujisawa et al. 2002). To keep optical density values
within a good range for crude oils, a pathlength of 2 mm is typically used in DFA
tools (Mullins 2008).

Laboratory Two-Dimensional Gas Chromatography (GC×GC). DFA pro-
vides the concentrations of dissolved gases, liquids, and dissolved solids of reservoir
crude oils. The corresponding gradients are very amenable to a thermodynamic
treatment. It is desirable to perform a detailed compositional analysis of the
crude oils, especially with a geochemical interpretation, to compare with the
thermodynamic analysis.
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Fig. 5 (continued)
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Gas chromatography (GC) is a powerful tool to separate complex molecular
mixtures for compound identification and quantification. Conventional GC uses
a single capillary column coated with a stationary phase that influences how
compounds are separated by a combination of properties such as molecular weight,
volatility, polarity, or polarizability. GC has been very useful for analyzing complex
mixtures, such as crude oil, and for resolving many individual compounds of
interest. However, conventional GC has limited utility for unresolved complex
mixtures (UCMs) in weathered and biodegraded oils and overlapping or interfering
peaks that impede compound identification and analysis. In contrast, comprehensive
two-dimensional gas chromatography (GC×GC) adds a second column after the
primary column with a different stationary phase to separate compounds according
to two combinations of physicochemical attributes. GC×GC offers advantages
over conventional GC in separating highly complex mixtures, such as crude
oil, into thousands of fully resolved individual compound peaks and with low
variability in response factors between compounds (Nelson et al. 2006, 2016;
Frysinger and Gaines 2001). Compound peaks in GC×GC are less affected
by coeluting components due to higher peak capacity and increased resolving
power (Frysinger and Gaines 2001). In a common configuration of columns,
GC×GC separated components according to their molecular weight (first axis)
and polarizability (second axis). Those properties are particularly diagnostic of
RFG processes such as biodegradation, water washing, and thermal maturity,
making GC×GC a natural complement to DFA for RFG analysis (Nelson et al.
2006).

GC and GC×GC with flame ionization detection (FID) offer advantages of
quantitative detection of peak abundances, reproducibility, and increased sensi-
tivity. GC-FID is used to examine the overall n-alkane distribution followed by
GC×GC-FID for simultaneous detection of saturated and aromatic compounds
plus establishing chemical retention maps. Compounds in GC and GC×GC-
FID are identified through the use of standard materials, retention times, and
comparison with literature. To fully understand the identity of unknown com-
pounds in chromatograms, time-of-flight mass spectrometry (TOFMS) is coupled
with GC×GC permitting identification of compounds with fragmentation patterns
matching with known components in various compound libraries. GC×GC-TOFMS
is used to assign retention times to compounds that are then used in GC×GC-FID
measurements for quantitative analysis of individual peaks. Figure 8 is an example
of GC×GC analysis shown below for a crude oil acquired in the Llanos basin,
Colombia (Bartha et al. 2015).

�
Fig. 5 (a) The optical absorption spectra of dead crude oils (at 1 atmosphere). There is a huge
and systematic variation of crude oil color among different crude oils. (b) Optical density on a
logarithm plot versus photon energy yields parallel, straight electronic absorption edges, which is
reminiscent of the Urbach tail (Mullins and Zhu 1992; Kharrat et al. 2013). The coloration of an
oil is a linear function of asphaltene content (Mullins et al. 2007a; Kharrat et al. 2013)



1658 O. C. Mullins et al.

Fig. 6 (a) Two-stretch overtone for selected hydrocarbons showing largely separable peaks
dominated by methane (1650 nm), methyl (1700 nm), and methylene (1725 nm) groups (Mullins
et al. 2001). These peaks add linearly in compositional mixtures (Mullins et al. 2001; Dong et al.
2002). (b) Spectra of methane, live crude oils (with dissolved gases), and dead oil (Dong et al.
2002). (c) The optical density (OD) ratio of the oil peak to methane peak correlates with GOR
(Mullins et al. 2007a). This spectral analysis is used to estimate GOR downhole using various
algorithms (Mullins et al. 2001; Dong et al. 2002)

3 Thermodynamic Modeling of Reservoir Fluids

With these chemical evaluation tools of DFA and complementary laboratory
methods, the chemical properties of oil samples can be resolved with great accuracy.
Nevertheless, the ability to interpret fluid properties between wells and extrapolate
fluid properties where no wells exist is critical to oilfield development planning.
Naturally, thermodynamic equations of state are the first step in this process.

Crude oils in reservoirs can exhibit significant vertical and lateral compositional
gradients. In general, the most important gradients relate to GOR and asphaltene
content. GOR gradients are important because many production parameters relate to
this variable. Economic value depends critically on GOR; in certain oilfield settings,
gas cannot be transported so is not economic. In production, handling high-pressure
gas is a major concern, while liquids are relatively easy to handle; again, GOR is key.



67 Simple Asphaltene Thermodynamics, Oilfield Reservoir Evaluation, . . . 1659

Fig. 7 The in situ fluid analyzer (IFA), an advanced DFA tool that is a module of the MDT
(O’Keefe et al. 2007). This tool performs near-infrared and visible spectroscopy with a filter
spectrometer and a grating spectrometer. Gas detection and fluorescence detection are also
performed. Fluid density, viscosity (not shown), pressure, and temperature are also measured

Frequently, it is desirable to maintain reservoir pressure in excess of the saturation
pressure of the oil because the appearance of newly formed gas bubbles in porous
media results in a decline of the formation oil relative permeability. In addition,
because gas has much lower viscosity than liquid, it can flow preferentially, leaving
valuable liquids behind in the formation. The saturation pressure of an oil is closely
related to its GOR. For these and other reasons, it is important to understand and
model GOR gradients. Various so-called cubic equations of state (EoSs) such as the
Peng-Robinson equation are very effective at modeling GOR gradients as well as
the gas-liquid-phase behavior of crude oils and have been in use for 40 years (Peng
and Robinson 1976). The various cubic EoSs that are used for live crude oils are
variants of the familiar van der Waals EoS. There are many excellent treatments of
the cubic EoS applied to crude oil (Peng and Robinson 1976; Høier 1997; Høier and
Whitson 2001). Of course, equation of state modeling applies only for crude oil in
thermodynamic equilibrium, and many reservoirs are not equilibrated. Nevertheless,
the cubic EoS provides a good starting point.

For equilibrated crude oils, large GOR gradients are expected only for high
GOR crude oils because they are compressible (Peng and Robinson 1976; Høier
1997; Høier and Whitson 2001). Hydrostatic head pressure of the oil column
creates higher pressure toward the base of the column. For compressible crude
oils, this higher pressure causes higher density toward the base of the column. The
density gradient causes lower-density components such as methane to accumulate
toward the top of the column. Thus, the density gradient creates a compositional
gradient. In contrast, low GOR crude oils are not very compressible; the hydrostatic
head pressure of the oil column does not induce a density gradient. Consequently,
equilibrated low GOR crude oils have fairy homogeneous GORs (Høier 1997;
Høier and Whitson 2001). For so-called black oils with their limited GORs, and
for heavy oils with low GORs, the cubic EoS has limited application. Indeed,
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Fig. 8 GC×GC chromatogram of a Colombian oil from the Llanos basin (Bartha et al. 2015).
The excellent resolving power allows chemical specificity of many peaks. Here, n-alkanes are
dominant indicating no biodegradation. In addition, 25-norhopanes are much more prominent than
the corresponding hopanes, indicating severe biodegradation. Two crude oil charges entered this
reservoir; the first was severely biodegraded after emplacement. The second lighter charge entered
the reservoir after subsidence and heating of the reservoir beyond 80 ◦C, thus deactivating and
killing the microbes. Petroleum system modeling gives concurring results (Bartha et al. 2015). The
loss of naphthalene is due to water washing of the crude oil; the aquifers in the Llanos basin are
extremely active (Bartha et al. 2015)

the properties of black oils and heavy oils are defined in great measure by their
asphaltene content, not their GOR. It is important to employ an EoS for asphaltene
gradients to understand reservoirs and contained fluids.

Asphaltene Nanostructures and the Yen-Mullins Model. The development
of an EoS for asphaltene gradients requires knowledge of the size of asphaltene
structure in reservoir crude oil. The force F of gravity g must be understood to model
reservoir fluids. Newton’s second law of motion, F = mg in a gravitational field,
requires the mass m of the object. For asphaltenes, this was previously unknown,
thus precluding a first-principles EoS for asphaltene gradients in reservoirs. Indeed,
even the molecular weight of asphaltenes was unresolved over several orders
of magnitude (Mullins et al. 2007b, 2008a). The first measurement of molec-
ular diffusion of asphaltenes utilized time-resolved fluorescence depolarization
(TRFD) and showed that asphaltenes are small molecules, with predominantly
one polycyclic aromatic hydrocarbon (PAH) per molecule (Groenzin and Mullins
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1999, 2000). The TRFD measurements only involve dissolution of the asphaltenes
under very mild conditions. Laser desorption, laser ionization mass spectrometry
(L2MS) compared 23 “island” model compounds (one PAH per molecule), and
“traditional archipelago” model compounds (multiple PAHs per molecule, linked
by alkane chains) with asphaltenes and confirmed asphaltenes are dominated by
island molecular structure (Sabbah et al. 2011). More recently, a group at IBM
Zurich obtained ultrahigh-resolution images of asphaltenes (Schuler et al. 2015,
2017a). The analysis of hundreds of molecular images in ten diverse samples with all
kinds of asphaltenes showed the lack of even one traditional archipelago molecule
(Schuler et al. 2015, 2017a). Figure 9 shows an example of imaging an asphaltene
molecule. In addition, this group proved the ability to image a variety of traditional
archipelago molecules (Schuler et al. 2017b). Evidently, traditional archipelagos
are not observed in asphaltenes because they are not present. In particular, the
nondestructive transfer from a rapidly heated wire to a cold surface of individual
asphaltenes without fragmentation was validated. Most importantly, experiments
were performed to validate that the imaging methods could resolve traditional
archipelago molecules (Schuler et al. 2017b). Excellent images were obtained of
1,2-di(pyren-1-yl)ethane with no fragmentation at all despite the presence in this
molecule of one of the weakest C–C bonds, the ethane linkage with bond strength
65.2 kcal/mol (Schuler et al. 2017b).

At low concentrations, the asphaltenes form a true molecular solution in toluene.
With increasing concentration, nanoaggregates form. The critical nanoaggregate
concentration (CNAC) has been observed by a variety of methods including high-
Q ultrasonics (Andreatta et al. 2005a, b), NMR diffusion (Freed et al. 2009),
DC-conductivity (Zeng et al. 2009; Goual et al. 2011), centrifugation (Goual et al.
2011; Mostowfi et al. 2009), and AC-conductivity (Sheu et al. 2007). The CNAC
is about 100 mg/liter in toluene. In addition, several of these methods that are
sensitive to the change in Stokes drag upon nanoaggregate formation (NMR, DC-
conductivity, centrifugation) verify that the aggregation number is quite small.
Surface-assisted laser desorption ionization mass spectrometry (SALDI-MS) has
been used to measure the aggregate mass, and knowing the molecular weight
from L2MS, the aggregation number is obtained. The resulting aggregation number
for asphaltenes is approximately 7 (Wu et al. 2014a, b; Pomerantz et al. 2015).
Combined small-angle X-ray scattering (SAXS) and small-angle neutron scattering
(SANS) confirm the small size of the nanoaggregate (Eyssautier et al. 2011,
2012a, b). In addition, the divergence of the SANS and SAXS cross sections showed
that the core of the nanoaggregate is enriched in aromatic carbon (high Z), while the
periphery is enriched in hydrogen (lowest Z), thus alkane (Eyssautier et al. 2011,
2012a, b). The SAXS and SANS data is consistent only with the island molecular
architecture; only island structures can exhibit an aromatic core and peripheral
alkane. Archipelago molecular structures would place alkane carbon in the core
and aromatic carbon in the periphery in contrast to measurement of asphaltenes.

With a further increase in concentration, nanoaggregates form clusters. The
critical concentration of cluster formation (CCC) was shown from the aggregation
kinetics (Anisimov et al. 1995; Yudin and Anisimov 2007), DC-conductivity (Goual



1662 O. C. Mullins et al.

Fig. 9 Extraordinary experimental determination of the structure and a particular molecular
orbital of an asphaltene molecule (Schuler et al. 2015). Top: atomic force microscopy (AFM)
images of the asphaltene molecule with slightly different experimental parameters. Bottom:
Left, scanning tunneling microscopy (STM) imaging of the lowest unoccupied molecular orbital
(LUMO) of the asphaltene molecule. Right, molecular orbital theory of the same LUMO, excellent
agreement is obtained (Schuler et al. 2015). Images of hundreds of molecules have been reported
using these methods (Schuler et al. 2015, 2017a) for diverse asphaltenes. “Island” molecular
architecture dominates, and the few archipelagos found are only with a direct aryl linkage
between PAHs (Schuler et al. 2015, 2017a). In ten diverse asphaltene samples, not one traditional
archipelago molecule is found with PAHs linked with alkane chains (Schuler et al. 2015, 2017a)
even though such molecules can be readily transferred and imaged (Schuler et al. 2017b)

et al. 2014), and centrifugation (Goual et al. 2014); the CCC is roughly 3 g per
liter in toluene. Small cluster aggregation numbers are shown in several NMR
studies (Korb et al. 2013; Dutta Majumdar et al. 2013, 2015, 2017). In addition,
the combined SAXS and SANS study showed the existence of a fractal cluster
(Eyssautier et al. 2011, 2012a, b). All these techniques are consistent with small
aggregation numbers of roughly eight nanoaggregates for the cluster. Detailed
accounts of asphaltenes and several reviews of asphaltene science are available
(Mullins 2011; Mullins et al. 2014).

The molecular structures and hierarchical nanocolloidal structures, the nanoag-
gregate and cluster, are represented in Fig. 10 known as the Yen-Mullins model
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Fig. 10 The Yen-Mullins model of asphaltenes (Mullins 2010; Mullins et al. 2012). The dominant
molecular structure with a single PAH (“island” architecture) is shown on the left. In dilute solu-
tion, asphaltenes are dispersed as a true molecular solution. At higher concentrations, asphaltenes
form nanoaggregates with aggregation number of about 6. At yet higher concentrations, clusters of
nanoaggregates form with an aggregation number of about 8

(Mullins 2010; Mullins et al. 2012). With the size of asphaltene structures resolved,
the gravity and other terms can be developed in an equation of state for asphaltene
gradients.

Hildebrand Solubility Parameter and the Hansen Solubility Parameters.
The Hildebrand solubility parameter δ is a numerical value that indicates the relative
solvency behavior of a specific solvent or solute. It is derived from the cohesive
energy density of the solvent or solute, which in turn is obtained from the heat of
vaporization �E per unit molar volume V.

δ =
√
�E

V
(1)

The Hildebrand solubility parameter can be decomposed into three constituent
solubility parameters accounting for the three dominant intermolecular interactions
of organic compounds: polarizability (known as the dispersion force) δD, polarity
δP, and hydrogen bonding δH (Hansen 2005).

The PAH core of asphaltenes is fluffy and polarizable. Alkanes have lower
polarizability. Teflon is even lower polarizability, thus is not at all chemically sticky.
Helium atoms have almost no polarizability which is why helium does not liquefy
until the temperature is 4 ◦K. Polarizability of helium atoms would incorporate the
n = 2 electronic shell which has an excitation energy of 26 eV, thus negligible
polarizability.

Polarity refers to molecules that have a permanent dipole moment. Carbon and
hydrogen have nearly equal electronegativity, so compounds made of these two
elements are nonpolar. Alkanes and aromatic compounds have no dipole moment
with rare exception (such as azulene). In contrast, oxygen and hydrogen have very
different electronegativity so bonds made of these two elements are quite polar
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(e.g., water). Asphaltenes are dominantly carbon and hydrogen, and the dominant
heteroatom is sulfur which is typically in nonpolar groups. Asphaltenes might
contain a few percent nitrogen and oxygen, which give asphaltenes a bit of polarity.

H-bonding (or hydrogen-bonding) compounds refer to compounds that are
involved with this special, strong bond. Water molecules form strong hydrogen
bonds, and consequently water remains liquid at unusually high temperatures for
compounds of such small mass. All compounds that form H-bonds are polar, but
the converse is much less true.

δ2 =
√
δ2
D + δ2

P + δ2
H (2)

The projection of the Hildebrand solubility parameter into three orthogonal
Hansen solubility parameters is shown in Fig. 11 (Hansen 2005). In chemistry “like
dissolves like”; the specific condition of two compounds being mutually soluble
is that their Hildebrand solubility parameters should be similar. Moreover, each
component of their respective Hansen solubility parameters should also be similar.

In Fig. 11, this condition of similar solubility parameters is graphically repre-
sented by a sphere centered on the solubility parameter of a given compound. Points
inside the sphere represent similar solubility parameters to the given compound, thus
are soluble. Points outside the sphere are insoluble in/with the given compound.

Green points Fig. 11 represents compounds soluble in the given compound
(inside the sphere) with similar Hansen components. Red points represent com-
pounds with very different Hansen components; thus they are insoluble with the
given compound (Hansen 2005).

Fig. 11 Graphical
representation of the
Hildebrand solubility
parameter (S) for a given
compound projected into the
three Hansen components,
dispersion (D), polarity (P),
and hydrogen bonding (H).
The chemistry axiom “like
dissolves like” dictates that
only compounds within the
sphere of radius R shown
centered on S will be soluble
with the given compound

Hydrogen bonding

Polarity

Dispersion

R S

H

P
D
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Table 1 Hildebrand and Hansen solubility parameters

Compound
Hildebrand δ

(MPa½)
Hansen
parameter

δDisp. δPol δH-bond

Alkanes
n-pentane 14.5 14.5 0 0
n-heptane 15.3 15.3 0 0
n-dodecane 16.0 16.0 0 0
Aromatics
Benzene 18.6 18.6 0 2.0
Toluene 18.2 18.0 0 2.0
Naphthalene 20.3 19.2 2.0 5.9
Hetero compounds
Acetone 20.0 15.5 10.4 7.0
Ethyl alcohol 26.5 15.8 8.8 19.4
Phenol 24.1 18.0 5.9 14.9
Acetic acid 21.4 14.5 8.0 13.5
Carbon disulfide 20.5 20.5 0 0.6
Acetonitrile 15.3 18.0 6.1
Teflon 12.4 – – –
C8F18 12.6 – – –
Water 47.8 15.6 16.0 42.3
Asphaltenes 20.4 19.5 4.7 4.2

A table of Hildebrand and Hansen solubility parameters is instructive. Teflon
and other perfluorocarbons are known to have very low intermolecular interactions
which is why Teflon is a preferred coating in cookware; nothing sticks to it. A
value of 12.4 (MPa)1/2 for Teflon in Table 1 is seen to correspond to such a
low intermolecular interaction (not shown but almost entirely the polarizability
component). In contrast, Table 1 shows that water with its strong intermolecular
interaction has a Hildebrand solubility parameter of 47.8 (MPa)1/2. Teflon and
water establish the range of Hildebrand parameters from very weak 12 (MPa)1/2

to very strong 48 (MPa)1/2 for condensed phase. Moreover, water is dominated by
H-bonding, a strong and spatially directional bond. Alkanes, the dominant compo-
nent of crude oil, are seen to have Hildebrand parameters 16 (MPa)1/2 somewhat
above Teflon, and those of aromatics are somewhat above the alkanes. Moreover,
Table 1 shows that the alkanes and the aromatics are dominated by the simple, weak
polarizability forces.

The solubility parameters of the asphaltenes are very similar to those of
aromatics. Indeed, asphaltenes are defined to be toluene soluble and thus must have
solubility parameters similar to that of toluene. Note that the difference between
the solubility parameters of asphaltenes and alkanes are sufficient to dictate no
solubility. The solubility parameters of toluene and asphaltenes are dominated by the
weak and simple polarizability component. The asphaltenes do have a component of
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polarity and H-bonding, but these contributions are small especially considering it is
the square of each component that contributes to the Hildebrand solubility parameter
(Eq. 2).

Table 1 shows that the solubility parameter of asphaltenes is dominated by the
polarizability term (Redelius 2005). This fact is often overlooked when elaborate
supramolecular assemblies are proposed for asphaltenes with binding associated
with hydrogen bonding, organometallic complexes, and the like. In fact, polariz-
ability dominates consistent with a stack of PAHs (Eyssautier et al. 2011, 2012a, b;
Mullins 2010; Mullins et al. 2012).

Methane has low intermolecular interaction but is not listed in Table 1 because
the molar volume is very dependent on temperature and pressure making the
numeric value of solubility parameter somewhat arbitrary (cf. Eq. 1). Nevertheless,
addition of methane to crude oil results is a decrease in solubility parameter because
both the density decreases and methane has low intermolecular interaction.

The Flory-Huggins-Zuo Equation of State. With this understanding, we can
now examine the FHZ EoS. The FHZ is generally written as a ratio of ODs, optical
densities, as measured by DFA tools. The ODs correspond to the strength of oil
color at a specific wavelength. The color OD measurement is linear in asphaltene
content. However, we do not assume a constant of proportionality, so the exact
asphaltene content is not determined. For the OD ratio, the proportionality constant
cancels; thus the FHZ EoS is written in terms of the OD ratio. The FHZ provides a
thermodynamic expression for the DFA measured asphaltene gradients.

The FHZ EoS (below) takes into account three forces that result in asphaltene
gradients: gravity, entropy, and solubility. The variables k, φ, v, δ, T, g, ρ,
and h are Boltzmann’s constant, volume fraction, molecular or particle volume,
solubility parameter, temperature, earth’s gravitational acceleration, density, and
depth, respectively. Subscript a denotes the properties of asphaltenes; subscripts h1

and h2 stand for the properties at depths h1 and h2, respectively.
Gravitational gradients result from density difference or negative buoyancy

between asphaltenes and the remainder of the oil, with relatively dense asphaltenes
accumulating toward the bottom of the reservoir. This term contains Archimedes
buoyancy Va�ρg where Va is the volume of the asphaltene species from the Yen-
Mullins model, �ρ is the density contrast between asphaltene and the oil, and g
is earth’s gravitational acceleration. Archimedes buoyancy multiplied by height h is
the gravitational potential energy. The FHZ EoS includes the Boltzmann distribution
for gravity, exp(-mgh/kT), where mgh (or more accurately Va�ρgh) is the energy
required to lift the asphaltene particle to height h from the bottom of the reservoir,
and thermal energy kT is doing the lifting, k is Boltzmann’s constant and T is
temperature.

φa (h2)

φa (h1)
= exp

{
vag (ρ − ρa) (h2 − h1)

kT
+ va

kT

[
(δa − δ)2h1

− (δa − δ)2h2

]

+
[(va
v

)

h2

−
(va
v

)

h1

]} (3)
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The solubility term utilizes the solubility parameter δ discussed above and
depends on the difference in solubility parameters of the oil and asphaltene at
different heights in the column. GOR can change for crude oils at different heights
in the column, and this yields a difference in liquid-phase solubility parameter
which can produce large changes in asphaltene concentration. Thus, for oils with
high solution gas, asphaltene concentration will be low. For oils with large GOR
gradients, such as equilibrated condensates and oil columns undergoing gas entry
by diffusion, there will also be a large gradient in asphaltenes (or heavy ends).

The entropy term employs ratios of the molar volumes of crude oil and asphaltene
at different heights. This term tends to be small so is often neglected. Essentially the
entropy term is related to the statistical permutations of arranging solute and solvent.

The Flory-Huggins-Zuo equation of state (FHZ EoS) has been used in con-
junction with the Yen-Mullins model in approximately 40 oilfield studies very
successfully. This methodology will be reviewed in the next section. In addition, the
Yen-Mullins model coupled with the (simple) Langmuir EoS has found significant
utility associated with oil-water interfacial characterization (Rane et al. 2013, 2015).
This capability in the more demanding arena of interfacial science lends credence
to the related formalisms applied to bulk crude oil.

4 Reservoir Evaluation and Reservoir Fluid Geodynamics

Reservoir fluid geodynamics (RFG) is the name given to account for processes
which hydrocarbon reservoir fluids undergo after (and during) reservoir trap filling
(Mullins et al. 2017). (“Geodynamics” has been used by geologists to describe
evolution of the formations (Miall 2000), and “fluid geodynamics” has been used
to account for magma flows in the mantel within geodynamic treatments.) RFG
includes processes long studied by geochemists including biodegradation and water
washing (Peters et al. 2005). Nevertheless, even for these processes, use of equation
of state modeling greatly clarifies a detailed spatial accounting of fluid properties
and their variations within the reservoir. In particular, incorporation of the FHZ
EoS and its reliance on the Yen-Mullins model have been very revealing of all
manners of complexities in reservoir as established in many reservoir case studies.
Figure 12 shows a schematic of a timeline with different disciplines indicated.
Petroleum system modeling provides the timing, type, and volume of fluids entering
the reservoir. Reservoir fluid geodynamics accounts for the many processes that can
redistribute and alter the fluids and cause phase transitions such as tar formation.
Simulation modeling then accounts for production in a present-day setting.

Compartmentalization and Connectivity. One of the most important con-
cerns is the extent of reservoir “connectivity” or its inverse, compartmentalization
(Mullins 2008). A compartment must be intersected by a well for drainage. A
reservoir might consist of one or a few large compartments. For reservoirs that
exhibit good connectivity, few wells are required. For reservoirs consisting of
many small compartments, many wells are required for drainage. When well costs
are high, compartmentalized reservoirs can be uneconomic. An industry study
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concluded that 75% of deepwater reservoirs in the Gulf of Mexico underperformed
in both rate of production and ultimate oil recovery, primarily due to unrecognized
compartmentalization (Mishra et al. 2014). A large variety of sealing barriers
separating compartments can be present in oilfield reservoirs. Some barriers cor-
respond to (sealing) faults that are observed in seismic imaging. Seismic imaging is
inherently low resolution so that layers or objects that are much smaller than 10 m
thick are difficult to resolve. Other sealing barriers are not only invisible to seismic
imaging, they can even be invisible to wireline petrophysical logging measurements
performed in oil wells which often have a resolution of centimeters (Andrews et al.
2001). Indeed, such “invisible” barriers can even hold off 2000 psi of depletion
pressure differential (Andrews et al. 2001).

Compartmentalization. One method to reveal compartmentalization is to per-
form pressure surveys. In an oil column, the pressure increases with depth according
to the fluid density, so a pressure gradient is always obtained. In a new, unproduced
field, if two formations are not in pressure communication, then they are not in
flow communication and represent two separate compartments. Similarly, if a well
intersects two oil-bearing formations, and the oil in the upper formation has a
higher concentration of asphaltenes, then the formations are likely not connected
as asphaltenes are negatively buoyant in crude oil.

Figure 13 shows an example of a highly compartmentalized series of oil-bearing
sandstone layers (sands) in a single well. Pressure measurements show Sand A
is isolated from Sand B, Sand C is isolated from Sand D, and Sand E is isolated
from Sand F. DFA color measurements show the oil in Sand A has three times the
asphaltene content as the oil in Sand B below it; clearly these are not connected. The
oil in Sand B has more asphaltene than the oil in Sand C. The asphaltene difference
is large between Sand C and Sand D, so lack of connectivity is plausible. Sand D
has more asphaltene than Sand E below it; thus they are isolated. Combining the
pressure and DFA color data shows the sands are all isolated from each other; the
oil company ceased all activities in the field due to this conclusion (Mullins et al.
2007c, 2008b).

Dead crude oils were obtained from most of these zones to look for detailed
compositional differences. No significant differences could be detected in the
heavy ends using ultrahigh-resolution mass spectroscopy (Mullins et al. 2007c),
nor in the liquid phases using comprehensive two-dimensional gas chromatography
(GC×GC) (Mullins et al. 2008b). The crude oils have very similar chemical
components but differ mostly in their asphaltene fractions (Mullins et al. 2007c,
2008b). That is, the chemical constituents in each phase are very similar as shown
by high-resolution analytical chemistry. What differs is the overall concentrations of
the different gas, liquid, and solid constituents; DFA measurements are well suited to
analyze these fractions. With DFA measurements, there is minimal sample handling
reducing sample transfer problems that can arise, especially in remote, offshore
locations. In addition, the DFA tools within a well have the same time, operating
engineer, temperature, calibration, and baselines, such that many systematic errors
cancel in establishing fluid gradients.
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Fig. 13 Well log data from deepwater Gulf of Mexico (Mullins et al. 2007c, 2008b). The exact
depth is confidential, thus the leading xy in depth. Six stacked sandstone formations are intersected
(A,B,C,D,E and F) with intervening shale zones with slightly higher gamma ray signal (green
curve). Formation pressures with gradients are shown. DFA-measured coloration at 815 nm
for six sampling points is shown. Fluorescence is also shown and is higher for crude oils of
lower color (asphaltene content). Both pressure and DFA color measurements show significant
compartmentalization; the oil company ceased any activity in this reservoir due to this conclusion

Nevertheless, the more important issue is to identify the good news of con-
nectivity (better economic value), not just the bad news of compartmentalization
(lower economic value). While pressure measurement can conclusively demonstrate
the bad news of compartmentalization, it is not definitive to establish connec-
tivity. Pressure connectivity is a necessary but insufficient condition to establish
flow connectivity in production time frames (years to 10 years) (Mullins 2008).
Indeed, in the industry-wide study showing the huge problem with unrecognized
compartmentalization in deepwater Gulf of Mexico, all of the fields had extensive
pressure surveys (Mishra et al. 2014); pressure measurement is grossly inadequate
to establish reservoir connectivity. The cause of the shortcoming is simple: very
little mass transfer between two compartments is needed to equilibrate pressure. A
leaky seal between two compartments can act as a conduit for a little mass transfer
equilibrating pressure in geologic time, but leaky seals are not adequate to handle
significant oil flow in production time.
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Connectivity and Equilibrated Asphaltenes. The equilibration of asphaltenes
in a reservoir requires extensive mass flow, likely both during and post trap filling.
Consequently, if asphaltenes are equilibrated across a field, the field is likely
connected. Many oilfield case studies have established that equilibrated asphaltenes
imply connectivity in a production time frame (Mullins 2008; Zuo et al. 2013).
Figure 14 shows examples of equilibrated asphaltenes involving all three structures
in the Yen-Mullins model as well as heavy resins for a light condensate (Zuo
et al. 2013).

Figure 14a shows a heavy-end gradient in a light condensate (Zuo et al. 2013).
In this case, the DFA color measurement was close to zero throughout the visible
spectral range; thus, the DFA fluorescence measurement was used (Zuo et al.
2013). For low concentrations of fluorophores and chromophores, the fluorescence
intensity is linear in concentration of fluorophores, which in this case are the
heavy ends of a resin. For another light condensate, the predominant fluorophore
was identified as perylene (Juyal et al. 2011), and the corresponding molecular
dimension of perylene is used in the FHZ EoS analysis in Fig. 14a. Indeed,
perylene fluorescence gave this oil a blue appearance under normal illumination;
a photograph of this condensate under visible illumination is shown in Fig. 14a as
an inset.

Fig. 14b is a heavier condensate with a molecular dispersion of asphaltenes. The
asphaltenes across the field were shown to be equilibrated; however, the dissolved
gas was not equilibrated across the field. The reservoir had two separate anticlinal
structures, each with a gas cap and with different GOCs. The field was put into
production and was proven to be connected; equilibrated asphaltenes again are
associated with reservoir connectivity. The GOR was not equilibrated due to a
gas charge (gas and oil charge into reservoir that has previously) filling different
amounts of gas into the two anticlines. Equilibration of the two GOCs by diffusive
methane transport across the field is a very slow process. In contrast, the asphaltene
content of saturated crude oils is not impacted by further gas-phase addition to
the reservoir. (Saturated crude oils are at their bubble point and cannot hold more
solution gas.) Figure 14c, d show two oilfields with black oils; black oils have
moderate GORs and moderate asphaltene content. Black oils almost always have
asphaltenes dispersed as nanoaggregates (Zuo et al. 2013). Fig. 14e shows a heavy
oil; heavy oils have asphaltenes dispersed as clusters (Zuo et al. 2013).

Asphaltene 2 nm Nanoaggregate Equilibration Across a Reservoir. A recent
reservoir case study, deepwater Gulf of Mexico, allows a close look at asphaltene
equilibration (Chen et al. 2017). Two wells were drilled in a middle Pliocene oilfield,
and DFA data was acquired in two stacked sandstone formations (cf Fig. 15).
Samples were acquired and extensive laboratory measurements were made (Chen
et al. 2017).

Figure 15 shows that the asphaltene gradients in each sand are consistent with
an equilibrium distribution of asphaltene nanoaggregates; the asphaltene gradients
match the FHZ EoS with asphaltene nanoaggregates. Moreover, the two asphaltene
gradients are offset from each other except at the top of the reservoir. The
implication of the offset is that the intervening shale layer is laterally extensive but
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Fig. 15 A deepwater reservoir with two stack sands, for the most part separated by an laterally
extensive shale layer (Chen et al. 2017). Two wells were drilled in this reservoir separated by
roughly 1 km. Track 7 (DFA asphaltenes) shows each sand has equilibrated asphaltenes implying
flow connectivity across the field. The two asphaltene curves are offset indicating the intervening
shale layer is laterally extensive. Track 1, depth (the leading xx’s are to conceal the absolute
reservoir depth). Track 2, the natural gamma ray log (GR) of Well 2 which identifies sand
formations (yellow). Track 3, horizontal bars with locations of DFA and sampling depths in Well
2. Green is oil, blue is water, yellow is methane, orange is other hydrocarbon gases. Track 4, the
natural gamma ray log (GR) of Well 1 which identifies two sand formations (yellow). Track 5,
horizontal bars with locations of DFA and sampling depths in Well 1. Also shown are the seismic
“isopach” images showing the thickness over an extended lateral area of the upper sand, intervening
shale layer, and the lower sand (Chen et al. 2017)

possibly pinches out (disappears) near the crest of the reservoir. This is consistent
with the thickness “isopach” models of the shale shown in Fig. 15 (Chen et al. 2017).

Production history matching and reservoir simulations of production for 12
months of production are consistent with all conclusions from the asphaltene
gradient analysis (Chen et al. 2017). Production is considered ultimate arbiter
determining the connectivity profile of reservoirs (Chen et al. 2017). The agreement
in this reservoir between predictions based on thermodynamics and 1 year of
production is a strong validation for the FHZ EoS and the Yen-Mullins model.

Figure 16 shows that the fluid gradients of GOR, fluid density, and viscosity
are consistent with the interpretation of equilibrated asphaltene gradients. However,
these other fluid gradients are not as clearly identified as being equilibrated as
the asphaltene gradients; often the asphaltene gradients convey the most useful
information. The thermal maturity biomarker ratio Ts/(Ts+ Tm) shows no gradient
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Fig. 16 The same reservoir as depicted in Fig. 15. Tracks 1–6 as described in figure caption for
Fig. 15 (Chen et al. 2017). Fluid measurements of Track 7, GOR (from the lab); Track 8, IFA-
measured density; Track 9, IFA-measured viscosity. Track 10, thermal maturity biomarker ratio
Ts/(Ts + Tm) (Chen et al. 2017)

(Chen et al. 2017). This oil reservoir appears to have had a single charge of oil,
thus, lacking various fluid complexities and providing a somewhat simplified case
of testing asphaltene thermodynamic modeling (Chen et al. 2017).

Asphaltene 5 nm Cluster Equilibration Across an Oil Reservoir. When
asphaltene concentrations are high, asphaltenes are dispersed as clusters, not
nanoaggregates. An example of this is observed in a giant reservoir in Saudi Arabia.
The reservoir is a four-way sealing anticline – a turtle shell structure (see inset in
Fig. 17 with eight well locations). There is a black oil of a few percent asphaltene
content in most of the field. At the bottom of the oil column, there is a 60 m vertical
heavy oil rim around the entire 100 km periphery of the oilfield. This heavy oil
is underlain by a 10 m thick tar mat; this represents a massive accumulation of
asphaltenes. Figure 17a shows the asphaltene content as a function of depth in this
oil column.

Figure 17 shows in dramatic fashion consistency of the heavy oil gradient
matching the FHZ EoS with asphaltene clusters over a 100 km perimeter of the
oilfield with a factor of ten variation of asphaltene concentration. Similar heavy
oil gradients have been observed elsewhere (Mullins et al. 2013). Moreover, the
implication of asphaltene equilibration is reservoir connectivity over this large
field, and that is known from production (Mullins et al. 2013). As expected from
successful application of the Yen-Mullins model and the FHZ EoS, there is no
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Fig. 17 (a) Asphaltene concentration versus true vertical depth (TVD) in the heavy oil rim
of a large oilfield. The asphaltene gradient matches the FHZ EoS with 5.1 nm clusters (vs.
5.0 nm nominal) with no other adjustable parameters around the 100 km perimeter of the oilfield.
The equilibrated asphaltene cluster gradient implies connectivity which has been confirmed in
production (Mullins et al. 2013). (b) There is no record of this huge asphaltene gradient in the
saturation pressure (Psat). The saturation pressure is low and invariant. (c) The thermal maturity
biomarker ratio Ts/(Ts + Tm) varies only slightly; the asphaltene gradient is not due to a thermal
maturity gradient

variation in the asphaltene chemistry with regard to molecular weight (Pomerantz
et al. 2013), nanoaggregate aggregation number (Pomerantz et al. 2013), or sulfur
chemical speciation throughout the heavy oil column (Wu et al. 2014b). The only
way to model this giant asphaltene gradient with an invariant liquid phase is to use a
gravitational gradient of asphaltene clusters as given by the FHZ EoS (Mullins et al.
2013; Pomerantz et al. 2013; Wu et al. 2014b; Forsythe et al. 2015).

The heavy oil in the rim in Fig. 17 did not arise as a thermal maturity variation;
the ratio of the thermal maturity biomarkers Ts/(Ts + Tm) is almost invariant, and
there is no biodegradation (Forsythe et al. 2015). This massive accumulation of
asphaltenes giving rise to the 60 m vertical heavy oil column underlain by a 10 m
tar mat arose from instability of incompatible charges into the reservoir followed by
asphaltene migration to the base of the reservoir. With such a large accumulation
of asphaltenes, it is fairly easy to detect this occurrence in reservoir evaluation.
Nevertheless, the asphaltene instability did not remove all asphaltenes from the oil.

Validation of Reservoir Fluid Geodynamics. Another oilfield study showed
a variety of complexities associated with a late gas charge into oil reservoirs.
Indeed, this study proves the validity of RFG because three reservoirs exhibit totally
different reservoir realizations even though they all had the same petroleum system
process of a gas charge into oil (Achourov et al. 2015; Pfeiffer et al. 2016, 2017).
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Fig. 18 (a) Areal contour map of the Norwegian continental shelf showing three adjacent fault
blocks, each with one well (Achourov et al. 2015; Pfeiffer et al. 2016). (b) The vertical well in
Fault Block 1 has both a gas-oil contact (GOC) and an oil-water contact (OWC); thus, all fluid
migration is vertical and measurable within this well. The asphaltene gradient is very large and in
disequilibrium; the data points do not match the FHZ EoS. In addition, the asphaltene content in
the oil at the base of the column is 35%; this is a heavy oil. The saturation pressure (Psat) and GOR
exhibit large, disequilibrium gradients; they do not match the cubic EoS

Fig. 18a shows the areal contour map on the continental shelf of Norway of three
adjacent fault blocks, each with one well. Fault blocks are very large blocks of rock,
often many kilometers in extent, created by tectonic and localized stresses in the
Earth’s crust. Fault blocks are often seen in seismic imaging.
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(B) Well 1.  Fault Block 1. (C) Well 2. Fault Block 2.
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Fig. 19 (a) The initial condition after charge of a density-stacked gas on top of an undersaturated
oil (Achourov et al. 2015; Pfeiffer et al. 2016). (b) Fault Block 1, schematic of gas diffusing into
oil increasing GOR at the top of the oil column; this causes asphaltenes migration to the base of
the column. (c) Schematic of the completion of the RFG processes of gas diffusion and asphaltene
migration down. The solution gas is high and equilibrated in Well 2. The asphaltene content is
very small and equilibrated in Well 2. The asphaltenes migrated to the base of the oil column and
underwent phase separation forming a tar mats seen in analysis of core extracts (Achourov et al.
2015; Pfeiffer et al. 2016, 2017)

Figure 18b shows that the oil column is in disequilibrium in Well 1 (Achourov
et al. 2015; Pfeiffer et al. 2016). The asphaltene gradient is very large and does
not match the FHZ EoS with clusters; there are no larger stable colloidal particles
in crude oil. In addition, the saturation pressure and GOR also exhibit large,
disequilibrium gradients. The crude oil at the bottom of the column has a high
asphaltene concentration of 35%; thus is heavy. Well 1 has both a GOC and an
OWC; thus, all fluid migrations are vertical and observable within this vertical well.
This contrasts the frequent occurrence of tilted reservoirs, where the GOC is not
only vertically displaced but also laterally displaced from the OWC so vertical wells
often insect only one of these contacts. The issue arises as to why this column is
in disequilibrium considering the very small vertical distances that are involved,
just tens of meters. In all three fault blocks, that late gas charge is thought to be
Pleistocene, limiting the time duration for establishing equilibrium. To address this
question further, it is best to also consider the adjacent Fault Block 2.

“Movie” of Tar Mat Formation. Figure 19 shows that Well 1 is undergoing
the process of gas diffusion into the oil column from the top, while the asphaltenes
are migrating down away from high solution gas oil (Achourov et al. 2015; Pfeiffer
et al. 2016). Well 2 shows the completion of this process in geologic time. The
asphaltenes migrated to the base of the column increasing their concentration.
Gas diffused to the base of the column increasing solution gas. Both fault blocks
had this process initiate at about the same time; the question arises what slowed
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Fig. 20 Scanning electron micrograph obtained from the tar zone in Well 2 (Pfeiffer et al. 2017).
The asphaltene-enriched phase is a smooth, cracked material that is conformally attached to rock
surfaces. Void space that is oil filled in the reservoir is also evident. The tar mat consists of two
organic phases; once the asphaltene phase seals sufficient numbers of pore throats, permeability
becomes negligible (Pfeiffer et al. 2017)

equilibration in Fault Block 1. The answer is obtained in measurement of both
vertical permeability and oil production rates (Achourov et al. 2015; Pfeiffer et al.
2016). Well 1 was shown to have much lower vertical permeability by pressure
interference testing (Pfeiffer et al. 2016). In addition the production rates in Well 1
are ten times lower than Well 2 after accounting for viscosity differences of the oils
(Pfeiffer et al. 2016).

Most of the asphaltenes at the base of the oil column in Well 2 have under-
gone phase separation. Figure 20 shows an SEM from this tar zone showing an
asphaltene-enriched phase and a void space that is filled by oil in the reservoir; the
tar mat consists of two organic phases (Pfeiffer et al. 2017). The asphaltene phase
adheres conformally to the rock surface which is consistent with heterogeneous
nucleation. However, asphaltenes are nanocolloidal with huge surface area; thus,
there is no standard homogeneous nucleation difficulty associated with formation of
new surface energy in single-phase true molecular solutions. Instead, a plausible
explanation for the heterogeneous nucleation observed here is due to the slow
kinetics of reaction-limited aggregation known for floc formation from asphaltene
clusters versus the relatively rapid rate of collisions with pore walls.

Figure 21 shows the application of a single RFG model to Wells 1 and 2
(Zuo et al. 2017). The single model accounts for the disequilibrium gradients of
both GOR and asphaltenes in Well 1. The same RFG model also accounts for
the equilibrated GOR and asphaltene gradients as well as the thick tar mat in
Well 2. The major difference between the wells (and fault blocks) is the vertical
permeability in the model. Well 1 is known to have low vertical permeability, and
Well 2 is known to have higher vertical permeability in accordance with vertical
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pressure interference testing (Achourov et al. 2015; Pfeiffer et al. 2016). Moreover,
much higher production rates were obtained from Well 2 than Well 1 in accord
with the higher permeability of Well 2 (Achourov et al. 2015). From a production
standpoint, this RFG model is addressing many important concerns including the
spatial distribution of asphaltenes and solution gas, thus oil viscosity and the
presence or absence of a tar mat which has a huge impact on pressure support and
aquifer sweep. Understanding the evolution of the fluid column greatly improves
the understanding of present-day fluid and tar distributions (Zuo et al. 2017). This
understanding is essential for optimal field development planning.

Well 3 in Fault Block 3 in this oilfield exhibits a very complex behavior of
deposited asphaltenes. At this point, modeling can only account for the observations
above the shale break as shown in Fig. 22.

Figure 22 shows a complex distribution of deposited asphaltenes for Well 3 in
Fault Block 3 (Pfeiffer et al. 2016). The fluids and pressures are equilibrated above
and below the shale layer; thus, it is likely the shale is not a sealing layer but is a
baffle and pinches out away from the wellbore. Above the shale layer, the late charge
of gas density-stacked above the liquid and diffused down into the oil column. This

Fig. 22 Well 3 log data (Pfeiffer et al. 2016). (a) Schematic of the processes that led to complex
asphaltene deposition observed in core extracts. Above the shale baffle, the same process occurs as
in Well 2. Methane diffused down driving the asphaltene onto the shale baffle as a phase-separated
material. Below the shale baffle, methane diffusion from above is impeded, and lateral gas sweep
causes local deposition of asphaltene throughout the core with no tar mat at the base (Pfeiffer
et al. 2016). (c) Little asphaltene remains in the oil due to the high GOR (∼1200 scf/bbl). The
asphaltenes, GOR (not shown), and pressure (not shown) are equilibrated from top to bottom in
the oil column; the shale layer is a baffle, not a seal (Pfeiffer et al. 2016)
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caused the asphaltenes to migrate onto the shale break where they became trapped
(ponded as in a shale bowl) and underwent phase separation to form a thin tar mat.
The tar mat is thin because there is only a small oil column above this shale break;
thus little asphaltene was available to accumulate (Pfeiffer et al. 2016).

Below the shale break, gas could not diffuse from above. In this section of
the well, the asphaltene is deposited throughout the column; moreover, there is
no tar mat because there was no vertical migration of asphaltenes. This has been
attributed to lateral gas sweep into the reservoir (Pfeiffer et al. 2016). Lateral gas
sweep means that a significant lateral variation of fluid properties exists within a
permeable formation. The origin of such variations is often associated with recent
entry of new hydrocarbons, potentially gas, into the reservoir from the flank of a
field (Achourov et al. 2015; Pfeiffer et al. 2016; Uchytil et al. 2016). With lateral
migration, the asphaltenes cannot migrate downward away from the gas front; they
become trapped locally and undergo phase transition. Lateral sweep of charge fluids
has been incontrovertibly established by a black oilfield with a late gas charge
(Uchytil et al. 2016). Lateral sweep of charge fluids is particularly likely if the
well is located near the charge point of the reservoir, as is the case here for Well
3 (Pfeiffer et al. 2016; Uchytil et al. 2016).

These three adjacent fault blocks all experienced a late gas charge into oil
reservoirs. However, the post charge evolution of these fault blocks led to three
entirely different reservoir realizations in present day. Major production concerns of
oil production rate, aquifer sweep, and type of produced fluid all depend on these
different post charge processes and which are all described within a reservoir fluid
geodynamics framework.

5 Conclusions

In this chapter, we have described the combination of new technology (downhole
fluid analysis) coupled with new science (the first equation of state for asphaltene
gradients) which have enabled the recent formalization of a new technical discipline
“reservoir fluid geodynamics.” Several oilfield case studies are presented elucidating
major production concerns within a universal RFG workflow. Einstein stated “the
most incomprehensible thing about the universe is that it is comprehensible.” In
our own microcosm of oilfield reservoirs, the same sentiment applies. We have
shown here that measurements of asphaltene nanostructures apply to reservoirs
at a length scale of 100 km. Laboratory measurements of asphaltene molecular
diffusion at the nanosecond time scale apply to asphaltene diffusion in reservoirs
in the tens of million years’ time frame. The applicability of this extrapolation over
roughly 14 orders of magnitude in both space and time dimensions is unexpected
and remarkable. Reservoir fluids are not stochastic in nature; they are well behaved.
The Flory-Huggins-Zuo equation of state is basically simple in that it employs a
single “chemical” parameter, the Hildebrand solubility parameter each for the solute
(asphaltenes) and solvent (live crude oil). The FHZ EoS is used with the specifica-
tion of the asphaltene particle size from the Yen-Mullins model. The straightforward
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approach enables broad understanding of many reservoir concerns over great space
and time. The combination of this thermodynamic approach with exacting analytical
chemistry methods and geochemical interpretation produces robust results. When
new technology is combined with new science, great accomplishments come into
view.
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Abstract

Computational modeling has been a valuable tool for studying the role of
molecular structure and chemical composition in cementitious materials. A
significant challenge is linking these molecular details to macroscale properties
that define the durability of the material. This objective requires a holistic mul-
tiscale approach that translates the essential physics across atomistic (∼1 nm),
mesoscale (∼100 nm), and microstructural (∼100 μm) length scales. Recent
studies have identified the importance of cohesive-frictional interactions on the
material strength development. Cohesive-frictional materials exhibit a higher
strength under compression than tension loading and a shear strength that
increases when an external confinement is applied. These concepts are well
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established for cementitious materials at the macroscale where they are routinely
implemented in plasticity and strength models for structural design. However,
macroscale phenomenological models are unable to identify the underlying
structures and interactions that are the driving force behind this fundamental
system response. In this chapter, observations from molecular dynamics (MD),
discrete element method (DEM), and finite element method (FEM) modeling at
multiple length scales are described to further understand the role of cohesive-
frictional interactions in the strength development of cementitious materials.

1 Introduction

Cementitious materials like cement paste, mortar, and concrete are widely used
because of their low cost and adaptability to a wide range of mix ingredients.
This sensitivity to raw material inputs provides an opportunity for engineers to
produce sustainable and durable materials for resilient infrastructure. Sustainable
building materials require the incorporation of locally available additives such
as fly ash, blast furnace slag, and volcanic ash in lieu of ordinary Portland
cement (OPC) (Lothenbach et al. 2011). OPC is the component of cementitious
building materials with the highest embodied energy demand, and its production
currently accounts for up to 6% of global carbon emissions (Marland et al. 2017).
The influence of additives on cementitious materials is difficult to predict and
currently requires a trial-and-error approach to evaluate different combinations of
constituents. Furthering our understanding of the role of additives at multiple length
scales will reduce uncertainties and enable the design of sustainable materials that
meet the performance requirements of a building or structure.

Computational modeling provides a powerful tool for establishing structure-
property relationships within hierarchical materials. Nanoscale models provide
significant insights for the principal hydrated phase of OPC-based materials,
calcium-silicate-hydrate (C-S-H), that form more than 60% of a cement paste’s
volume (Double et al. 1978) and have a strong influence on the overall elasticity,
strength, and long-term performance (Bernard et al. 2003; Pichler et al. 2009; Van-
damme and Ulm 2009). C-S-H is a nanostructured material that has characteristic
features spanning orders of magnitude in length scales which evolve dynamically
with time. This material complexity provides a significant challenge for researchers
attempting to use a bottom-up multiscale approach to establish connections between
nanoscale behavior and engineering properties at the macroscale.

In this chapter, recent studies on the mechanical strength development of cemen-
titious materials spanning from 10−10 to 10−2 m are discussed, with a particular
focus on changes in cohesive-frictional behavior. A cohesive-frictional material
exhibits a strength asymmetry in compression and tension and has a shear strength
that is dependent on the confinement applied through an external normal stress or
hydrostatic pressure. This behavior has been known for decades at the macroscale,
where Mohr-Coulomb or Drucker-Prager models are used to predict the material
strength envelope and plastic deformation behavior (Chen 2007). However, an
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understanding of the features and length scales that control the origin and evolution
of cohesive-frictional properties requires a holistic multiscale approach (Palkovic
et al. 2016). This is accomplished through computational modeling that employs
molecular dynamics (MD), discrete element methods (DEM), or continuum finite
element methods (FEM) depending on the model size and features included.
Information from lower-scale models are used to determine the appropriate model
assumptions and inputs at larger scales. By understanding the critical aspects of
cohesive-frictional strength development in cementitious building materials, more
sustainable and durable structures can be obtained.

2 Hierarchies in Cement Paste

Cement paste is the matrix phase in larger-scale composites like mortar and
concrete. Therefore, it is an appropriate starting point for developing a multiscale
framework for cementitious building materials. Cement paste is a heterogeneous
mixture of hydrating phases, mineral inclusions, and pores. The essential model
features and length scales are summarized in Fig. 1. Models smaller than 1μm focus
on the nanostructured C-S-H phase. C-S-H is composed of colloidal nanoparticles
with an internal layered structure of calcium-silicate layers separated by an interface
containing water molecules, hydroxyl groups, and counter ions (Richardson 2008).
This layered configuration provides a building block for studying the influence of
atomistic structure and chemical composition on nanoscale interactions (Hou et
al. 2015; Qomi et al. 2014). Forces within the layers and from the surrounding
electrostatically charged pore solution influence the assembly, pore structure, and
mechanical properties of colloidal nanoparticles (Ioannidou et al. 2014, 2016;

Fig. 1 Multiscale description of cement paste. (a) A layered building block describes the
molecular structure which changes with varying chemical composition. (b) The effective behavior
of this interface can be used to describe interparticle forces between C-S-H colloids. These forces
include a normal component (Fn) for cohesive interactions and tangential component (Ft) for the
shear resistance between particle pairs. (c) These particles assemble to form mesoscale solid-pore
structures of colloids interacting through cohesive-frictional forces. (d) At larger scales, C-S-H
behaves as a continuous material within a cement paste microstructure (Palkovic 2018)
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Masoero et al. 2012). These colloids have a size ranging from 3 to 15 nm (Chiang
et al. 2012; Jennings 2008; Skinner et al. 2010) and assemble to form a fibrillar
pore network (Ioannidou et al. 2014). The arrangement and interactions of colloidal
assemblies control the mesoscale behavior of C-S-H that bridges between discrete
models and continuum descriptions. Continuum behavior is input to cement paste
microstructure models as constitutive relationships that homogenize the discrete
features of the material. Microstructure models consider the local distribution in
strength and stiffness of hydrated phases that has been measured experimentally
through statistical indentation (Constantinides and Ulm 2007). In the following
sections, computational modeling is applied to study the development of cohesive-
frictional properties within these structures.

3 Molecular C-S-H Interfaces

At the smallest length scales, all matter is composed of atoms which interact through
intermolecular forces that are dependent on chemical composition and molecular
structure. Nanoscale models must account for the discrete nature of materials
at submicron length scales where classical continuum theories can no longer be
applied.

For cement paste, atomistic modeling has been used to investigate the internal
layered structure of C-S-H colloids. These models are based on the mineral
phase tobermorite, which is systematically modified by introducing defects to
the crystalline structure to match experimental chemical composition, silica chain
connectivity, degree of hydration, and density measurements (Pellenq et al. 2009).
These models frequently incorporate the reactive force field ReaxFF (Van Duin
et al. 2001), which was parameterized through density functional theory (DFT)
simulations (Manzano et al. 2012b). Reactive force fields are capable of capturing
the formation and breaking of bonds, water dissociation, and atomic charge
fluctuations during a simulation (Manzano et al. 2012a, 2013).

A C-S-H structure with a calcium/silicon (Ca/Si) ratio of 1.70 is studied because
this composition is typical of what is produced during the hydration of OPC
mixtures (Hou et al. 2015). The structure consists of relatively crystalline layers
separated by a disordered interface (Bauchy et al. 2014). Under shear loading, the
interface allows for strain localization while the more ordered layers experience
little deformation. This is shown in Fig. 2 by calculating the local atomic shear strain
as the overall structure is subjected to a linearly varying affine shear strain. The
heterogeneous response to homogeneous deformation indicates that the interface is
the limiting region for shear loading. This is further confirmed by the agreement
in strength properties obtained for direct and affine shear loading, where direct
shear loading is used to constrain localization within the interface (Palkovic et
al. 2015). Other researchers have attributed this to a “lubricating” effect of water
molecules which screen the interactions of adjacent calcium-silicate layers (Pellenq
et al. 2009).
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Fig. 2 (a) Two-dimensional view of a representative C-S-H atomic structure with Ca/Si of 1.65,
with the interlayer region shown by the highlighted region. Atoms are colored by element type,
with orange for Ca, purple for Si, red for O, and gray for H. (b–f) System response to applied affine
shear (εxz), with atoms colored by the magnitude of local atomic shear strain. Atomic shear strain
localizes within the water-filled interface region as the calcium-silicate layers remain relatively
undeformed (Büyüköztürk and Palkovic 2017)

The response of the molecular C-S-H structure to external confinement is mea-
sured by applying a compressive strain normal to the plane of the interface (Palkovic
et al. 2017b). Figure 3 shows that the interfacial shear strength increases with a
greater magnitude of applied compressive strain. This response is characteristic of
cohesive-frictional materials and can be quantified using a Mohr-Coulomb strength
model given by

τn = μσn + c (1)

where τ n is the shear strength and σ n is the normal stress along the maximum
shearing plane. The Mohr-Coulomb model is defined by two constants that vary
for different material systems, the internal friction coefficient μ and cohesion c.
The shear strength can be determined by averaging the fluctuations of the system
response during the relatively perfectly plastic flow regime that occurs for all models
after approximately 0.25 strain.

The strength envelope and resulting Mohr-Coulomb model for the average of
five molecular C-S-H structures with a Ca/Si ratio of 1.7 is shown in Fig. 4. The
Mohr-Coulomb fit provides a cohesion of c = 2.6 ± 0.2 GPa and μ = 0.14 ± 0.01.
The internal friction coefficient is consistent with other amorphous materials such
as 0.12 for a metallic glass (Lund and Schuh 2003) and 0.07–0.16 for a polymer
glass (Rottler and Robbins 2001). This suggests that the magnitude of μ is related
to the disordered structure within the interface region and is less dependent on
the atomic bonding which greatly differ for a metal, polymer, and C-S-H system.
Amorphous materials exhibiting strength asymmetry and a dilatant response under
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Fig. 3 Octahedral stress-strain for molecular C-S-H structures with an initial strain applied normal
to the plane of the interface (εn). The horizontal lines show the average octahedral flow stress for
strain higher than 0.25 that is used to determine the cohesive-frictional strength envelope

shear loading are believed to undergo plastic deformation through non-affine shear
transformations (Argon 1979). A shear transformation is the rearrangement of
groups of atoms that occurs under loading to relieve the buildup of internal
stress. Atoms surrounding the shear transformation apply a restraining force that
increases the shear load necessary to initiate the shear transformation and results
in a shear strength dependency of the material confinement. The repeated stress
drops observed under shear loading (Manzano et al. 2012a; Pellenq et al. 2009),
and the measurable internal friction coefficient in Fig. 4, are consistent with shear
transformations occurring within a disordered water-filled interface of the molecular
structure as the origin of plastic deformation and cohesive-frictional behavior in
C-S-H. The influence of cohesive-frictional properties at larger scales is investigated
in Sects. 4 and 5.

4 Colloidal C-S-H

The computational complexity of a reactive force field limits the system size to
approximately 104 atoms. To reach larger length scales, coarse-graining must be
used to determine effective interactions that reduce the model degrees of freedom
and allow for modeling of larger-scale structures. For colloidal C-S-H, the interface
region that limits the strength and deformation behavior of the molecular structure
is a natural choice to parameterize larger-scale interactions. One study developed a
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Fig. 4 Shear strength as a function of normal stress along the maximum shear plane for molecular
C-S-H. A Mohr-Coulomb model is fit to the strength envelope that is tangent to the Mohr’s circle
for different magnitudes of confinement using least-squares linear regression

Lennard-Jones pair potential that was modified to account for particle of dissimilar
size while also incorporating the shear rupture strain and elastic stiffness of
the interface region (Masoero et al. 2012). However, a molecular dynamics pair
potential like the Lennard-Jones function cannot sustain shear forces for interacting
particle pairs, in disagreement with atomistic simulations of the layered C-S-H
structure.

4.1 Cohesive-Frictional Force Field (CFFF)

To provide more realistic interface interactions, Palkovic et al. (2017a) proposed a
cohesive-frictional force field (CFFF) that incorporates aspects of adhesive contact
mechanics (Derjaguin et al. 1975) which are implemented through numerical tech-
niques developed for discrete element modeling (DEM) (Cundall and Strack 1979).
In this force field, frictional forces between contacting particles are calculated to
represent the cohesive-frictional behavior of the interface. This tangential force Ft

is based on the shear stiffness of the interface up to a maximum value given by a
Mohr-Coulomb limit as

Ft(r) = min
[
8�tGea, μFn + πca2

]
(2)
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where r is the center-to-center spacing of interacting colloids, Ge = G/(2(2 − v)) is
the effective shear stiffness from the interface shear modulus G and Poisson’s ratio
v, �t is an increment of tangential displacement, Fn is the normal force between
colloids, μ is the internal friction coefficient, and c is the interface cohesion.
The tangential force varies with the contact area between colloids a = a0 +√
De (D0 − r) /4, where De = 2DiDj/(Di +Dj) is the harmonic mean of particles Di

and Dj and D0 = (Di + Dj)
/

2 is the average particle size defining the equilibrium

spacing. The adhesive component of the contact radius a0 = 3
√

3πD2
e / (32Ee) is

given by the Derjaguin-Muller-Toporov (DMT) theory and is a function of w the
work of adhesion and Ee = E/(2(1 − v2)) the effective normal stiffness given by the
Young’s modulus E and Poisson’s ratio v. DMT is a continuum theory that considers
interactions between smooth spherical particles. As a result, the contact area is an
upper bound for atomically rough C-S-H colloids.

The normal force-displacement function was derived by fitting a three-parameter
exponential function to the tension and compression behavior of the atomistic C-S-H
structure (Palkovic et al. 2017a). This pair potential was then extended to spherical
colloids of varying diameters by considering interacting harmonic springs in series.
The final pair potential normal force relationship is given by

Fn(r) = πEDe (r −D0)
(
1+ e−α)

4
(

1+ exp
(
α(r−D0)
D0εu

− 1
)) (3)

where E is the Young’s modulus that controls the compressive and initial stiffness of
the pair potential, εu is a strain parameter that offsets the position of the maximum
cohesive force, and α is a dimensionless parameter that controls how brittle or
ductile the function behaves. Figure 5 compares Eq. 3 with the Lennard-Jones

Fig. 5 Comparison of
interparticle force-separation
curves for average particle
sizes of 3, 6, and 9 nm for a
polydisperse Lennard Jones
(LJ) (Masoero et al. 2014),
Eq. 3 with a constant strain
parameter of 4.3%, and a
size-dependent strain
parameter calculated with
Eq. 4 (Palkovic et al. 2017a)
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function that was modified to account for polydisperse particles of varying diameter.
Two forms of Eq. 3 are shown, (i) with a constant strain parameter εu = 4.3% and
(ii) with maximum adhesive force predicted by DMT theory Fmax

n = πEwDe/2.
A maximum adhesive force can be enforced with a size-dependent strain parameter,
which for α = 2 is given by

εu = 2wα

ED0
(
1+ e−α) . (4)

The reduced adhesive force obtained when applying the size-dependent strain
parameter defined in Eq. 4 shows better agreement with atomic force microscopy
(AFM) measurements (Lesko et al. 2001; Plassard et al. 2004), and the lower tensile
strain is consistent with dynamic rheology experiments (Nachbaur et al. 2001). The
pair potential shown in Fig. 5 uses a Young’s modulus E= 61.3 GPa, Poisson’s ratio
v = 0.28, α = 2.0, and adhesion energy w = 1.72 N/m2 (Bauchy et al. 2015) that
were measured directly from the molecular C-S-H structure (Palkovic et al. 2015,
2017a). These inputs are used to investigate the mechanical response of colloid
assemblies in Sect. 4.2.

4.2 Mechanics of Colloidal C-S-H

The CFFF allows for the investigation of the role of molecular behavior within
colloidal assemblies of C-S-H particles through the fitting of force field inputs. On
the order of hundreds of nm, small-angle scattering experiments indicate that models
should consider polydispersity through varying colloid sizes and long-range particle
correlations (Allen et al. 2007). Recent studies have assumed that particle sizes are
given by a uniform random distribution with minimum diameter Dm and maximum
diameter DM , which can be defined by a normalized polydispersity parameter

δ = (DM −Dm) /
(√

3 (DM +Dm)
)

. Polydispersity influences the system pack-

ing density (Masoero et al. 2012), which nanoindentation has shown exists across
a broad range of densities due to varying gel and capillary porosity (Constantinides
and Ulm 2007). The model packing density for N spherical particles is given by
η = (∑

πD3
i /6

)
/V , where Di is the diameter of particle i and V is the total volume

of the simulation cell. Dense C-S-H configurations are generated by randomly
inserting colloidal particles with a Monte-Carlo algorithm to progressively fill
an initially empty simulation cell. These colloidal configurations represent dense
regions within the open C-S-H network that have been studied with a Yukawa
potential that captures long-range repulsion in the charged solution (Ioannidou et
al. 2014). Table 1 provides an overview of the model parameters considered for
subsequent analysis. When cohesive-frictional interactions are considered, a shear
modulus G = 25.6 GPa and Mohr-Coulomb strength envelope given by μ = 0.15
and c = 2.6 GPa of the molecular interface are utilized.
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Table 1 Mesoscale C-S-H
systems considered. The
number of particles N is given
for the smallest and largest
packing density η

δ Dm DM L η N

(nm) (nm) (nm) (particles)

0 5.0 5.0 43–65 0.50–0.65 583–2769
0.29 3.0 9.0 51–77 0.55–0.70 831–6296
0.38 3.0 15.0 51–78 0.60–0.74 576–4364

Fig. 6 Colloidal C-S-H response to shear deformation for systems with the same packing density
and polydispersity but varying coefficient of friction (μP). Particles are colored by the local atomic
shear strain (Palkovic 2018)

The influence of cohesive-frictional interactions is significant under large defor-
mations. The local particle shear strain at varying magnitudes of overall shear
deformation is shown in Fig. 6 for a polydisperse model with δ = 0.29 and η= 0.70.
Models with purely cohesive interactions (Ft = 0) exhibit localized deformations
throughout the C-S-H structure. When cohesive-frictional interactions are included,
a more distributed strain pattern and lower magnitude of local strain are observed.

The local strain patterns are consistent with the calculated stress-strain response
of C-S-H structures under external confinement shown in Fig. 7. Colloidal models
are first compressed to an initial pressure P0 using an NPT ensemble at 300 K and
pressures ranging from 0.25 to 1.50 GPa. Pure shear loading is then applied in an
NVT ensemble with strain increments of 0.1% up to a maximum value of 50%. After
each strain increment, a MD relaxation of 50,000 timesteps of 2.5 fs is applied with
averaging of the Cauchy stress tensor performed over the final 10% of the relaxation
time. Cohesive-frictional interactions result in a significant increase in octahedral
stress, an extended elastic regime, and a more dilatant response compared to purely
cohesive models. The stress-strain response also shows a smoother behavior, with
less frequent stress drops that are likely associated with shear transformations
of colloidal particles. These simulations suggest that shear resistance between
interacting colloids results in a more continuous response as frictional forces resist
the applied deformation and increase the resistance to local particle rearrangements
that facilitate plastic deformation.
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Fig. 7 Octahedral stress
(τ oct) and hydrostatic
pressure (P) as a function of
applied octahedral shear
strain (εoct) and initial
hydrostatic pressure P0, for a
colloidal C-S-H model with
polydispersity δ = 0.29 and
packing density η = 0.70 but
with varying internal
coefficient of friction (μP).
Models use a size-dependent
strain parameter calculated
with Eq. 4, but identical
loading conditions that use
CFFF interactions with a
constant strain parameter are
provided in Palkovic et al.
(2017a)

The bulk Mohr-Coulomb strength envelope for the colloidal C-S-H structures
can be determined from C-S-H models subjected to varying hydrostatic pressure.
These bulk properties are appropriate for material volumes on the order of hundreds
of nm and can be compared with the molecular interfaces measured previously. The
bulk cohesion cB and internal friction coefficient μB are calculated as a function of
polydispersity, packing density, and different particle normal interactions in Fig. 8.
Polydispersity has a limited influence on the Mohr-Coulomb strength properties,
and results are averaged over all polydispersity values 〈δ〉 for a given packing
density to make trends more apparent. Stronger adhesive forces between particles
as a result of a constant strain parameter (εu = 4.3%) lead to a significant increase
in cB. These models also reach greater packing densities because the significant
tensile residual stresses that accumulate during model generation lead to densi-
fication during subsequent NPT relaxation that is performed prior to mechanical
loading. Comparing models with the same size-dependent strain parameter given
by Eq. 4, cohesive-frictional interactions lead to significant increases in both cB and
μB. Models that neglect shear forces between particles exhibit a similar bulk μB,
regardless of the strength of adhesive forces, and the value ranges from 0.10 to 0.15
which is a similar magnitude to the layered molecular structure. This is attributed to
the disordered structure that is exhibited by both the interfacial region of molecular
C-S-H and overall colloidal assembly. However, when frictional forces are included,
the shear resistance between particles greatly amplifies the overall shear strength
and dilatant response of C-S-H. Prior simulations of cohesive-frictional models
with a constant strain parameter showed even higher values of μB approaching 0.6
(Palkovic et al. 2017a). Experimental measurements of cB and μB are not available
in the literature, but we can investigate their influence within microstructural models
described in Sect. 5 to compare with macroscale experiments.
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Fig. 8 Mohr-Coulomb bulk strength properties of colloidal C-S-H models with varying polydis-
persity (δ), packing density, radial strain parameter (εu), and internal coefficient of friction (μP).
Data points and error bars represent the average and standard deviation of four or more samples for
each combination of δ and packing density. Results are also averaged for the same packing density
but varying polydispersity (〈δ〉). Results with stronger adhesive forces obtained from (Palkovic et
al. 2017a)

5 Cement Paste Microstructure

At larger scales (>1 μm), the discreteness of underlying features such as the layered
molecular structure or assemblies of colloidal nanoparticles is homogenized. As
a result, the material behaves according to continuum mechanics which can be
modeled using finite element methods (FEM). In the FEM, the mechanical response
of a material domain under prescribed boundaries and loads is approximated across
local finite elements using polynomial interpolation functions (Bathe 2006). The
discretization of the material domain with regions of varying material properties
allows for the modeling of a discrete microstructure. The challenges for developing
finite element models of cement paste are the random and heterogeneous nature
of the material which complicates the determination of a realistic microstructure
geometry and interactions between phases. A new approach is to combine sta-
tistical nanoindentation concepts (Ulm et al. 2007) with random field modeling
techniques (Torquato 2013) to produce random field finite element method (RF-
FEM) models of the cement paste microstructure (Palkovic et al. 2018). This
methodology allows for the generation of three-dimensional realizations that match
experimental measurements on hardened cement paste samples with varying mix
composition and hydration degree. Cohesive-frictional interactions can be input
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within the constitutive models describing plasticity of hydrated phases like C-S-
H. An overview of the method and application on an OPC material are described in
Sects. 5.1 and 5.2, respectively.

5.1 Random Field Finite Element Method (RF-FEM) Models

Statistical indentation allows for the measurement of the distribution of mechanical
properties in a heterogeneous composite. The overall procedure is summarized in
Fig. 9. An indentation test uses an axisymmetric stylus to deform an elastic-plastic
substrate. The normal force P acting on the stylus is monitored as a function of the
indentation depth h below the undeformed surface (Oliver and Pharr 1992). During
loading, the indented material responds through predominantly plastic deformation
as a permanent impression is formed on the sample surface which is characterized
by the indentation hardness given by

Fig. 9 (a) Indentation of an elastic-plastic material with an axisymmetric stylus. (b) Load-
displacement curve for a cementitious material obtained from each indentation. (c) Statistics are
obtained by randomly sampling a composite with an indentation grid (Palkovic et al. 2018)
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H = Pmax

Ac
(5)

where Pmax is the maximum applied force and Ac is the projected contact area. The
material is assumed to respond elastically when the load is removed, so that the
elastic stiffness can be measured with the indentation modulus:

M =
√
πS

2
√
Ac

(6)

where S = dP
dh

∣∣
hmax

is the unloading stiffness measured at the maximum indentation
depth hmax.

Statistics on mechanical properties are obtained by randomly sampling a
microstructure using a grid of indentation tests. Local mechanical properties can
be obtained if the volume of material probed during the indentation satisfies scale
separability laws given by 0.01 < hmax/D < 2 cot θ , where D is a characteristic
size of the microstructure and θ is the half-angle of the stylus (θ = 70.3

◦
for a

Berkovitch tip) (Constantinides et al. 2006). For cement paste, researchers have
proposed a maximum indentation depth of 200 to 500 nm based on approximately
5 nm colloids as the smallest feature size and homogeneous regions of hydration
product extending 5 or more μm as the largest microstructural feature (Ulm et al.
2010).

Statistical indentation measurements are presented in Fig. 10a for a hardened
OPC paste with a water-to-cement (w/c) ratio of 0.35 that was aged for 28 days
before being submerged in acetone to retard hydration. The average indentation
depth was approximately 315 nm, within the proposed scale separability criteria.
The results are analyzed to separate the porous hydration products that form a
continuous matrix and inclusion phases that are suspended within the matrix.
Hydration products include C-S-H, calcium hydroxide, and ettringite that exhibit
a lower strength and stiffness than more crystalline inclusion phases like Portland
cement grains. A maximum mechanical threshold of H ≤ 3 GPa and M ≤ 75 GPa
is used to separate hydration products from inclusions. This threshold is based on
statistical indentation testing on cementitious materials of varying (w/c) ratio that
were analyzed with Gaussian mixture models to determine mechanical properties
of local phases (Vandamme et al. 2010) and atomistic models of the molecular
C-S-H structure excluding gel and capillary pores (Qomi et al. 2014). The result-
ing indentation modulus and indentation hardness distributions are shown in
Fig. 10b–c. The inset of these figures shows the separated hydration products, along
with a lognormal probability density function (PDF):

pHP (x) = 1

sN
√

2πx
exp

(ln x −mN)2
2s2
N

(7)
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Fig. 10 Analysis of nanoindentation results for random field modeling. (a) Porous hydration
products are separated based on maximum indentation properties of M ≤ 75 GPa and H ≤ 3 GPa.
(b) Indentation modulus distribution and (c) indentation hardness distribution from 1600 tests on
an OPC sample. The insets show the separated hydration products and a lognormal probability
density function (PDF) calculated for this subset of data (Palkovic et al. 2018)

calculated for the indentation properties using the mean mN and variance s2
N of

the associated normal distribution given by lnpHP(x). The mean and variance
of the lognormal distribution are obtained using mLN = exp

(
mN + s2

N/2
)

and
s2
LN = exp

(
2mN + s2

N

) (
exp

(
s2
N

)− 1
)
. For the OPC material tested, the moments

of the indentation modulus are mMLN = 31.8 GPa and sMLN = 11.7GPa and for the
indentation hardness are mHLN = 1.22 GPa and sHLN = 0.52GPa.

The measured mechanical property distributions are input within existing random
field techniques to generate spatially correlated random fields that have an overall
distribution of mechanical properties matching the values measured with nanoin-
dentation. Overbars are used to differentiate the local material properties input
within RF-FEM models and the effective microstructure properties obtained from

simulations (e.g.,
∼
E for local Young’s modulus and E for effective microstructure

Young’s modulus). To be suitable with FEM, indentation properties are converted
to an isotropic material model. The indentation modulus can be converted to the
Young’s modulus E using (Johnson 1987)
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1

M
=
[

1− v2

E
+ 1− v2

s

Es

]−1

(8)

where vs = 0.07 and Es = 1140 GPa are the Poisson’s ratio and Young’s modulus of
a diamond-tipped Berkovitch stylus. The indented material Poisson’s ratio is taken
as 0.28 for hydration products and 0.30 for inclusion phases (Bernard et al. 2003). A
Mohr-Coulomb plasticity model given by Eq. 1 can be calculated from the measured
indentation hardness using

H = c

μ

6∑

k=1

(akμ)
k (9)

where ak are fitting coefficients that depend on the geometry of the stylus (Ganneau
et al. 2006). Colloidal modeling shows that Mohr-Coulomb properties are dependent
on the presence of cohesive-frictional interactions between particles. To study this
effect at the microstructural scale, local internal friction coefficients

∼
μB ranging

from 0.09 to 0.47 are investigated. With this approach, a material with the same

indentation hardness distribution can have varying local cohesive strength
∼
cB based

on the assumed internal friction coefficient. Inclusion phases are assumed to remain
elastic because of their higher strength, so no yield criterion is applied.

RF-FEM geometry is generated according to a covariance function that defines
the correlation of the random field based on spatial separation r= ‖xi − xj‖ between
position xi and xj in the three-dimensional grid used to define the random field. The
covariance function is given by

B(r) = s2
N exp (2 |r| /Lc) (10)

which is defined by the variance s2
N of the measured mechanical property PDF

and the correlation length Lc. An increase in correlation length results in larger
correlated regions within the microstructure. A periodic Gaussian random field
yN(x) is generated with a fast Fourier transform (FFT) algorithm (Roberts and
Teubner 1995) and then transformed to the desired lognormal random field using
yLN(x) = exp (mN + yN(x)), where mN is the mean of the measured mechanical
property PDF. This procedure results in a correlated random field representing
the continuous matrix of cement paste with an overall mechanical property distri-
bution that is based on nanoindentation measurements of the hydration products.
A composite model representing the complete cement paste microstructure can
be obtained by inserting inclusion phases of random size, shape, and position
within the periodic material domain. The Young’s modulus of inclusions is taken
from a uniform distribution spanning from 60 to 160 GPa. The influence of the
covariance function on the random field geometry is shown along with examples of
a representative matrix and composite model in Fig. 11. Additional details regarding
the implementation of random field models are described elsewhere (Palkovic et al.
2018).
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Fig. 11 RF-FEM model development. (a) The spatial geometry of the continuous matrix is set by
the covariance function. The local Young’s modulus distribution is shown for a representative (b)
matrix and (c) composite model (Palkovic et al. 2018)
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Fig. 12 Response of 25
realizations of matrix and
composite RF-FEM models
to uniaxial compression with
varying confinement and local
internal friction coefficient.
(a) Uniaxial stress-strain
response along the loading
axis. (b) Relationship
between volumetric strain and
applied axial compressive
strain (Palkovic et al. 2018)

5.2 Mechanical Response of Cohesive-Frictional Microstructural
Models

RF-FEM models are subjected to uniaxial compression with varying magnitudes
of lateral confinement. Confinement is applied through a constant normal stress
applied to opposing faces of the cubic model domain. Results for 25 realizations of
matrix and composite models with varying local internal friction coefficient

∼
μB are

shown in Fig. 12. The uniaxial stress-strain (σ 33 – ε33) relationship shows an initial
elastic regime followed by perfectly plastic behavior after yielding. Models with a
higher

∼
μB show a decreased compressive strength and less sensitivity to random

field geometry and are more strongly influenced by confinement. The material
volumetric response is also highly dependent on

∼
μB . All models show an initial

decrease in volumetric strain εv associated with compaction, followed by a dilatant
response after yielding. More dilation is observed for models with higher

∼
μB . When

inclusions are added to the heterogeneous matrix, a small increase in the uniaxial
compression strength is observed with little change in volumetric behavior.

The compressive strength as a function of confinement can be used to evaluate the
effective cohesive-frictional properties of the microstructure. The Mohr-Coulomb fit
for a representative matrix and composite material at low and high

∼
μB is shown in

Fig. 13. Comparing matrix and composite models, the macroscale internal friction
coefficient of the homogenized microstructure is not influenced by the presence
of inclusions. The macroscale values are also almost unchanged from the local
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Fig. 13 Mohr-Coulomb
strength properties of a
representative matrix and
composite microstructure
model with varying local
internal friction coefficient∼
μB (Palkovic et al. 2018)

internal friction coefficient input for the yield criterion of hydration products.
This observation is true for models with varying correlation length, model size,
and measured lognormal PDFs (Palkovic et al. 2018). These findings suggest that
microstructural features do not strongly influence the effective internal friction
coefficient. Therefore, it is the layered molecular structure and colloidal interfaces
that control the inelastic dilatancy and plasticity of cementitious materials.

Microstructure models are compared with uniaxial compression experiments
by calculating the porosity intrinsic to hydration product measurements obtained
with nanoindentation. Nanoindentation tests satisfying scale separability for cement
paste probe a material volume on the order of 1 to 2 μm, which is large enough to
include gel and smaller capillary pores (Chen et al. 2010). The internal porosity can
be estimated using a self-consistent micromechanical model which is commonly
given by (Constantinides and Ulm 2007)

PSC = 1

2

(
1−

〈
MHP

〉

MHP
max

)
(11)

where 〈MHP〉 is the expected value of the measured indentation modulus distribution
and MHP

max = 75 GPa is the threshold value used to separate phases. Applying
Eq. 11, the porosity of matrix models is 29%, while the porosity of composite
models is 25% if we assume no porosity within inclusion phases. The porosity
of 5-cm cement paste cubes is calculated using empirical relationships for OPC
materials that are dependent on the sample w/c ratio and hydration degree (Nielsen
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Fig. 14 Comparison of
uniaxial compression
experiments on 5-cm cement
paste cubes with
microstructure model
simulations for matrix and
composite models

1993). The comparison of models and experiments is shown in Fig. 14 for varying
local internal friction coefficients. Models with higher

∼
μB show better agreement

with macroscale experiments as a result of the decreased local cohesive strength
of hydration products in the cement paste matrix. Triaxial loading experiments
on cement paste and mortar materials that are converted from a Drucker-Prager
to Mohr-Coulomb cohesive-frictional strength model find a macroscopic friction
coefficient ranging from 0.42 to 0.60, providing further confirmation of model
results (Heukamp et al. 2001, 2003).

6 Summary and Future Directions

This chapter tracks the development of cohesive-frictional interactions within
cementitious materials from molecular to microstructural scales. The Mohr-
Coulomb strength properties that were calculated at each length scale are
summarized in Table 2. These values are specific to the parameter of the models
shown and will vary depending on the force fields, interactions, and structures
considered. However, the main observations and trends are expected to be applicable
to a broad range of cementitious materials.

At molecular scales, the disordered water-filled interface within the atomistic
structure of C-S-H provides a region for strain localization that is the origin of
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Table 2 Cohesive-frictional properties across length scales of cement paste

Model Scale μ c (MPa) Comments

Molecular ∼1 nm 0.05–0.15 2500–4000 Cohesive-frictional behavior
originates within the interface
between calcium-silicate layers,
likely due to shear
transformations of disordered
region

Colloidal ∼100 nm 0.30–0.40 5–200 Amplification of μ due to shear
resistance of particle
interactions. Reduced c from gel
porosity, capillary porosity, and
adhesion energy of interactions

Microstructure ∼100 μm 0.42–0.60 5–50 Properties are dominated by the
cohesive-frictional inputs of
hydration products forming a
matrix. Inclusions and
randomness of microstructure
affect c, but not μ

Notes: Range of molecular values from unpublished models with Ca/Si ratio varies from 1.1 to
1.9, whereas results in Sect. 3 use 1.70. Colloidal results are based on models with adhesive
strength limited by adhesion energy. Microstructure values are based on experimental and
simulation observations, which suggest that a higher friction coefficient of cementitious materials
is appropriate

cohesive-frictional behavior. This system response is attributed to shear trans-
formations, a mechanism of plastic deformation for amorphous materials at low
temperatures and strain rates. When cohesive-frictional properties are included in
larger-scale interactions between colloidal C-S-H particles, the additional friction
forces resist shear deformations and distribute strain throughout the material. As a
result, there is a significant amplification of the bulk friction coefficient describing
the inelastic dilatancy and strength asymmetry in compression and tension. The
amplified friction coefficient is in better agreement with macroscale triaxial loading
experiments of cement paste (Heukamp et al. 2001). Microstructure models suggest
that this is because cement paste is insensitive to μm-scale features such as the
presence of low volume fraction of inclusions, correlation length of hydration
products, and random variations within the material microstructure. Therefore, it
is the nm-scale behavior at molecular interfaces and colloidal interactions within
hydration products that dominate the cohesive-frictional behavior of cementitious
materials.

The development of this multiscale computational description of cementi-
tious materials spanning from 10−10 to 10−2 m provides new possibilities for
future exploration. Promising areas include the parameterization of the CFFF with
molecular models of C-S-H with different chemical composition. This is especially
important for understanding the role of additives which introduce additional alu-
minum, magnesium, and sodium ions within the atomistic structure (Lothenbach
et al. 2015; Puertas et al. 2011). Using a CFFF model developed for multiple
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molecular C-S-H structures allows for mixtures of colloidal C-S-H chemistries to
establish chemo-mechanical relationships. Colloid geometries can also be modified
to be more representative of experiments by using elliptical particles in lieu of
idealized spheres. For this objective, the radial pair potential for calculating normal
forces between particles could be replaced with a Gay-Berne potential that considers
the necessary shape and orientation parameters (Yu et al. 2016). Finally, future
research can extend microstructure models to larger scales to consider mortar and
concrete. Cement paste is the matrix phase in these materials; however, the larger-
scale fine and coarse aggregates do not participate in hydration reactions, and an
interface transition zone (ITZ) may exist with a reduced strength and stiffness that
must be considered within FEM models (Buyukozturk et al. 1972; Hillemeier and
Hilsdorf 1977; Scrivener et al. 2004). Future developments in numerical modeling
will provide further insights on the mechanisms controlling macroscale behavior
in cementitious materials to enable the design of more sustainable and durable
cementitious building materials.
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Abstract

The materials discussed in the chapters of this section are apparently very
different from each other (ranging from soft gels to cement and clays), but they
all share structural and dynamical complexity that cover a range of length scales.
Distinct computational approaches are required for the different length scales
or timescales, and a statistical analysis of spatiotemporal fluctuations is crucial
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to develop a deeper fundamental understanding of the material properties. Here
we provide an overview of the different chapters, to highlight the connections
between them and outline the emerging scientific questions.

1 Introduction

Most of the materials of interest in our everyday life and in the technological world
have structural and dynamical complexity that extends over a wide range of length
scales and has enormous impact on the material behavior (response to environmental
changes, evolution over time etc.), posing formidable challenges to rationalizing
and predicting it. Modeling and computational approaches need to address such
complexity, in order to provide meaningful answers and insight. Soft materials like
gels are an example and have emerged as pivotal in technologies ranging from
food to personal care, smart electronics, or biotechnologies, because they can be
easily processed (they can be easily stretched, squeezed, or made to flow, Fig. 1)
and they have tunable mechanical properties (�Chap. 70, “Mechanics of Soft Gels:
Linear and Nonlinear Response”). Materials such as cements or clays are not usually
regarded as soft since they are mainly used in their hardened state, but it is when
they are soft, while solidifying or setting, that their final microstructure develops
and their distinctive properties emerge (�Chaps. 71, “Mesoscale Structure and
Mechanics of C-S-H”; � 72, “Nanoscale Composition-Texture-Property-Relation
in Calcium-Silicate-Hydrates”; � 73, “From Microscopic Insight to Constitutive
Models: Bridging Length Scales in Soft and Hard Materials”). In all cases,
disentangling structure development, dynamics, and mechanics over different length
scales is needed to achieve an adequate understanding of the material properties and
hence to be able to predict them.

The chapters in this section revolve around this theme: how can modeling
and computational approaches include enough details of the chemistry and of
the microscopic structure to capture the essential and distinctive features of such
complex materials? What is the appropriate level of details needed? In which
conditions can more abstract and coarse-grained or mesoscale models provide useful

Fig. 1 Complex materials, soft and hard. This section covers modeling and computational
approaches for materials soft as food and hard as concrete. Crucial for all those materials is to
be able to capture the development of the microstructure when they solidify. As in glasses, the
resulting microstructure lacks long-range order and features frozen-in stresses that have impact on
the mechanics
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insight and how? How can the insight and understanding gained through modeling
and computational studies contribute to the technological and societal concerns that
these materials carry?

2 Microstructural and Dynamical Complexity: From Food to
Cement

Gels typically comprise a soft, porous and prevalently elastic matrix or solid
network interspersed in a fluid (which can be a simple Newtonian liquid or a
more complex viscoelastic medium). In many cases, the porous matrix is self-
assembled from colloidal or larger units that can also be aggregates, fibers, or
bundles hierarchically organized. The units that compose the large-scale structure
of these materials are, therefore, already complex to start with (e.g., in most
gels of interest for food the colloidal units are proteins), and the additional level
of organization into larger-scale structures can add further layers of complexity.
Modeling and computational approaches that start from an atomistic description
of these materials are typically limited to a very narrow range of length scales
that are far from covering the structural, dynamical, and mechanical properties
emerging from the larger-scale structure and used in the engineering applications.
Coarse-grained models and numerical approaches that do not provide an atomistic
description but are able to capture the essential ingredients of the self-assembled,
larger-scale structure (e.g., size distributions of pores, aggregates, etc.) are therefore
extremely important to unravel the relationship between microstructural features
and material behaviors (�Chaps. 70, “Mechanics of Soft Gels: Linear and Nonlinear
Response”; � 71, “Mesoscale Structure and Mechanics of C-S-H”; � 73, “From
Microscopic Insight to Constitutive Models: Bridging Length Scales in Soft and
Hard Materials”). All materials of interest are structurally amorphous solids, and
their microstructures correspond to non-equilibrium, metastable states that have
frozen-in stresses that depend on the material history. As a consequence, the way
the microstructure develops has a significant impact on the material properties
and hence has to be properly incorporated in the modeling. The chapters in
this section give several insightful examples of how the structural disorder, the
complexity in terms of length scales covered, and the history dependent nature of
the microstructure, can be taken into account.

Concrete and cement do not come to our mind when discussing soft gels.
Nevertheless, they are relatively close to soft gels, while cement is setting and
its nanoscale amorphous structure is further developing and densifying (�Chap. 71,
“Mesoscale Structure and Mechanics of C-S-H”). In fact, as cement dissolves in
water the dissolution of the calcium silicates contained in the powder produces,
among other hydration products, calcium-silicate-hydrates (C–S–H), the material
at the origin of cement cohesion and concrete strength. During cement hydration,
nanoscale C–S–H clusters (or particles) aggregate into gels that constitute the basis
of the hardened cement paste used for constructions. The C–S–H gels are extremely
cohesive and constitute the main binding agent in concrete, therefore crucial
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to the material mechanical performances. Although various other compounds
are present in concrete, the C–S–H are already chemically complex, since they
exist with a range of different stoichiometries and are amorphous (�Chap. 72,
“Nanoscale Composition-Texture-Property-Relation in Calcium-Silicate-Hy-
drates”). Their microstructure and properties result from a complex and strongly
non-equilibrium aggregation process. Two of the chapters in this section cover
the most recent advances in modeling and computational approaches for cement
hydrates. In particular they represent a good example of how concepts developed
for other materials, such as high-performance glasses or colloidal gels, have helped
scientists develop novel fundamental understanding and insights into cement and
concrete.

A common feature in the materials discussed in the next chapters is certainly the
presence of frozen-in stresses, which develop as the material solidifies (�Chap. 73,
“From Microscopic Insight to Constitutive Models: Bridging Length Scales in Soft
and Hard Materials”). The internal stresses that develop during cement hydration
and setting can have manifestations as extreme as swelling and shrinkage of the
incipient solid and even lead to cracking. They are known to have an impact on the
durability of the final product. In softer gels, the presence of frozen-in, localized
stresses can be more subtle, but it is clearly revealed by the progressive aging of
their mechanical properties as well as by the strain localization that characterize
their mechanical response even at small deformations, in the linear response regime.
Understanding how frozen-in stresses develop during solidification of amorphous
materials and how they interplay with an imposed deformation to determine the
mechanical response is one of the outstanding challenges in material science and
technologies. Think, for example, 3D printing technologies, where one needs to
finely control the final properties of the printed layers as the material is being
squeezed out of a nozzle (e.g., as in direct writing), flows, and re-solidifies (Chan-
drasekaran et al. 2018). Controlling and suitably designing the rheological response
of the ink (from soft gels to cement) is essential. To do so, a deeper understanding
of the basic mechanisms that regulate the emergence and the evolution over time of
the frozen-in stresses is needed. The chapters in this section analyze the problem
of stress localization in amorphous structures at different levels: for example,
through the atomistic disorder in C–S–H nanoparticles and through the mesoscale
texture of C–S–H gels in �Chaps. 71, “Mesoscale Structure and Mechanics
of C-S-H,” and in � 72, “Nanoscale Composition-Texture-Property-Relation in
Calcium-Silicate-Hydrates,” or through the spatiotemporal statistical analysis of
density and stress fluctuations in aging soft gels in �Chap. 70, Mechanics of
Soft Gels: Linear and Nonlinear Response”. Different levels of description of
the material at play require different methodologies, and you will find in this
section a discussion of relevant techniques and strategies that could be applied to
a variety of different materials. The area of computational mechanics and rheology
for this type of complex materials is still nascent, but it has a great potential to
connect the microstructural description of the material (even if simplified or coarse-
grained) to its rheological response in a way that is still mainly inaccessible through
experiments. In particular, the possibility to describe local stresses and strains in
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Fig. 2 Microstructural complexity in soft and hard materials. Casein gels are the basis of yogurt
products: on the left a SEM image on the left a SEM image of acidified casein gel, prepared as
in (Leocmach et al. 2014), courtesy of T. Divoux. Atomistic simulations highlight the structural
complexity of high-performance glasses (center) (Bauchy et al. 2017). On the right, a TEM image
of the nanoscale structure of cement hydrates. (Reprinted from Del Gado et al. 2014)

response to different types of deformation and deformation rates can radically
deepen the current understanding of the mechanics of soft complex materials and
in particular of their nonlinear behavior, as discussed in �Chap. 70, “Mechanics
of Soft Gels: Linear and Nonlinear Response”. While these aspects are here mainly
analyzed for soft gels, the next step ahead is to transfer the new concepts and insights
gained across materials and technologies (Fig. 2).

Constructing methods and strategies to bring the microscopic information (e.g.,
chemical composition, atomistic description etc.) into coarse-grained models and,
from there, into the continuum level description of the materials is an open,
outstanding question. You will see it appear through in all the chapters of this
section and discussed more thoroughly in �Chap. 73, “From Microscopic Insight to
Constitutive Models: Bridging Length Scales in Soft and Hard Materials,” where we
sketch a possible strategy. The modeling and computational difficulties to be faced
are many and vary depending on the specific material and on the specific engineering
context. An important point is that, when materials have the multiscale complexity
described in the examples you will see in this section, one needs to develop different
approaches at different length scales, and therefore the main question becomes how
to connect those approaches.

3 Conclusions

To summarize, the chapters of this section provide examples of how modeling and
computational studies can indeed address the structural, dynamical, and mechanical
complexity of technologically relevant real materials. They highlight the common
traits of non-equilibrium conditions, structural disorder, and frozen-in stresses in
a wide range of materials from soft gels to hard cement and unravel fundamental
physical mechanisms (microscopic strain and stress localization, stress relaxation,
etc.) that ultimately are at the origin of behaviors such as aging, creep, failure,
or yielding. The workshop on “Physics of Dense Suspensions” held at the Kavli
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Institute of Theoretical Physics of UCSB in 2018 hosted a number of events and
several discussions focused on the very same issues. The progress made when
addressing such issues is beyond the understanding of a complex material or of a
complicated behavior, because the fundamental insights gained can be immediately
fed into engineering questions with practical relevance. In the case of cement, the
fundamental understanding of the physical chemistry and mechanics is required for
new, greener technologies to develop and emerge. Given the volume of construction
industry, the role that cement and concrete play in it and the overall environmental
impact of cement production for concrete, new strategies to make the material and
its production smarter and more sustainable are urgently needed.
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Abstract

Soft gels are materials at the core of material technological innovation, and
as such, they are constantly evolving to meet different requirements in terms
of performance, reliability, durability, and environmental impact. Despite many
progresses made in the case of polymer gels, a consistent theoretical framework
for the relationship between the microscopic structure and the mechanical
properties of a wide range of materials ranging from colloidal gels to protein
and biopolymer gels is still lacking. A multitude of different phenomena are
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observed – aging, strain stiffening, creep, banding, and fracture – that are
difficult to control and properly tune to design the material properties. Here we
discuss how numerical simulations of suitably designed microscopic models can
help develop novel insight into the microscopic mechanisms that underlie the
complex dynamics of these versatile materials. We provide an overview of the
computational approach we have recently developed and of the main outcomes
obtained. Finally we discuss outstanding questions and future developments.

1 Introduction

Gels are amorphous materials composed of a liquid phase and an interconnected
network like solid phase, which can be formed at very low solid volume fractions.
They are widespread, both in nature and in industry – from the pharmaceutical
industry (agar gel) to the construction sector (cement hydrate or aluminosilicate gels
in cement) – or in everyday life: the bread gets its rubbery texture from the formation
of an elastic network of gluten protein, and the formation of protein networks is vital
for the successful production of cheese. All soft matter, in fact, from proteins (Lieleg
et al. 2011) to colloids (Lu et al. 2008; Gao et al. 2015) and polymers (Chen et al.
2010), easily self-assembles into such weakly elastic solids (see some examples
in Fig. 1). They generally present a heterogeneous structure which is the result of
the coupling between the kinetics of aggregation, phase separation or demixing,
and arrest of the microscopic dynamics (Trappe et al. 2001; Del Gado et al. 2004;
Coniglio et al. 2006; Del Gado and Kob 2010; Varrato et al. 2012; Zia et al. 2014).

The solidification process typically induces mechanical heterogeneities and
hence internal stresses in the material, which then affect its properties in the long
term (Cipelletti and Ramos 2005; Maccarrone et al. 2010a; Guo et al. 2011; Angelini
et al. 2014; Bandyopadhyay et al. 2004). Weaker regions, for example, may yield
via the sudden and irreversible rupture of bonds between the particles, which can
be triggered by thermal fluctuations, while other regions densify. These “micro-
collapses” or other aging processes can affect the stability of the material and the
reliability of its performance (the mechanical strength of a gelled product can decay,
for example, or batteries composed of colloidal gels may fail due to a progressive
conductivity loss favored by aging (Youssry et al. 2013; Duduta et al. 2011; Helal
et al. 2016; van Doorn et al. 2018)). The mechanical properties of the gel, therefore,
depend on both the solidification protocol and the age of the sample. These problems
are, in most of the cases, treated empirically because of the lack of fundamental
understanding.

Even without the aging, it would be difficult to disentangle the impact of the
structure, the dynamics, and the mechanical response in soft gels, because of the
topological complexity of the solid network and of the microscopic relaxation
mechanisms involved. The microscopic dynamics of gel networks is strongly coop-
erative and nonlocal (Colombo et al. 2013) due to the coupling among processes
occurring over different lengthscales, a fact that has traditionally made theory,
experimental, and computational investigations extremely challenging. Capturing
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Fig. 1 (a) Snapshot of a colloidal particle gel (PMMA). (Reprinted from Tsurusawa et al. 2018).
(b) A biopolymer gel (Fibrin). (Reprinted from de Cagny et al. 2016), (c) bright-field TEM images
of calcium-silicate-hydrates C–S–H. (Reprinted from Del Gado et al. 2014)

the mechanics of soft gels and their intrinsically nonequilibrium and nonlinear
nature requires bridging the lengthscale of the contacts between the particles to
the lengthscale of the particles themselves and to the lengthscales relevant to the
mechanics of the networks, which can include much larger structures. In addition,
the presence of the fluid that can flow between the deformable pores contributes
to the mechanical complexity (de Cagny et al. 2016). Under an imposed load
or deformation, a multitude of different phenomena are observed – aging, strain
stiffening, creep, banding, and fracture – that are difficult to rationalize, control, and
properly tune to design the material properties. A key question to ask, to address
this complexity, is whether or not there can be common microscopic underpinnings
for the relaxation/deformation mechanisms that lead to aging at rest and to the
mechanical response for different types of gel. In the last years, novel technologies
have allowed experimentalists to combine rheology with imaging (Cerbino and
Trappe 2008; Arevalo et al. 2015), ultrasound velocimetry (Gallot et al. 2013),
interferometry (Mao et al. 2017), or spectroscopy (Ruta et al. 2012; Eberle and
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Porcar 2012; Maccarrone et al. 2010b; van der Kooij et al. 2018; Aime et al. 2018b).
Combining such approaches with computational studies and numerical simulations
creates new unique opportunities to fill the gap between the macroscopic rheological
behavior of the materials and their micro- and even nanoscale structure/dynamics
and provides novel significant insights to develop advanced theories and constitutive
models (Nicolas et al. 2018; Fielding 2014; Bouzid et al. 2018a).

In this chapter, we give an overview of new insights that can be gained
through judiciously designed computational studies and models and of how the
progress made can help understand at a more fundamental level the dynamical and
mechanical complexity of soft gels. Building on the results obtained, we discuss
how to tackle outstanding questions and how to bridge the microscopic picture
obtained toward mesoscale or continuum level theories. The chapter is organized
as follows: in Sect. 2, we present the computational approach we have recently
developed for investigating the dynamics and the mechanics in a soft gel model. In
particular this approach has been helpful to unravel the different nature of dynamical
fluctuations in soft gels, depending on the internal stresses and the elasticity of
the material, as discussed in Sect. 3. The mechanical response and its connection
with the microstructure are discussed in detail in Sect. 4. Finally, in Sect. 5, we
draw conclusions of the progress made so far and review some of the outstanding
questions.

2 Computational Approach and Numerical Model

In the need to deepen our understanding of the interplay between the complex
microstructure, the emerging dynamics, and the mechanical response of soft
gels, numerical simulations play an increasingly important role. A key reason is
the unique capability of computational methods to integrate different levels of
complexity in a controlled manner. In condensed matter physics, the theories aimed
at explaining macroscopic experimental observations are very rarely ab initio (Marx
and Hutter 2009). They are based on simplified hypotheses, integrating a conceptual
representation, covering a certain scale in time or space. The numerical simulations
make it possible either to verify the validity of a theory by simulating the materials
within the specific framework of the hypotheses used or to test the validity of the
hypothesis of the theory, and to better understand their emergence, by simulating the
material on a more microscopic scale. Ab initio numerical approaches are mainly
useful when the microscopic details are sufficiently simple, but in most of other
cases, coarse-grained approaches are more versatile and powerful. Being able to
vary, in a continuous and parametrized way, the different microscopic properties is
a big advantage of the numerical methods, because it makes it possible to offer a
field of systematic studies out of reach of the experimental systems and, thus, to
help to reveal new explanatory concepts.

Particle-based and molecular dynamics inspired approaches have proven effec-
tive, in the last few years, to unravel the dynamics and nonlinear mechanics of gel
networks, thanks to large-scale simulations that can help disentangle the dynamical
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processes at the level of the network structure and their contribution to the material’s
linear and nonlinear response (Colombo and Del Gado 2014b; Bouzid and Del Gado
2018; Bouzid et al. 2018a; Landrum et al. 2016; Jamali et al. 2017; Boromand
et al. 2017; Di Michele et al. 2014; Varga and Swan 2018; Padmanabhan and Zia
2018). In these types of approaches, gels are described in terms of their microscopic
discrete building blocks, typically particles, grains, or small aggregates in colloidal
gels or flocculated suspensions. With a suitable model for the effective interactions
between the particles, the time evolution of the system is obtained by integrating
the many-body equations of motion for the whole set of microscopic degrees of
freedom (typically, center of mass positions and velocities of the particles). The
simulations therefore necessarily contain the following ingredients: (i) a model that
describes the interactions between the particles, usually in terms of an interaction
potential U (ri , . . . , rN), where ri represents the particle coordinates, and (ii) a
numerical integrator, i.e., an algorithm that solves efficiently and precisely the
equations of motion with a set of boundary conditions that corresponds to the
specific problem of interest. The equations of motion can have different amount
of details of the microscopic motion of the particles that compose the gel (from
Brownian fluctuations to hydrodynamic interactions). With such an approach, one
can introduce interactions between particles in a simple and controlled way and ask
about the emergence, at various scales, of the constitutive properties of gels.

For the effective interactions, a number of approaches have been used in the
literature to model soft gels, including short-range isotropic interactions typical of
colloidal suspensions, valence-limited and patchy particle models that mimic small
molecule or functionalized nanoparticle gels, and dipolar interactions that can lead
to chaining and branching (Koumakis and Petekidis 2011; De Candia et al. 2006;
Zaccarelli et al. 2006; Coniglio et al. 2004; Del Gado et al. 2004; Rovigatti and
Sciortino 2011; Blaak et al. 2007; Ilg and Del Gado 2011; Eberle et al. 2011; Bianchi
et al. 2015; Zia et al. 2014; Varga et al. 2015; Fierro et al. 2008). While these models
mainly focus on the two-body short-range interactions that create the mechanical
contact between particles at first, the emerging softness of the gel materials is the
result of the sparse nature of the network structure, whose connections, on the other
hand, need to be fairly rigid to support at least the gel own weight and a finite torque
(Del Gado and Kob 2010, 2007; Pantina and Furst 2005, 2006; Ohtsuka et al. 2008;
Colombo and Del Gado 2014a; Hsiao et al. 2012). We have therefore focused on
a model where a short-range attractive well is combined with a three-body term,
which imparts an angular rigidity to the gel branches, as to be expected in such
open structures.

2.1 A Microscopic Model with Directional Interactions

We have developed a minimal model, considering particles (or small aggregates
represented as particles) of diameter d that interact through a potential composed of
two terms:
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where rij = rj − ri , with ri denoting the position vector of the i-th particle and ε
the strength of the attraction that sets the energy scale. The first contribution to U is
a two-body potential à la Lennard-Jones, U2, which consists of a repulsive core and
a narrow attractive well that can be expressed in the following dimensionless (and
computationally convenient) form :

U2(r) = A
(
a

r18 −
1

r16

)
(2)

where r is the distance rescaled by the particle diameter d, while a and A are
dimensionless parameters that control, respectively, the width and the depth of the
potential well. The second contribution to U is a three-body term U3 that confers
an angular rigidity to the interparticle bonds, which prevents the formation of dense
clusters (Fig. 2). The idea is that once particles start to aggregate, their mechanical
contacts can be more complex than the simple geometric contact between two
perfect spheres represented by the attractive well U2 and, in particular, that there
may be an energy cost associated to rotation of particles around each other in an
aggregate made by more than two of them, due to inhomogeneity of their surfaces.
For two particles both bonded to a third one and whose relative positions with
respect to it are represented by the vectors r and r′ (also rescaled by the particle
diameter), U3 takes the following form:

U3(r, r′) = BΛ(r)Λ(r′) exp

[
−
(

r · r′
rr ′

− cos θ

)2

u−2

]
(3)

where B, θ , and u are dimensionless parameters. The radial modulation Λ(r) that
controls the strength of the interaction reads:

Λ(r) = r−10
[
1− (r/2)10

]2
H (2− r) (4)

where r is the distance rescaled by the particle diameter d. H denotes the Heaviside
function, which ensures that U3 vanishes beyond the diameter of two particles. The
potential energy in our model depends parametrically on the five dimensionless
quantities: A, a, B, θ , and u. Tuning these parameters leads to a variety of
mechanically stable porous microstructures (Colombo and Del Gado 2014a), and
the values chosen in the following (A = 6.27, a = 0.85, B = 67.27, θ = 65◦
and u = 0.3) are such that a disordered and thin percolating network starts to
self-assemble for low particle volume fractions (φ � 0.1) at ε � 20kBT (see the
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Fig. 2 (a) Schematic representation of the interactions: two-body attractive part and the three-
body repulsive one. (b) Snapshot of a gel network from the simulation with number density
ρ = 0.14, which approximately corresponds to a solid volume fraction φ � 7.3% (the sample
size here is N = 5324 particles). Each bond is represented by a segment, when the distance dij
between two particles i and j is dij ≤ 1.3d

snapshot in Fig. 2), with kB the Boltzmann constant and T the room temperature.
Typical values of d and ε for colloidal particles range, respectively, from d � 10 to
100 nm and from ε � 10 to 100 kBT .

With this model, we have performed molecular dynamics simulations, where the
gel is composed of N particles each with a mass m in a cubic simulation box
of size L. The simplicity of the model allows us to run large-scale simulations
with up to N � 106 particles, which is essential for a statistical analysis of the
microscopic dynamics. The initial gel configuration is prepared with the protocol
described in (Colombo and Del Gado 2014b), which consists in starting from a
gaseous configuration at kBT /ε = 0.5 and letting the gel self-assemble upon slow
cooling down to kBT /ε = 0.05 using Newton or Langevin equations of motion. In
this temperature range, the self-assembled structures do not meaningfully depend
on the specific microscopic dynamics used, and the Newtonian dynamics allows for
shorter computational times. Nevertheless, once the gel has formed, the Langevin
dynamics is obviously a much better choice for the dynamics overdamped by the
solvent, which is typical of these materials (Colombo and Del Gado 2014a; Bouzid
et al. 2017).

Once the gel is assembled, the kinetic energy is then completely drawn from the
system (down to 10−24ε) by means of a dissipative microscopic dynamics:

m
d2ri
dt2

= −∇riU − ηf dri
dt
, (5)
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where ηf is the damping coefficient associated with coupling of the particle motion
to the surrounding fluid. We note that here and in the following, we always solve
equations of motion that contain explicitly an inertial term with the mass m for
computational convenience: integrating the equations with the inertial term allows
us to use effective and precise numerical integrators (Frenkel and Smit 2002).
On the other hand, the limit m → 0 is the one relevant to colloidal gels in
experiments, since in those systems the particle motion is completely overdamped
and inertial effects are negligible. The timescales over which the particle motion
is affected by inertia in our simulations are of the order of 1τ0 − 10τ0 (for the
values of m and ηf chosen). For a spherical colloidal (silica) particle of diameter
d � 100 nm and interaction strengths ε � 10kBT , the inertial timescale τ0 =√
md2/ε � 10−6 s corresponds to timescales (and lengthscales, in terms of particle

displacements) that are not relevant to experiments (Bouzid et al. 2018a). In the
following, we make sure to be in the overdamped regime of the dynamics by
choosing large enough values of ηf (Colombo and Del Gado 2014a; Puosi et al.
2014).

We also note that what is still missing in the equations of motion we discuss (here
and in the following) is a proper treatment of the hydrodynamic interactions that in
principle can have a strong impact on the microscopic dynamics of soft gels. While
a well-established rigorous framework is still under construction, recent works
indicate that the role of (long range) hydrodynamics on the emerging microscopic
dynamics of the gel network at rest and in the linear response regime may be
relatively negligible (Varga et al. 2015; Varga and Swan 2018; Royall et al. 2015).
The main difference detected so far is a slight shift of the gelation threshold
(Varga et al. 2015), which could be also due to the limited size of the numerical
samples, and a tendency to favor the formation of more open and anisotropic
aggregates in the early stages of the aggregation, which may significantly modify
the gel formation but seems to have little consequences for the long-time relaxation
dynamics in the solidified gel (Varga et al. 2015; Royall et al. 2015). The explanation
for such little effect could be in the fact that once the gel is formed, the main
contribution to the stresses is through the gel structure, its elasticity, and the
extended soft modes present. The latter are determined by the disordered network
topology and involve lengthscales of the order of the sample size. Such contributions
seem to dominate the gel response with respect to the hydrodynamics coupling,
which would dominate only after a significant modification/rupture/destabilization
of the gel structure has taken place. Further developments for the treatment of
hydrodynamic interactions in such complex materials will help elucidate this
point.

In all the simulations we discuss here, the timestep δt used for the numerical
integration is δt = 0.005. Distances are expressed in terms of the particle diameter
d, masses in units of m, the energy in terms of the strength of the attraction ε, and
the time in the units of the characteristic timescale τ0 =

√
md2/ε. From the particle

number density N/L3, we can compute an approximate solid volume fraction
φ � Nπd3/6L3. All simulations discussed here have been performed using a
version of LAMMPS suitably modified by us (Plimpton 1995).
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2.2 Computing Stresses and Mechanical Response

2.2.1 Stress Calculation
The average state of stress of the gel is given by the virial stresses as σαβ = − 1

L3∑
i s
i
αβ , where the Greek subscripts stand for the Cartesian components x, y, z, L

represents the size of the system, and siαβ represents the contribution to the stress
tensor of all the interactions involving the particle i (Irving and Kirkwood 1950;
Thompson et al. 2009). The latter contribution is calculated for each particle, by
splitting the contributions of the two-body and the three-body forces according to
the following equation:

siαβ = −
1

2

N2∑

n=1

(riαF
i
β + r ′αF ′β)+

1

3

N3∑

n=1

(riαF
i
β + r ′αF ′β + r ′′αF ′′β ) (6)

The first term denotes the contribution of the two-body interaction, where the sum
runs over all the N2 pairs of interactions that involve the particle i. The couples
(ri, F i) and (r ′, F ′) denote, respectively, the position and the forces on the two
interacting particles. In the same way, the second term indicates the three-body
interactions involving the particle i and two neighbors denoted by the prime and
double prime quantities.
To evaluate the stress tensor at a mesoscale, we consider a coarse-graining volume
vcg centered around the point of interest r and containing around 10 particles on
average and define the local coarse-grained stress based on the per-particle virial
contribution as σ̄αβ(r) = − ∑

i∈vcg
siαβ/vcg . For a typical starting configuration of the

gel, the local normal stress σ̄n = (σ̄xx+σ̄yy+σ̄zz)/3 reflects the heterogeneity of the
structure and tends to be higher around the nodes, due to the topological frustration
of the network. Note that here and in the following, we have been neglecting the
kinetic contribution −(1/L3)

∑
i miδv

i
αδv

i
β to the global stress tensor (from the

fluctuations of the particle velocities with respect to the average), since we are
mainly concerned with ε � kBT .

2.2.2 Aging Protocol
We consider that breaking of network connections underlying the aging of the gel is
more prone to happen in the regions where local stresses tend to be higher, as found
also in Colombo et al. (2013) and Colombo and Del Gado (2014b). Hence aging
at rest can be due to sudden ruptures of particle connections in the regions where
the local tensile stresses are higher, as also suggested by experiments on ultraslow
aging (Ramos and Cipelletti 2001). Such events become hardly observable on a
reasonable simulation time window making it extremely challenging to study the
aging regime (Colombo et al. 2013; Bouzid et al. 2017). In order to investigate the
consequences of the ruptures on a timescale computationally affordable, we have
devised the following dynamics: we periodically scan the local stresses in the gel
structure and remove particle bonds where the local stress is the highest, with a fixed
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rate Γ . In between breaking events, the gel evolution follows from the Langevin
equations of motion:

m
d2ri
dt2

= −∇riU − ηf dri
dt
+ ξi(t), (7)

where i refers to the particle and U is the interaction potential in Eq. (1). ξi(t) is a
random white noise that models the thermal fluctuations and is related to the drag
coefficient ηf through its variance 〈ξi(t)ξj (t ′)〉 = 2ηf kBT δij δ(t − t ′). To be in the
overdamped limit of the dynamics, ηf is set to 10 m/τ0.

Recombinations of the gel branches are possible but just not observed at the
volume fractions and for the time window explored here. The bonds progressively
removed (by turning off the well in U2) are those whose contribution to the local
normal stress sin = (sixx + siyy + sizz)/3 is the largest (prevalently bonds between
particles belonging to the network nodes) (Bouzid et al. 2017) (see Fig. 3a). As the
simulation proceeds, local internal stresses redistribute in the aging structure of the
gel, and the locations of more probable connection rupture (as well as their number)
change over time. All simulations presented here for the aging have been performed
with a rate Γ = 0.04τ−1

0 , corresponding to removing only∼5% of the total network
connections over the whole simulation time window.

0.4

0

a

b c

Fig. 3 (a) Illustration representing an irreversible elementary process in the aging simulations:
breaking of a bond highlighted in green. A snapshot of the gel network is visualized using the
bonds between particles, and the colors refer to the displacement field u after the bond breaking, for
a network with thermal fluctuations (b) and for an athermal gel (c). (Reproduced with permission
from Bouzid et al. 2017. Creative Commons license available at https://creativecommons.org/
licenses/by/4.0/. Copyright 2017 Nature Publishing Group)

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
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We have identified the range of parameters for which changing the rate (having
kept all other parameters constant) does not modify the outcomes and the emerging
physical picture discussed in the following. In addition to the data shown here,
we have also varied the density of events, keeping fixed the criterion used for
cutting (i.e., we cut the network connections corresponding to the largest tensile
contributions to virial stresses). In fact, the rate of cutting events chosen for the data
shown here has been chosen in a range such that the typical interval between two
cutting events Γ is quite smaller than the relaxation times associated to the stress
redistribution following the bond cutting. Hence many breaking events contribute
to the structural relaxation that we discuss. Since for the aging we are interested to
the case in which all dynamics are extremely slow (i.e., to very low temperatures
in the simulations), the range of values for Γ that satisfy this condition is relatively
wide. Increasing the rate corresponds to breaking a larger fraction of the total bonds
initially present and hence also to increasing the density of events underlying the
network rearrangements and the stress relaxation. Overall, the same results are
recovered as long as the τr = 1/Γ between two rupture events allows for at least
partial stress relaxation, varying Γ over nearly two orders of magnitudes. If the
cutting rate is much higher, the rate may eventually disrupt the elastic strain field in
the material leading to damage accumulation and spreading (Bouzid et al. 2017).

2.2.3 Start-Up Shear
To determine the gel mechanical response to a start-up shear test, each particle
configuration can be submitted to a series of incremental strain steps in simple shear
geometry (Colombo and Del Gado 2014b). In each step, we increase the cumulative
shear strain by an amount δγ by first applying an instantaneous affine deformation
Γδγ , corresponding to simple shear in the xy plane, to all particles:

r′i = Γδγ ri =
⎛

⎝
1 δγ 0
0 1 0
0 0 1

⎞

⎠ ri (8)

The Lees-Edwards boundary conditions (Lees and Edwards 1972) are updated as
well, to comply with the increase in the cumulative strain. The configuration {r′i}
is no longer a minimum of the potential energy (being the material amorphous)
(Alexander 1998), and the small deformation step induces unbalanced internal
forces. Hence we relax the affinely deformed configuration by letting the system
free to evolve in time while keeping the global strain constant:

r′′i = Tδtr′i . (9)

where Tδt is the time evolution operator for a specified time interval δt and given
by the damped dynamics:
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m
d2ri
dt2

= −ηf dri
dt
− ∇ri U , (10)

where m is the particle mass and ηf the coefficient of friction. After n steps, the
cumulative strain is γn = n δγ , and the gel configuration is

ri,n = (TδtΓδγ )n ri,0 , (11)

where {ri,0} denotes the configuration of the starting inherent structure.
This procedure is similar to the athermal quasistatic (AQS) approach extensively

used to investigate the deformation behavior of amorphous solids (Tanguy et al.
2002; Maloney and Lemaître 2006; Fiocco et al. 2013), with the main difference
that, instead of using an energy minimization algorithm after each affine deforma-
tion step, we follow the natural dynamics of the system (with a viscous energy
dissipation) for a prescribed time interval δt . We can therefore define a finite shear
rate γ̇ = δγ /δt for the deformation we apply. Disregarding effects due to the
particle inertia, the microscopic dynamics (10) introduce a natural timescale τ =
ηf d

2/ε, corresponding to the time it takes a particle subjected to a typical force ε/d
to move a distance equal to its size. Indicatively, if we consider a typical aqueous
solution of colloidal particles with a diameter d ≈ 100 nm and an interaction energy
ε ≈ 10kBT (Koumakis and Petekidis 2011), the characteristic time is τ ≈ 10−4 s;
in such a system, imposing a shear rate of 0.1 s−1 would correspond to a numerical
shear rate of γ̇s = 10−5τ−1.

2.2.4 Small Amplitude Oscillatory Rheology
To determine the gel viscoelastic properties, the particles are submitted to a
continuous shear strain γ (t) in the xy plane according to the following equation:

m
d2ri
dt2

= −∇riU − ηf
(
dri
dt
− γ̇ (t)yiex

)
(12)

In order to measure the frequency and the strain dependence of the first-harmonic
storage G′ and loss modulus G′′, we impose an oscillatory shear strain on the
system, i.e., the shear strain is modulated periodically according as γ (t) =
γ0 sin(ωit), and we use Lees-Edwards boundary conditions while applying the
deformation.

By monitoring the shear stress response of the material σ(t) over time, we can
extract the viscoelastic moduli. The storage and loss moduli can be computed from
the stress response with the following expressions:

G′(ωi) = Re

{
σ̃ (ωi)

γ̃ (ωi)

}

G′′(ωi) = Im

{
σ̃ (ωi)

γ̃ (ωi)

} (13)
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where σ̃ and γ̃ are the Fourier transforms of the stress and strain signals, respec-
tively (Macosko 1994). The whole viscoelastic spectrum is then reconstructed by
performing a discrete series of tests at various frequencies, also known as “frequency
sweep.”

We note that the drag term used in Eq. (12) is chosen for computational
convenience, but a more accurate (Galilean invariant) option would be to have
the drag term depend on the relative velocities of particles within a certain range
from a given one (Salerno et al. 2012; Vasisht et al. 2019), which requires longer
computations. Nevertheless, the correction due to this inaccuracy seems to be
negligible in all cases discussed here, since the stresses, and the related dynamics,
are dominated by the interparticle interactions and the structure topology, and the
correction due to the different drag term does not significantly modify the behaviors
analyzed in the following.

3 Elastically Driven Dynamics upon Aging

After the gelation, the microscopic dynamics of gels slows down considerably. The
nanometric size of their building blocks makes gels sensitive to thermal fluctuations,
resulting in a rich and complex relaxation processes that are associated with
spontaneous and thermally activated processes. The study of how these different
dynamical processes emerge at rest and how the mechanical response depends on
the microstructure is relevant to several applications, since the progressive aging
that such materials undergo over time has a dramatic impact on their functionalities.
In aging soft solids such as gels, the microscopic dynamics is expected to be akin
to slower than exponential (or stretched exponential) dynamics in super-cooled
liquids or glasses, due to its strongly cooperative nature fundamentally controlled
by the structural disorder, as shown in several experimental and simulation studies
(Segre et al. 2001; Manley et al. 2005; Bandyopadhyay et al. 2004; Jabbari-Farouji
et al. 2007; Krall and Weitz 1998; Del Gado et al. 2004; Del Gado and Kob 2007;
Fierro et al. 2008; Abete et al. 2008; Angelini et al. 2014; Chaudhuri et al. 2015).
Nevertheless, over the last few years, time- and space-resolved measurements have
often found evidence of dynamics faster than exponential (so-called compressed
exponential dynamics), intermittency, and abrupt microstructural changes, raising
the question of whether the aging dynamics in gels may be controlled, instead,
by stress relaxation through elastic rebound of parts of the material, after local
breakages occur in its structure (Cipelletti et al. 2000; Ramos and Cipelletti 2001;
Bellour et al. 2003; Angelini et al. 2013; Mansel and Williams 2015; Ruta et al.
2014; Harden et al. 2012; Chung et al. 2006; Bouchaud 2008; Ferrero et al. 2014;
Gao et al. 2015; Godec et al. 2014; Chaudhuri and Berthier 2017).

The difficulty to study the aging and characterize the slow relaxation processes
in gels (both in experiments and in simulations) comes from the required timescales
which are extremely long. The procedure briefly described in Sect. 2.2.2 allowed us
to overcome some of the difficulties: we could scan the gel network and artificially
remove the connections where tensile stresses are higher, to mimic the aging process
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(Fig.3a) (Bouzid et al. 2017). Using that procedure, we could characterize the stress
redistribution in the network during the aging and systematically vary the amount
of thermal fluctuations to elucidate how the coupling between elasticity and thermal
fluctuations may qualitatively change the microscopic dynamics. Figure 3b, c show
the differences in the displacement field caused by breaking connections in the same
gel network in the presence of different amounts of thermal fluctuations, whereas
Fig. 4a–c display the initial stress heterogeneities, the stress redistribution, and the
stress fluctuations during the aging. The microscopic picture that emerged from
our study points to a major role played by the architecture of the network, its
elasticity, and the stress heterogeneities built in upon solidification (Fig. 4a). The
timescales governing stress relaxation, respectively, through thermal fluctuations
and elastic recovery are key: when thermal fluctuations are weak with respect to
enthalpic stress heterogeneities, the stress can still partially relax, after the breaking
of network connections, through elastically driven fluctuations. Such fluctuations
are intermittent, because of strong spatiotemporal correlations that persist well
beyond the timescale of the simulations (Fig. 4b, 4c) or of the experiments. Hence
in these conditions (ε/kBT � 0) the elasticity built into the solid structure controls
the microscopic displacements, and the time correlations of density fluctuations
decay faster than exponential, as reported in experiments and hypothesized by
theories (Cipelletti and Ramos 2005; Bouchaud 2008). Brownian motion driven
by thermal fluctuations, in fact, disrupts the spatial distribution of local stresses
and their persistence in time, therefore favoring a gradual loss of correlations and a
slow evolution of the material properties. The insight gained in this study helped us
rationalize apparently contrasting findings and clarify that in elastic soft materials
the presence of large stress heterogeneities can favor faster than exponential and
intermittent microscopic dynamics. In addition to affecting the time evolution and
the material properties rest, these dynamic processes interact with an imposed
mechanical deformation and can therefore be decisive for the mechanical response
of this class of soft solids.

4 Mechanical Response

A macroscopic constitutive law for soft gels, i.e., the theory capturing how stresses
are related to deformations, velocities, and possibly density in these materials, is still
fundamentally lacking. As an example, we give the constitutive law of a Hookean
homogeneous elastic solid. In this case, the stress tensor takes the form:

σαβ = Kε��δαβ + 2Gεαβ (14)

K represents the bulk modulus and G the shear modulus. εij is the strain tensor
of the material with respect to its reference state (Landau and Lifshitz 1986),
while α and β indicate the Cartesian components. Following the same reasoning,
when describing the flow of the materials in response to a rate of deformation
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Fig. 4 (a) A snapshot of the initial colloidal gel network for kBT /ε = 0 and at low volume
fraction φ = 7%, showing the interparticle bonds represented by a segment. The colors indicate the
local normal stress σ̃n, using red for tension and blue for compression. (b) The corresponding P.d.f
of the time series of the normal stress fluctuations δσ = σxx − 〈σxx〉 : in the regime dominated by
frozen-in stresses (red), the stress fluctuations are elastically driven and intermittent in nature. (c)
Main frame: The stress fluctuation autocorrelation function measured over the whole simulation for
the fully thermal regime kBT /ε = 10−3 (blue), the intermediate kBT /ε = 10−4 (green), and the
for kBT /ε = 0 (red). Inset: Time series of the normal stress fluctuations δσ over all the simulation
for the athermal sample showing the aging of the structure. (Reproduced with permission from
Bouzid et al. 2017. Creative Commons license available at https://creativecommons.org/licenses/
by/4.0/. Copyright 2017 Nature Publishing Group)

(e.g., due to imposed shear Fig. 7), the constitutive relation can be constructed from
the strain rate tensor:

γ̇αβ = 1

2

(
∂uα

∂xβ
+ ∂uβ
∂xα

)
(15)

https://creativecommons.org/licenses/by/4.0/
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a b

Fig. 5 Log-log scale: schematic representation of the different macroscopic responses of gels to
an imposed shear deformation rate (a) or shear stress (b)

Where uα and xα are, respectively, the components of the velocity vector and the
position along the α axis. A fluid is characterized by its viscosity η, defined as the
ratio between the stress and the strain rate, and the simplest example is a Newtonian
fluid, for which the stress tensor takes the form:

σαβ = (gγ̇�� − P)δαβ + 2ηγ̇αβ (16)

where δαβ is the Kronecker symbol, P is the normal stress, and g is zero for
an incompressible fluid. For Newtonian fluids, the viscosity is independent of the
shear rate as well as the time. The only stresses created by the flow are the shear
stresses that cancel out immediately when the flow stops. Any deviation from these
properties is a sign of non-Newtonian behavior.

Once a gel has solidified from an initial fluid solution, its mechanical response
is typically visco-elasto-plastic (Alexander 1998; Nicolas et al. 2018), with the
prevalence of one behavior or the other depending on the nature of the deformation
and on the observation time (Fig. 5).

4.1 Linear Response of Soft Gels

For small deformations, the response of gels is viscoelastic (regime I in Fig. 5), often
exhibiting a power law frequency dependence of the elastic (G′) and the viscous
(G′′) moduli over a wide range of frequencies (Fig. 6), reflecting a wide distribution
of time and lengthscales over which the internal structures of the gel can also
relax some of the residual stresses frozen-in upon solidification. These viscoelastic
characteristics have been observed experimentally in a wide range of gel materials
for which the porous nature of the structure can promote contraction or dilation
during shear, suggesting a nontrivial coupling between the transmission of normal



70 Mechanics of Soft Gels: Linear and Nonlinear Response 1735

b

10–1 10–0
100

101

 G
¢ 

(P
a)

, G
¢¢ 

(P
a)

 

f (Hz)

102

10–1

a

Fig. 6 (a) Elastic modulusG′ (red) and viscous modulusG′′ (blue) vs. frequency f for a carbopol
gel. (Reprinted from Lidon et al. 2017). (b) Elastic modulusG′ (squares) and viscous modulusG′′
(circles) from the numerical simulations in Bouzid et al. (2018b)

and tangential forces (Ng and McKinley 2008; Caggioni et al. 2007; Jaishankar and
McKinley 2014). For biopolymers networks such as collagen, G′ decreases (the
system becomes softer) if the system has been previously subjected to compression
and increases if it is subjected to tension (Van Oosten et al. 2016). On the other hand,
it has been shown that agar gels contract upon solidification (Mao et al. 2016) and
that such tendency to contract is usually associated to a tendency of the material to
stiffen under larger strains (Tabatabai et al. 2015; Broedersz and MacKintosh 2014;
Feng et al. 2015). The changes in volume during gelation are typically coupled to
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heterogeneities of internal stresses, whose consequences on the mechanical response
of the material could then be controlled by adjusting the processing or preparation
conditions (e.g., through the rate of confinement or gelation).

Using the model introduced in Sect. 2, recent numerical investigations have
been able to reproduce these linear mechanical features (Fig. 6) and also provide
a constitutive parametric model able to capture the linear response (Bouzid et al.
2018a). Classical constitutive models based on combinations of Hookean springs
and dashpots, such as the Maxwell or Kelvin-Voigt model, are not able to capture the
frequency dependence of the moduli (Macosko 1994). To describe these power laws,
one can add different mechanical elements (Maxwell or Kelvin-Voigt) in series or in
parallel, which will result in creating additional modes of relaxation of the system.
This method is questionable because of the large number of elements necessary
to model all the relaxation modes. A different approach is based on proposing a
fractional model, which uses instead a spring-pot element, originally introduced
by Scott Blair (Blair and Veinoglou 1944; Blair 1944) and recently applied with
success to a broad variety of soft viscoelastic materials (Jaishankar and McKinley
2012; Bouzid et al. 2018a; Aime et al. 2018a).

4.2 Nonlinear Response

Upon increasing the imposed deformation, the rheological response of soft gels has
strongly nonlinear characteristics, corresponding to regimes II and III in Fig. 5: soft
gels can flow as yield stress fluids or fracture as solids (see examples in the cartoons
of Fig. 7). The strongly nonlinear transient regimes preceding yielding or fracture
are poorly understood and constitute an active area of research. In addition, the
yielding or fracturing can be reversible, with the material regaining its elasticity
once brought to rest, or irreversible.

Numerical simulations are a powerful tool to overcome experimental limitations
and challenges, complementing them effectively. For example, imaging the structure
and, at the same time, applying a deformation is not always possible, whereas
simulations can be obviously more effective in connecting the structure to the

(a) (b) (c)

Fig. 7 Illustrations of different non-linear behaviors: (a) Shear band with two distinct shear rates
γ̇1 �= γ̇2. (b) Fracture in the bulk. (c) Loss of adhesion between the gel and the wall: sliding on the
walls
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mechanical response and in addressing specific microscopic mechanisms. Using
the approach described in Sect. 2, for example, we have recently provided novel
insight into how regimes (I–III) in Fig. 5 are sensitive to the complexity of the
architecture of the network and dependent on the rate of deformation. The simula-
tions (Fig. 8) have shown that for tightly connected networks, with smaller and more
homogeneously distributed pores, the stresses can be redistributed more uniformly
under the action of a mechanical load, promoting almost simultaneously rupture
of many connections and favoring crack growth. Conversely, a softer and more
sparsely connected network, in the same type of gel, favors the localization of the
stresses and their redistribution through the abundant low frequency modes, possibly
delaying microstructural damage and cracks growth to much larger deformations

a b

c d

Fig. 8 The differential modulus K normalized by the elastic modulus G0 as a function of the
normalized shear stress σ/σc, for φ = 5% (a) and φ = 15% (b). Snapshots of the gel network
extracted from the simulations at a volume fraction φ � 15% (c) and φ � 5% (d). Each bond
is represented by a segment, when the distance dij between two particles i and j is dij ≤ 1.3d.
The color code shows the value of local tensile or compressive stresses, while the thickness is
proportional to the stress amplitude. (See also Bouzid and Del Gado 2018)
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(Bouzid and Del Gado 2018). Such distinct behaviors could be associated, in regime
(II), to distinct dependencies of the nonlinear modulus K (obtained by deriving
the shear stress σ with respect to the imposed deformation γ in the start-up shear
tests described in Sect. 2) on the shear stress generated in the model materials
under load (see Fig. 8). In sparse networks, extended soft modes can favor softening
followed by a localization of the stresses and a progressive stiffening of the material
(Figs. 8a, c). In our softer gels, the stiffening is characterized by a power law of
the form K ∼ σ 3/2, very similar the behavior of semiflexible polymer networks
(Broedersz and MacKintosh 2014; Feng et al. 2016). For more homogeneously
connected networks, where the gel branches are less flexible, the nonlinear response
features also a progressive hardening (which is strongly rate dependent) andK ∼ σ ,
indicating an exponential increase of the stress σ with increasing the imposed
deformation γ , similar to the one observed in collagen fiber networks (Licup
et al. 2015; Arevalo et al. 2015). Finally, denser networks composed of small
homogeneous pores have a stronger tendency to be brittle (Fig.8b, d). It has also
been shown that the ductility of the mechanical response and the reversibility of the
damage accumulated under deformation can be modified by changing the flexibility
of the gel branches (for a fixed network topology) and by pre-stressing the gel
structures (Feng et al. 2018). Interestingly enough, in all these cases, the amount
of microscopic structural anisotropy that can be induced in the gel network through
deformation (and that can be quantified, for example, via a fabric tensor or a nematic
order parameter suitably defined) seems a promising microscopic indicator of the
nonlinear macroscopic response of different gels preceding yielding or fracture
(Bouzid and Del Gado 2018; Jamali et al. 2017; Feng et al. 2015).

In the last plastic regime (III) of Fig. 5, the mechanical response depends more
dramatically on the nature of the system, the specific mode of deformation (e.g.,
imposed stress vs deformation rate), but also on the nature of the interactions
between the material and the boundaries (walls), as previously sketched in Fig. 7.
Experiments show that the rupture can take place in bulk (casein-type, (bio)-polymer
gels) or at the wall with a loss of adhesion and slip (agar gels, carbopol microgels,
microgels of p-NIPAm, collagen, etc.) (Meeker et al. 2004; Divoux et al. 2015;
Bonn et al. 2017). In spite of such complex diversity, experimental data also provide
several indications that the coupling and the dynamics of localized (and correlated)
plastic events may be the underlying common denominator in the transition from
regime II to III. Indeed, in a variety of colloidal gels, it has been shown that
in the transient regime (II) before flowing or fracturing (III), the dynamics is
very intermittent in time and heterogeneous in space, featuring avalanche patterns
(Kurokawa et al. 2015): in start-up shear experiments, for example, the yielding
may proceed via successive drops during which the flow is spatially and temporally
heterogeneous (Fig. 9a–c).

Recent experiments were able to detect a local acceleration of the microscopic
dynamics before fracture and an enhancement of the plastic activity (Aime et al.
2018b). Start-up shear numerical simulations, using the approach described above,
have indeed shown that the pre-yielding or pre-failure regime is dramatically rate
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Fig. 9 Shear start-up experiment (imposed deformation) on a colloidal gel performed in a polished
Taylor-Couette cell (Kurokawa et al. 2015). (a) The shear stress as a function of time for one stress
drop (the red part of the full-time evolution shown in the inset), preceding the material fluidization.
(b) and (c) are spatiotemporal intensity maps of the velocity field in the radial (b) and vertical (c)
direction. (d) Snapshot from a numerical simulation of the model colloidal gel network discussed
in Sect. 2 under shear. The thicker strands are the ones where the local tensions are larger than 60%
of the maximum tensile stress. The blue indicates where breaking will happen. (Reprinted from
Colombo and Del Gado 2014b). (e) Schematic view of the stress localization before a localized
plastic event occurs inducing a nontrivial stress redistribution (f) across the network
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Fig. 10 Creep experiment (imposed stress σ ) on a casein gels. The temporal evolution of the
strain γ , for different values of shear stress σ (a). Three regimes are observed: an elastic regime
at short time, followed by a visco-plastic regime, and finally an acceleration before rupture. (b)
The time associated with the rupture τf as a function of the applied stress in a logarithmic scale,
with each point corresponds to an independent creep experiment, carried out at a constant stress.
The gel breaks faster when the applied stress is higher. (c) Snapshot of the gel before failure at
t = 0.99τf , showing regularly spaced cracks. (Reprinted from Leocmach et al. 2014)

dependent because of the coupling between the deformation rate and the dynamics
of stress redistribution following localized plastic events (typically irreversible
rupture of the gel connections) in a given gel network (Fig. 9d–f). Because of
such coupling, the evolution at moderate or higher rate can lead to a more
gradual yielding, where the dynamic correlation between the plastic events is
mainly dominated by the imposed rate. Upon deforming the material at slower
rate, instead, the stress redistribution dynamics in the network can itself trigger
localized plastic events which are even more spatially and dynamically correlated
and can enhance density fluctuations or mechanical heterogeneities in the material,
eventually promoting fracture or flow instabilities (Colombo and Del Gado 2014b;
Zhang et al. 2017) (Figs. 9 and 10).

In protein gels like casein, a plastic regime characterized by the clear emergence
of cracks follows the initial linear viscoelastic response (Fig. 9). The resulting
deformation grows as a power law over time, similar to Andrade’s creep law
for hard solids (Andrade 1910), and the dynamics eventually accelerates toward
a catastrophic rupture (Leocmach et al. 2014, Fig. 10). The fracture time also
decreases as a power law with applied stress, reminiscent of the Basquin’s law of
fatigue typical of hard solid as well (Basquin 1910). If the case of crystalline solids
seems well understood in terms of the interaction of defects (dislocations) within
the material (Csikor et al. 2007), the microscopic origin in the case of amorphous
materials, and in particular for soft gels, is far from being clear, but it can be
connected to the existence of localized plastic events, which act as microscopic
precursors of the macroscopic failure (Aime et al. 2018b; van der Kooij et al. 2018).



70 Mechanics of Soft Gels: Linear and Nonlinear Response 1741

5 Conclusions

Computational studies of judiciously designed models can uniquely complement
new experimental approaches to provide insight into the microscopic underpinnings
of the mechanical response of soft gels. Here we have given an overview and
examples of recent progress in this area. The key idea is to use relatively simple
but microscopic models that can include structural disorder and have complex
spatiotemporal fluctuations and correlations naturally emerge from the microscopic
interactions. The use of computational methods allows for solving the many-body
equations of motion of interest and obtains the full spatiotemporally resolved
dynamics that underlies the mechanical response of these complex materials.
This comes at the cost of a few simplifications (from the very limited account
of the chemical details of the specific materials to the very crude description
of the solvent in which the gel matrix is embedded). We have shown that, in
spite of them, one can obtain significant novel insight into the nature of the
stress fluctuations acting upon aging of the material structure, into the nontrivial
microstructural origin of the linear response, and into how the gel connectivity and
network topology can modify dramatically the nonlinear behavior all the way to
the material failure. On the one end, current challenges from the computational and
theoretical side are in developing further models and approaches that can better
and more efficiently capture the hydrodynamics interactions, include factors that
are usually neglected but very important in experiments such as geometry and
boundaries in the mechanical tests, and obtain a more quantitative understanding of
the different effective interactions relevant to different material chemistry, beyond
existing theories. On the other end, the results discussed here already constitute an
interesting starting point to construct mesoscopic constitutive models that naturally
emerge from the spatiotemporal evolution of the microstructure and its interplay
with the external deformation and the deformation rate. The outstanding questions,
for building such models, concern the relevant microstructural variables and the
associated dynamics to be included in a continuum mechanics description of the
constitutive behavior. The analysis of the spatiotemporal fluctuations, non-affine
rearrangements, and local plastic events that we have briefly discussed in this
chapter can help understand what are such microstructural variables and dynamics.
Finally, the insight gained through studies of the type discussed here has the
potential to unravel the interplay and dynamical coupling among microstructural
evolution and stress redistribution in soft gels when crossing over from regime
II to III in Fig. 5, providing important cues into long-standing issues such as
microscopic precursors of failure, origin of creep, and hardening/toughening/self-
healing mechanisms in soft materials.

Acknowledgments The authors thank the Impact Program of the Georgetown Environmental
Initiative and Georgetown University for funding and the Kavli Institute for Theoretical Physics at
the University of California Santa Barbara for hospitality. This research was supported in part by
the National Science Foundation under Grant No. NSF PHY17-48958. EDG thanks ESPCI Paris
for hospitality and support through the Chair Joliot program.



1742 M. Bouzid and E. Del Gado

References

Abete T, de Candia A, Del Gado E, Fierro A, Coniglio A (2008) Dynamical heterogeneity in
a model for permanent gels: different behavior of dynamical susceptibilities. Phys Rev E
78(4):041404

Aime S, Cipelletti L, Ramos L (2018a) Power law viscoelasticity of a fractal colloidal gel. J Rheol
62:1429–1441. https://doi.org/10.1122/1.5025622

Aime S, Ramos L, Cipelletti L (2018b) Microscopic dynamics and failure precursors of a gel under
mechanical load. Proc Nat Acad Sci 115(14):3587–3592

Alexander S (1998) Amorphous solids: their structure, lattice dynamics and elasticity. Phys Rep
296(2–4):65–236

Andrade EdC (1910) Proceedings of the Royal Society of London Series A, containing papers of
a mathematical and physical character, 84:1–12

Angelini R, Zulian L, Fluerasu A, Madsen A, Ruocco G, Ruzicka B (2013) Dichotomic aging
behaviour in a colloidal glass. Soft Matter 9(46):10955–10959

Angelini R, Zaccarelli E, de Melo Marques FA, Sztucki M, Fluerasu A, Ruocco G, Ruz-
icka B (2014) Glass–glass transition during aging of a colloidal clay. Nat Commun
5:4049

Arevalo RC, Kumar P, Urbach JS, Blair DL (2015) Stress heterogeneities in sheared type-I collagen
networks revealed by boundary stress microscopy. PloS one 10(3):e0118021

Bandyopadhyay R, Liang D, Yardimci H, Sessoms D, Borthwick M, Mochrie S, Harden J, Leheny
R (2004) Evolution of particle-scale dynamics in an aging clay suspension. Phys Rev Lett
93(22):228302

Basquin O (1910) The Exponential Law of Endurance Tests. In: Proceedings of ASTM, vol 10, pp
625–630

Bellour M, Knaebel A, Harden J, Lequeux F, Munch JP (2003) Aging processes and scale
dependence in soft glassy colloidal suspensions. Phys Rev E 67(3):031405

Bianchi E, Capone B, Kahl G, Likos CN (2015) Soft-patchy nanoparticles: modeling and self-
organization. Faraday Discuss 181:123–138

Blaak R, Miller MA, Hansen JP (2007) Reversible gelation and dynamical arrest of dipolar
colloids. EPL (Europhys Lett) 78(2):26002

Blair GS (1944) Analytical and integrative aspects of the stress-strain-time problem. J Sci Inst
21(5):80

Blair GS, Veinoglou B (1944) A study of the firmness of soft materials based on Nutting’s equation.
J Sci Inst 21(9):149

Bonn D, Denn MM, Berthier L, Divoux T, Manneville S (2017) Yield stress materials in soft
condensed matter. Rev Mod Phys 89(3):035005

Boromand A, Jamali S, Maia JM (2017) Structural fingerprints of yielding mechanisms in attractive
colloidal gels. Soft Matter 13(2):458–473

Bouchaud JP (2008) Anomalous relaxation in complex systems: from stretched to compressed
exponentials. In: Klages R, Radons G, Sokolov IM (eds) Anomalous transport: foundations and
applications. Wiley-Blackwell, pp 327–345

Bouzid M, Del Gado E (2018) Network topology in soft gels: hardening and softening materials.
Langmuir 34(3):773–781

Bouzid M, Colombo J, Barbosa LV, Del Gado E (2017) Elastically driven intermittent microscopic
dynamics in soft solids. Nat Commun 8:15846

Bouzid M, Keshavarz B, Geri M, Divoux T, Del Gado E, McKinley GH (2018a) Computing the
linear viscoelastic properties of soft gels using an optimally windowed chirp protocol. J Rheol
62(4):1037–1050. https://doi.org/10.1122/1.5018715

Bouzid M, Keshavarz B, Geri M, Divoux T, Del Gado E, McKinley GH (2018b) Computing the
linear viscoelastic properties of soft gels using an optimally windowed chirp protocol. J Rheol
62:1037. https://doi.org/10.1122/1.5018715

Broedersz CP, MacKintosh FC (2014) Modeling semiflexible polymer networks. Rev Mod Phys
86(3):995

https://doi.org/10.1122/1.5025622
https://doi.org/10.1122/1.5018715
https://doi.org/10.1122/1.5018715


70 Mechanics of Soft Gels: Linear and Nonlinear Response 1743

Caggioni M, Spicer P, Blair D, Lindberg S, Weitz D (2007) Rheology and microrheology of a
microstructured fluid: the gellan gum case. J Rheol 51(5):851–865

Cerbino R, Trappe V (2008) Differential dynamic microscopy: probing wave vector dependent
dynamics with a microscope. Phys Rev Lett 100(18):188102

Chaudhuri P, Berthier L (2017) Ultra-long-range dynamic correlations in a microscopic model for
aging gels. Phys Rev E 95(6):060601

Chaudhuri P, Hurtado PI, Berthier L, Kob W (2015) Relaxation dynamics in a transient network
fluid with competing gel and glass phases. J Chem Phys 142(17):174503

Chen DT, Wen Q, Janmey PA, Crocker JC, Yodh AG (2010) Rheology of soft materials. Annu Rev
Condens Matter Phys 1:301

Chung B, Ramakrishnan S, Bandyopadhyay R, Liang D, Zukoski C, Harden J, Leheny R (2006)
Microscopic dynamics of recovery in sheared depletion gels. Phys Rev Lett 96(22):228301

Cipelletti L, Ramos L (2005) Slow dynamics in glassy soft matter. J Phys Condens Matter
17(6):R253

Cipelletti L, Manley S, Ball R, Weitz D (2000) Universal aging features in the restructuring of
fractal colloidal gels. Phys Rev Lett 84(10):2275

Colombo J, Del Gado E (2014a) Self-assembly and cooperative dynamics of a model colloidal gel
network. Soft Matter 10(22):4003–4015

Colombo J, Del Gado E (2014b) Stress localization, stiffening, and yielding in a model colloidal
gel. J Rheol 58(5):1089–1116

Colombo J, Widmer-Cooper A, Del Gado E (2013) Microscopic picture of cooperative processes
in restructuring gel networks. Phys Rev Lett 110(19):198301

Coniglio A, De Arcangelis L, Del Gado E, Fierro A, Sator N (2004) Percolation, gelation and
dynamical behaviour in colloids. J Phys Condens Matter 16(42):S4831

Coniglio A, De Arcangelis L, De Candia A, Del Gado E, Fierro A, Sator N (2006) Clusters in
attractive colloids. J Phys Condens Matter 18(36):S2383

Csikor FF, Motz C, Weygand D, Zaiser M, Zapperi S (2007) Dislocation avalanches, strain bursts,
and the problem of plastic forming at the micrometer scale. Science 318(5848):251–254

De Candia A, Del Gado E, Fierro A, Sator N, Tarzia M, Coniglio A (2006) Columnar and lamellar
phases in attractive colloidal systems. Phys Rev E 74(1):010403

de Cagny HC, Vos BE, Vahabi M, Kurniawan NA, Doi M, Koenderink GH, MacKintosh FC, Bonn
D (2016) Porosity governs normal stresses in polymer gels. Phys Rev Lett 117(21):217802

Del Gado E, Kob W (2007) Length-scale-dependent relaxation in colloidal gels. Phys Rev Lett
98(2):028303

Del Gado E, Kob W (2010) A microscopic model for colloidal gels with directional effective
interactions: network induced glassy dynamics. Soft Matter 6(7):1547–1558

Del Gado E, Fierro A, de Arcangelis L, Coniglio A (2004) Slow dynamics in gelation phenomena:
from chemical gels to colloidal glasses. Phys Rev E 69(5):051103

Del Gado E, Ioannidou K, Masoero E, Baronnet A, Pellenq RM, Ulm FJ, Yip S (2014) A soft
matter in construction–statistical physics approach to formation and mechanics of c–s–h gels in
cement. Eur Phys J Spec Top 223(11):2285–2295

Di Michele L, Fiocco D, Varrato F, Sastry S, Eiser E, Foffi G (2014) Aggregation dynamics,
structure, and mechanical properties of bigels. Soft Matter 10(20):3633–3648

Divoux T, Mao B, Snabre P (2015) Syneresis and delayed detachment in agar plates. Soft Matter
11(18):3677–3685

Duduta M, Ho B, Wood VC, Limthongkul P, Brunini VE, Carter WC, Chiang YM (2011) Semi-
solid lithium rechargeable flow battery. Adv Energy Mater 1(4):511–516

Eberle AP, Porcar L (2012) Flow-sans and rheo-sans applied to soft matter. Curr Opin Colloid
Interface Sci 17(1):33–43

Eberle AP, Wagner NJ, Castañeda-Priego R (2011) Dynamical arrest transition in nanoparticle
dispersions with short-range interactions. Phys Rev Lett 106(10):105704

Feng D, Notbohm J, Benjamin A, He S, Wang M, Ang LH, Bantawa M, Bouzid M, Del Gado E,
Krishnan R et al (2018) Disease-causing mutation in α-actinin-4 promotes podocyte detachment
through maladaptation to periodic stretch. Proc Nat Acad Sci 115:1517–1522



1744 M. Bouzid and E. Del Gado

Feng J, Levine H, Mao X, Sander LM (2015) Alignment and nonlinear elasticity in biopolymer
gels. Phys Rev E 91(4):042710

Feng J, Levine H, Mao X, Sander LM (2016) Nonlinear elasticity of disordered fiber networks.
Soft Matter 12(5):1419–1424

Ferrero EE, Martens K, Barrat JL (2014) Relaxation in yield stress systems through elastically
interacting activated events. Phys Rev Lett 113(24):248301

Fielding SM (2014) Shear banding in soft glassy materials. Rep Prog Phys 77(10):102601
Fierro A, Del Gado E, de Candia A, Coniglio A (2008) Dynamical heterogeneities in attractive

colloids. J Stat Mech Theory Exp 2008(04):L04002
Fiocco D, Foffi G, Sastry S (2013) Oscillatory athermal quasistatic deformation of a model glass.

Phys Rev E 88:020301. https://doi.org/10.1103/PhysRevE.88.020301
Frenkel D, Smit B (2002) Understanding molecular simulation: from algorithms to applications,

Elsevier, Amsterdam
Gallot T, Perge C, Grenard V, Fardin MA, Taberlet N, Manneville S (2013) Ultrafast ultrasonic

imaging coupled to rheometry: principle and illustration. Rev Sci Inst 84(4):045107
Gao Y, Kim J, Helgeson ME (2015) Microdynamics and arrest of coarsening during spinodal

decomposition in thermoreversible colloidal gels. Soft Matter 11(32):6360–6370
Godec A, Bauer M, Metzler R (2014) Collective dynamics effect transient subdiffusion of inert

tracers in flexible gel networks. New J Phys 16(9):092002
Guo H, Ramakrishnan S, Harden JL, Leheny RL (2011) Gel formation and aging in weakly

attractive nanocolloid suspensions at intermediate concentrations. J Chem Phys 135(15):154903
Harden J, Guo H, Ramakrishnan S, Leheny R (2012) Gel formation and aging in weakly attractive

nanocolloid suspensions. In: APS meeting abstracts
Helal A, Divoux T, McKinley GH (2016) Simultaneous rheoelectric measurements of strongly

conductive complex fluids. Phys Rev Appl 6(6):064004
Hsiao LC, Newman RS, Glotzer SC, Solomon MJ (2012) Role of isostaticity and load-bearing

microstructure in the elasticity of yielded colloidal gels. Proc Nat Acad Sci 109(40):16029–
16034

Ilg P, Del Gado E (2011) Non-linear response of dipolar colloidal gels to external fields. Soft Matter
7(1):163–171

Irving J, Kirkwood J (1950) The statistical mechanical theory of transport processes. IV. The
equations of hydrodynamics. J Chem Phys 18(6):817–829

Jabbari-Farouji S, Wegdam GH, Bonn D (2007) Gels and glasses in a single system: evidence for
an intricate free-energy landscape of glassy materials. Phys Rev Lett 99(6):065701

Jaishankar A, McKinley GH (2012) A fractional K-BKZ constitutive formulation for describing
the nonlinear rheology of multiscale complex fluids. Power-law rheology in the bulk and at the
interface: quasi-properties and fractional constitutive equations. Proc R Soc A Math Phys Eng
Sci 469:20120284

Jaishankar A, McKinley GH (2014) A fractional k-bkz constitutive formulation for describing the
nonlinear rheology of multiscale complex fluids. J Rheol 58(6):1751–1788

Jamali S, McKinley GH, Armstrong RC (2017) Microstructural rearrangements and their rheolog-
ical implications in a model thixotropic elastoviscoplastic fluid. Phys Rev Lett 118(4):048003

Koumakis N, Petekidis G (2011) Two step yielding in attractive colloids: transition from gels to
attractive glasses. Soft Matter 7(6):2456–2470

Krall A, Weitz D (1998) Internal dynamics and elasticity of fractal colloidal gels. Phys Rev Lett
80(4):778

Kurokawa A, Vidal V, Kurita K, Divoux T, Manneville S (2015) Avalanche-like fluidization of a
non-Brownian particle gel. Soft Matter 11(46):9026–9037

Landau LD, Lifshitz E (1986) Theory of elasticity. Course of theoretical physics, vol 7, 3rd edn,
Elsevier, Amsterdam

Landrum BJ, Russel WB, Zia RN (2016) Delayed yield in colloidal gels: creep, flow, and re-entrant
solid regimes. J Rheol 60(4):783–807

Lees A, Edwards S (1972) The computer study of transport processes under extreme conditions.
J Phys C Solid State Phys 5(15):1921

https://doi.org/10.1103/PhysRevE.88.020301


70 Mechanics of Soft Gels: Linear and Nonlinear Response 1745

Leocmach M, Perge C, Divoux T, Manneville S (2014) Creep and fracture of a protein gel under
stress. Phys Rev Lett 113(3):038303

Licup AJ, Münster S, Sharma A, Sheinman M, Jawerth LM, Fabry B, Weitz DA, MacKintosh FC
(2015) Stress controls the mechanics of collagen networks. Proc Nat Acad Sci 112(31):9573–
9578

Lidon P, Villa L, Manneville S (2017) Power-law creep and residual stresses in a carbopol gel.
Rheol Acta 56(3):307–323

Lieleg O, Kayser J, Brambilla G, Cipelletti L, Bausch A (2011) Slow dynamics and internal stress
relaxation in bundled cytoskeletal networks. Nat Mater 10(3):236

Lu PJ, Zaccarelli E, Ciulla F, Schofield AB, Sciortino F, Weitz DA (2008) Gelation of particles
with short-range attraction. Nature 453:499

Maccarrone S, Brambilla G, Pravaz O, Duri A, Ciccotti M, Fromental JM, Pashkovski E, Lips A,
Sessoms D, Trappe V et al (2010a) Ultra-long range correlations of the dynamics of jammed
soft matter. Soft Matter 6(21):5514–5522

Maccarrone S, Brambilla G, Pravaz O, Duri A, Ciccotti M, Fromental JM, Pashkovski E, Lips A,
Sessoms D, Trappe V, Cipelletti L (2010b) Ultra-long range correlations of the dynamics of
jammed soft matter. Soft Matter 6(21):5514–5522

Macosko C (1994) Rheology. Principles, measurements, and applications. Wiley – VCH, New
York

Maloney CE, Lemaître A (2006) Amorphous systems in athermal, quasistatic shear. Phys Rev E
74(1):016118

Manley S, Wyss H, Miyazaki K, Conrad J, Trappe V, Kaufman L, Reichman D, Weitz D (2005)
Glasslike arrest in spinodal decomposition as a route to colloidal gelation. Phys Rev Lett
95(23):238302

Mansel BW, Williams MA (2015) Internal stress drives slow glassy dynamics and quake-like
behaviour in ionotropic pectin gels. Soft Matter 11(35):7016–7023

Mao B, Divoux T, Snabre P (2016) Normal force controlled rheology applied to agar gelation.
J Rheol 60(3):473–489

Mao B, Divoux T, Snabre P (2017) Impact of saccharides on the drying kinetics of agarose gels
measured by in-situ interferometry. Sci Rep 7:41185

Marx D, Hutter J (2009) Ab initio molecular dynamics: basic theory and advanced methods.
Cambridge University Press, Cambridge

Meeker SP, Bonnecaze RT, Cloitre M (2004) Slip and flow in pastes of soft particles: direct
observation and rheology. J Rheol 48(6):1295–1320

Ng TSK, McKinley GH (2008) Power law gels at finite strains: the nonlinear rheology of gluten
gels. SOR, J Rheol 52(2):417–449

Nicolas A, Ferrero EE, Martens K, Barrat JL (2018) Deformation and flow of amor-
phous solids: an updated review of mesoscale elastoplastic models. Rev Mod Phys
90:45006

Ohtsuka T, Royall CP, Tanaka H (2008) Local structure and dynamics in colloidal fluids and gels.
EPL (Europhys Lett) 84(4):46002

Padmanabhan P, Zia R (2018) Gravitational collapse of colloidal gels: non-equilibrium phase
separation driven by osmotic pressure. Soft Matter 14(17):3265–3287. https://doi.org/10.1039/
c8sm00002f

Pantina JP, Furst EM (2005) Elasticity and critical bending moment of model colloidal aggregates.
Phys Rev Lett 94(13):138301

Pantina JP, Furst EM (2006) Colloidal aggregate micromechanics in the presence of divalent ions.
Langmuir 22(12):5282–5288

Plimpton S (1995) Fast parallel algorithms for short–range molecular dynamics. J Comput Phys
117:1–19

Puosi F, Rottler J, Barrat JL (2014) Time-dependent elastic response to a local shear transformation
in amorphous solids. Phys Rev E 89(4):042302

Ramos L, Cipelletti L (2001) Ultraslow dynamics and stress relaxation in the aging of a soft glassy
system. Phys Rev Lett 87(24):245503

https://doi.org/10.1039/c8sm00002f
https://doi.org/10.1039/c8sm00002f


1746 M. Bouzid and E. Del Gado

Rovigatti L, Sciortino F (2011) Self and collective correlation functions in a gel of tetrahedral
patchy particles. Mol Phys 109(23–24):2889–2896

Royall CP, Eggers J, Furukawa A, Tanaka H (2015) Probing colloidal gels at multiple length scales:
the role of hydrodynamics. Phys Rev Lett 114:258302. https://doi.org/10.1103/PhysRevLett.
114.258302

Ruta B, Chushkin Y, Monaco G, Cipelletti L, Pineda E, Bruna P, Giordano VM, Gonzalez-Silveira
M (2012) Atomic-scale relaxation dynamics and aging in a metallic glass probed by x-ray
photon correlation spectroscopy. Phys Rev Lett 109:165701

Ruta B, Czakkel O, Chushkin Y, Pignon F, Nervo R, Zontone F, Rinaudo M (2014) Silica
nanoparticles as tracers of the gelation dynamics of a natural biopolymer physical gel. Soft
Matter 10(25):4547–4554

Salerno KM, Maloney CE, Robbins MO (2012) Avalanches in strained amorphous solids: does
inertia destroy critical behavior? Phys Rev Lett 109(10):105703

Segre P, Prasad V, Schofield A, Weitz D (2001) Glasslike kinetic arrest at the colloidal-gelation
transition. Phys Rev Lett 86(26):6042

Tabatabai AP, Kaplan DL, Blair DL (2015) Rheology of reconstituted silk fibroin protein gels: the
epitome of extreme mechanics. Soft Matter 11(4):756–761

Tanguy A, Wittmer J, Leonforte F, Barrat JL (2002) Continuum limit of amorphous elastic bodies:
a finite-size study of low-frequency harmonic vibrations. Phys Rev B 66(17):174205

Thompson A, Plimpton S, Mattson W (2009) General formulation of pressure and stress tensor for
arbitrary many-body interaction potentials under periodic boundary conditions. J Chem Phys
131:154107

Trappe V, Prasad V, Cipelletti L, Segre P, Weitz D (2001) Jamming phase diagram for attractive
particles. Nature 411(6839):772

Tsurusawa H, Leocmach M, Russo J, Tanaka H (2018) Gelation as condensation frustrated by
hydrodynamics and mechanical isostaticity. arXiv preprint arXiv:180404370

van Doorn JM, Verweij JE, Sprakel J, van der Gucht J (2018) Strand plasticity governs fatigue in
colloidal gels. Phys Rev Lett 120(20). https://doi.org/10.1103/PhysRevLett.120.208005

Van Oosten AS, Vahabi M, Licup AJ, Sharma A, Galie PA, MacKintosh FC, Janmey PA
(2016) Uncoupling shear and uniaxial elastic moduli of semiflexible biopolymer networks:
compression-softening and stretch-stiffening. Sci Rep 6:19270

van der Kooij HM, Dussi S, van de Kerkhof GT, Frijns RAM, van der Gucht J, Sprakel J
(2018) Laser speckle strain imaging reveals the origin of delayed fracture in a soft solid. Sci
Adv 4(5). https://doi.org/10.1126/sciadv.aar1926, http://advances.sciencemag.org/content/4/5/
eaar1926.full.pdf

Varga Z, Swan JW (2018) Normal modes of weak colloidal gels. Phys Rev E 97(1):012608
Varga Z, Wang G, Swan J (2015) The hydrodynamics of colloidal gelation. Soft Matter

11(46):9009–9019
Varrato F, Di Michele L, Belushkin M, Dorsaz N, Nathan SH, Eiser E, Foffi G (2012) Arrested

demixing opens route to bigels. Proc Nat Acad Sci 109(47):19155–19160
Vasisht VV, Roberts G, Del Gado E (2019) Shear start-up in jammed soft solids: a computational

study. arXiv:1908.03943. https://arxiv.org/abs/1908.03943
Youssry M, Madec L, Soudan P, Cerbelaud M, Guyomard D, Lestriez B (2013) Non-aqueous

carbon black suspensions for lithium-based redox flow batteries: rheology and simultaneous
rheo-electrical behavior. Phys Chem Chem Phys 15(34):14476–14486

Zaccarelli E, Saika-Voivod I, Buldyrev SV, Moreno AJ, Tartaglia P, Sciortino F (2006) Gel to glass
transition in simulation of a valence-limited colloidal system. J Chem Phys 124(12):124908

Zhang L, Rocklin DZ, Sander LM, Mao X (2017) Fiber networks below the isostatic point: fracture
without stress concentration. Phys Rev Mater 1(5):052602

Zia RN, Landrum BJ, Russel WB (2014) A micro-mechanical study of coarsening and rheology
of colloidal gels: cage building, cage hopping, and Smoluchowski’s ratchet. J Rheol 58(5):
1121–1157

https://doi.org/10.1103/PhysRevLett.114.258302
https://doi.org/10.1103/PhysRevLett.114.258302
https://doi.org/10.1103/PhysRevLett.120.208005
https://doi.org/10.1126/sciadv.aar1926
http://advances.sciencemag.org/content/4/5/eaar1926.full.pdf
http://advances.sciencemag.org/content/4/5/eaar1926.full.pdf
https://arxiv.org/abs/1908.03943


71Mesoscale Structure and Mechanics
of C-S-H

Katerina Ioannidou

Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1748
2 Cement Hydration: From Liquid to Stone . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1749
3 Mesoscale Modeling for Reactive Solidification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1751

3.1 The Colloidal Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1752
3.2 Effective Interactions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1753

4 The Kinetics and Rheology of C-S-H Growth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1755
4.1 Mesoscale Texture and Mechanics of C-S-H in Hardened Cement Paste . . . . . . . . 1756

5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1758
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1759

Abstract

Cement is the most used building material on earth, yet its properties
are inexactly understood and not fully controlled. Cement hydrates named
C-S-H (Calcium-Silicate-Hydrate) are the most abundant phase in hydrated
cement paste and are responsible for gluing all other hydration products and
unreacted cement together. A source of complexity in modelling C-S-H is that the
structure is amorphous, multiscale with fully interconnected porosity spanning
from a few nm up to mm. The focus of this chapter is modeling approaches that
allow connecting structure and mechanics of C-S-H at the mesoscale (the scale
that spans from few nm up to the micron) from the early stages of hydration, the
setting and up to the hardened cement paste. The modelling approach reviewed
here is of reduced complexity based on coarse-graining with emphasis on the
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effective interactions between C-S-H particles. It addresses the mesoscale of C-
S-H and has provided a unified framework for understanding the microstructure
of C-S-H and reconciling data from many different experimental techniques.
A consistent picture is presented covering (1) the reactive solidification of
cement, (2) the origin of the observed microstructure of C-S-H, and (3) its
link to mechanics. This provides a powerful predictive tool for nanoscale design
of cement.

1 Introduction

Cement paste is a multiscale porous material that exhibits distinct physical features
at different length scales. The most abundant phase in hardened cement and
responsible for its remarkable mechanical strength is the C-S-H (Calcium-Silicate-
Hydrate). Initially C-S-H forms a soft gel that eventually hardens to glue all
phases together. It is a rather complex phase (1) at atomistic level as it has
variant stoichiometry, not well-defined molecular size or shape and (2) at meso-
and macroscopic levels as it exhibits complicated topology of pores. A source
of complexity in cement is that the structure is out-of-equilibrium, amorphous,
multiscale with interconnected porosity. This complexity has major implications
on the mechanical properties of cement and hence on the stability and durability of
buildings.

The initial amount of water influences significantly the overall porosity of the
material, the higher the w/c ratio the more porous the material. Initially the voids
in cement are big and connected; however, as the hydration proceeds and the solid
structure percolates, the pores reduce in size. Initially big capillary pores of μm are
filling up with aggregating precipitates that contain a large amount of much smaller
pores (1–100 nm). Proton nuclear magnetic resonance (NMR) spectroscopy has
given interesting insight into the pore size distribution (Levitz et al. 2003; Korb et al.
2007; Chemmi et al. 2010). More specifically, experiments indicate the presence of
pores of 2−5 nm and 14−30 nm, both associated with the C-S-H phase.

In the beginning of the previous century, Le Chatelier proposed that the
anhydrous cement compound was dissolved in water and that the hydrated products
precipitated from this solution in the form of interlocking crystals (Le Chatelier
1887). In the same period, Michaëlis attributed the cementing action to the
formation and desiccation of a gel (Michaelis 1893). In the 1950s based on X-ray
diffraction evidence, Bernal suggested that C-S-H has a layered structure related to a
crystalline mineral, 1.1-nm tobermorite, and called it tobermorite gel (Bernal 1954).
Today all these observations have been proved partially correct. Both small angle
neutron scattering and statistical nanoindentation technique indicate that the C-S-H
meso-texture is comprised of nanoscale colloidal particles that precipitate from the
pore solution and aggregate in interlocking units of few nm, initially forming a gel
and eventually an amorphous solid (Allen et al. 2004; Vandamme and Ulm 2009).

The structure of C-S-H does not show much order neither at the atomistic
scale nor at the mesoscale. In the atomistic scale, tobermorite – a crystalline
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natural mineral – might form locally during cement hydration. However, most of
C-S-H realizations have little order –expressed as calcium-silicate layers – and much
disorder in the interlayers filled with calcium and water molecules (Pellenq et al.
2009). In certain chemical conditions, calcium-silicate layers may grow for several
tenths or even hundreds of nm giving the impression under the microscope of a
continuum uniform C-S-H phase organized in needles or sheets. In most cases,
nevertheless, C-S-H appears chemically and texturally heterogeneous, showing
amorphous aggregates interrupted by voids. This dyadic nature of C-S-H between
particle and continuum has been the reason for debate over many years in the cement
community.

Powers and Brownyard described the nano-colloid of C-S-H as a solid particle
with inner crystalline structure and peculiar shape that is the basic building blocks
of the C-S-H gel. This was based on evidence from water sorption isotherms
and total and nonevaporable water (Powers 1958). Small angle neutron scattering
(SANS) experiments of Allen provided the main indication of the colloidal nature
of C-S-H (Allen et al. 1987). The colloidal particles in the cement paste have a
characteristic length of ∼5 nm after the induction time and a correlation length
∼40 nm developing due to aggregation. Based on this, Thomas and Jennings
introduced the idea that C-S-H is composed by particles aggregating with high
and low packing density (Thomas and Jennings 2006). They also expanded their
model to the formation of gel with pores of 1–2 nm, the so-called gel pores.
Aggregation of C-S-H particles was also confirmed by atomic force microscopy
imaging of a hydrating surface of alite and recent SANS experiments confirming
the lamellar structure and determining the thickness of calcium silicate layers and
of the water (Lesko et al. 2001; Chiang et al. 2012). From a modeling perspective,
the introduction of a coarse-graining length, the C-S-H particle, facilitates the
simulation of the material at larger length scales and over longer timescales.

In the following sections, a brief overview on cement hydration is given,
focusing on the coupling of cement hydration to the mechanics of the C-S-H
gel, and the mesoscale modelling approach is presented. The validation of the
model with experiments is provided through the kinetics of growth, the mesoscale
texture, and mechanics of C-S-H. This modelling approach for reactive solidification
was thoroughly validated for hardened cement paste. Its main strength being the
linking of cement’s chemistry, via the effective interactions, to the growth of the
microstructure and mechanics. Such an approach could be applied for other reactive
solidification processes and also to address durability issues of cement due to in-
pore solidification.

2 Cement Hydration: From Liquid to Stone

The transformation of fresh cement paste into soft and finally hard solid is intimately
connected to the formation of C-S-H. During the process of hydration, numerous
chemical reactions take place and different hydration products are formed. The
main hydration processes are the dissolution of the reactive species contained
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Fig. 1 Schematic
representation of the time
dependence of (a) the heat
flow during hydration,
typically obtained in
isothermal calorimetry
measurements and (b) the
shear stiffness of cement
paste during hydration and
setting. The vertical red
dashed line show the time
that setting occurs
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in the clinker (tri-calcium and di-calcium silicates – indicated as C3S and C2S,
respectively) and precipitation of C-S-H with other minor hydration products. To
fully react with water, cement needs to be mixed at least in a proportion of 42%
(water to cement ratio – w/c). The full hydration process is completed in 28 days.
However, the material has already solidified by the end of the acceleration period –
the rheological setting – after which it reacts at very slow pace. A typical technique
to follow the hydration reaction is by measuring the heat flow in isothermal
calorimetry (Fig. 1a). From the changes of the heat curve, the hydration is usually
divided into (1) an initial (∼30–60 mins), (2) an accelerating (∼8 h), and (3) a
decelerating period of heat flow (Taylor 1997).

The growth of C-S-H changes significantly the rheology and the mechanics
of the cement paste. Controlling the rheology of cement is crucial for several
applications such as casting and transportation of cement. During setting, cement
is a viscoelastic material, exhibiting characteristics of both solids and viscous
fluids. In particular the way the mechanical strength develops and the crossing
from the fluid-like properties to solid-like behavior are intimately connected to the
hydration process. The complex time-dependent rheological response of cement
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during the hydration is usually monitored by dynamic mode rheometry where
the shear modulus versus the hydration time is obtained (Lootens et al. 2004).
Three different regimes are observed in the measurements of the shear modulus
of cement, as shown in Fig. 1b, the first increase of stiffness, a dormant period
where the change of the elastic modulus is much weaker and the second increase of
stiffness.

Almost immediately after cement is mixed with water, the shear modulus
increases to 107Pa, which corresponds to the first increase of stiffness of Fig. 1b,
and it is a clear sign of an initial gelation. At this point there are no reaction
products, but the cement paste has a measurable yield stress. This first increase
occurs when the clinker particles stick together and form a weak network, due to
high ionic strength of the interstitial solution. At this stage, the gel structure is
relatively weak and is easily destroyed by vibration, although, if not disturbed, it
does not change during the next hours (Nachbaur et al. 2001). After this first weak
gelation, the shear modulus stays at the plateau of 107Pa for nearly 5 h, which
correspond to the plateau of Fig. 1b. The second increase of stiffness signals the
setting of cement and its transformation into a solid material. The second increase
of the shear modulus happens at the same time as the acceleration period of the
hydration (see red vertical dashed line in Fig. 1a and b), when the initial network of
clinker particles gets reinforced with C-S-H. The densification of the C-S-H around
the clinker particles continues and, by the end of the second increase, when the
acceleration period also ends, the shear modulus has reached the range of GPa due
to the mechanical percolation of the C-S-H gel among what is left unhydrated of
the clinker particles. Finally, further hardening occurs over periods from weeks to
years due to further hydration and long-term rearrangements of the structure over
different length scales.

3 Mesoscale Modeling for Reactive Solidification

The aim of mesoscale modeling is to capture the solidification process and
reproduce a realistic porous texture that can be validated by different experimental
observations of structural and mechanical characteristics of cement. This approach
takes into account the out-of-equilibrium reactive nature of the material. By
“mesoscale” one indicates lengthscales neither small enough to use atomistic
approaches nor large enough to employ mean-field homogenization theories to
investigate the relevant physics. Modeling techniques based on coarse-grained
statistical physics provided a unified framework for understanding the structure
and mechanics of a material as complex as C-S-H and can even suggest nano-
scale design for enhanced and multifunctional cement formulations. Coarse-grained
models allow investigating large lengthscales and longer timescales by reducing
the degrees of freedom of the system and maintaining only the minimal essential
constituents (Doi 2013).
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3.1 The Colloidal Approach

C-S-H is known to precipitate as nanoscale particles in the pore solution upon
mixing cement powder with water. During cement hydration, new C-S-H units
are produced, due to the ongoing reactions; they interact with the existing ones,
stick together, and form aggregates that eventually create a stress-bearing network,
a gel that acts as a spontaneously densifying glue. The structural and mechanical
properties of C-S-H gels are the results of a complex interplay between the
precipitation kinetics, controlled by the evolution of the chemical composition and
the dissolution of the clinker, and the effective interactions between the hydrates.

This approach uses coarser units than atomistic simulations in order to obtain the
mesoscale structure of C-S-H that can span up to the micron scale. The building
blocks are the C-S-H hydrates represented by colloidal particles of few nm. We
consider an open system of precipitating and interacting colloidal particles within a
small volume of a capillary pore of the fresh cement paste. The ionic solution of the
capillary pore is supersaturated such that C-S-H hydrates can precipitate.

The statistical ensemble that captures this process is the grand canonical ensem-
ble of constant μVT condition, where μ is the chemical potential, V is the volume,
and T the temperature. The simulations consist of a coupled Grand Canonical Monte
Carlo (GCMC) and Molecular Dynamics (MD) scheme that accounts for particle
insertion and the dynamics of the formed structures.

A particle can be inserted or deleted with a probability given by a Metropolis
Monte Carlo (MC) scheme (Frenkel and Smit 2001)

P = min
[
1, e±β(μexc−�U)

]
, (1)

where kb is the Boltzmann constant, T is the temperature,μexc is the excess chemical
potential, and �U is the difference in the total potential energy of the particle
configurations due to the insertion or removal of a particle. The chemical potential
provides an effective description of the energy gain to create a new hydrate and
thus accounts for the chemical environment of the pore solution. The probability
of precipitation is obtained as the difference, at a fixed temperature T, between
the change in the internal energy (due to inter-particle interactions, �U) and the
free energy gain corresponding to the formation of a C-S-H hydrate (expressed
through μexc). The chemical potential sets the equilibrium particle density that
can be reached in the pore. Assuming that during cement hydration and C-S-H
precipitation, the pore solution is always supersaturated, the chemical potential
is chosen such that favors insertion and drives the system towards progressive
densification.

To follow the microscopic dynamics of the microstructure growth, a hybrid
scheme couples the GCMC insertion/deletion events to MD simulation (Ioannidou
et al. 2014). The number of GCMC attempts over the number of MD steps defines
the kinetic rate R = NGCMC/NMD, a parameter that characterizes the kinetics of
precipitation in the experimental system. Structure and mechanics depends on how
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fast precipitation takes place with respect to the timescale associated to structural
relaxation of the C-S-H gel or amorphous solid that is progressively formed. The
MD part of the simulations allows following the aggregation process and the
restructuring as the precipitation proceeds.

Overall, the number of precipitated particles in the simulation box is the results of
the effective interactions between particles, the chemical potential, and the imposed
precipitation rate. This coarse-grained approach allows rationalizing the role of the
rate (and therefore of the parameters that control it) in the development of the
physical properties of the system and its interplay with the emerging cooperative
processes due to the densification of the microstructure.

3.2 Effective Interactions

The choice of the effective interactions between precipitating particles is very
important as it determines the local packing of particles and the mesoscale
organization. For complex systems such as cement or clays, the potential of mean
force (PMF) computed from atomistic models of two interacting C-S-H particles
or clay platelets offers a route to upscale the chemistry of the particles surface and
of the solution into a two-body interaction (Ioannidou et al. 2017a; Masoumi et al.
2017; Ebrahimi et al. 2014). The PMF is a free energy function of two interacting
objects for specific thermodynamic conditions, i.e., pressure, temperature, ionic
concentration, etc. Although an expensive computationally approach, PMF is useful
for chemically complex materials as cement. For charged colloids, the electric
double layer theory of Gouy and Chapman (GC), based on the solution of the
Poisson–Bolzmann (PB) equation, describes the formation of the electric double
layer when a homogenously charged surface is in contact with an electrolyte
solution. The high surface charge of C-S-H particles and the divalent calcium ions
in the pore solution make mean-field approaches such as PB nonapplicable (Pellenq
and Van Damme 2004).

A combination of evidences points to the fact that the effective interactions
between C-S-H nano-colloids result from a competition between a short-range
attraction with a longer-range repulsion expressed as an attractive well and a
shoulder (Ioannidou et al. 2014). Two similarly charged particles may generate
attractive interaction because of correlations in the local concentration of ions due
to thermal fluctuations. This has been known for more than 20 years (Kjellander
et al. 1988; Valleau et al. 1991), and the suggestion that this may contribute to
the cohesion of set cement was made more than two decades ago (Pellenq et al.
1997). Sufficiently strong electrostatic coupling in the electrolyte is necessary for
attraction. The electrostatic coupling is evaluated from the colloidal surface charge
density, the ionic charge and radius, the solvent dielectric constant (in an implicit
solvent description), and the temperature. The PMF approach takes into account all
these parameters and was able to predict the short-range attraction followed by a
repulsive shoulder (Bonnaud et al. 2016). This was also confirmed by direct force
measurements performed using a C-S-H covered atomic force microscopy (AFM)
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tip and a C-S-H flat surface (Plassard et al. 2005). Investigation of different solution
parameters showed that the calcium ion concentration controls the attraction to
repulsion ratio. Recent measurement of hydrating cement volume changes showed
that cement paste initially expands and later shrinks (Abuhaikal et al. 2018). They
also suggest that the reason for this is the competition of attractive and repulsive
interactions.

The effective interactions in cement are not homogeneous in space and time, but
they depend strongly on the ionic solution surrounding the C-S-H particles. The
AFM measurements suggest that in the beginning of hydration when calcium ionic
concentration is low the repulsion is stronger, whereas eventually the attraction is
taking over. In the mesoscale approach just introduced (Ioannidou et al. 2014), the
effective interaction of two spherical C-S-H particles with diameter σ is defined
as a combination of a short-range generalized Lennard-Jones (LJ) attraction and a
long-range Yukawa repulsion (Israelachvili 1992):

V (r) = 4 ε

[(σ

r

)2γ −
(σ

r

)γ
]
+ Ae−κ r

r
, (2)

where r is the inter-particle distance, γ the exponent in the generalized LJ
interaction, and κ the inverse screening length. The parameters ε and A quantify
the relative strength of the attractive and repulsive interaction terms. The functions
of Eq. 2 with all possible parameter values define a family of interaction potentials
with an attractive minimum at r = rmin and a repulsive barrier at r = rmax. A
subfamily of potentials was considered with fixed γ = 12 and κ−1 = 0.5σ and
combinations of A and ε values such that the depth of the attraction well at rmin is
fixed to V(rmin) = −1kBT and the height of the repulsive shoulder is between 0 < V
(rmax) ≤ 0.5 kBT (Ioannidou et al. 2016a).

The exact parameters depend on the time of hydration and the specific thermo-
dynamic condition. In the next sections, we discuss results for three cases: the high
shoulder HS (A = 4, ε = 1.5) representative of early stages hydration, the low
shoulder LS (A = 12, ε = 2.4) representative of later stages hydration, and no
Yukawa term LJ (A = 0, ε = 1.5) representative of the hardened cement paste. The
three interaction potentials are displayed in Fig. 2. In all cases under consideration
the attraction is short-ranged, i.e., the width of the attraction well is in the range
between 0.1σ and 0.3σ. Monodisperse (Ioannidou et al. 2016a) and polydisperse
(Ioannidou et al. 2016b, 2017b; Masoero et al. 2012) size systems were consider.
In this approach, polydispersity is a way to introduce further heterogeneity in the
system.

In the next section, we show that this type of approach made it possible to connect
the time evolution of C-S-H growth and densification to textural and mechanical
properties of hardened cement paste. In addition, although the hybrid GCMC-
MD precipitation scheme was conceived to explore the nonequilibrium conditions,
it helped to reveal the crucial influence of the underlying thermodynamically
stable and metastable states (dictated by the effective interactions) on the out-of-
equilibrium process of precipitation (Ioannidou et al. 2014, 2016a).
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Fig. 2 Effective interaction
of C-S-H particle in different
thermodynamic conditions. A
short-range 12–24
Lennard-Jones attraction is
combined with a long-range
Yukawa repulsion. The blue
dashed-dotted line
corresponds to HS, the red
dashed line to LS and the
black solid line to 12–24 LJ.
The attraction to repulsion
ratio ε/A depends upon the
concentration of calcium
cations

HS
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V
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4 The Kinetics and Rheology of C-S-H Growth

The colloidal mesoscale approach for C-S-H precipitation captured for the first
time consistently the kinetics of C-S-H growth and densification and at the same
time provided a realistic time evolution of the microstructure (Ioannidou et al.
2014, 2016b). The simulations provide the volume fraction of the box occupied by
C-S-H hydrates, and by analyzing the coordinates of the particles, correlation in the
microstructure can be computed. Starting from C-S-H particles of size 3–10 nm, the
mesoscale structures assembled by the precipitation simulation technique can reach
up to 600 nm.

In more detail, the results display hydrates precipitation curves (time evolution
of the volume fraction) that indeed reproduce the acceleration and deceleration
regime typically observed in experiments and were able to correctly capture the
effect of Ca+2 concentration on the hydration kinetics and the gel morphology
(Ioannidou et al. 2014). The structural analysis of the C-S-H gels formed under
precipitation showed that the different densification regimes are directly related
to the aggregation process that is controlled by the underlying thermodynamics
(Ioannidou et al. 2016a). As the volume fraction increases the local packing of
the aggregates changes facilitating further precipitation, due to the change in the
effective interactions. When the system is dilute, large elongated clusters quickly
form and merge into a gel, whereas when the system becomes denser compact and
locally denser domains are prevalent (Ioannidou et al. 2014, 2016a).

Figure 3 shows how the different effective interaction influences the formation of
C-S-H gel at low volume fractions, as it appears in simulation snapshots. HS poten-
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Fig. 3 Snapshots of C-S-H gels, with HS (left) and LS (right) effective interaction at volume
fraction η = 0.25 produced by particle precipitation in the μVT ensemble. Only the bonds
between the particles are depicted using lines. The color code corresponds to the number of nearest
neighbors

tial, with a higher repulsive shoulder than LS, favors the formation of elongated thin
strands, whereas LS enhances the close packing of particles. This has an effect on
the pore size distributions since HS produced many smaller pores and LS instead
favors large pores. Furthermore, tuning the out-of-equilibrium conditions via the
kinetic rate R changes the degree of local order in the system (Ioannidou et al. 2014).

The mesoscale colloidal approach for reactive solidification allows to connect
the changes of the physico-chemical environment, which dictate the evolution of
the effective interactions, to the sizes of pores. Moreover, in the case of cement
the fact that the effective interactions evolve from HS to LS and to LJ eventually
specifically favors the early gel formation and its continuous densification. Such an
approach helps rationalizing how cement attains its unique strength and contributes
in the science-based design of the properties of cement and related materials.

A comparison with rheological measurement can also be achieved by evaluating
the evolution of the shear modulus during the precipitation simulations of C-S-H
particles. Shear tests were performed on configurations of different volume fractions
and, using the resulting load curves, the evolution of elastic modulus during cement
hydration can be determined as shown in Fig. 4. Hence, the mesoscale colloidal
approach allowed us to build the connection among gelation kinetics, changes in the
morphology of the microstructure, and rheological and mechanical properties of the
material.

4.1 Mesoscale Texture and Mechanics of C-S-H in Hardened
Cement Paste

A full validation of the C-S-H amorphous solid structures obtained from the
colloidal approach was possible against a large set of available experimental
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Fig. 4 Shear modulus as a function of the time for HS and LS at a high and low kinetic rate R. The
simulation timescale is set up in agreement to Reference (Ioannidou et al. 2014). The experimental
data, depicted by black circles, are from reference (Lootens et al. 2004) plotted in linear time

results ranging from electron-microscopy imaging, nano-indentation tests, small
angle X-rays (SAXS) and SANS, NMR spectroscopy, and adsorption/desorption
of nitrogen and water (Ioannidou et al. 2016b). The complex pore network and
the structural heterogeneities inherent to cement paste naturally emerge from the
effective cohesive interactions and from the nonequilibrium conditions of the
precipitation simulation.

The voids and solids of the configurations obtained via mesoscale simulations
were analyzed via pore size distribution and local volume fractions. This approach
was able to capture the broad distribution of pore sizes up to two orders of magni-
tude. A large population of nanoscale gel pores (1–2 nm) and a broad distribution
of larger mesopores (3–40 nm) form an extended pore network. Together with the
continuous distribution of local solid packing fractions, this observation composes
a new physical picture of cement (Ioannidou et al. 2016b).

In more details, the meso-scale texture obtained is consistent with adsorp-
tion/desorption experiments, NMR, and with Powers-Brownyard classical relations
estimating capillary and gel pore volumes. The SANS signal in cement paste has
an intriguing q−3 behavior observed over an unusually large range of distances.
This behavior was obtained also from calculations of the scattering intensity of the
mesoscale configurations. By further analysis of the structure using chord length
distributions, the explanation for the q−3 dependence was found in the interface of
pore and solid matrix. It is due to a unique coexistence of a surface roughness of the
capillary pores at the scale of 3–40 nm with a complex (fractal) pore network, all
consequences of the interplay between the cohesive nano-scale effective interactions
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Fig. 5 (a) The C-S-H modulus M and (b) the hardness H as a function of η for simulations and
experiments from reference Ioannidou et al. (2016b))

and the out-of-equilibrium conditions in which the material forms during cement
hydration (Ioannidou et al. 2016b). Due to the mesoscale approach for the first time,
simulations data were able to explain the extended spatial correlations of cement.

Moreover, calculating the specific surface area using in-pore chord length
distribution has allowed us to formulate a new perspective on water and nitrogen
adsorption experiments and to reconcile literature data apparently contradictory
(Ioannidou et al. 2016b). In fact, the calculations are consistent with the fact that
drying conditions may determine which part of the pore population is actually acces-
sible to the adsorbate and the existence of a thick, stable layer of water molecules in
C-S-H may block, in some of the experiments, the access to nanoscale gel pores.

Mechanical properties of the C-S-H mesoscale configurations can also be
computed. Figure 5 shows the modulus M and hardness H as a function of the
volume fraction η in experiments on hardened cement paste and in simulations,
showing an excellent agreement. In these experiments, portlandite and all other
minor phases of cement have been carefully excluded and the data refer only to
the C-S-H phase (Krakowiak et al. 2015). The C-S-H data were isolated from the
cement samples by spatially correlating nano-indentation data and energy dispersive
X-ray spectrometry and elemental mapping data. The comparison of these data
highlights the fact the densest part (η > 0.6) of the material spans the whole
structure in a complex, load-bearing network, which dominates the nano-indentation
experiments (Ioannidou et al. 2016b, 2017b).

5 Conclusions

In this chapter, we provided an effective approach to reactive solidification applied
to the problem of the formation and evolution of the C-S-H microstructure, the main
binding phase of cement, at the mesoscale level (1–500 nm). A source of complexity
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in cement, and more specifically in C-S-H, is that the structure is amorphous and
develops over a range of length scales under out-of-equilibrium conditions. This
issue has major implications in the mechanical properties of cement and hence
in the stability and durability of buildings. In order to tackle this complexity, a
minimalistic coarse-grained nanoscale model and computation approach for the
C-S-H gel formation during the early stages of cement hydration was discussed.
The use of a coarse-grained model makes this investigation possible by reducing
the degrees of freedom of the system and maintaining only the minimal essential
constituents. The main characteristics of the colloidal mesoscale approach are:
the material consists of particles of few nanometer representing the main units of
the C-S-H gel, the particles interact with effective forces arising from atomistic
interactions, the formation and evolution of the gel microstructure is determined by
the combination of statistical mechanics laws with the out-of-equilibrium conditions
stemming from the complex chemical hydration reactions. This type of model can
provide the time evolution of the C-S-H gel microstructure which can be analyzed
and used for computing directly its structural and mechanical properties in excellent
agreement with experimental measurements.
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Abstract

The more than 20 billion tons of concrete, produced every year, is responsible
for 5–7% of global anthropogenic carbon dioxide emissions. Yet, there is no
other viable material that can substitute concrete to meet the need for civil
infrastructure in the developed and developing countries. This leaves reducing
concrete’s carbon footprint as the only path forward to meet environmental
targets. The strength and durability properties of concrete rely on the calcium-
silicate-hydrate (CSH) phase that forms during cement hydration. Controlling
the structure and properties of CSH phase is challenging, due to the intrinsic
multiscale complexity of this hydration product that spans several orders of
magnitude in length scale (from nanometers to microns). The existing lack in
scientifically consistent insights into structure and properties of CSH has been the
major obstacle to the development of greener formulations of modern concrete.
In this chapter, we review how bridging general concepts from condense matter
physics to cement and concrete research has revolutionized our contemporary
understanding of the CSH phase and its making-up at the nanoscale, redefining
this ubiquitous material described simultaneously as a spanning space continuous
matrix and as a cohesive granular material that degrades and creeps over time.

1 Introduction

At the 21st Conference of Parties Climate Summit in Paris, the cement industry
launched an action plan aimed to reduce its carbon emissions by 1 Gt by 2030.
This plan identifies a range of actions that tackle emissions of the sector, including
expanding the use of alternative fuels, developing new low-carbon cement for-
mulations, looking into avoided emissions in concrete’s use phase, and exploring
novelties in the production process. This plan is envisioned to engage the building
and infrastructure value chains to reduce the environmental footprint of cement and
concretes as a sustainable and resilient construction solution.

Cement clinker particles are produced from a high-temperature (around 1500 ◦C)
process that mixes limestone (calcium carbonate) and clay (alumino-silicate miner-
als) followed by a sintering step to form hard nodules called clinker that get finally
ground into a fine powder. During this high-temperature treatment, several chemical
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Fig. 1 A four-level thought model of cement paste spanning from the nanoscale to the engineering
scale. (a) Snapshot of CSH’s nanostructure at Ca/Si = 1.5. The brown and cyan spheres represent
intra- and interlayer calcium ions. Yellow-red bars show Si-O bonds. Red-white bars depict water
molecules and hydroxyl groups. (b) CSH’s mesotexture viewed as the agglomeration of randomly
oriented CSH particles with size polydispersity. (c) Hardened cement paste’s microtexture
encompassing anhydrous clinker phases, hydration products, and capillary porosity. (d) Cement
paste’s texture at the engineering scale (Qomi et al. 2015)

processes, from the loss of free water to thermal decomposition, take place (Bensted
and Barnes 2002; Taylor 1997). The clinker is then ground in presence of gypsum
into a fine powder to produce the “Ordinary Portland Cement” (OPC) sac, the most
commonly used cement type.

The hydration process begins soon after mixing cement powder with water. The
clinker is rich in crystalline calcium silicates, mainly tricalcium silicate (CaO)3SiO2
(or C3S in cement chemistry notation, also called alite, that is, a chemically impure
form of C3S) and dicalcium silicate (CaO)2SiO2 (or C2S also called belite, that
is, a chemically impure form of C2S), and reacts with water to form the calcium-
silicate-hydrate (CSH) phase, calcium hydroxide (Ca(OH)2), and hydrated calcium
aluminates (AFm and AFt phases) (Taylor 1997). Note that, in cement chemistry
notation, “C” stands for CaO, “S” for SiO2, and “H” for H2O. It is now clear that the
CSH phase is a cohesive, glassy, porous, multiscale, nonstoichiometric compound
(by nonstoichiometric, we indicate that different CSH chemistries can coexist within
the same set paste). See Fig. 1 for CSH and cement paste’s schematic representation
across length scales. CSH’s stoichiometry is usually accounted for through the Ca/Si
ratio also called the C/S ratio that ranges between 1.0 and 2.0 and distributed around
C/S= 1.7. At the very nanoscale, CSH is often described as an analog of a defective
tobermorite, a layered hydrated calcio-silicate mineral (with C/S ratio ranging from
0.66 to 1.0, with several possible polymorphs) (Gartner 2004).

At the mesoscale (100 nm to 1000 nm), CSH appears to be an assembly of
nanograins (on the order on 5 nm in size, with some size polydispersity (Gartner
and Sui 2018; Popescu et al. 2003; Quillin 2001)) with two distinct textures called
low-density (around 64%) and high-density (above 76%) – the first being located
at the surface of the hydrating clinker grains, while the second corresponds to
regions in-between clinker grains. From SEM experiments, the low-density phase
is often described as being fibrillar, although the vacuum conditions of the SEM
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observations might affect the texture of a fresh paste (Neubauer and Jennings
1996). Interestingly, the small-angle scattering response of CSH to X-ray or neutron
diffraction exhibits an unusual Q−3 behavior that was explained only recently (Q
being the norm of the momentum transfer vector corresponding to a d = 2π /Q
characteristic distance) (Santos et al. 2015). The 3D percolation of CSH in-between
initial reactive clinker grains during the hydration process determines the overall
rigidity threshold of the paste. Alite reacts fast with water so that, after 28 days,
70% of it has been replaced by hydration products (Taylor 1997). On the contrary,
belite hydrates much slower – only 30% has reacted within the same amount of
time. Note that the hydration of alite or belite produces CH, in addition to CSH;
CH represents 15–20% of the cement paste volume under the form of large (10s of
microns) size crystallites immersed in CSH.

In this chapter, we review how bridging general concepts from colloidal and
glass physics to cement and concrete research has revolutionized our contemporary
understanding of the CSH phase and its making-up at the nanoscale, redefining
this ubiquitous material described simultaneously as a spanning space continuous
matrix and as a cohesive granular material that degrades and creeps over time.
This new route in understanding the CSH phase grew out from a combination of
new experimental techniques together with an important effort in modeling and
numerical simulations using statistical condensed matter physics as a unifying
knowledge background allowing tackling the structural and complexity of the
material over critical time and length scales. This framework provides a novel
opportunity to scientifically design cement material properties and hence identify
strategic issues that have the potential to transform cement production and use.
The purpose of this chapter is (i) to give a holistic overview of the physical
chemistry and mechanics of cement hydrate, as it develops during cement hydration
and progressively solidifies; (ii) to frame the outstanding questions on cement
hydrate structure and mechanics within the context of modern condensed matter
physics of amorphous materials; (iii) to review the recent research developments
in experiments, modeling, and simulations; and (iv) to analyze the new emerging
questions and their possible implications for reducing the environmental impact of
cement and concrete. In contrast to the existing reviews on this subject (see, e.g.,
J. Thomas et al. (2011)), we are addressing the large community of condensed
matter physicists and material scientists, well beyond the traditional concrete
research community. Our scope is to promote fundamental scientific understanding
of cement hydrates’ physics to encourage new research directions.

2 The Nanoscale Process of Hydration = Dissolution
of Clinker + Hydrate Precipitation

In this section, we focus on new and promising simulation approaches that advance
the understanding of different phases of cement hydration products, mainly CSH.
Figure 2 provides a schematic illustration of different stages of cement hydration
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Fig. 2 The schematics of a five-stage idealized thought model of cement hydration that combines
transport and boundary nucleation growth mechanisms. (a) Formation of a semi-impermeable layer
around cement particles during the dormant period. (b) A symmetric nucleation of a constant
number of CSH particles on the surface of cement particles. (c) An isotropic and self-similar
growth of CSH nuclei with spatially constant but time-varying growth rate. (d) Overlapping of
growing CSH nuclei and the coverage of the entire surface with hydrates which terminates the
nucleation-growth process. (e) The uniform growth of CSH particles that is controlled chiefly by
the inward transport of water and the outward diffusion of ions to the solution (see Rahimi-Aghdam
et al. 2017)

including dissolution, nucleation, and growth (Rahimi-Aghdam et al. 2017). At the
beginning of the hydration, the CSH grows loosely around the clinker phase starting
from nuclei; later it densifies and glues together also the crystalline phases. The
morphology of CSH can vary from globules to fibril or foil-like depending on the
initial conditions and the hydration stage (Richardson 2000). The initial composition
of the cement powder, the water-to-cement (w/c, mass basis) ratio, and the relative
humidity influence CSH structure. The fibril growth has been suggested to rise from
the increased osmotic pressure that ruptures the preexisting CSH layer (Richardson
2000). Jennings and co-workers investigated the size and diameter of the needles
formed under different conditions of relative humidity (Fonseca and Jennings 2010).
It is also found in microscopy images that CSH grows in different directions. CSH
grows both outward and inward the clinker particles, forming the so-called inner and
outer product, respectively. The inner product occupies the space of the hydrating
grain, and its structure is more compact and amorphous. The outer product is formed
in the pore solution, and it is reported to form bumps, needles, or foils.

A complementary way to examine the cement paste’s structure is by char-
acterization and distribution of void spaces in the material. The initial amount
of water influences significantly the overall porosity of the material; the higher
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the w/c ratio, the more porous the material. Initially, the voids in the cement
paste are large and connected; however, as the hydration proceeds and the solid
structure percolates, the pores reduce in size and get disconnected. Initially large
capillary pores of few μm are replaced by pores of few decades of nm at the
later stages or cured paste. Proton NMR experiments provide information about the
water movement and the porosity in cement paste (Korb et al. 2007b; McDonald
et al. 2010; Muller et al. 2013a). More specifically, these experiments indicate
that there are consistent pores of 2–5 nm and 14–30 nm, both associated with
the CSH gel. In order to interpret the experimental findings of the CSH structure,
models were developed based either on the hypothesis of the planar growth of
naturally occurring tobermorite, jennite, and portlandite minerals or the aggregation
of colloidal particles (Bullard et al. 2010). According to the first hypothesis, the
CSH gel is formed by interconnected layers that are similar to mineral crystals
(Daimon et al. 1977) following the cartoon representation proposed by Feldman
and Sereda (1968), where the layers are irregularly stacked and water is trapped
in between them or adsorbed in the free surfaces. This hypothesis could explain
some properties of the nanostructure such as the observed variable composition
of C/S ratio, the crystalline regions, and the amorphous layers, and they were
validated by gas sorption properties, porosity, and shrinkage. Gartner et al. (2017)
described the layers as narrow ribbon-like with random defects that make them
wavy and cause them to separate and branch. The growth rate of these ribbons
was considered exponential assuming that, due to the kinetics of the hydration,
nucleation and growth of the new material happen at the extremities of the ribbons.
Gartner suggested that the growth of the ribbons and their branching or impingement
could correspond to the acceleration and deceleration regime, respectively, of the
kinetic hydrations (Gartner 1997). The indication of the colloidal nature of CSH
came with the small-angle neutron scattering (SANS) experiments of Allen in the
1980s (Allen et al. 2007). The scattering data of a hydrating cement paste showed
a characteristic length of ∼5 nm after the induction time and a correlation length
∼ 40 nm developing due to aggregation (Allen et al. 1987). Based on these scattering
measurements and sorption data, Jennings proposed a hybrid model of globules with
a peculiar shape and inner structure. According to his first colloidal model (CM-I),
these particles form aggregates with two different packing densities: high-density
(HD) CSH and low-density (LD) CSH (Thomas and Jennings 2006). A further
refinement of Jennings’ model (CM-II) accounted for the smallest pores of the CSH
arising from the internal structure of the globules that, like in the picture proposed
by Feldman and Sereda (1968), are composed of tobermorite and/or jennite sheets
and water. Therefore, the CM-II combines a layer-like structure into the colloidal-
like description and accordingly interprets the adsorption isotherm experiments and
processes like creep and shrinkage (Jennings 2000).

Recent papers (e.g., Scrivener et al. 2015; Thomas et al. 2011) provide a
comprehensive review of modeling efforts on the cement hydration process over
the past 40 years, covering different modeling approaches such as single-particle
models, mathematical nucleation and growth models, and vector- and lattice-based
approaches to simulating microstructure development. In this section, we took the
step to consider advances in modeling based on modern solid-state quantum and
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statistical physics and importing general concepts from colloid and glass science,
which are critical to advance the science and engineering of cement paste.

2.1 Nanoscale Description of Clinker Surface Reactivity

The hydration of mineral surfaces is a critical process that involves multiple
coupled chemical reactions as well as topological changes. These features make
computational modeling of the hydration process very challenging. For cement
clinker, most of the modeling effort concentrates on C3S. The contact of C3S
with water leads to the hydroxylation of silicate particles and dissolution, releasing
calcium and silicate ions in the solution. It has been shown that Ca2+ is the main
parameter controlling the hydration kinetics and the stoichiometry and structure
of the reaction products such as CSH. The concentrations of the solution ([CaO],
[SiO2]) do not vary independently during C3S or cement hydration. In their recent
work, Manzano et al. have used reactive force-field simulations to understand
the surface properties, hydration, and dissolution of C3S (Manzano et al. 2015).
Furthermore, they showed that the computed static quantities, i.e., surface energies
and water adsorption energies, do not provide useful insight into prediction of
mineral hydration because these quantities do not account for major structural
changes at the interface, when dynamic effects are included. As water reacts
with the surface, significant topological changes take place modifying the surface
structure, and the correlation with the surface properties is lost. Therefore, the
authors concluded that the hydration of minerals couldn’t be predicted from the
static properties as has been traditionally done. Hence, including dynamics becomes
necessary to observe topochemical reactions.

The hydration mechanism of the reactive surfaces of C3S can be summarized as
a reaction and hopping process. Water reacts with the surface oxygen atoms forming
hydroxyl pairs. Then, protons penetrate into the crystal, hopping from surface
to inner oxygen atoms following a Grotthuss-type mechanism. The protonation
reactions break the calcium-oxygen bonds, and calcium desorbs from the bulk to
the surface, forming inner- and outer-sphere complexes. Overall, the surface of the
crystal evolves toward a disordered calcium-silicate-hydrate phase, and, as a result,
the reaction rates homogenize. In addition, Manzano et al. (2015) also observed
the formation of a stable icelike water monolayer driven by the peculiar underlying
crystalline order of some C3S surfaces that can inhibit hydration.

First-principles DFT-type calculations were employed for the first time by Dur-
gun et al. (2012) to provide a fundamental understanding of the relationship between
the reactivity of synthetic calcium silicate clinker phases and their electronic
structure with the aim to shedding light on the wide range of hydration kinetics
observed in different phases of calcium silicate. The authors showed that the high
reactivity of C3S is mainly related to the reactive sites around its more ionic oxygen
atoms. C2S does not contain these types of oxygen atoms, although experiments
suggest that impurities may play a role in changing the reactivity of these materials.
The electronic structure of a wide range of possible substitutions in both C3S and
C2S shows that while the influence of different types of impurities on structural
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properties is similar, their effect on reactivity is very different. These first-principles
calculations suggest that the variation of electronic structure is mainly related to
the formation of new hybridized orbitals and the charge exchange between the
impurity atoms and the bulk material. These differences are shown to influence the
reactivity in these materials, in good agreement with available experimental data.
By quantifying the charge density localization of the VBM and CBM (valence band
maximum and conduction band minimum, respectively) for a large set of potential
substitutions, it was predicted that several candidates could influence the reactivity
of C2S.

Manzano et al. have used a combination of classical and quantum mechanical
simulation methods to study the detailed physicochemical changes of C3S and C2S
upon incorporation of Mg, Al, and Fe guest ions (Manzano et al. 2011). Using
classical force-field methods, they considered random substitutions among possible
sites and different compositions in order to identify the preferential substitution
sites on the crystalline structures. Using quantum mechanical density functional
theory calculations, the electronic structure of representative configurations has
been computed to determine the potential impact of impurities on the reactivity.
Simulations show that any crystallographic site within the unit cell is equally
probable for the incorporation of guest ions and that there is not an optimal
distance between them, when multiple incorporations occur. The rearrangement
of the silicate groups’ orientation and calcium coordination polyhedron allows for
defect accommodation. Despite the change in orientation, the internal structure of
the silica groups is kept unaltered, while the change occurs in the more flexible
Ca-O distances. Manzano et al. (2011) found that C2S tighter structure makes it
more susceptible to structural changes when guest ions are incorporated. Regarding
the reactivity, DFT calculations reveal that the reactive areas under nucleophilic
and electrophilic attack change differently depending on the guest ion. Mg docking
does not change the electronic structure appreciably, while Al and Fe do, thereby
reducing the number of reactive sites. Aluminum, however, creates weak Al-O
bonds that are therefore highly reactive, balancing the reduction of dissolution
points. By contrast, iron dramatically decreases the reactive sites and introduces
a strong Fe-O bond. This difference might induce a noticeable decrease in the
dissolution rate with respect to the pure or the Mg- and Al-substituted alite and
belite. Along the same lines, Huang et al. (Huang et al. 2015) combined first
principles (DFT) and reactive molecular dynamic simulations, to provide a similar
picture of the influence of Mg, Al, and Fe impurity species on the hydration
reactivity of triclinic C3S phase.

2.2 Nanoscale Modeling of CSH Precipitation from the Initial
Electrolyte Solution

The formation of CSH out on the so-called pore electrolytic solution that exits in-
between clinker grains as they dissolve remains an open question. Here, we describe
the work of Dolado et al. (2011), who took the step to set a direct simulation
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of CSH precipitation using molecular dynamic simulation using the Garofalini
reactive potential for silica with the aim of reconciling the existing structural and
colloidal/gel-like models. The key result of this work is the prediction of the forma-
tion of a branched three-dimensional CSH solid network with segmental branches
(SB) of ∼ 3 × 3 × 6 nm in size. These SB units of CSH are essentially glassy
and do not reproduce the layered nanoscale texture that has been observed from
many TEM experiments over the years. The reason behind this is most probably that
the system got stuck into some local potential minima, being unable to overcome
large energy barriers. There are two ways to overcome such drawbacks. The first
would be to use a replica-exchange molecular dynamic approach (also often called
parallel tempering (Sugita and Okamoto 1999)). The second strategy can build on
the replica-exchange approach but will implement a coarse-grain description from
a full atomistic description to basic relevant structural units such as silica tetrahedra
and calcium ions in a dielectric continuum that represents the solvent, i.e., water in
the case of CSH. For a good example of this approach, we refer the interested reader
to the work of Chien et al. (2015). These authors have performed replica-exchange
reaction ensemble Monte Carlo simulations to study the low-energy crystalline
structures of a reactive model of silica. The implementation of replica-exchange
Monte Carlo involves simulating several system copies, each with its own value of
the equilibrium constant controlling silica condensation/hydrolysis reactions, which
are essential for building higher-order network structures and eventually crystals.
These replica-exchange simulations were found to traverse energy landscapes from
amorphous to crystalline phases, yielding the dense silica polymorphs. The good
predictive power of this approach is based on advanced statistical physics methods
that open the door to future simulation studies of the free energy barriers controlling
crystallization processes.

2.3 Origins of Cohesion Between CSH Grains and Its Evolution
During Cement Hydration: Bridging from the Nanoscale
to the Mesoscale

The bottom-up approach for multiscale modeling of cementitious materials inte-
grates different scales of knowledge to accurately model relevant phenomena across
multiple length and time scales. This approach provides a unique opportunity
to develop a full predictive modeling and simulation framework for amorphous
complex porous materials from molecular to engineering scales. Our starting point
is the atomic structure from which, using the state-of-the-art interatomic potentials,
one can derive the so-called potential-of-mean-force (PMF) between different
phases using free energy perturbation approach within the framework of statistical
physics. A PMF is a free energy function representing the interactions between
objects at a given temperature along a pre-specified reaction path, sometimes also
referred to as a collective variable. The PMF, therefore, is the key information
piece allowing to coarse-grained physical-chemistry information within a mesoscale
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model formulation. Such a coarse-grained modeling integrates atomistic response
into interparticle potentials that fully describe the atomic interactions and enables
us to reach much larger time and length scales.

The cohesion and stability of charged layers separated by an electrolyte solvent
have long been discussed within DLVO theory framework. The DLVO theory
combines the repulsive electrical double-layer interaction with the attractive van
der Waals interactions (Israelachvili 2011). The repulsive electrostatic interaction
is obtained by analytically solving the Poisson-Boltzmann equation of a system
made of positive point charges between negatively charged surfaces. Designed for
point charges, it is, therefore, a mean-field approach that ignores correlations in
ionic positions and their fluctuations due to thermal agitation. Making use of the
Poisson-Boltzmann equation, the electrostatic pressure P (i.e., the force per unit
area, i.e., the derivative of the PMF with respect to the inter-colloidal distance)
between two charged surfaces in function of the surface separation D is given
by P(D) = kBT[Cion(D/2) – C(∞)] where kB is the Boltzmann constant, T is the
temperature, and Cion(D/2) is the cation concentration at the mid-separation. This
pressure depends only on the increase in the ionic concentration at the center of the
pore, and therefore its origin is entropic.

It is now known that a system of charged plates and counterions can generate
strong attractive electrostatic interactions, the so-called ionic correlation forces
(ICFs) (Pellenq et al. 1997, 2008; Pellenq and Van Damme 2004). The so-called
primitive model was introduced in the 1980s to study such attractive forces. In the
primitive model, the charged lamellae and the hydrated cations are represented by
uniformly charged infinite planar surfaces and by charged hard spheres, respectively,
while the solvent is represented by a dielectric continuum. Monte Carlo simulations
in the framework of the primitive model showed that fluctuations of the ionic
concentration in the interlayer space result in an instantaneous polarization and
give rise to an attractive ionic fluctuation interaction, the so-called ionic correlation
forces. Thus, the behavior of the system is governed by a competition between
repulsive entropic forces and attractive energetic forces. For divalent or trivalent
cations, the attractive energetic contribution can exceed the repulsive entropic
fluctuations. For example, in the case of calcium counterions, attractive pressures
are observed for pore sizes larger than 10 Å and explain the experimentally observed
difficulty in complete exfoliation of calcium montmorillonite clay layers.

The primitive model has obviously its own limitations. The surfaces of the slit
pore are assumed to be flat and uniformly charged; the ions are supposed to be fully
hydrated and mobile, and the solvent is considered to be a dielectric continuum,
the dielectric constant of which is that of bulk water. These hypotheses make the
primitive model questionable, in particular at low surface separation. In this case,
the molecular structures of the solvent and the surfaces have to be directly taken
into account. Therefore, numerous works adopted a full-atomistic description to
study, for instance, the intralamellar swelling of smectite clays (Ebrahimi et al.
2012, 2014) or cohesion between CSH layers (Bonnaud et al. 2016; Masoumi et al.
2017a, b). However, the computational cost of these atomistic simulations is very
significant preempting coarse-grained simulations. Accordingly, it is necessary to
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determine more precisely the complexity that needs to be introduced into the models
of lamellar systems and the key physical ingredients responsible for the cohesion of
such materials.

During cement hydration, the cement paste has a high ionic concentration of
hydroxyl ions, resulting in 10 to 13 pH levels. These ions interact with the surface
of the already formed CSH particles, thereby giving them high surface charge – on
the order of one electron charge per 0.35 nm2 for fully ionized CSH. To compensate
the highly negatively charged CSH surfaces, Ca2+ counterions gather in the vicinity
of CSH surfaces forming an ionic cloud. These two characteristics of highly charged
particle surface and divalent surrounding counterions make the interactions of
CSH particles different than other colloidal systems. In weak electrostatic coupling
conditions, it has recently become clear that the distribution of the ionic cloud of
monovalent counterions cannot be described by the Poisson-Boltzmann equation
that constitutes the part of the DLVO theory that deals with electrostatics in a mean-
field fashion (Carrier 2013). This conclusion was drawn out from the primitive
model describing ionic ICFs using explicit solvent (Israelachvili 2011; Pellenq
et al. 1997, 2008; Pellenq and Van Damme 2004). In this case, ion-ion correlations
should be considered explicitly. The excess counterions near a CSH surface may be
correlated with a deficit of counterions in the opposite layer, giving rise to attractive
ion-ion correlation forces. These ion-ion correlated density fluctuations give rise to
an attractive force, akin to London dispersion forces that arise from correlations
between instantaneous electronic dipoles.

This nonclassical feature of the double layer, inducing an attraction between two
similarly charged surfaces immersed in an electrolyte, has been explored within the
theory of equilibrium electric double layer, where two regimes can be distinguished
(Attard 1996). The first regime is an attractive regime that occurs at small separation
distances and in presence of multivalent ions. The forces in this case change from
repulsive to attractive as the surface charge and pH increase. The second regime
occurs at larger separations, and especially in case of multivalent ions, the force
can be alternately attractive and repulsive depending on the electrostatic coupling.
For highly charged surfaces such as that of CSH and the divalent counterions
(Ca2+), simulations and theory predict strong attractive force more than one order
of magnitude larger than the van der Waals interactions. To account for the ion-ion
correlations, the following models and simulations were performed treating ions
explicitly (Jönsson et al. 2004, 2005; Pellenq and Van Damme 2004; Pochard et al.
2010). Within the mesoscale model, all ions are treated as point charges and the
water as a dielectric continuum. Two parallel walls with smeared surface charge
represent the opposite charged surfaces of CSH particles, and, in the pore solution
between the two surfaces, there are Ca2+ and OH− ions. All ions interact solely with
Coulomb interactions and satisfy electroneutrality within the simulation cell. Monte
Carlo simulations were performed in the canonical ensemble in order to calculate
the ionic distributions and the osmotic ICF pressure (Jönsson et al. 2004; Pellenq
et al. 1997; Pellenq and Van Damme 2004).

At this point, it is worth mentioning some numbers about the ionic concentrations
in CSH that will manifest the high ion concentrations near the particle surfaces. The
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bulk ionic concentrations at pH >11.6, when charge reversal occurs, hence when
the forces become attractive, are of the order of 10−3 M, the average separation of
the ions is 10 nm, and their electrostatic energy is much lower than their thermal
energy. The range of electrostatic interactions in the solution is given by the Debye
screening length that in this case is 4 nm and the Gouy-Chapman length that
indicates the width of the confinement layer next to the surface is of the order of
0.1 nm (Jönsson et al. 2004, 2005; Pellenq and Van Damme 2004). Hence most
counterions are confined in the vicinity of the surfaces, and this layer around the
surface has a much higher ionic concentration than the bulk. The main finding of
these simulations confirms the finding of AFM experiments, i.e., strongly cohesive
forces appear in between the CSH particles.

At the sub-nanoscale, atomistic simulations have been recently performed within
the CSH globules to evaluate the cohesion between the layers of tobermorite-like
CSH using Hartree-Fock, quantum DFT, or force-field methods (Gmira et al. 2004;
Pellenq et al. 2008; Pellenq and Van Damme 2004). The atomistic simulations have
elucidated the role of interlayer calcium ions and have been used to compute the
hydrogen bonding scheme of crystals such as jennite and tobermorite (Churakov
2009) or to investigate the cohesion of tobermorite layers (Gmira et al. 2004; Pellenq
et al. 2008; Pellenq and Van Damme 2004). The mechanical properties and several
spectral properties of the sub-nanometric structure of CSH could also be obtained
(Manzano et al. 2013; Pellenq et al. 2009). Static ionic interactions govern the
sub-nanoscale, whereas at larger length scales, dynamic correlations dominate due
to charge fluctuations. Therefore, in the case of CSH, it all comes down to the
evolution of the attracto-repulsive PMF that changes as the hydration proceeds: as
more and more ions are getting stuck into solid phases (CSH and CH), the potential
shoulder decreases, and in the case of the hardened paste, one is left with a single
well PMF. Note that in the case of clay, the PMF could exhibit up to three minima
corresponding to different water contents, in agreement with experiments (Ebrahimi
et al. 2014).

Interestingly enough, recent full atomistic simulations have confirmed the role of
ICFs in the case of tobermorite and CSH and provided reference PMFs that can be
readily used for mesoscale simulations of CSH (Bonnaud et al. 2016; Masoumi et al.
2017a, b). See Fig. 3 for an all-atom PMF calculation between tobermorite layers
using free energy perturbation technique. These PMFs, which are in quantitative
agreement with AFM data (Plassard et al. 2005), measure the cohesion with CSH
grains, as shown in the table below.

Contact surface area (nm2) Cohesive pressure (GPa)

CSH model A (Bonnaud et al. 2016) 26.15 −0.9
CSH model B (Bonnaud et al. 2016) 26.15 −0.07
CSH model C (Bonnaud et al. 2016) 9.95 −1.0
Tobermorite model (Masoumi et al.
2017a, b)

26.54 −6.0

Exp. (Plassard et al. 2005) 64.00 From −0.6 to −3.0
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Fig. 3 All-atom free energy perturbation calculation of PMF between nanolayers of tobermorite.
(a) The configuration of CSH layers solvated in water. (b) The mean force between CSH layers
as a function of separation distance. The inset shows the force decomposition; see Masoumi et al.
(2017a, b) for details

Combining advanced statistical physics approaches with realistic PMFs for the
simulation of cement precipitation and settings, Ioannidou et al. (2014, 2016)
investigated at the mesoscale the development of CSH gels under out-of-equilibrium
conditions using a realistic CSH grain-grain PMF (Ioannidou et al. 2014, 2016).
These authors proposed a new model and numerical approach to follow the gel for-
mation upon precipitation and aggregation of nanoscale colloidal hydrates, whose
effective PMF interactions are quantitatively consistent with forces measured in
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experiments at fixed lime concentrations and also with recent molecular simulations
(Bonnaud et al. 2016; Masoumi et al. 2017a, b). In the work of Ioannidou et al., a
Grand Canonical Monte Carlo (GCMC) scheme was introduced for the first time
in order to mimic the precipitation events (of CSH grains) by NVT molecular
dynamic simulation steps, which mimic a rate effect corresponding to the hydrate
production set by the chemical environment. The simulated hydrate precipitation
curve indeed reproduces the acceleration and deceleration regime typically observed
in experiments correctly capturing the effect of lime concentration on the hydration
kinetics and the gel morphology. The analysis of the evolution of the gel morphology
indicates that the acceleration is related to the formation of optimal local dense
packing that allows for growth of large and elongated aggregates. It is important to
mention that this is the first prediction of the heat curve with no pre-assumed kinetic
models that always contain ill-defined and/or unmeasurable parameters (Thomas
et al. 2011). Overall, Ioannidou et al.’s efforts clarify the connection between the
hydration kinetics and the changes of the gel morphology.

3 Hardened Cement Paste

At the microscale, many crystalline phases are observed in hardened cement paste
together with the amorphous CSH. The most common crystal is the portlandite,
which can grow up to several micrometers in the pore solution and close to the
clinker surface. The size of the crystals depends on the temperature and w/c ratio.
The ones growing in the pore solution under ideal conditions form hexagonal plates,
whereas the ones growing close to the clinker surface are not perfectly shaped. Other
crystal phases are the AFm and AFt that form needles of around 1 μm close to the
clinker particles (Bullard et al. 2010).

3.1 Chemical Composition and Nanoscale Structure of CSH

Many experimental techniques elucidate the structure of CSH at the nanoscale
(Fig. 4). The main findings of the CSH’s nanostructure come from analog models
that interpret X-ray diffraction (XRD), sorption, shrinkage, NMR, and AFM experi-
ments. In the 1950s, based on XDR evidence, Bernal (1954) suggested that CSH has
a layered structure related to a crystalline mineral – 1.1 nm tobermorite – and called
it tobermorite gel (Taylor 1993). In general, different types of CSH can coexist
within a same cement hydrate paste with variable stoichiometry characterized by
the water content and the calcium to silicon (Ca/Si) ratio that ranges from 1.2 to
2.3 with a maximum abundance at 1.7. The reason for the coexistence of all these
different chemical compositions has to be established on proper thermodynamic
grounds based on free energy arguments. CSH is usually described as amorphous
due to its X-ray diffraction (XRD) pattern that shows few (and rather broad)
peaks (Meral et al. 2011; Skinner et al. 2010). Tobermorite minerals have lamellar
structure of calcium oxide layers connected on both sides by silicate chains
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Fig. 4 The textural evolution of CSH with increasing Ca/Si ratio. At low Ca/Si ratio (Ca/Si = 1),
both the TEM and MD simulations show ordered crystalline structure, in which calcium-silicate
chain layers are distinctively very long. However, at high Ca/Si ratios (Ca/Si= 1.7), both TEM and
MD simulations indicate defective structures that lead to a disordered glassy structure. For details,
see Pellenq et al. (2009) and Qomi et al. (2014b)

following dreierketten arrangement, i.e., based on three silicate tetrahedra – two
in the vicinity of the calcium oxide layer and one bridging to the next dreierketten
group (Bonaccorsi et al. 2005). Note that, at C/S > 0.66, tobermorite layers acquire
a nonzero negative charge with the hydrolysis of O-H bonds attached to silicate
groups. This surface charge is then compensated by additional hydrated interlayer
calcium ions.

It has been proposed that CSH could be made of crystalline tobermorite-like
layers mixed with jennite, another layered calcio-silicates with C/S = 1.5, which is
the base of the so-called T-J model of Richardson (Richardson 2008). Obviously,
a mixture of compounds with C/S altogether less than 1.5 cannot account for the
fact that the C/S distribution in CSH can average at 1.7. This explains why the idea
of nanocrystalline portlandite was put forward. To date, no experimental evidence
of such nanocrystalline portlandite has been found. More experimental findings
for the chemical composition of CSH were provided by Nonat et al. when they
investigated alite hydration with a special setting that allowed them to control the
calcium hydroxide concentration in solution (Garrault et al. 2005, 2006; Nonat
2004; Plassard et al. 2005). They found that the calcium hydroxide concentration
determines the Ca/Si ratio of the CSH and the formation of the CSH network. The
evolution of the stoichiometry of CSH can be linked to the lime concentration of
the solution. According to this, Nonat et al. categorized CSH into three classes with
different C/S ratios and developed a predictive thermodynamic equilibrium model
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based on bulk and surface mass laws that are reliable at local equilibrium conditions
(Nonat 2004).

Solid-state nuclear magnetic resonance measurements of 29Si-enriched triclinic
C3S enabled the quantitative monitoring of the hydration process in terms of tran-
sient local molecular composition, extent of silicate hydration, and polymerization.
This provided insights into the relative influence of surface hydroxylation and
hydrate precipitation on the hydration rate. When the rate drops, the amount of
hydroxylated C3S decreases, thus demonstrating the partial passivation of the sur-
face during the deceleration stage. Moreover, the relative quantities of monomers,
dimers, pentamers, and octamers in the CSH structure can be measured (Pustovgar
et al. 2016).

In 2009, Pellenq et al. (2009) proposed a molecular model of CSH based
on a bottom-up atomistic simulation approach that considers only the chemical
specificity of the system as the overriding constraint. By allowing for short silica
chains distributed as monomers, dimers, and pentamers, this CSH archetype of
a molecular description of interacting CaO, SiO2, and H2O units provides for a
realistic value of the C/S ratio (set at 1.65 and corresponding to the most abundant
form of CSH in a cement paste). The mass density computed after Grand Canonical
Monte Carlo simulation of water adsorption at 300 K is 2.43 g/cm3 that comes
very close to the CSH density measured by NMR (Muller et al. 2013b). Note
that the densities of both tobermorite (Ca/Si = 0.83, ρ = 2.18 g/cm3) and jennite
(Ca/Si = 1.5, ρ = 2.27 g/cm3) are significantly lower than that of CSH. Jennings
et al. (Allen et al. 2007) using SANS measurements also determined the mean
C/S ratio to be at 1.7 and the density of CSH at 2.6 g/cm3 – a value that is a
bit larger than that reported by McDonald et al., i.e., 2.45 g/cm3 (Muller et al.
2013b). This discrepancy can be rationalized from the fact that it is necessarily an
upper bound as the technique made no distinction between in-CSH grain structural
water and adsorbed water at the surface of capillary pores. The simulated model
of CSH, with a chemical composition of (CaO)1.65(SiO2)(H2O)1.75 (see Fig. 4),
also predicts other essential structural features and fundamental physical properties
amenable to experimental validation, which suggests that the CSH gel structure
includes both glass-like short-range order and layered structure features of the
mineral tobermorite. Additionally, the predicted mechanical stiffness, strength, and
hydrolytic shear response compare well to experimentally measured properties of
CSH using nanoindentation.

This work was then extended to studying all the possible chemical compositions
of CSH measured in terms of C/S spanning from 1.2 to 2.1 (Qomi et al. 2014a).
A database for the combinatorial screening of mechanical behavior was then
obtained by creating an ensemble of atomic structures of CSH with each member
characterized by a given value of the C/S ratio according to the multi-statistical
physics-based method approach shown in Fig. 5. All the (150+) atomistic models
were created consistently, according to the procedure in which randomly chosen
electroneutral SiO2 groups are removed from a pristine 11 Å tobermorite crystal
structure under the constraint of a given C/S ratio. Subsequent molecular simulation
steps in the course of this procedure accounted for the chemical reactivity of
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Fig. 5 The eight stages of model construction. These stages are strictly followed 150 times to
produce CSH samples with varying Ca/Si ratio ranging from 1.1 to 2.1

the silicate chains with water through the use of the ReaxFF empirical reactive
potential.

There models provide a quantitative means to relate the composition of CSH to
its mechano-physical properties at the nanoscale. Figure 6 shows the dependence
of mechanical properties of CSH to C/S ratio. Both the indentation modulus
and hardness decrease as a function of C/S. The superior strength and stiffness
required for reducing cement consumption can be envisioned with the altercation
of the chemistry of CSH to lower C/S ratios. Recently, using high-pressure X-ray
diffraction, it was shown that at low C/S ratios, the densification can increase the
mechanical properties of CSH despite the increase in the defect content, and its
possibilities were verified using atomistic simulations (Geng et al. 2017). Further-
more, it was shown that incorporation of aluminum in the molecular structure of
CSH creates crosslinking between CSH layers, increasing its mechanical properties
(Qomi et al. 2012). There is an important combinatorial aspect of this work as it
is clear that, for a given C/S ratio, a (finite) number of atomistic configurations
could be built, relaxed, and subjected to GCMC simulation of water adsorption. We
mentioned earlier that the fact that the same CSH paste could host different local
composition characterized by its C/S ratio had to be explained by an argument.
Indeed, it is one of the main outcomes of the work of Qomi et al. (Qomi et al.
2014a; Qomi et al. 2015) that all CSH polymorphs for a given C/S ratio turn out to
exhibit the same free energy (see Fig. 7 (Qomi et al. 2014b)). As expected, low C/S
CSH polymorphs are found to be more stable than those at larger C/S indicating
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Fig. 6 Mechanical properties of CSH. (a) The indentation modulus (M, orange squares) and
hardness (H, brown squares) of CSH as a function of Ca/Si ratio. The results of the atomistic
simulations are compared against nanoindentation results (gray squares). (b) CSH’s anisotropy.
At low Ca/Si ratios, the CSH has a transversely isotropic structure as indicated in the difference
between M1 and M3. See Qomi et al. (2014b) for details

Fig. 7 Vibrational free
energy of CSH models as
function of Ca/Si ratio that
indicates the presence of
polymorphism in CSH
structure (Qomi et al. 2014a
and Qomi
et al. 2015)

that tobermorite is more stable than CSH and that CSH over time should turn into
tobermorite if silica sources are provided.

More interesting, for any given C/S value, all CSH polymorphs have the same
free energy indicating that they have the same equal probability to occur whatever
is the distribution of silica chunks in terms of monomers (Q0), dimers (Q1), and
longer silica chains (Q2). Note that the Qn notation refers a SiO4 tetrahedral unit
that is surrounded by n bridging oxygen atoms (with n = 1–4). Hence, Q0 indicates
an isolated silica tetrahedron; Q1 refers to end members in a silica chain, i.e., a
dimer is therefore made of two Q1-type silica tetrahedra; and Q2 refers to silica
tetrahedra that are in the core body of a silica chain, hence having two tetrahedra
site as immediate neighbors, etc. Importantly, these nanoscale models of CSH
were validated against a large body of experimental evidence ranging from water
content (from drying experiments), Ca-OH bond content (from neutron scattering
experiments), silica mean chain length (from solid-state 29Si NMR), and total
scattering function (as obtained from synchrotron-based X-ray spectroscopy) as
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shown in Fig. 2 of Qomi et al. 2014a. The agreement between simulations and
experimental results is impressive as there are no adjustable parameters in the
simulation protocol. In particular, one should focus on the GCMC prediction of
water content upon increasing amount of SiO2 vacancies. This result remains unique
and clearly indicates the validity of the approach: for every missing SiO2 group,
two water molecules can be docked in the CSH nanotexture – which is totally
meaningful in terms of created volume accessible to water molecules based on a
simple van der Waals radius argument. The use of the ReaxFF reactive force field
further allowed some water molecules initially inserted in GCMC fashion to react
and split into Ca-OH and Si-OH groups.

3.2 CSH at Large C/S Values: The Nano-portlandite Hypothesis
and the Fate of Silica Monomers

Another very interesting point coming out of the texture analysis of the CSH models
across the range of C/S values is that CSH’s density increases as the C/S ratio
increases, which was thoroughly confirmed by synchrotron scattering experiments
(Soyer-Uzun et al. 2012). Interestingly, recent molecular simulations based on
reactive interatomic potentials of tobermorite crystals doped with Ca(OH)2 moieties
contradict these experiments, hence disqualifying the “nano-portlandite hypothesis”
that was put forward in order to account for CSH at the large C/S values in the
T-J model of Richardson (Richardson 2004). We now focus on analyzing the fate
of silica chunks in the nanoscale models of CSH across the span of C/S values.
As shown in Fig. 2c of Ref. (Qomi et al. 2014a), the evolution of the silica
mean chain length is well accounted for in the simulated models. Despite all
prediction of the CSH models across the range of C/S values, the approach was
highly criticized, in particular concerning the large number of silica monomers
present at large C/S values, apparently contradicting the commonly accepted belief
that Q0 monomers were remains of hydrated clinker grains and that CSH only
contains silica dimers, pentamers, and octamers. Figure 8 presents the average
number of Q0 (monomer) for a given family of CSH models at fixed C/S value
as a function of the C/S ratio. There is a sharp transition at C/S = 1.5 where
this number jumps from 3 +/− 1% to 14 +/− 2%. When convoluting this
curve with the experimental C/S distribution, one obtains an average value of the
number of monomers of around 6 ± 1%. This value is in very good agreement
with the recent high-resolution NMR work of d’Espinose et al. (Pustovgar et al.
2016), who were able to quantity Q0 fraction in CSH to be at 5 ± 2%. This
confirms that silica monomers can exist in CSH up to some large amount and
can be stable due to O-H covalent and/or O-Ca ionic bonds. Interestingly, the
Si-O and Ca-O pair distribution functions for the CSH models at large C/S value
are characteristic of oxide glasses, while at low C/S value, these are close to
that found in crystalline tobermorite (Qomi et al. 2014a; Bauchy 2014; Bauchy
et al. 2014b, c). The overall picture that emerges is that, at the nanoscale,
CSH is a collection (of grains) of different chemistry (measured by the local
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Fig. 8 The number of Q0 as a function of Ca/Si ratio in CSH models

C/S ratio) – each grain having a structure reminiscent of layered tobermorite that
gets more and more defective and hydrated as C/S increases locally inducing glassy
atomic arrangements (Abdolhosseini Qomi et al. 2014a; Bauchy et al. 2014c). The
transition between ordered and glassy was identified at C/S = 1.5 (Qomi et al.
2014a).

3.3 Anomalous Behavior of Confined Water in CSH

Despite the multidisciplinary interests in understanding water in confined geome-
tries, our knowledge in the field of interfacial properties of water in such extreme
confining conditions is still in a fledgling state. This is important as the confinement
size and pore geometry directly affect the chemo-physical properties of water, e.g.,
a shift in dipole moment, hydrogen bonding, and transport properties – which are
significantly different from those of bulk water. Equilibrium molecular dynamic
(MD) simulations were performed on the 150+ models of CSH samples with
the goal of understanding the structure and mobility of unreacted interlayer water
molecules using the CSH-FF potential (Shahsavari et al. 2011) as it reproduces
the structure and mechanics of CSH at varying stoichiometry. It was found that
the mobility of water strongly depends on composition; namely, it increases with
increasing C/S ratio by up to one order of magnitude (Fig. 9). However, over
the whole range of C/S ratio values, the diffusivity of mobile water remains
about 1/1000th of the bulk water. The increase in the probability of escaping the
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dynamical cage with increasing C/S ratio physically explains the composition-
dependent mobility in relation to the amount of protruding silica groups in the
interlayer spacing of CSH. This brings forward the notion of “pocket-like,”
“patch-like,” and “in-channel” diffusion at low, medium, and high C/S ratios,
respectively.

The strong interaction with the CSH hydrophilic surfaces and their sub-
nanometric defective texture reduces the self-diffusivity of mobile water molecules.
Furthermore, the self-diffusivity of water in the interlayer is roughly ten times
smaller than that observed in elastic neutron scattering and proton field-cycling
relaxometry experiments, which both only probe the dynamics of water in CSH’s
mesopores. Hence, these experiments are not yet addressing the water dynamics
inside the nanotexture of CSH. Finally, a correlation was found between the
structural and dynamical properties, which arise from the anomalous behavior
of water under pressure. Similar to the anomalous behavior of bulk water, the
self-diffusivity of water in the nanotexture of CSH increases with the density. The
confined water in CSH was shown to have higher self-diffusivity due to an increase
in the escaping probability from the dynamical cage through reduction of diffusion
energy barriers.

The consistent picture that emerges from these studies is that molecular water
confined in the nanotexture of CSH is really part of the structure and does not
behave at all as liquid water: water molecules vibrate around almost fixed interlayer
calcium ion and show very limited translational diffusion. This translates into an
anomalous diffusive behavior and very small value of the associated dielectric
constant, even affecting the water dipole moment. Spanning across the data bank
of atomistic models of CSH, it became clear that molecular water goes through
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a hopping mechanism (from interlayer calcium ion to the next) with increasing
self-diffusivity constant with increasing C/S values. However, these diffusivity
constants remain 1000 less than that of bulk water. Obviously, this almost non-
diffusive water does not arrange as ice. Interestingly enough, Korb et al. (2007a, b)
measured a self-diffusivity constant for water molecules at the surface of the CSH
grains defining capillary pores that is 60 less than that of the bulk. Therefore,
it does totally make sense to find even lower self-diffusivity constant for water
inside CSH grains. Recently, Morshedifard et al. showed that the non-asymptotic
long-term deformation of creep, i.e., the so-called logarithmic creep, originates
from increasing nanoconfined water content between the CSH layers (Morshedifard
et al. 2018). They demonstrated that the viscoelastic deformation in CSH transitions
to logarithmic creep by increasing the lubrication effect on adjacent CSH layers.
This places a critical emphasis on the role of nanoconfined water on the durability
of cementitious materials.

3.4 Thermal Properties of Cement Paste from the Nano- to the
Macroscale

Having a set of realistic structure of CSH, Qomi et al. studied the thermal properties
of cement paste via a multiscale bottom-up approach, starting from the nanoscale
by calculating properties of individual constituent phases and connecting them to
macroscale properties using mean-field homogenization theories (Qomi et al. 2015).
At the nanoscale, the phonon density of states of CSHs, CH, β-C2S, and C3S and the
components’ atomic contributions were studied, and it was found that analogous to
glassy materials, CSH exhibits excess vibrational states characterized by the boson
peak at the low-frequency region. The position of the boson peak shifts to higher
frequencies with increasing CSH density or, equivalently, by decreasing the C/S
ratio. The specific heat capacity of dry and saturated CSH models increases linearly
with the C/S ratio; see Fig. 10a. The apparent heat capacity of nanoconfined water
in the interlayer spacing of CSH is determined to be significantly lower than that of
bulk water at room temperature due to strong interaction with the calcium-silicate
substrate. The thermal-conductivity tensor individual phases using the Green-Kubo
relation were calculated and shown to be close to that of silica glass. The cumulative
model thermal conductivity measurements are close to that of molecular dynamics
and those back-calculated from the experiment (Zhou et al. 2017). Due to the glassy
nature of CSH, only 30% of the total heat conduction stems from the phonon-
like vibrational modes called propagans. The rest of the 70% heat conduction is
carried out via the diffusive vibrational modes; see Fig. 10b. Furthermore, it was
demonstrated that the variation of the macroscopic heat capacity of cement paste in
terms of the hydration degree using mixture rules. The macroscopic heat capacity
and thermal conductivity values predicted via our multiscale bottom-up approach
were shown to be in good quantitative agreement with experiments.
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3.5 Topological Constraint Theory

Concrete’s mechanical properties are mostly controlled by the mechanical proper-
ties of its binding “glue,” the CSH phase. However, the complex atomic structure
of CSH makes it challenging to reveal the relationship between CSH’s composition
and its nanoscale mechanical properties. This lack of knowledge has likely severely
limited our potential to significantly improve the mechanical properties of CSH.
This is an account of the fact that CSH can exhibit a virtually infinite number of
possible compositions (e.g., with varying C/S ratio) and that even small variations
in its composition can drastically alter the properties of CSH as shown here above.

To this end, recent progress in glass science has recently resulted in some new
insights into the relationship between CSH’s atomic composition/structure and its
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engineering properties. This analogy with glass science is based on the observation
that cementitious materials and structural glasses share many similarities: (i) they
are largely disordered, (ii) they exhibit fairly similar compositions (e.g., SiO2,
Al2O3, CaO, Na2O, etc.), (iii) they are out-of-equilibrium (i.e., they “relax” toward
a more stable state of energy over time), and (iv) they can present a virtually infinite
number of possible compositions (i.e., unlike crystals, they do not have to satisfy
any stoichiometry rules). Over the past decade, significant efforts have been devoted
by the glass industry to nano-engineer novel glasses featuring optimized properties,
especially to stimulate the development of fracture- and scratch-resistant glasses
used as smartphone protective screens (Mauro et al. 2013).

In particular, topological constraint theory (TCT) has emerged as a powerful
technique to predict the engineering properties of glasses based on their composition
(Bauchy 2012; Mauro 2011; Phillips 1979). The idea of TCT is to reduce the
complex, disordered structure of glasses into simple mechanical trusses, wherein
nodes (the atoms) are connected to each other by some mechanical constraints (the
chemical bonds). In atomic networks, such constraints comprise (i) the radial bond-
stretching constraints, which maintain the bond length fixed around their average
values, and (ii) the angular bond-bending constraints – which govern the interatomic
angles. As such, TCT captures the important atomic topology that has a first-order
impact on their macroscopic properties while filtering out less relevant structural
details (Smedskjaer et al. 2010). In analogy with the stability of mechanical trusses,
atomic networks can then be classified as flexible, stressed-rigid, or isostatic when
the network of topological constraints per atom (nc) is smaller, larger, or equal to
three (i.e., the number of degrees of freedom per atom in 3D), respectively (see
Fig. 11). Importantly, TCT was successfully used to predict the optimal composition
of Corning® Gorilla® glass, which is now used on billions of smartphones and
tablets around the world (Ball 2015).

3.6 Composition-Property Relationships in CSH

Recently, for the first time, TCT was applied to CSH to rationalize the relationship
between its composition and properties. The rigidity state of CSH systems of
varying compositions was identified by reactive molecular dynamic simulations
(Bauchy et al. 2014a, 2015) using a well-established method (Bauchy et al. 2011;
Bauchy and Micoulaut 2011). CSH was found to be flexible (nc < 3) and stressed-
rigid (nc > 3) for Ca-rich and Si-rich compositions, respectively (see Fig. 12).
These regions effectively delimit a series of optimally constrained (nc = 3) CSH
samples (gray region in Fig. 12). The knowledge of the topology of the atomic
network of CSH was used to predict its hardness, in the very same fashion as the
hardness of aluminosilicate glasses was predicted while designing Gorilla® glass
(Bauchy et al. 2015; Smedskjaer et al. 2010; Zheng et al. 2017). The hardness
was calculated using the new approach proposed by Qomi et al. by applying
biaxial deformation to the molecular structure (Qomi et al. 2017). It was found
that the hardness of CSH scales linearly with the number of angular bond-bending
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Fig. 13 Ternary diagram showing the compositional dependence of (a) the number of constraints
per atom and (b) the indentation hardness

constraints per atom (Bauchy et al. 2015). Based on this knowledge, the ternary
map of CSH hardness was predicted (see Fig. 13). All the predictions were
validated by nanoindentation tests. This ternary map of hardness can be used to
pinpoint promising CSH compositions exhibiting targeted hardness values (see
Fig. 13). Altogether, by simplifying the complex atomic network of CSH, TCT
can be used to analytically predict composition-property relationships in CSH. This
approach can be used to identify in silico promising CSH compositions that feature
desired engineering properties.

3.7 Optimal Properties of Isostatic CSH Compositions

When analyzing the 150+models of CSH spanning the range of possible C/S values
through the prism of the so-called rigidity theory, it was striking to realize that the
C/S = 1.5 composition was the turning point from stressed-rigid (at C/S >1.5) to
floppy/flexible configurations (at C/S <1.5), that is, the composition threshold at
which CSH exhibits a crystalline-to-glassy transition (see above). Due to its isostatic
character, the particular composition at C/S = 1.5 is rigid but free of any internal
stress (Bauchy et al. 2015). Based on previous observations regarding isostatic
glasses, these compositions are expected to show optimal properties. Importantly, it
has been shown that isostatic glasses (i.e., nc = 3) feature (i) an optimal space-filling
tendency, (ii) a minimum propensity for aging, and (iii) a maximum resistance to
fracture (Boolchand et al. 2001; Varshneya and Mauro 2007). This is significant as,
despite obvious advantages (low cost, ease of use, etc.), concrete’s main drawback
lies in the fact that it can break or creep over time.

As mentioned above, CSH was found to be isostatic (optimally constrained,
nc = 3) for Ca/Si =1.5. This isostatic state is obtained when the atomic is fully
rigid (i.e., no internal modes of deformation) but free of any eigenstress (i.e., no
mutually dependent constraints). Interestingly, it was observed that isostatic CSH
samples exhibit maximum fracture toughness (see Fig. 14) (Bauchy et al. 2016).
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Fig. 14 Computed fracture
toughness of CSH as a
function of the number of
constraints per atom. The
gray area indicates the range
of composition for which
CSH shows an isostatic
character

This was shown to arise from the facts that flexible CSH samples (nc < 3) exhibit
low surface energy values, which makes them poorly cohesive, whereas stressed-
rigid CSH samples (nc > 3) show high brittleness since the high atomic connectivity
prevents any local reorganization of the atoms to release stress. In contrast, isostatic
CSH samples (nc = 3) present the best compromise between cohesion and ability
to show local plastic deformations and, hence, feature maximum fracture toughness
(in line with what is observed for structural glasses).

In addition, isostatic CSH samples were also found to exhibit maximum resis-
tance to long-term relaxation deformations (Bauchy et al. 2017; Pignatelli et al.
2016). This was explained by the facts that flexible atomic networks present some
internal modes of deformation, which facilitate the activation of low-energy modes
of relaxation upon loading. On the contrary, stressed-rigid systems are free of such
floppy modes but present some internal eigenstress, which acts as a driving force
stimulating relaxation (i.e., to achieve a more stable configuration that is free of
any internal stress). Isostatic CSH compositions were also found to exhibit unusual
thermal properties, dissolution kinetics, and resistance to irradiation (Krishnan et al.
2016, 2017; Pignatelli et al. 2016). Altogether, these results support the idea that
CSH might behaves as a conventional silicate glass.

4 Conclusion

Overall, these results offer a self-consistent description of concrete at different
scales: (i) electronic scale (DFT simulations), (ii) atomic scale (classical and reac-
tive molecular dynamic simulations), (iii) colloidal scale (mesoscale simulations),
and (iv) continuum scale (i.e., the scale that is accessible to experiments). Various
upscaling techniques (e.g., “potential of mean force”) or theories (e.g., topological
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constraint theory) can now be used to seamlessly connect one scale to the next –
by capturing the essential feature of a given scale and modeling it as a reduced-
dimensionality input for the next scale. This approach offers a complete bottom-up
description of calcium-silicate-hydrate – from electrons to continuum – with no
adjustable parameters. We expect these models to facilitate the optimization of
existing cementitious binders and accelerate the discovery of novel formulations
with drastically improved properties. Altogether, these results also exemplify how a
synergetic combination of experiments, simulations, and theoretical models – which
mutually feed into and advance each other – can unlock the “genome” of concrete,
that is, by identifying and deciphering how the basic structural building blocks of its
atomic structure control its macroscopic properties. This effort also largely benefited
from advances offered by various fields, including material science, condensed
matter, statistical physics, and chemistry. Such an interdisciplinary is critically
needed to solve the “material problems” facing the civil engineering community – a
field that had largely relied on empiricism-driven routes in the past.
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Abstract

Translating the insight gained through numerical simulations of microscopic
models into information and predictions useful for engineering applications is
a formidable task for complex and amorphous materials. Here we propose a
strategy that builds on distinct dedicated approaches at different length scales
and transfers the relevant information across them, to bridge from an atomistic
description to a mesoscale mechanical model. We provide an overview of
the fundamental concepts that underlie such strategy and two examples for
engineering-relevant materials such as clays and cement hydrates.

1 Introduction

Novel breakthroughs in engineering materials depend crucially on understanding
the microscopic physical processes underlying the development of amorphous
structures and the related complex mechanical response. Being able to explain
material properties in terms of their atomic structure is the ultimate goal for a mature
branch of materials science, but it is far from being reached for amorphous mate-
rials: the mechanical properties of crystalline alloys are well understood in terms
of microscopic heterogeneities in their structure – dislocations, grain boundaries,
and interstitials – but an equivalent picture is lacking for amorphous materials.
Translating the insight gained through microscopic models into information and
predictions useful for engineering applications is therefore a formidable task. The
idea that bridging the wide range of length scales involved can be achieved just
by extending first-principle calculations over increasingly large samples, thanks to
the continuum increase in power and capacity of computational resources, is far
too simplistic and set to fail. The conundrum, in fact, is not to compute atomistic
trajectories but rather to identify and disentangle distinct dynamical and mechanical
processes that emerge at different length scales, depending on the complexity of the
material structure. Solving this problem requires constructing models and analysis
tools that unravel the fundamental physical mechanisms at the different relevant
lengthscales, and devise the right strategy to pass the information across scales. For
engineering applications, the ultimate challenge is to use the knowledge obtained
at the microscopic level to formulate mesoscopic constitutive models that allow to
predict the material behavior at engineering-relevant scales.

2 From Atomistic Approaches to the Potential of Mean
Force: The Case of Cement Hydrates and Clays

Clay-based soils and cementitious materials have enormous practical relevance
and implications for sustainable industrial technologies. The mechanics of clay-
hydrates and calcium-silicate-hydrates (the main binding phase in cement), together
with its evolution with changes in the physicochemical environment, is one of
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the outstanding questions to control and design durability and sustainability of
materials in civil engineering. Even at the atomistic level, those solids are extremely
complex and require sophisticated models to capture their subnanoscale structure
(Pellenq et al. 1997, 2009). In particular, the mechanics emerges from the mesoscale
organization of nanoscale (colloidal) units, whose cohesion, in turn, is the results
of subnanoscale effective interactions. Hence the most useful information to be
extracted from the atomistic description of the material is the cohesion between the
nanoscale units, which can be then translated into effective interactions for a model
that describes their aggregation and phase behavior. From the atomic structure of
a specific material, one can in fact derive the free energy function representing
the effective interactions over a given length scale (the Potential of Mean Force
or PMF). The PMF is the key piece of information needed in a coarse-grained
description of the physical chemistry of a material and offers huge computational
and modeling advantages as it allows for the upscaling of models and computational
approaches with the possibility to retain the essential physicochemical processes of
interest (Doi 2013; Frenkel and Smit 2001; Kumar et al. 1992; Pellenq et al. 1997;
Bonnaud et al. 2016; Ioannidou et al. 2017a).

For both clay-hydrates and calcium-silicate-hydrates (at early stages of the
hydration, where ions and small aggregates are still quite mobile in solution), the
cohesion between the nanoscale units can be rationalized as the result of the net
interactions between charged surfaces separated by a solvent containing counterions
(Carrier 2013). This problem has been solved analytically, in certain conditions, by
the DLVO theory that describes the combination of the repulsive electrical double-
layer interaction (due to the accumulation of the counterions close to the charged
surfaces) with the attractive van der Waals interactions (Israelachvili 1992). Within
the DLVO theory, the analytical form of the repulsive electrostatic interactions is
obtained by solving the Poisson-Boltzmann equation for a system made of positive
point charges between negatively charged surfaces with the well-framed classical
density functional theory approach. Designed for point charges, it is a mean-field
approach that ignores the correlations in the fluctuations of the ionic positions.
Making use of the Poisson-Boltzmann equation, the electrostatic pressure P (i.e.,
the force per unit area, or the derivative of the PMF with respect to the distance)
between two charged surfaces as a function of the surface separation D is given by

P(D) = kBT [Cion(D/2)− Cion(∞)] (1)

where kB is the Boltzmann constant, T is the temperature, and Cion(D/2) is the
cation concentration at the mid-separation. The PMF is simply the integral form of
the pressure curve (typically integrated along the direction orthogonal to the two
surfaces). This pressure depends only on the increase of the ionic concentration
in the gap between the two surfaces, and its origin is the entropic contribution of
an ideal gas of ions to the total stress (Israelachvili 1992). However, counterion
fluctuations between charged surfaces can be affected by strong correlations that
provide non-negligible contributions to the stresses on the surfaces: these are the so-
called ionic correlation forces (ICFs) which can be strongly attractive even between
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Fig. 1 Schematics and results of the primitive model (PM) from (Pellenq and Van Damme 2004).
Left: Scheme showing the two uniformly charged walls separated by a dielectric continuum in
which hydrated counterions are free to move. D is the interlayer separation and d is the ion
diameter. Right: Isobaric contour map obtained from Monte Carlo simulations of the PM. The
map shows both the cases for clays and C-S-H. Reproduced with permission from (Pellenq and
Van Damme 2004).

equally charged surfaces and are not accounted for by DLVO theory (Pellenq et al.
1997, 2008; Pellenq and Van Damme 2004). ICFs can be computed numerically: in
the primitive model (PM) introduced in the 1980s, the charged plane surfaces and
the hydrated cations are represented by uniformly charged, infinite, and structureless
planar surfaces and by charged hard spheres, respectively, while the solvent is
represented by a dielectric continuum (see Fig. 1(a)). Monte Carlo simulations
of PM have shown that fluctuations of the ionic concentration in the interlayer
space result in an instantaneous polarization and can give rise to attractive ICFs.
In particular, ICFs can become strongly attractive for divalent or trivalent cations,
since in those cases, the attractive energetic contribution can exceed the repulsive
entropic fluctuations by much. In the case of calcium counterions, present both in
clays and calcium-silicate-hydrates, strong attractive pressures can be obtained at
separations <10 Å (see Fig. 1(b)).

The primitive model has obviously its own limitations. The surfaces of the
slit pore are assumed to be flat and uniformly charged; the ions are supposed
to be fully hydrated and mobile; and the solvent is considered to be a dielectric
continuum (typically the dielectric constant of bulk water would be used for
clay or C–S–H). These hypotheses make the primitive model questionable in
particular at small surface separations. In this case, the molecular structures of the
solvent and the surfaces need to be taken into account to properly describe the
emerging interactions. For weak electrostatic coupling conditions, corresponding,
for instance, to sodium-based clays, it has been shown that the modification
of PM to include the solvent explicitly (rather than through the bulk dielectric
properties) leads to significant changes with respect to earlier findings, since the
distribution of the ionic cloud of counterions cannot be properly described by the
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Poisson-Boltzmann equation (Carrier 2013; Israelachvili 1992; Pellenq et al. 1997,
2008; Pellenq and Van Damme 2004). In the case of calcium-silicate-hydrates, to
compensate the strong surface charge of C–S–H surfaces – on the order of one
electron charge per 0.35 nm2 for fully ionized C–S–H – Ca2+ counterions tend
to accumulate even more in the vicinity of the surface. The two characteristics of
strongly charged surfaces and divalent counterions make the interactions between
C–S–H nanoscale units qualitatively different from clays and other weakly (or less
strongly) interacting colloidal systems (Pellenq and Van Damme 2004). Overall,
the basic picture that emerges from taking into account ionic positional correlations
(with possibly an explicit description of the solvent if one wants to predict colloid
cohesion quantitatively) is that the excess of counterions near a charged surface
may be correlated with a deficit of counterions in the opposite same-charge surface,
giving rise to net attractive ion-ion correlation forces. Such correlated density
fluctuations of the ions lead to an attractive force in the same way as correlations
between instantaneous electronic dipoles (due to the quantum fluctuations of the
electron density around two argon atoms) give rise to London dispersion forces
(Israelachvili 1992).

The possible attraction between two similarly charged surfaces immersed in
an electrolyte has been explored within the theory of equilibrium electric double
layer, where two regimes can be distinguished (Attard 1996): an attractive regime
that occurs at small separation distances and in the presence of multivalent ions,
where the forces change from repulsive to attractive as the surface charge and pH
increase, and a second regime occurring at larger separations, where especially in
case of multivalent ions the force can be alternately attractive or repulsive depending
on the electrostatic coupling. The result is an effective interaction potential that
can feature multiple minima separated by repulsive barriers. In the case of clays,
the PMF can exhibit up to 3 minima corresponding to different water contents
(Ebrahimi et al. 2012). When used in coarse-grained simulations of clay-platelets
(Na-laponite) and parametrized with a Gay-Berne potential, the PMF obtained from
atomistic calculations of the free energy of two Na-smectite clay-platelets in liquid
water provided crucial information on the morphology of mesoscale aggregates
and on mechanical properties of large particle assemblies, in good agreement
with measurements in conventional 1D laboratory compression tests and nano-
indentation measurements on natural clays and shale samples (Ebrahimi et al. 2014).
In the case of C–S–H, the presence of a deep minimum and a repulsive barrier in
the PMF, whose (respectively) depth and height change with increasing pH during
cement hydration, was suggested by experiments (Garrault et al. 2005; Lesko et al.
2001) and supported by recent atomistic calculations (Bonnaud et al. 2016). Using
such information from the PMF in a non-equilibrium molecular dynamics approach
has allowed for novel insight into gelation and densification of cement hydrates
(Ioannidou et al. 2014; Del Gado et al. 2014): the evolution of the PMF could be,
in fact, responsible for the morphological changes of cement gels during hydration
that are instrumental to reach the high density and mechanical strength needed for
their technological function (Ioannidou et al. 2016a). Furthermore, the approach
devised for C–S–H and based on PMF has proven able to provide quantitative
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new understanding of mechanical and hygrothermal properties of cement gels,
rationalizing experimental findings so far considered contradictory and opening the
way to advanced material design (Ioannidou et al. 2016b, 2017b).

As stated above, the PMF-based approaches just described provided new oppor-
tunities to bridge the mesoscale features of those complex amorphous materials with
the engineering-scale description. Recently, PMF-based lattice approaches have
also been proposed, to capture the effective mechanical behavior of heterogeneous
materials, using harmonic interactions inspired from beam-type stretch and bending
interactions between a discrete set of mass points (Laubie et al. 2017). While
traditional engineering approaches defined those interactions employing standard
mechanical elements (Dormieux et al. 2006), such lattice approaches have clearly
more to offer when set in the context of effective potentials. Closed-form calibration
procedures for such interaction potentials can be derived for both the isotropic
and the transverse isotropic elastic cases on cubic lattices, in the form of linear
relations between effective elasticity properties and energy parameters that define
the interactions. This framework provides a means to set methods based on lattice
discretization of heterogeneous materials onto a path toward modeling the actual
physics interactions between phases, within the limits defined by the geometric
discretization of regular or irregular lattices.

3 Coarse-Grained Models and Microscopic Insight of
Dynamical Processes

The effective interactions discussed above in terms of the PMF constitute the essen-
tial basic ingredients to investigate structure formation and kinetic arrest occurring
in the amorphous solidification of materials on length scales much larger than
the atomistic one. Those effective interactions can provide the basis to investigate
the emerging mechanics and the rheology of such materials, using coarse-grained
microscopic models and simulations that include fundamental features of specific
materials (or class of materials) while simplifying the atomistic description. Such
models and simulations allow for the large-scale numerical studies needed to unravel
the connection between nanoscale structure and dynamics and the response on much
larger length scales and timescales, typically relevant for engineering applications.

A coarse-grained microscopic model usually describes the material in terms of
the nanoscale units (particles), their positions {ri}, and their collective interaction
energy U({ri}) (i.e., the result of the PMF). Such model can be used in molecular
dynamics (MD) simulations, by integrating Newton, Brownian, or damped equa-
tions of motion to compute particle trajectories and velocities, forces and stresses,
as well as the response to an externally imposed stress or deformation rate (Frenkel
and Smit 2001; Allen and Tildesley 1987; Morriss and Evans 2013). Different
types of degrees of freedom can be included in this type of description to account
for the local anisotropy of the structural domains (or particle shapes) and of the
interactions. They can also be added successively allowing for studies in which one
can gradually investigate different degrees of complexity in the material description.
All material-specific information are contained in the shape of U({ri}) and in the
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Fig. 2 Examples of typical microstructures in coarse-grained models for amorphous materials.
Left: porous gel structure due to competing short-range attraction and long-range repulsion.
Reproduced with permission from (Ioannidou et al. 2016a). Creative Commons license available
at https://creativecommons.org/licenses/by/4.0/. Copyright 2017 Nature Publishing Group). Only
bonds between particles are shown for clarity, and the color indicates the local coordination
number. Center: soft repulsive particle assembly as a model for compressed emulsions, where
the color indicates the particle size. Reproduced with permission from (Vasisht et al. 2018). Right:
heterogeneous dense amorphous solid modeled in terms of repulsive soft particles, where the local
strength of the effective interactions depends on the particle size. Reproduced with permission
from (Masoero et al. 2012).

specific type of equations of motion that are chosen for a prescribed problem. The
relative simplicity of such schemes allow for tackling the intrinsically many-body
nature of the emerging mechanics and for using statistical mechanics to develop a
bottom-up description of the macroscopic material properties.

Even when modeling the material simply as an assembly of point-like particles
with U depending only on their relative distances, the variety of shapes of the
effective interactions that emerge from surface forces and electrostatics between
colloidal units in solution allows for a relatively wide variety of equilibrium and
non-equilibrium microstructures. Hence, a variety of microstructural and mechan-
ical heterogeneities in complex materials. Figure 2 shows some examples from
different numerical studies, using effective interactions that can be derived from
the PMF approach described in Sect. 2. The examples range from complex porous
gel structures that result from competing short-range attraction and longer-range
electrostatic repulsion (de Candia et al. 2006; Zhuang et al. 2016; Ioannidou et al.
2014, 2016a) to more spatially homogeneous amorphous assemblies of repulsive
particles, where the size polydispersity allows for introducing structural disorder
and the pair interaction strengths can be made size-dependent to account for local
mechanical heterogeneities in the microstructure (Masoero et al. 2012, 2014).

3.1 Spatiotemporal Correlations and Non-affine Motion

From the single-particle trajectories obtained in the simulations just described,
one can compute the spatiotemporal fluctuations of the microscopic dynamics,
to quantify cooperative processes, and of the microscopic stresses, to analyze
the role of related heterogeneities in the overall mechanical response. A space-

https://creativecommons.org/licenses/by/4.0/
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Fig. 3 Spatiotemporal correlations of microscopic dynamics. Left: maps of dynamical hetero-
geneities in a 2D amorphous solid modeled using soft repulsive Lennard-Jones potential and
obtained through an isoconfigurational analysis. Reproduced with permission from (Mosayebi
et al. 2014). Right: Spatial map of the dynamical heterogeneities obtained through an isoconfigu-
rational analysis suitably designed for a model colloidal gel. The segments represent interparticle
bonds, and their thickness is proportional to the propensity for displacement of the bonded
particles. The color code represents the local density of nodes in the gel. Reproduced with
permission from (Colombo et al. 2013)

resolved analysis of the cooperativity of the microscopic dynamics can be obtained
through an isoconfigurational analysis of particle trajectories (Widmer-Cooper and
Harrowell 2007; Widmer-Cooper et al. 2009). Such approach, initially introduced
to investigate dynamical heterogeneities in dense supercooled liquids, consists in
generating an ensemble of MD trajectories from the same initial microscopic con-
figuration and different initial velocities drawn from the same Maxwell-Boltzmann
distribution. The distribution of particle displacements over this ensemble, at a fixed
time, allows us to detect which particles and which parts of the structure are more
likely to undergo the most significant displacements, and hence to be responsible
for the overall structural relaxation. Figure 3 (left) shows an example of the spatial
distribution of the dynamical heterogeneity in a 2D glassy alloy, modeled as a binary
mixture of disks interacting through a purely repulsive soft effective potential and
obtained with this method (Mosayebi et al. 2014; Widmer-Cooper and Harrowell
2006; Widmer-Cooper et al. 2008). Here, the dynamical heterogeneity is quantified
by calculating the local Debye-Waller factors (DWF) of each particle. The DWF
of the ith particle is defined as the isoconfigurational average of the variance of its
position during a fixed time interval t∗, DWFi = 〈〈(ri (t) − 〈ri〉t∗)2〉t∗〉iso. Such
analysis can be extended to low density, soft materials such as particle gels, but
needs to be suitably modified. In the model colloidal gel shown in Fig. 3 in fact, one
needs to filter out the large-amplitude particle vibrations for a given configuration
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of fixed interparticle bonds, since they are far bigger than the amplitude of the cage
rattling in a dense system. The problem can be solved by associating to any given
network configuration a reference configuration, computed by constraining the
interparticle bonds not to break and evaluating the average position of each particle
during a simulation at constant temperature of the same model (Colombo et al.
2013; Colombo and Del Gado 2014). The distribution of intrinsic displacements
over such isoconfigurational ensemble at a fixed time quantifies, for each particle, its
tendency to undergo a significant displacement, thus contributing to the cooperative
network restructuring. In Fig. 3 (right), the thickness of the gel strands indicates
the parts of the network where the displacements responsible for the cooperative
restructuring take place. These large displacements originate in regions where the
stress accumulation favors the breaking of the gel structure and tend to propagate
along the network. Gels may indeed contain weaker regions (where local stresses
are higher and breaking is more likely to occur), and the simulations indicate that
the consequences of bond breaking are nonlocal, with cooperative displacements
involving parts of the structure that are relatively far away, in regions where
non-affine displacements are more likely to concentrate under deformation. The
mesoscale organization of the gel network has therefore a significant role, favoring
stress build-up and bond breaking in densely connected regions. The occurrence
and the spatial distribution of the non-affine motion in amorphous materials under
deformation provides indeed useful insight into the mechanical response.

3.2 Micromechanical Consequences

The spatiotemporal analysis of the microscopic dynamical processes just described
can be also used to unravel the elementary non-affine rearrangements that can be at
the origin of the material response to an external perturbation. Figure 4 shows the
results of such spatiotemporal analysis in a 3D soft solid model that was sheared
at constant rate (Vasisht et al. 2018). The analysis, in this case, is based on the
spatial correlations of elementary microscopic rearrangements (EMR), which can
be obtained from the local non-affine motion (computed subtracting the overall
imposed flow). Interestingly enough, the EMR strongly depend on the deformation
rate imposed to shear the material: the flow at high shear rates originates from
a highly coordinated motion of small-particle clusters that move collectively in
the same direction. Conversely, at low shear rates, the bulk flow emerges from
non-affine rearrangements that take place over much larger correlated domains
and trigger events later in time, due to the long-range elastic strain field of the
initially solid amorphous material. The results of the simulations, in this case,
have been directly tested in experiments that combine bulk rheology with confocal
microscopy, as shown in the figure, where similar data on the non-affine motion and
its spatiotemporal correlations can be obtained. The microscopic insights gained
through the simulations suggest that the bulk rheological flow curve of the material
can be associated to changes in the nature of the EMR. A quantitative analysis of
the EMR indicates that the change in their spatiotemporal correlations may be at the
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Fig. 4 Non-affine displacement maps for a compressed soft glassy material (experiments on the
left and simulations using a coarse-grained model on the right in steady-state shear, respectively,
at high rate (a) and low deformation rate (b). The arrows represent the non-affine displacement
vectors. To highlight the localization of displacement vectors, the length of the vectors are
amplified. Reproduced with permission from (Vasisht et al. 2018)

origin of the differences in the flow events when the material is sheared at different
rates, in agreement with experiments. Recognizing the distinct and rate-dependent
nature of the elementary excitations is a fundamental starting point for the develop-
ment of microscopic theories and constitutive models. The microscopic quantitative
information made available from coarse-grained simulations, on when and where
local irreversible events are more likely to occur and non-affine displacements are
localized, can then be incorporated into nonlocal constitutive models.

4 Toward Constitutive Models for Amorphous Materials

Connecting the different dynamical processes and their mechanical consequences
to the emerging rheological properties is one of the crucial problems in the
field. Figure 5 illustrates the challenge for the theoretical modeling posed by
the largely different length and time scales. Is it possible to develop continuum
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Fig. 5 Illustration of the multiscale problem of a sheared glass from the review of Rodney
et al. (2011). (a) Localized plastic rearrangements from particle-based simulations (Tanguy et al.
2006). (b) Kinetic Monte Carlo simulations of a mesoscale model (Homer and Schuh 2009).
(c) Constitutive law is used to simulate indentation with a finite element method (Su and Anand
2006)

equations starting from the underlying microscopic dynamics obtained from the
approaches described in the previous sections? Usually when dealing with a large
number of degrees of freedom with relatively simple local interactions, statistical
mechanics is the tool of first choice to derive continuum descriptions by calculating
ensemble averages. This technique usually allows to link directly all parameters
in the continuum modeling to microscopic potential and dynamical parameters.
However, in the case of driven glassy materials, we are dealing with strongly
out-of-equilibrium dynamics in a complex potential energy landscape. Already
the non-driven system might present out-of-equilibrium relaxation dynamics, also
known as aging in glasses, and is as such nonstationary. The additional external
forcing only adds to this complexity. Thus all standard tools from equilibrium
statistical mechanics are not applicable, and the endeavor of starting from the whole
set of microscopic degrees of freedom to derive macroscopic equations turns out to
be a formidable if not impossible task.

4.1 Elastoplastic Models

To overcome these fundamental difficulties related to the complexity of the dynam-
ics, a more phenomenological approach, known as elastoplastic modeling, has
been proposed to bridge the gap between the different scales (for an extensive
review, see Nicolas et al. 2018). Built upon ideas developed by Argon and
Kuo 1979, who pioneered the understanding that macroscopic plastic deforma-
tion in dense disordered materials is induced by localized plastic events of a
size of few particle diameters, models were proposed starting from the scale
of the plastic regions (Bulatov and Argon 1994a, b; Baret et al. 2002), which
implies an important coarse graining in space and in time. A dense particle assembly,
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representing the amorphous solid, is divided into blocks of a size that is relevant to
define a meaningful coarse-grained elastic modulus (Tsamados et al. 2009) together
with fields of stress, elastic, and plastic deformation. This elastoplastic modeling
approach depends crucially on the existence of localized plastic events, and the
approach can thus only be valid in deeply jammed systems since close to unjamming
dissipation mechanisms are known to become strongly nonlocal (Lerner et al. 2012).

An important ingredient of the elasto-plastic model is that an elastically deform-
ing region in the material acquires a new reference configuration as a response to the
external deformation, but also responding to the surrounding plastically deforming
regions. This new configuration will differ from the original reference state by some
eigenstrain. To simplify the problem further we will consider that the plastically
deforming zones can be considered point-like at this coarse grained scale. In this
limit only the far field response of the surrounding material to the locally deformed
plastic inclusions can be considered. In the simplest formulation this response
can be derived for a linear isotropic elastic medium, which is a good first order
approximation of the complex problem. The mesoscopic model then involves the
calculation of the elastic response of the surrounding medium to the forces that
are exerted by the zones that have undergone a yield event. This calculation goes
along the lines of a standard linear elasticity calculation, but we will omit the details
of this technical point and we will give directly the final result that describes the
response of the medium at point r to a yield event taking place at the origin using
the propagator G given in Eq. 2.

Approximating the rearrangements corresponding to the local plastic events by a
force quadrupole (Eshelby problem), one expects a four-fold quadrupolar symmetry
for the inhomogeneous part of the stress propagator (Eshelby 1957) (see middle
panel of Fig. 6). The form of this propagator for an infinite two dimensional medium
reads in non-dimensional form

G (∞)(r, θ) = 1

πr2 cos(4θ). (2)

Fig. 6 Sketch of plastic deformation in amorphous media. Deformation occurs via elastic
deformation, localized plastic events, and nonlocal redistribution of the elastic stress, potentially
triggering other plastic events. (Reproduced with permission from Bocquet et al. 2009).
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To model a yield stress material under steady shear with a fixed strain rate γ̇ , we
start from a simple Maxwell-like description of the stress dynamics associated with
a given element:

∂tσ (t) = μγ̇ − 2με̇pl(t) (3)

where ∂t denotes the partial time derivative, σ(t) is the shear component of the stress
tensor, μ is the shear modulus, and ε̇pl(t) accounts for the change in the strain due
to local yielding. To take into account the long-range effects of the plastic events,
first predicted by Argon and Kuo (1979) and later evidenced in molecular dynamics
simulations (Tanguy et al. 2006) and experiments on colloids (Schall et al. 2007),
we change the above homogeneous equation to a field description with a stress
propagator G(r− r′) accounting for the stress redistribution due to a plastic event:

∂tσ (r, t) = μγ̇ + 2μ
∫
dr′G (r− r′)ε̇pl(r′, t) (4)

To describe the deformation due to the plastic events, we model a Maxwellian
viscoelastic-like relaxation of the material in the plastic state, i.e.,

ε̇pl(r, t) = 1

2μτ
n(r, t)σ (r, t), (5)

where τ is the typical time for the stress release in the plastic phase and n(r, t) a
local state variable. In the following, we refer to n(r, t) as local activity. We define
n(r, t) = 0 indicating the absence of a plastic event and n(r, t) = 1 if the local
region is in the plastic phase.

To incorporate the idea of a yield stress, we define the following stochastic
dynamics for the state variable n(r, t) (see the left panel of Fig. 7). If the local stress
exceeds a threshold value σ(r, t) > σy , there is a finite probability to yield locally.
The yielding rate is given by 1/τpl. Once yielded (n(r, t) = 1), stress is redistributed
using an appropriate stress propagator, and locally the stress is relaxing during a
typical restructuring time τel. The rate to re-establish the elastic state (n(r, t) = 0) is
given by 1/τel. These dynamical rules are then discretized into a set of elastoplastic
elements that occupy the nodes of a regular square lattice.

It has been shown that this very simplified cellular automata model for the
mesoscopic elasto-plastic dynamics leads to many qualitative and semi-quantitative
results, fitting the fluctations and rheological measurements from experiments and
microscopic simulations. Such cellular automata have been intensively studied in
the framework of dynamical heterogeneities Martens et al. (2011) avalanche dynam-
ics Talamali et al. (2011), shear-banding Martens et al. (2012), critical phenomena
Lin et al. (2014) and transient creep dynamics Merabia and Detcheverry (2016), to
name only few fields where they have been successfully used to understand the link
between microscopic plasticity and the macroscopic mechanical response.
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Fig. 7 Local stress dynamics. (a) Schematic representation of the local stress of an isolated site as
a function of time. When the stress is larger than the thresholds, the site yields with a probability
given by the plastic rate. While the site is active, the stress drops exponentially during a typical
restructuring time until it becomes elastic again. The site is supposed to be isolated, to simplify
the picture. In the completely connected model described in the main text, we would expect
stress fluctuations due to the mechanical noise coming from the surrounding sites. (b) Stress
change due to a single plastic event at the origin. The stress change at the origin is artificially
set to zero to account for the visibility of the nearest neighbor changes. In reality the change
at the origin is strongly negative. Reproduced with permission from (Martens et al. 2012). (c)
Averaged displacement field caused by induced plastic events obtained from bidisperse Lennard-
Jones particle simulations. Reproduced with permission from (Puosi et al. 2014)

4.2 Deriving Mean-Field Descriptions

The theoretical understanding of the yielding transition in athermally driven dis-
ordered systems is a highly challenging problem, and no consensus has been
established even on the basic ingredients that should underlie coarse-grained
descriptions of the nonlinear rheological response of yield stress materials (Sollich
et al. 1997; Hébraud and Lequeux 1998; Falk and Langer 1998; Agoritsas et al.
2015; Lin and Wyart 2016).

A way to derive a phenomenological mean-field description from the above
lattice model is to introduce the probability density P of local shear stresses
σ = σxy in regions of mesoscopic size W , while the material is sheared at rate
γ̇ . The time evolution of P is given by

∂tP(σ, t) = −G0γ̇ (t)∂σP − 1
τ
θ(|σ | − σc)P

+Γ (t)δ(σ )+D(t)∂2
σP (6)

where θ(x) and δ(x) denote, respectively, the usual Heaviside and delta distribu-
tions. The first term on the right-hand side proportional to the stress gradient of
the probability density ∂σP accounts for the linear elastic response. The following
term describes the loss in the probability density due to local yielding of overstressed
regions above a critical stress σc at a rate given by 1/τ . It has been argued that the
phenomenological parameter τ can be interpreted as the duration of a plastic event
in the low shear rate limit (Agoritsas et al. 2015). The corresponding gain term is
given in the third expression on the right-hand side, where the stress is set to zero
after a yielding event with a rate given by the plastic activity rate
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Γ (t) = 1

τ

∫

|σ |>σc
P(σ, t)dσ. (7)

The last term encompasses the stress changes created through other yielding
events in a mean-field manner, assuming that this mechanical noise can be approxi-
mated through a normal diffusion of the mesoscopic stresses. To describe this noise
in a self-consistent manner, the HL approach (from Hébraud and Lequeux 1998)
proposes that its amplitude should be related to the rate of plastic activity through a
dimensionless coupling constant α̃:

D(t) = α̃σ 2
c Γ (t). (8)

This last relation introduces a nonlinearity into Eq. (6), since the rate of plastic
activity itself depends on the probability density of the mesoscopic stresses. It is this
coupling that renders the problem nontrivial and yields interesting results regarding
the behavior of macroscopic quantities.

This model is known to exhibit a unique stationary state for a finite shear rate
in the large time limit, where the probability density for the mesoscopic stresses
becomes time independent. To determine the time-averaged macroscopic stress
in the steady state, one averages over the mesoscopic stresses weighted by the
corresponding steady-state probability density

〈σ 〉 =
∫
σP(σ )dσ. (9)

Using appropriate units, we can write the equations in dimensionless quantities,
expressing stress-related values in units of the local yield stress σc, time quantities
in units of τ , the shear rate in units of σc/(G0τ), and the stress diffusion coefficient
in units of σ 2

c /τ , leaving only two independent dimensionless model parameters
that determine the flow behavior, namely, the dimensionless shear rate and coupling
constant α̃.

The rheological results in the small shear rate limit for this model are well studied
(Hébraud and Lequeux 1998; Olivier and Renardy 2011; Agoritsas and Martens
2017). For small enough coupling strength α̃ < 1/2, the HL model predicts a
Herschel-Bulkley flow behavior of exponent 1/2:

〈σ 〉 ≈ σY + Aγ̇ 1/2

for the time-averaged macroscopic stress in the steady state 〈σ 〉 = ∫
σP(σ )dσ ,

with the two constants σY (the dynamical yield stress) and A (the prefactor). Thus
this very simplified model can already capture well the nonlinear behavior of the
flow of yield stress materials. Moreover, it has also been shown that the typical
transient dynamics during creep experiments can be qualitatively well reproduced
using these modeling techniques (Liu et al. 2018).
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5 Conclusions

The theoretical approach described in Sect. 4 captures many aspects of the com-
plexity of the mechanics of amorphous solids and in particular their intrinsically
nonlinear response. Particularly interesting to the discussion here is that, in prin-
ciple, the more microscopic information obtained from the studies described in
Sects. 2 and 3 can be included in such approach to bridge quantitatively the physics
and physical chemistry of specific materials (Section 1) to the general theoretical
formulation of their elastoplastic response (Section 4). While developments in this
direction are still at a very early stage and far from being straightforward, a first
remarkable example is shown in Fig. 7 (Puosi et al. 2014) which visualizes the
averaged displacement field caused by induced plastic events obtained from a simple
coarse-grained model for a glassy material, of the same type as the ones discussed
in Sect. 3. The plot proves that the long-range strain field that is at the core of the
elastoplastic modeling can be quantitatively obtained from a microscopic model.
Along this line, various information on microscopic mechanical and dynamical
heterogeneities, as described in Sects. 2 and 3, (and obtained through the approach
described in Section 1), can be transferred into the parameters of the elastoplastic
description (e.g., the distribution of local elastic moduli, local yield stresses, or
characteristic relaxation times) to develop quantitative constitutive models that do
not rely on ad hoc fitting parameters but truly bridge the relevant information over
a dramatic range of length scales.
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Abstract

Recent experiments on nanoscale and nanostructured materials, including
nanowires, nanopillars, nanoparticles, nanocrystalline, and two-dimensional
(2D) materials, have revealed a host of “ultra-strength” phenomena, defined
by stresses in the material generally rising up to a significant fraction of
the ideal strength – the highest achievable strength of a defect-free crystal.
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Understanding the “ultra-strength” phenomena requires an in-depth study that
integrates the nanomechanical experiment and modeling. Here we present an
overview on the strength-controlling deformation mechanisms as well as the
nanomechanical modeling studies for ultra-strength materials. The general
concepts and principles are described, with a particular emphasis on the size,
temperature, and strain-rate dependence of the ultra-strength phenomena. The
chapters in this Part of the handbook are reviewed to highlight recent progress
in the nanomechanical modeling of ultra-strength materials. Perspectives on the
future study of nanomechanics of materials are discussed.

1 Introduction

An engineering revolution is currently under way in that small structures and devices
are now being fabricated at the micrometer to nanometer scales. The reliability
concerns of such small systems call for an understanding of the mechanical
properties of materials at small length scales (Freund and Suresh 2003). This
overview describes the general concepts and principles underlying the ultra-strength
phenomena in materials with very small length scales. The chapters in this Part
of the handbook are reviewed to highlight recent progress in the nanomechanical
modeling of ultra-strength materials.

Ultra-strength phenomena are characterized by sample-wide stress levels reach-
ing a significant fraction of the material’s ideal strength, defined as the highest
stress a perfect crystal can sustain without undergoing immediate structural trans-
formation (Ogata et al. 2002, 2004; Li et al. 2007). There is an intimate relation
between observable strength and the timescale of observation. It is difficult to
avoid “observing” ultra-strength in molecular dynamics simulations because of
the short simulation timescales, typically nanoseconds, for stress ramp-up. But in
recent years, more and more ultra-strength behaviors are revealed in laboratory
experiments, typically on the seconds-to-minutes timescale. This is often enabled
by the small sample sizes, small microstructural length scales, or small probes.

1.1 Ultra-Strength Experiments

Recent years have seen rapid growth of experimental studies on ultra-strength
material systems and phenomena. This is largely enabled by the refinement
of nanoscale mechanical experiments, which allow one to study the near-ideal
strength behavior quantitatively in a controlled fashion. Representative data of
experimentally measured ultra strengths have been collected previously (Zhu et al.
2009). These data are either yield or fracture strengths measured from tension,
compression, or bending experiments. Evidently, ultra-strength behavior can be
considered as a GPa-level phenomenon, in contrast to the relatively low strengths
(tens to hundreds of MPa) in coarse-grained hard materials.
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1.2 Length-Scale Effect

The attainment of ultra strength can result from a length-scale effect. For coarse-
grained crystals, the experimentally measured strengths are far below the theoretical
values. The low strength arises because the sample usually has a large number
of grown-in defects such as dislocations or cracks. In well-annealed crystals, the
dislocation density is initially low but nonzero. It increases rapidly once deformation
starts, due to, for example, double cross slip and Frank-Read-type multiplication
processes. The yield strength is then limited by the resistance to dislocation motion,
typically a factor of 100 below the ideal strength, or even more in coarse-grained
samples.

The strength of materials with preexisting defects can be increased by reducing
the characteristic length scales in materials. Generally, the strength-controlling
length scale can be the sample size, grain size, layer thickness, or contact loading
zone size. In crystals, the strengthening mechanism is typically based on the block-
age or elimination of dislocations. Various detailed size-strengthening mechanisms
will be reviewed later in this chapter.

1.3 Timescale Effect

Ultra-strength phenomena are also closely related to the observation timescale, as
manifested by the dependence of strength on loading rate and temperature. To
understand the strength, temperature, and timescale relationships, one needs to know
the controlling deformation mechanism, which is the focus of this review. Then the
kinetic rate theory can be used to link time and strength.

1.4 Rate Theory of Strength

A unit process of strength-controlling structural transformation can be characterized
by two types of quantitative measures: the athermal strength limit and activation
parameters. The former measures the zero-temperature structural stability limit
at which the structural transformation occurs instantaneously without the aid of
thermal fluctuations. The activation parameters, including activation energy and
activation volume, characterize the probabilistic nature of transformation by thermal
fluctuations when the applied load is below the athermal limit. Consider, as an
example, thermally activated shear transformation at a given temperature T and
applied shear stress τ. According to transition state theory (Vineyard 1957), the
transformation rate is

ν = Nν0 exp

(
−Q(τ, T )

kBT

)
(1)
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where ν0 is the trial frequency, N is the number of equivalent sites of transformation,
kBT is the thermal energy, and Q is the activation free energy whose magnitude
is controlled by the local shear stress τ along with the temperature. The athermal
strength limit corresponds to the critical stress, giving zero activation energy.

The sensitivity of transformation rate to stress can be measured by the activation
volume �, defined as

� = −∂Q
∂τ

= kBT
∂ ln ν

∂τ
. (2)

Physically, the activation volume is proportional to the number of atoms simul-
taneously involved in a thermally activated process, such that it measures the
individual (single-particle) and collective nature of a transition. Different rate
processes may have drastically different characteristic activation volumes, e.g.,
� ∼ 0.1b3 for lattice diffusion and � ∼ 100–1000b3 for Orowan looping through
forest dislocation intersections, where b denotes the magnitude of the Burgers
vector. As a result, the activation volume can serve as an effective kinetic signature
of the deformation mechanism. Importantly, the activation volume can be deter-
mined by both atomistic modeling and experiments, thus providing a useful link
between the two approaches for revealing the strength-controlling mechanisms. In
atomistic modeling, the stress-dependent activation energy and activation volume
can be calculated in a robust and efficient manner by using the reaction pathway
exploration approach such as the nudged elastic band method (Henkelman et al.
2000). In experiments, the activation volume is typically determined by measuring
the strain-rate sensitivity.

2 Strength-Controlling Deformation Mechanisms

Because of the interposition of small length scales, the deformation of ultra-strength
materials often operates in a source-limited and nucleation-controlled regime. We
next review representative deformation mechanisms in ultra-strength materials. The
critical role of activation volume is emphasized in understanding the strength-
controlling mechanisms, as well as the size, temperature, and strain-rate dependence
of material responses.

2.1 Dislocation Nucleation

Ultra strength can be achieved in a small volume of perfect crystal. At low
temperatures, the strength of a perfect crystal is limited by dislocation nucleation in
the bulk or from the surface, depending on the sample geometry and loading mode.
Homogenous dislocation nucleation in the bulk crystal has been experimentally
observed in the atomic model systems of bubble raft (Gouldstone et al. 2001) and
colloidal crystal (Schall et al. 2006) and also in atomistic simulations (Li et al.



74 Nanomechanics of Materials: Overview 1819

2002). In addition, displacement bursts in nanoindentation experiments have been
associated arguably with homogeneous dislocation nucleation in a small and perfect
volume beneath the nano-sized indenter tip (Li et al. 2002).

Athermal dislocation nucleation in a perfect crystal results from elastic instability
at large shear stress; equivalently, it occurs when the energy barrier of nucleation
vanishes. Because of the elastic softening effect at large deformation, the athermal
threshold of homogeneous dislocation nucleation should be determined by using
the theory of hyperelastic (i.e., nonlinear elastic) instability (Hill 1975). An
atomistics-based hyperelastic instability criterion has been developed that balances
the elastically softening modulus and the GPa-level high stress at large shear
(Li et al. 2002). Using this criterion, the critical nucleation conditions at zero
temperature can be accurately predicted, including the nucleation site, critical stress,
and activated slip system. The athermal nucleation from a surface can be similarly
modeled in the hyperelasticity framework with an appropriate description of the
surface stress effect (Park and Klein 2007).

Increasing temperature can lower the strength because of thermal fluctuations
in assisting dislocation nucleation. To understand the temperature and strain-rate
dependence of dislocation nucleation, Zhu et al. (2008) have developed an atomistic
model that integrates reaction pathway calculations and theoretical analyses based
on transition state theory. Consider, as an example, surface dislocation nucleation in
a Cu nanopillar under an applied constant strain rate. Because of the probabilistic
nature of the thermally activated nucleation process, the nucleation stress has a
distribution even if identical samples are used. The most probable nucleation stress
is defined by the peak of the nucleation event frequency distribution. Based on this
nucleation statistics-based definition, Zhu et al. (2008) developed a nonlinear theory
to determine the nucleation stress as a function of temperature and strain rate. A key
result is that the activation volume associated with the surface dislocation source
is within 1–10b3, much lower than that of bulk dislocation processes, 100–1000b3.
The physical effect of such small activation volume can be clearly seen from a linear
version of the theory, giving an analytic formula of the nucleation stress

σ = σa − kBT

�
ln
kBTNν0

Eε̇�
(3)

where σa is the athermal stress of instantaneous nucleation and E is Young’s
modulus. Notice that the nucleation stress σ has a temperature scaling of TlnT
and the activation volume � appears outside the logarithm, so that the small �
associated with a surface source should lead to sensitive temperature and strain-rate
dependence of nucleation stress, as quantitatively shown in atomistic simulations
(Zhu et al. 2008). In very small volumes, surface dislocation nucleation is expected
to dominate, as evidenced by the experiment (Bei et al. 2008). As schematically
shown in Fig. 1, the strength mediated by surface nucleation should provide an
upper bound to the size-strength relation in nanopillar compression experiments;
this upper bound is strain-rate sensitive because of the small activation volume.
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Fig. 1 Illustration of the surface effect on the rate-controlling process and the size dependence of
yield strength in micro- and nanopillars of diameter d under compression (Zhu et al. 2008)

2.2 Dislocation Exhaustion

What if mobile dislocations preexist in small-volume materials? Under such
conditions, ultra strength can be achieved by dislocation exhaustion. This has
been experimentally measured in crystals of very small dimensions where the few
dislocations present cannot multiply sufficiently before they are annihilated at free
surfaces. Greer and Nix (Greer and Nix 2006) measured the strength of Au pillars
under uniaxial compression. For a pillar with a diameter as small as 300 nm, the
compressive strength is increased to about 800 MPa, about 50 times higher than for
bulk Au. Similar high strengths have been measured for both the single crystal Au
pillars and the nanometer-sized ligaments in nanoporous Au (Volkert and Lilleodden
2006; Volkert et al. 2006). All of these experimental values are extremely high
for Au, close to the theoretical predictions of ideal shear strength from ab initio
calculations (Ogata et al. 2004).

Greer and Nix (2006) have explained the ultra strength in Au nanopillars based on
the concept of dislocation starvation. Unlike bulk samples, dislocations in nanopil-
lars can travel only very small distances before annihilating at free surfaces, thereby
reducing the overall dislocation multiplication rate. Gliding dislocations leave the
crystal more rapidly than they multiply, decreasing the overall mobile dislocation
density. Such processes would lead to a dislocation-starved state requiring very high
stresses to nucleate new mobile dislocations.

Shan et al. (2008) recently performed in situ compression experiments of
submicrometer nickel pillars inside a transmission electron microscope (TEM). The
experiments showed that the pillar structures contain a high density of initial defects
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after processing but can be made dislocation-free by applying purely mechanical
stress. This phenomenon, termed mechanical annealing, provides evidence of
source-limited deformation, where the hardening occurs through the progressive
exhaustion of dislocation sources, causing dislocation starvation.

2.3 Dislocation-Interface Interaction

In thin films and layered materials, the strengthening arises from the constraints of
the surrounding substrate and layers (Kraft et al. 2002). Achieving ultra strength
requires that the film and layer thickness be in the range of a few to a few tens of
nanometers. Under such conditions, the dislocation-interface interaction is expected
to play an important role in controlling the strength.

The effect of layer thickness on flow strength has been summarized by Misra
et al. (2005) for metallic multilayers. They showed that a Hall-Petch-type model
based on dislocation pileup is applicable at the submicrometer length scales. At
the few to a few tens of nanometer length scales, confined layer slip of single
dislocations is the operative mechanism; the strength is influenced by interface stress
and interface dislocation arrays. As layer thicknesses are further reduced to a few
nanometers or less, the strength reaches a peak in ultra strength. This peak strength
is set by the interface resistance to single dislocation transmission.

The dislocation-interface interactions may govern not only strength but also
ductility. For example, Lu et al. (2004) have reported experiments of an unusual
combination of ultrahigh yield strength (∼1 GPa) and high ductility (∼14%
elongation to failure) in ultrafine-grained copper (i.e., with a grain size of several
hundred nanometers) containing layered nano-twins, typically tens of nanometers
in thickness. While the ultrahigh strength can be attributed to the size-strengthening
effect of thin twin lamellas, the mechanistic connection between the retained high
ductility and twinned nanostructures is not fully understood.

In bulk nanocrystalline metals, tensile ductility is often limited by the onset of
necking instability. This has been well studied at the continuum level. The central
result is that the high strain-rate sensitivity and the high rate of strain hardening can
both help delay the onset and development of necking, thereby promoting tensile
ductility (Hart 1967). To connect the phenomenological theories with nanostructure-
mediated plastic deformation, one needs to first determine the rate-controlling
mechanisms. The experiment by Lu et al. (2005) showed that nano-twinned copper
increases the rate sensitivity (m ≈ 0.02) by up to an order of magnitude relative to
microcrystalline metals with grain sizes in the micrometer range and a concomitant
decrease in the activation volume by two orders of magnitude (e.g., down to
� ≈ 20b3 when twin lamellas are approximately 20 nm thick).

The mechanistic origin of decreased activation volume and increased rate
sensitivity has been studied for the nano-twinned system (Zhu et al. 2007). Slip
transfer reactions between the lattice dislocation and coherent twin boundary (TB)
were analyzed. Using the free-end nudged elastic band method, minimum energy
paths were determined for reactions of absorption, desorption, and slip transmission.
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Predictions of yield stress, activation volume, and rate sensitivity were consistent
with the experimental measurement. This agreement demonstrates that the slip
transfer reactions at TBs are the rate-controlling mechanisms in nano-twinned
copper.

Besides increasing the rate sensitivity, the dislocation-TB interaction causes an
increase in the strain-hardening rate, which may play a key role in preserving the
tensile ductility. The modeling study (Zhu et al. 2007) indicated that in contrast to
the general high-angle grain boundaries in nanocrystals, which have a limited capac-
ity of hardening, the coherent TB is quite hardenable as it gradually loses coherence
during the initial stage of plastic deformation. This effective hardenability facilitates
the accommodation of incompatible deformation between adjacent twins; it raises
the resistance of plastic flow, promotes the strain hardening, and helps retain tensile
ductility. Also, the coherent TB is more resistant to tensile decohesion compared to
random boundaries and, therefore, can store larger amounts of deformation-induced
incompatibility (interfacial dislocation content) before fracture occurs.

2.4 Deformation Twinning

In ultra-strength materials, the formation of deformation twins may dominate over
dislocation slip. This has been observed by recent TEM experiments of nanocrystals
(Dao et al. 2007). The preference for deformation twinning in nanocrystals can
be understood by comparing the critical resolved shear stress (CRSS) needed to
emit a perfect dislocation, τf, with the CRSS, τp, required to initiate the partial
twinning dislocation to generate stacking faults and deformation twins (Chen et al.
2003). These CRSSs can be estimated by considering the energy balance between
the elastic energy increase in expanding a boundary dislocation loop and the
potential energy decrease associated with the work done by the CRSS. Assuming
the source size is approximately equal to the grain size, d, the CRSSs for the
emission of a perfect dislocation and twinning partials are given by τf/μ = b/d and
τp/μ = bp/d + �sf, respectively. Here, �sf = γsf/(μbp), where γsf is the stacking
fault energy and bp is the magnitude of the Burgers vectors of a partial dislocation.
Equating τf and τp gives the critical grain size dc = (b – bp)/�sf, where the transition
will occur from the plastic response dominated by perfect dislocations for large
grains to the twinning and stacking faults controlled by plastic behavior for small
grains. The estimated dc is about 10 nm for aluminum nanocrystals.

It should be emphasized that the foregoing analysis of glide dislocations and
deformation twins is based on the energy balance of expanding the existing
boundary dislocations. As a result, their CRSSs only involve the material energetic
parameter of stack fault energy, γsf, which characterizes the metastable stacking
state of the lattice. Van Swygenhoven et al. (2004) have emphasized the importance
of examining the generalized stacking fault energy curve, which additionally
provides activation-related parameters such as unstable stacking energy γus and
unstable twinning energy γut. Along this line, Asaro and Suresh (2005) have
performed the mechanics analysis of athermal emission of perfect dislocations
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and deformation twins from the grain boundary. The athermal stresses derived
incorporate naturally γus and γut. Finally, it is noteworthy that the thermal activation
of deformation twins has not yet been studied for understanding the temperature and
strain-rate dependence of nucleation stresses at small length scales.

2.5 Fracture

Plastic flow and brittle fracture are competing deformation modes in ultra-strength
materials. Bulk silicon is brittle, but silicon nanowires in tension can undergo
large plastic deformation at room temperature (Han et al. 2007). A revealing
analysis of brittle-ductile competition has been given by Dumitrica et al. (2006)
for a perfect single-walled carbon nanotube. By molecular dynamics simulations
at various temperatures T and at short timescale (about 0.1 ns), they identified two
primary mechanisms: the “cool” mechanism of brittle fracture at low T and the
“hot” mechanism of formation of Stone-Wales defects (i.e., dislocation dipoles)
at high T. To explore the competition at long timescales, they have studied the
energy landscapes governing the two processes. They found the brittle mode of
bond breaking requires little thermal agitation; the fracture stress is controlled by
the ideal tensile strength of the C-C bond. In contrast, the Stone-Wales defect
formation by single-bond rotation sensitively depends on temperature, implying
a small activation volume associated with this process. According to transition
state theory, the activation energy under constant stress needs to be reduced to
Q = kBT ln(Nνt) in order to observe the formation of Stone-Wales dipole over the
test duration t (probability ∼ 1). Dumitrica et al. (2006) have further calculated Q
as a function of stress. Then, the stress needed to form the Stone-Wales dislocation
dipole at different temperatures and times can be backed out from the formula of
Q given previously. A breaking-strain map (Dumitrica et al. 2006) was predicted to
provide useful guidance for the experimental study of temperature and strain-rate
dependence of mechanical responses of carbon nanotubes.

The foregoing analysis has considered an idealized situation of competition
between the brittle and ductile response in a perfect system (Dumitrica et al.
2006; Kang and Cai 2007; Belytschko et al. 2002). In an alternative scenario,
such competition could occur at the crack tip in a system with a preexisting
crack (Warner et al. 2007). In this case, bond breaking at the crack tip may have
different temperature and strain-rate dependences. The analysis along the lines of
Dumitrica et al. (2006) needs to be performed to better understand the brittle-to-
ductile transition in ultra-strength materials.

3 Nanomechanical Modeling

Recent years have seen a dramatic increase in the nanomechanical modeling study
for a variety of ultra-strength materials, including nanowires, nanopillars, nanopar-
ticles, nanocrystalline, and 2D materials. The chapters in this Part of the Handbook
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highlight recent progress in the computational modeling of nanomechanical behav-
ior of ultra-strength materials. For example, Ogata (�Chap. 75, “First-Principles
Modeling of Intrinsic Materials Strength”) presents a chapter on the first-principles
modeling of intrinsic material strength. He shows that the density functional theory
calculations can provide a deep understanding of the effects of electronic structures
and chemical bonding on the intrinsic strength of materials, which represents
the upper bound of ultra strength. Li et al. (�Chap. 76, “Atomistic Simulations
of Fracture and Fatigue in Nanotwinned and Amorphous Materials”) present a
chapter on the atomistic simulations of fracture and fatigue in nano-twinned
and amorphous materials. They show that large-scale atomistic simulations can
provide unique atomic-level insights into the controlling deformation mechanisms
in nano-twinned and amorphous materials. Notably, nanomechanics of 2D materials
has attracted considerable attention in recent years. In this section, Sorkin et al.
(�Chap. 77, “Modelling of Defects and Failure in 2D Materials: Graphene and
Beyond”) present a chapter on modeling of defects and failure in 2D materials. They
show that point defects and line defects can play a critical role in the mechanical
behavior of graphene and other 2D materials. Park (�Chap. 78, “Mechanics and
Electromechanics of Two-Dimensional Atomic Membranes”) presents a chapter
on the mechanics and electromechanics of 2D atomic membranes. He shows that
atomistic simulations can effectively reveal the auxetic behavior in 2D materials. He
also describes the new computational techniques that couple molecular dynamics,
tight binding, and quantum transport for understanding how mechanical strain
can impact the electronic properties of graphene kirigami. Overall, these chapters
highlight the power of materials modeling for understanding and predicting the
mechanical behavior of nanoscale and nanostructured materials.

4 Conclusions and Perspectives

In the past decade, we have seen a dramatic increase in experimental studies
of ultra-strength materials and phenomena, driven by technological demands and
projections. The high strength achieved often is caused by a scarcity of grown-
in defects and the exhaustion of mobile defect population destabilized by close
proximity to interfaces or surfaces, which consequently cause the strength to
be defect nucleation controlled rather than propagation controlled. The plastic
deformation in the ultra-strength regime is generally characterized by enhanced
strain-rate sensitivity and temperature sensitivity. Mechanisms of strain hardening
(or the lack thereof), interfacial structural evolution and decohesion, and tensile
ductility are some of the issues that need to be further considered for compre-
hensive understanding of ultra-strength materials at low temperatures. Although
temperature-controlled nanomechanical testing is still quite rare today, it is a
direction for future growth. The chapters in this Part of the Handbook highlight
recent progress in the computational modeling of nanomechanical behavior of ultra-
strength materials.
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Given the rapid development of both experimental and computational modeling
capabilities in recent years, we expect a great advancement in the nanomechanics
study of materials in the coming years. These studies will have a significant impact
on our understanding of deformation mechanisms in ultra-strength materials, includ-
ing diffusive and hybrid displacive-diffusive processes. The deformation mechanism
maps (Frost and Ashby 1982) in the parametric space of stress, temperature,
and strain rate will be obtained through coupled experiment and modeling. Such
maps will enable the design of better ultra-strength materials to realize their latent
mechanical properties to the full (Ma and Zhu 2017).
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Abstract

Intrinsic materials strength, which is determined by the mechanical nature of
the chemical bonds in materials, is essential and key information for developing
ultra-strength and, moreover, ultra-toughness materials because a thorough
control of the nucleation and migration of defects is necessary to develop these
materials. Well-established first-principles approaches enable us to predict the
intrinsic strength of materials, which should lead to the high-throughput design
of ultra-strength and ultra-toughness materials. In this article, first-principles
modeling of the mechanical nature of chemical bonding is discussed, followed by
a discussion of first-principles modeling of the strength of a crystal lattice, which
is useful for describing not only the intrinsic strength but also the deformation
mechanism map of a crystal lattice.
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1 Introduction

The strength of materials is predominantly determined by the mechanical nature of
the materials’ chemical bonds, although extrinsic factors such as the materials’ size,
shape, dimensions, microstructure, type, and density of defects, surface, interface,
temperature, and strain rate may change their “measurable” strength. However, the
upper limit of a material’s strength, sometimes referred to as its ideal strength, is
always limited by the intrinsic strength of its interatomic chemical bonds, which
is uniquely determined by the atomic arrangement and atomic species within the
Born-Oppenheimer approximation. The recent challenge in the development of
ultra-strength materials (Zhu et al. 2009; Zhu and Li 2010) is how to approach
the upper limit by controlling extrinsic factors. Therefore, first extracting and
understanding the mechanical nature of chemical bonding and then modeling
materials strength while taking into account the extrinsic factors is an intuitive
approach for the predictive modeling and high-throughput design of materials
strength from first principles. Currently, first-principles density functional theory
(DFT) and related first-principles methods enable us to directly examine and study
the mechanical nature of chemical bonding in materials and their lattice strength
without empirical information, whereas direct experimental measurement is still
difficult. In this article, I first discuss the mechanical nature of chemical bonding
in materials based on bond stretchability and shearability concepts. These concepts
lead to a concept of the intrinsic ductility of materials. I then discuss the strength
of crystal lattices from the viewpoint of the Gibbs free energy landscape at zero
Kelvin in a joint space of deformation/strain and atomic shuffling, which can be
used to study the strength against lattice instabilities that leads to the initiation and
nucleation of cracks and dislocations and the occurrence of deformation twinning
and solid-solid transformations such as martensitic and Bainitic transformations.

2 Mechanical Strength of Chemical Bonding

The strain limit that chemical bonding can withstand can be defined as the
mechanical strength of chemical bonding. In particular, two independent strain
limits – specifically, the shear and tensile strain limits – are important for materials
strength and plasticity (Foreman et al. 1951; Xu et al. 1995) because the shear-
induced bond switching and bond angle-change and tension-induced bond breaking
in perfect crystal and in lattice defects, such as dislocations, cracks, and boundaries,
in defect-containing crystals actually determine a material’s strength and plasticity.
Therefore, shearability and tensibility are conveniently defined by the maximum
shear and tensile strains at which a perfect crystal becomes unstable (Ogata et al.
2004), which are computable using first-principles DFT. Notably, because chemical
bonding in the lattice defects may differ from that in perfect lattice, direct simulation
of these lattice defects is necessary to precisely determine the mechanical nature of
chemical bonding in defects. However, analysis using perfect crystal lattice, which is
more convenient in first-principles computations, should still provide some essential
information about the bonding response in defects to the strains.
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More precisely, the shearability can be defined as

sm ≡ arg max σ(s), (1)

where σ(s) is the resolved shear stress and s is the engineering shear strain in a
specified slip system of a crystal. “arg max” is the arguments of the maxima. The
tensibility is defined as

tm ≡ arg max−P((1+ t)V0), (2)

where P(V ) is the pressure-volume relation and V0 is the equilibrium volume,
P(V0) = 0. The shearability and tensibility have been computed using first-
principles DFT for various metals and ceramics (Ogata et al. 2004), including
face-centered cubic (FCC) Ag, Cu, Au, ferromagnetic (FM) and paramagnetic (NM)
Ni, and Al; body-centered cubic (BCC) W, Mo, and Fe (FM); hexagonal close-
packed (HCP) Mg, Ti, and Zn; L10 TiAl and D019 Ti3Al; diamond cubic C and Si;
β-SiC, α-, and β-Si3N4; and B1 NaCl, MgO, KBr, and CaO. In these computations,
incremental affine shear strains were imposed on each crystal along experimentally
determined common slip systems to obtain the corresponding unrelaxed and relaxed
energies and stresses, defined, respectively, by the conditions εij = 0 except
s ≡ x/d0, with d0 being the interplanar separation and x taken along the Burgers
vector, and σij = 0 except for the resolved shear stress. For α- and β-Si3N4, the
common slip systems are unknown experimentally. Therefore, six systems for each
phase are calculated, and the one with the lowest shear strength is used (Ogata et al.
2003). When the relaxed ideal shear stress σ rm normalized byGr and the shearability
srm for different materials are plotted together (Fig. 1 (Ogata et al. 2004)), gaps are
observed in the distributions of srm between metals and covalent solids. Such gaps
can also be observed when comparing the results of different works for elastic shear
instability of metals (Krenn et al. 2001; Roundy and Cohen 2001; Ogata et al.
2002) and covalent solids (Roundy et al. 2001; Ogata et al. 2003). In addition,
among the metals, the noble metals Au, Ag, and Cu and the more directionally
bonded Al and BCC Mo, W, and Fe (FM) are at opposite sides of the distributions,
which suggest that directional bonding allows for longer-range shear distortion
of the bonds before peak resistance is attained. This behavior can be rationalized
by observing that greater bond covalency results in a greater concentration of
valence charge in nonnuclear-centered regions (Silvi and Gatti 2000; Mori-Sanchez
et al. 2002), e.g., bond centers and other high-symmetry interstices, which can be
verified through examination of the charge-density isosurface plots (see Fig. 3).
These localized charge pockets would require a certain spatial arrangement among
them for the total energy to be well-minimized. By contrast, if the valence charge
density in the interstices is completely delocalized, then no such constraints would
exist, and the energy barrier to shear would arise mainly from a misfit-volume
effect. In FCC Cu and Ag, when the local interstice volumes completely recover
their equilibrium values at the intrinsic stacking fault, the energy penalties are
very low despite the “wrong” bond angles (Ogata et al. 2002). Consequently, a
rather general interpretation of our results is that, for the rearrangement of charge
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Fig. 1 Shearability (relaxed) (Ogata et al. 2004). The solid line indicates a unit slope, whereas the
dashed line corresponds to a slope of 2/π

density in response to mechanical deformation, bond-angle dependence brings about
geometric constraints on the atomic configurations above and beyond the volumetric
constraints. In the relaxed srm, σ rm distributions (Fig. 1), ionic ceramics lie midway
between directionally bonded metals and covalent solids; α- and β-Si3N4, being
more ionic than SiC, also lie within this range (Ogata et al. 2003). However, in
unrelaxed shear (Fig. 2), these solids manifest abnormally large ideal shear strains
sum and stresses σum, which are attributed to the bare Coulomb repulsion between
like-charge ions, as in a simple Madelung sum model. In an atomic environment
such as a crack tip, the surrounding medium would not allow for either fully relaxed
or fully unrelaxed local shear. This result implies that ionic materials could be
either less or much more brittle than covalent materials, depending on the subsidiary
deformation constraints; this situation is analogous to the distinction of plane-stress
vs. plane-strain loading conditions in the fracture of metals. Another noteworthy
feature of Figs. 1 and 2 is the approximately universal linear scaling between sm
and σm/G across a range of crystal structures, bond types, and slip systems. The
original Frenkel model (Frenkel 1926), which contains a single parameter G, is
well known and widely used (Peierls 1940; Nabarro 1947; Rice 1992; Kysar 2003)
in an empirical fashion. Various researchers have noted that, on the basis of physical
intuition, a more realistic description is to treat the peak position of σ(s) as an
adjustable parameter (Foreman et al. 1951; Xu et al. 1995) rather than as a fixed
value at b/4d0. As shown here, on the basis of ab initio first-principles computation
results, a two-parameter representation

σ = 2Gsm
π

sin

(
πs

2sm

)
, 0 < s < sm, σm = 2Gsm

π
(3)
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with the shear modulus G and the shearability sm as fundamental materials
parameters provides an accurate description of simple metals and ceramics. As
shown in Figs. 1 and 2, the slope of 2/π implied by our proposed extension of the
Frenkel model (Eq. 3) indeed represents the data well. In addition, the fundamental
constitutive behavior for shear deformation can be captured in a master curve in
terms of normalized stress σ̃ ≡ σ/Gsm and strain s̃ ≡ s/sm, as shown in Fig. 4.
In this rescaling, all curves have an initial unit slope and reach a maximum at
s̃ = 1. The behavior labeled as “Frenkel (renormalized)” reflects a universal shear-
softening response for s < sm. Notably, this new, “renormalized Frenkel” model is
the shear counterpart to the universal binding energy relation (Rose et al. 1983),
which also has two parameters and has been quantitatively checked against ab
initio computation results. Taken together, the renormalized Frenkel model and the
universal binding energy relation enable the formulation of materials design and
performance criteria in which tensile and shear dissipation modes compete (Rice
1992; Xu et al. 1995; Li et al. 2002; Vitos et al. 2003; Kysar 2003). For example,
the “brittleness parameter” of Rice (1992), which compares the unstable stacking
energy γus to the surface energy γs , can be very crudely estimated as

β ≡ γus

γs
∝ Gs2

m

Bt2m
=

(
G

B

)
·
(
s2
m

)
/
(
t2m

)
(4)

by scaling arguments (Ogata et al. 2004; Ogata and Li 2009). Parameter G/B is
accessible experimentally and has been used as a brittleness predictor. However, sm
and tm, although easy to obtain in ab initio first-principles computations (C̆erny et al.
2003), are unavailable experimentally despite having been theoretically established
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Fig. 3 Isosurface plot of valence charge density of elements at their stress-free states (Ogata et al.
2004): (a) FCC Ag, (b) FCC Al, (c) BCC Mo, and (d) diamond cubic Si.Ω0 is the atomic volume

to be important (Foreman et al. 1951; Xu et al. 1995). The results indicate that a
wide gap in β exists between metals and ceramics becauseG/B and sm are governed
not only by the crystal structure but also by the nature of chemical bonding (e.g.,
srm = 0.105 in FCC Au vs. srm = 0.200 in FCC Al) and by the loading condition
(e.g., srm = 0.221 vs. sum = 0.658 in B1 NaCl). By contrast, the relative variation of
tm is less sensitive than that of sm, and it has no spectral gap (see Fig. 5). The results
suggest that the brittleness is governed by the shearability (Ogata and Li 2009).

3 Intrinsic Strength of Crystal Lattice

In the previous section, lattice strain, such as the shear in a common slip system,
and triaxial tension were applied to primitive cells to examine the shearability and
tensibility of chemical bonding. Here, we more generally consider the intrinsic
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strength of the crystal lattice, which is defined as the critical stress that induces
lattice instability on a minimum deformation unit. Lattice instability sometimes
leads to shear deformation (e.g., dislocation or deformation twinning), sometimes
to decohesion (e.g., cracks), and sometimes to a solid-solid transformation (e.g.,
martensitic or Bainitic transformation). Because the deformation, decohesion, and
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transformation instability modes, hereafter referred to simply as “deformation,”
have different critical stresses, a first-principles prediction of the critical stress
enables the construction of a deformation mechanism map of the crystal lattice
as a function of stress. Unlike the analysis of strength of chemical bonding, we
cannot always use a primitive cell because the deformation has different minimum
deformation units (irreducible lattice correspondence pattern), such as in the case
of deformation twinning of HCP Mg, which is discussed later. Thus, generally, the
minimum deformation unit differs from and is larger than the primitive cell. That
is, the deformation unit may have more internal degrees of freedom independent of
lattice strain. To compute the critical stress at zero temperature from first principles,
one can actually apply various stresses to the supercell of the minimum deformation
unit and detect the lattice instability using, for example, soft mode analysis (Qi and
Chrzan 2014). In this case, the task is no longer technically difficult. Importantly,
the internal degrees of freedom, so-called non-affine atomic “shuffling,” cannot
be controlled independently from the lattice strain induced by stress because the
internal degrees of freedom are “slaves” of the affine lattice strain. However, in
the meantime, actual deformation occurs at finite temperatures. The thermal energy
induces thermal fluctuations that can independently disturb the internal degrees of
freedom from the lattice strain, that is, free from slavery and excite the internal
degrees of freedom. Moreover, the thermal energy paves the way for untouched
instability points (saddle points) on the Gibbs free energy landscape that cannot be
taken only by stress, where the soft mode is mostly related to corresponding non-
affine atomic shuffling. The usual method of applying stress to the lattice at zero
temperature may overlook these instability points. Drawing the Gibbs free energy
landscape in a space spanned by lattice strain and shuffling degrees of freedom
under different stresses is the best approach for observing all of the saddle points
without omission. After the Gibbs free energy landscape has been computed, one
can obtain not only the critical stress at zero temperature (ideal strength of lattice)
but also the minimum energy pathway (MEP) and the activation Gibbs free energy
of each deformation mode. Note that the critical stress is generally a temperature-
and strain-rate-dependent quantity.

To determine the Gibbs free energy landscape with the non-affine atomic
shuffling, one can separate the non-affine atomic shuffling with the instantaneous
affine strain at the smallest lattice correspondence pattern level as the “shuffling”
and “strain” variables and compute the Gibbs free energy landscape and MEP
(Jónsson et al. 1998) of possible strain modes in this joint “shuffling”-“strain” space
(Ishii et al. 2016). Let us define a scalar to represent the shuffling degree of freedom
(Ishii et al. 2016):

I ≡ (s − sini)THT0 H0(s
fin − sini)/M (5)

where sini is the internal coordinates of labeled atoms before deformation (λ = 0)
and sfin is the internal coordinates of labeled atoms after deformation (λ = 1) for
a given σ . Notably, the s differences in (5) are the changes in internal coordinates
without periodic boundary condition (PBC) wraparound. I has the unit of Å2 and
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takes the meaning of the mean-square non-affine displacements (MSDs) when the
deformation is complete. The deformation transforms the crystal from a reference
configuration to another configuration with strain εfinal. The supercell describing the
deformation can be taken as the irreducible lattice correspondence pattern, which
can be larger than the primitive cell of the host lattice. The deformation can be
represented atomistically by

xm(λ) = H(λ)sm(λ), H(λ) = R(λ)(I+ 2ε(λ))1/2H0, (6)

where λ is the reaction progress variable (scalar), xm is the Cartesian position, and
sm = [sm1; sm2; sm3] ∈ [0, 1) is the reduced coordinate vector of atom m under
PBC; H = [h1h2h3] is a 3 × 3 matrix, where h1, h2, and h3 are three edge vectors
of the supercell; and m = 1..M is the index of atoms in the supercell. Equation
components (I + 2ε(λ))1/2 and R(λ) are the irrotational and rotational parts of the
deformation gradient, respectively, where ε(λ) is the Lagrangian strain with respect
to the initial configuration. The representation (6) is general in the sense that it can
be used to represent liquid or solid geometries in molecular dynamics simulations
that have general displacive and diffusive motions. Here, however, the integer M
would be taken to be as small as possible. Although deformation in reality must be
a heterogeneous and asynchronous transformation, the supercell of the irreducible
M should still provide essential and key physics about the process (Ogata et al.
2005) and the strength of the lattice. We can then compute the MEP with the least
M using parameter-free ab initio first-principles computation at a constant external
stress σ , which gives the activation Gibbs energy G(λ, σ ) vs. reaction coordinate
λ, parametrized by σ . An algorithm is applied to compute the MEP and to find the
saddle point of deformation:

Q(σ ) ≡ G(λ∗, σ )−G(0, σ ) (7)

on the joint ε ⊗ s space (Sheppard et al. 2012), where λ = 0 is used to denote the
state before deformation, λ = 1 to denote the state after deformation, and λ∗ for a
saddle point, at constant external stress σ .

3.1 Strain-Controlled vs. Shuffling-Controlled

An interesting but very important question is whether the MEP or reaction coor-
dinate is dominated by Δs or Δε. Two opposite physical transformation limits
can be identified. In the diffusive limit (annealing transformation), εfinal ≈ 0; in
addition, because of the randomized short-range diffusion that destroys labeled-
atom registry (if identical atoms have labels), the lattice correspondence pattern
is random, and M can be taken to be infinity. Thus, this deformation would be a
pure “shuffling-dominated” deformation with a huge but unchanged (fixed-shaped)
supercell. By contrast, many simple metals have one-atom primitive cells (e.g., FCC
Cu, Au, and Al and BCC Mo and Fe) that deform at low temperatures withM = 1,
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where the irreducible lattice correspondence pattern (before and after deformation)
involves merely one atom, as evidenced by direct molecular dynamics simulations;
thus, there is no shuffling degree of freedom, and the metal is purely strain-
dominated. The former case is classified as civilian/diffusive transformation, the
latter case is classified as military/displacive transformation (Christian 2002), and
the two cases tend to manifest different sensitivities to temperature and strain rate
(Suresh and Li 2008; Li 2007; Zhu and Li 2010). The civilian/diffusive deformation
tends to be more temperature and strain-rate sensitive but less stress sensitive (less
nonlinear-thresholding behavior) than military/displacive transformation because of
the smaller activation volume (Li 2007; Zhu and Li 2010). The origin of this can, in
turn, be traced to the lack of long-range elastic interactions, which tends to reduce
the activation volume. Activation processes with long-range elastic interactions
(Shen et al. 2008) tend to have much larger activation volume, reflecting greater
collective coordination. If the same MEP and saddle-point energy can be obtained
by continuously increasing just the shuffling and instantaneously relaxing the strain
by steepest descent, we refer to the path as being “shuffling-controlled.” Vice
versa, if the same MEP and saddle-point energy can be obtained by continuously
increasing the strain and relaxing the internal non-affine displacement by steepest
descent, we refer to the path as being “strain-controlled.”

Let us give a precise and general mathematical definition of the strain-controlled
vs. shuffling-controlled concept for deformation as follows (Ishii et al. 2016). One
can choose dominant strain components ε = {ε1, · · · , εn; n ≤ 6}, which can be
taken to be strain components induced by the deformation. One can then increase
ε slightly, fix it as a constraint, and then relax the remaining 3M + 6 − n degrees
of freedom in ab initio first-principles supercell computation by the steepest descent
method. The process is then repeated. If one can reach the same activation energy
G(λ∗) as the full-ε ⊗ s MEP search by trotting along ε, this activation path can
be called strain-controlled in the sense that the reaction coordinate can be well
represented by ε. By definition, I = 0 when ε = 0. In an alternative calculation, one
increases I slightly, fixes it as a constraint variable, relaxes the remaining 3M+6−n
degrees of freedom by steepest descent, and then repeats trotting along I . In this
case, all six strain tensor components become slaved variables of I : the supercell
shape and size respond instantaneously to the tweaking of this internal shuffling
motion. If one can reach the same saddle point G(λ∗) as the full-ε ⊗ s path search,
this activation path can be called shuffling-controlled in the sense that the reaction
coordinate can be well represented by I . If neither ε-control or I -control give the
correct saddle energy, or if both do, we refer to such a transformation path as being
under mixed-control.

3.2 A Case of Non-basal {101̄2}〈101̄1̄〉 Deformation Twinning in
HCP Magnesium (Ishii et al. 2016)

Deformation twinning (DT) (Christian and Mahajan 1995) transforms a crystal into
a mirrored configuration with transformation strain εfinal. Numerous experimental
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Fig. 6 Atomic arrangements and four-atom supercell shape of perfect HCP and twinned HCP
configurations viewed from

[
12̄10

]
(Ishii et al. 2016)

studies and theoretical analyses on the HCP {101̄2}〈101̄1̄〉 twinning system have
been reported. Nevertheless, information relating to the required mechanical con-
ditions and atomistic twinning processes remains controversial; in addition, certain
aspects of and mechanisms involved have not been fully clarified, especially the
issue of whether the twinning processes are atomic-shuffling dominant (Li and Ma
2009; Li and Zhang 2014) or shear-strain induced. The reason for this controversy
appears to be a lack of fundamental energetics. The idea discussed in the previous
section can be naturally applied to this issue, thus shedding light on a DFT-based
Gibbs free energy landscape that can clarify the deformation mechanism. Figure 6
shows perfect (λ = 0) and twinned (λ = 1) HCP atomic structures viewed from
〈12̄10〉, at σ = 0. The four-atom parallelepiped supercell used in this study, which
includes atoms A, B, C, and D, is indicated as a broken red line. The four-atom
supercell (M = 4) is the minimum lattice correspondence pattern unit necessary to
render the atomic arrangements during {101̄2}〈101̄1̄〉 twinning shear deformation
(Li and Ma 2009; Wang et al. 2013). Notably, even though the Bravais primitive
cell of HCP metals contains only N = 1 atom, because of the anisotropy (a0 and c0
are required to specify an HCP lattice, in contrast just a0 for cubic metals) and low
symmetry of the twinning system, M can be greater than 2. The internal energy U
and Cauchy shear stress of the supercell with respect to the uniform twinning shear
deformation γ = γyz = 2εyz;

U(γ ) = min
s,ε∈γ U(ε, s) (8)

is shown in Fig. 7a, b. The shear deformation has been applied to two different
fully relaxed HCP supercells with HCP and twinned HCP configurations; these
supercells are labeled as “original” (red plots in Fig. 7a, b) and “twinned” (green
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Fig. 7 Supercell internal energy (a) and Cauchy shear stress (b) with respect to engineering shear
strain γ . The shear deformation is applied to two different initial supercell atomic configurations:
“original” (red plots) and “twinned” (green plots). An energy crossover occurs at γ = γc(= 0.068)
(Ishii et al. 2016)

plots in Fig. 7a, b), respectively. Both of these supercells have the same perfect HCP
lattice structure; however, the twinned supercell has the sheared supercell frame
from the original supercell of γ = γyz = 0.136 engineering shear strain. Note that
the internal atomic configurations in these supercells can be different even though
they have the same supercell shape. The internal atomic configuration s at a certain
engineering shear strain is dependent upon whether it has been sheared from the
“original” or the “twinned” supercell. This dependence causes internal energy and
stress differences at each engineering strain γ , shown as the red and green plots in
Fig. 7a, b. In Fig. 7a, an energy crossover occurs at a critical γ = γc (= 0.068)
between these plots. At strains above the critical strain, an atomic configuration
sheared from a twinned supercell becomes energetically favorable compared with
that of the original supercell with the same cell shape, and thermodynamics would
start to allow DT to occur at T = 0 K. However, even at a strain only slightly
above the critical strain, a transition from the red to the green curve in Fig. 7a, b still
appears to involve an energy barrier. That is, spontaneous twinning in the absence of
thermal fluctuations and waiting times is not observed in the DFT calculation. This
observation already hints that the twinning shear strain γ may not be the dominant
reaction coordinate. Something internal “got stuck,” preventing the red→green
transition from occurring spontaneously, even at strains substantially greater than
the equi-energy strain γc.

To examine this interesting behavior, we evaluated the Gibbs free energy
landscape numerically using ab initio first-principles supercell energetics.

G(ε, s, σ ) ≡ U(ε, s)−W(ε, σ ), (9)

where W(ε, σ ) is the work done by constant external Cauchy stress σ (Wang et al.
1995):
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W(ε, σ ) ≡
∫ 1

0
dl det |J(η = lε)H0| × Tr

[
J−1(η = lε)σJ−T (η = lε)ε

]
, (10)

where η = lε = 1/2(JTJ−I) is the Lagrangian strain tensor, J is the corresponding
deformation gradient tensor,

J = R(I+ 2η)1/2 (11)

and R is an additional rotation matrix RTR = I that is completely defined when
the transformation coordinate frame convention is chosen. Even though G(ε, s, σ )
is now defined by (9), it is difficult to visualize directly because ε ⊗ s space is
3M+ 6 dimensional. Thus, (5) can be used to aid visualization. By applying energy
minimization to all degrees of freedom of the supercell system other than γ and I ,
we can uniquely compute G(γ, I, σ ):

G(γ, I, σ ) ≡ min
ε∈γ,s∈I G(ε, s, σ ) (12)

The computed Gibbs free energy landscapes ΔG(γ, I) at different external Cauchy
shear stresses (σyz = σzy = 0, 1 and 2 GPa along the twinning direction) are shown
in Fig. 8. The other Cauchy stress components were set to zero. The red curves
on the Gibbs free energy landscapes represent the MEPs from the original to the
twinned configuration under these external shear stresses, which were estimated by
applying the nudged elastic band (NEB) method (Jónsson et al. 1998) to obtain
the two-dimensional Gibbs free energy landscapes. The Gibbs free energy change
along the MEP under different external shear stresses is shown in Fig. 10a, b shows
the change in the Gibbs free energy barrier with respect to the external shear stress.
The following two NEB calculations were independently performed: (1) an NEB
calculation with respect to the internal atomic configuration I , in which the supercell
frame is relaxed under the predefined external stress (I -control NEB), and (2) an
NEB calculation with respect to γ , in which internal atomic configuration s is
relaxed for each supercell frame shape (γ -control NEB). A comparison between
their Gibbs free energy barriers is presented in Fig. 10b; the Gibbs free energy
barrier determined by I -control NEB agrees well with the Gibbs free energy barrier
based on the two-dimensional Gibbs free energy landscape, whereas the Gibbs
free energy barrier obtained by the γ -control NEB is substantially higher. This
result indicates that the DT is an I -dominant (non-affine displacement dominant)
deformation. Thus, if an assist of thermal energy were to exist, the twinned structure
could be generated without generating local shear strain because the phonons could
toggle the “internal cog.” After the “internal cog” is flipped, the voxel γ will later
spontaneously relax toward the twinned configuration. The MEP analysis based on
the Gibbs free energy landscape also clearly indicates that a uniform supercell shape
change and an atomic position change simultaneously occur during the DT process.
Figure 9 represents the change in atomic position along the MEP at a shear stress of
0 GPa. A “dumbbell flipping” or “shuffling” behavior – that is, staggered rotations of
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Fig. 8 Gibbs free energy distribution ΔG(γ, I) at different levels of external shear stress σyz =
σzy = 0 GPa (a), 1 GPa (b), and 2 GPa (c). The red curves represent the MEPs of the deformation
twinning processes (Ishii et al. 2016)

Fig. 9 Atomic configuration change along the MEP (Ishii et al. 2016)
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Fig. 10 Gibbs free energy variation along the MEP (a) and the energy-barrier change with respect
to external shear stress (b). In (a), the solid curves and dots represent results obtained from the
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and circular symbols represent the Gibbs free energy barriers obtained from the two-dimensional
Gibbs free energy landscape (2D land), I -control NEB, and γ -control NEB, respectively (Ishii
et al. 2016)

the A-B and C-D atomic bonds – is observed together with uniform supercell shear
deformation. Figure 10b also shows that the Gibbs free energy barrier decreases
with increasing applied external shear stress and that an athermal condition is
eventually achieved at a critical external shear stress of∼3.0 GPa. Thus, applying an
external shear stress of 3.0 GPa can induce the DT regardless of the internal atomic
configuration I . Thus, the DT becomes γ -dominant (shear-strain induced) under
such an extremely high shear stress.

4 Conclusions

The first-principles computations of primitive crystal lattices revealed the funda-
mental mechanical properties of chemical bonding in crystals from the standpoint
of shearability and tensibility. The simplified computational framework enabled us
to perform vast numbers of computations for different crystal lattices. Thus, the
computational approach may lead to a base of high-throughput ultra-strength and
ultra-toughness structural alloys designed from first-principles, although extrinsic
factors will need to be considered for a more accurate quantitative analysis. The first-
principles computation of intrinsic strength of crystal lattice based on Gibbs free
energy landscape in the shuffling-strain joint space redefines the strength of a crystal
lattice, which is not only stress but also temperature dependent; moreover, it depicts
untouched saddle points that cannot be accessed only by applying stress or strain.
The computation framework judges whether the lattice deformation is shuffling-
controlled or strain-controlled. The former is more temperature sensitive, and the
latter is more stress sensitive. This computational approach may be very useful for
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lattice deformations with a more shuffling-contorted aspect, such as deformation
twinning in HCP and solid-solid transformations. Although these studies provide
valuable fundamental information about the strength of materials, which could be
useful in high-throughput materials design, numerous tasks remain to enable the
consideration of extrinsic factors for more precise predictions of the mechanical
properties of actual structural materials. A sophisticated spatial- and temporal-scale
coarse-grained framework (Zhao et al. 2013) based on the given first-principles
intrinsic mechanical properties is desired because, in reality, deformation must be
heterogeneous and asynchronous.

References

C̆erny M, Pokluda J, S̆ob M, Friák M, S̆andera P (2003) Ab initio calculations of elastic and
magnetic properties of Fe, Co, Ni, and Cr crystals under isotropic deformation. Phys Rev B
67:035116

Christian JW (2002) The theory of transformations in metals and alloys. Elsevier, Amsterdam
Christian JW, Mahajan S (1995) Deformation twining. Prog Mater Sci 39:1–157
Foreman AJ, Jaswon MA, Wood JK (1951) Factors controlling dislocation widths. Proc Phys Soc

London Sect A 64:156
Frenkel J (1926) Zur Theorie der Elastizitatsgrenze und der Festigkeit kristallinischer Körper. Z

Phys 37:572–609
Ishii A, Li J, Ogata S (2016) Shuffling-controlled versus strain-controlled deformation twinning:

the case for hcp Mg twin nucleation. Int J Plas 82:32–43
Jónsson H, Mills G, Jacobsen KW (1998) Nudged elastic band method for finding minimum energy

paths of transitions. In: Berne BJ, Ciccotti G, Coker DF (eds) Classical and quantum dynamics
in condensed phase simulations. World Scientific, Singapore, pp 385–404

Krenn CR, Roundy D, Morris JWJ, Cohen ML (2001) Ideal strengths of bcc metals. Mater Sci Eng
A 111:319–321

Kysar JW (2003) Energy dissipation mechanisms in ductile fracture. J Mech Phys Solids 51:795–
824

Li B, Ma E (2009) Atomic shuffling dominated mechanism for deformation twinning in magne-
sium. Phys Rev Lett 103:035503

Li B, Zhang X (2014) Global strain generated by shuffling-dominated twinning. Scr Mater 71:
45–48

Li J, Van Vilet KJ, Zhu T, Yip S, Suresh S (2002) Atomistic mechanisms governing elastic limit
and incipient plasticity in crystals. Nature 418:307–310

Li J (2007) The mechanics and physics of defect nucleation. MRS Bull 32:151–159
Mori-Sanchez P, Pendas AM, Luana V (2002) A classification of covalent, ionic, and metallic

solids based on the electron density. J Am Chem Soc 124:14721–14723
Nabarro FRN (1947) Dislocations in a simple cubic lattice. Proc Phys Soc London 59:256–272
Ogata S, Li J (2009) Toughness scale from first-principles. J Appl Phys 106:113534
Ogata S, Li J, Yip S (2002) Ideal pure shear strength of aluminum and copper. Science 298:

807–811
Ogata S, Hirosaki N, Kocer C, Shibutani Y (2003) An ab initio study of the ideal tensile and shear

strength of single-crystal β-Si3N4. J Mater Res 18:1168–1172
Ogata S, Li J, Hirosaki N, Shibutani Y, Yip S (2004) Ideal shear strain of metals and ceramics.

Phys Rev B 70:104104
Ogata S, Li J, Yip S (2005) Energy landscape of deformation twinning in bcc and fcc metals. Phys

Rev B 71:224102
Peierls R (1940) The size of a dislocation. Proc Phys Soc London 52:34–37



75 First-Principles Modeling of Intrinsic Materials Strength 1843

Qi L, Chrzan DC (2014) Tuning ideal tensile strength and intrinsic ductility of bcc refractory alloys.
Phys Rev Lett 112:115503

Rice JR (1992) Dislocation nucleation from a crack tip: an analysis based on the Peierls concept.
J Mech Phys Solids 40:239–271

Rose JH, Smith JR, Ferrante J (1983) Universal features of bonding in metals. Phys Rev B
28:1835–1845

Roundy D, Cohen ML (2001) Ideal strength of diamond, Si, and Ge. Phys Rev B 64:212103
Roundy D, Krenn CR, Cohen ML, Morris JWJ (2001) The ideal strength of tungsten. Philos Mag

A 81:1725–1747
Shen C, Li J, Wang Y (2008) Finding critical nucleus in solid-state transformations. Metall Mater

Trans 39:976–983
Sheppard D, Xiao P, Chemelewski W, Johnson DD, Henkelman G (2012) A generalized solid-state

nudged elastic band method. J Chem Phys 136:074103
Silvi B, Gatti C (2000) Direct space representation of the metallic bond. J Phys Chem A 104:

947–953
Suresh S, Li J (2008) Deformation of the ultra-strong. Nature 456:716–717
Vitos L, Korzhavyi PA, Johansson B (2003) Stainless steel optimization from quantum mechanical

calculations. Nat Mater 2:25–28
Wang J, Li J, Yip S, Phillpot S, Wolf D (1995) Mechanical instabilities of homogeneous crystals.

Phys Rev B 52:12627–12635
Wang J, Yadav SK, Hirth JP, Tomé CN, Beyerlein IJ (2013) Pure-shuffle nucleation of deformation

twins in hexagonal-close-packed metals. Mater Res Lett 1:126–132
Xu G, Argon AS, Ortiz M (1995) Nucleation of dislocations from crack tips under mixed modes of

loading: implications for brittle against ductile behaviour of crystals. Philos Mag A 72:415–451
Zhao P, Li J, Wang Y (2013) Heterogeneously randomized STZ model of metallic glasses:

softening and extreme value statistics during deformation. Int J Plast 40:1–22
Zhu T, Li J (2010) Ultra-strength materials. Prog Mater Sci 55:710–757
Zhu T, Li J, Ogata S, Yip S (2009) Mechanics of ultra-strength materials. MRS Bull 34:167–172



76Atomistic Simulations of Fracture
and Fatigue in Nanotwinned
and Amorphous Materials

Xiaoyan Li, Xuan Zhang, and Huajian Gao

Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1846
2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1847

2.1 Simulation Setup for Fracture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1848
2.2 Simulation Setup for Fatigue . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1851

3 MD Simulations for the Fracture of Nanotwinned and Amorphous Materials . . . . . . . . 1852
3.1 Fracture of Nanotwinned Metals and Ceramics . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1853
3.2 Fracture of Metallic Glasses and Lithiated Silicon . . . . . . . . . . . . . . . . . . . . . . . . . . 1855

4 MD Simulations of the Fatigue of Nanotwinned and Amorphous Materials . . . . . . . . . . 1861
4.1 Fatigue of Nanotwinned Metals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1861
4.2 Fatigue of Metallic Glasses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1864

5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1866
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1867

Abstract

Atomistic simulation has been recognized as a powerful tool to investigate
and predict the mechanical properties and behaviors of nanostructured and
amorphous materials. In this chapter, we first introduce some basic methodolo-
gies, including the setups for simulations of fracture and fatigue, and how to
characterize the resistance to fracture and fatigue based on the information from
atomistic simulations. Then we highlight some recent studies about large-scale
atomistic simulations for fracture and fatigue of nanotwinned and amorphous

X. Li · X. Zhang
Center for Advanced Mechanics and Materials, Applied Mechanics Laboratory, Department of
Engineering Mechanics, Tsinghua University, Beijing, China

H. Gao (�)
School of Engineering, Brown University, Providence, RI, USA
e-mail: huajian_gao@brown.edu

© Springer Nature Switzerland AG 2020
W. Andreoni, S. Yip (eds.), Handbook of Materials Modeling,
https://doi.org/10.1007/978-3-319-44680-6_46

1845

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-44680-6_46&domain=pdf
mailto:huajian{_}gao@brown.edu
https://doi.org/10.1007/978-3-319-44680-6_46


1846 X. Li et al.

materials (such as metallic glasses and lithiated silicon). At the same time, we
further address the mechanistic insights to damage initiation around crack tip,
interaction between crack and various defects, and origins of brittle and ductile
behaviors. These results from atomistic simulations help provide a fundamental
understanding of fracture and fatigue behaviors of nanotwinned and amorphous
materials, which facilitates the design and fabrication of new materials with
excellent mechanical properties and performance.

1 Introduction

Fracture is one of the most common failure modes of materials with or without
pre-existing cracks under static and dynamic strain, and fatigue usually refers to the
deformation and failure of materials under cyclic loads. Investigating the fracture
and fatigue behaviors of materials is crucial for the reliability and safety of materials
and structures in many practical applications.

Over the past decades, a number of novel nanostructured and amorphous
materials (such as nanocrystalline and nanotwinned materials, metallic glasses,
and lithiated silicon) have emerged as a result of rapid advances in fabrication
and processing technologies. In contrast to conventional crystalline materials with
characteristic sizes above tens of micrometers, nanostructured and amorphous
materials can often achieve extraordinary mechanical properties owing to their
unique microstructures, including higher strength, better ductility, higher fracture
toughness, and more remarkable resistance to fatigue, corrosion, and wear. Several
comprehensive reviews of experimental studies on the fracture and fatigue behaviors
of these new materials can be found in the literature (Kumar et al. 2003; Ovid’ko
2007; Sun and Wang 2015; Zhu and Li 2010; Li et al. 2016; Pineau et al. 2016a,
b, c; McDowell et al. 2016). However, due to various limitations in testing and
visualization techniques, it is still difficult or even impossible to determine the
deformation processes or mechanisms of materials at the smallest characteristic
scales (usually the nanoscale) through experiments alone.

In recent years, atomistic simulations have become increasingly recognized as
a powerful tool to investigate the deformation and failure of materials (Yip 2005;
Li and Gao 2015), including both crystalline and amorphous materials. Due to their
intrinsic atomic-scale resolution, atomistic simulations are often used to comple-
ment experiments in probing the prevailing deformation and failure mechanisms
in nanostructured and amorphous materials. On the other hand, an amount of
caution is needed to interpret the simulation results in view of the large disparities
in sample sizes and loading rates between simulations and experiments, even
though continuous advances in supercomputers and the development of efficient
algorithms (multiscale modeling, machine learning methods, etc.) have to some
extent reduced such gaps in recent years. Inspiringly, the deformation and failure
mechanisms revealed by atomistic simulations can be validated at overlapping
length scales through direct in situ observations using a scanning/transmission
electron microscope (SEM/TEM) (Li and Gao 2015). Currently, atomistic
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simulations are broadly applied to explore deformation and failure behaviors and
the associated mechanisms of nanostructured and amorphous materials (Li and Gao
2015). Atomistic simulations not only provide new mechanistic insights into the
microstructural evolution and interaction between various defects but also shed light
on the structure-property-processing relationships of new materials. The results and
insights from atomistic simulations have profound implications on the design and
fabrication of new materials with excellent mechanical properties and performance.

In this section, we first introduce some fundamental methodologies for simu-
lations of fracture and fatigue and for the extraction of mechanical information
or quantities (characterizing the resistance to fracture and fatigue) from atomistic
simulations. We highlight some recent studies using atomistic simulations to
examine the fracture and fatigue of nanotwinned and amorphous materials (such as
metallic glasses and lithiated silicon) with a number of illustrative examples. These
atomistic simulations can offer an atomically resolved view of complex fracture
and fatigue processes, as well as the underlying failure mechanisms. Moreover,
we offer some mechanistic insight into damage initiated around the tip of a crack,
the interaction between a crack and various defects, and the origins of brittle and
ductile behaviors, which improves the fundamental understanding of the fracture
and fatigue of new nanostructured and amorphous materials.

2 Methodology

Studies on the fracture of materials have mainly focused on crack propagation
or growth under an applied mechanical loading. Therefore, when one constructs
fracture simulations, a pre-existing crack should be first introduced in the simulated
samples. Appropriate loading and boundary conditions are then applied. As the
applied loading varies, mechanical information (such as atomic stress, atomic strain,
crack advance, and applied stress intensity factor) related to crack propagation
is recorded and used to quantify the relationships among crack propagation,
microstructure, and applied load. At the same time, some mechanistic details (such
as the interaction between the crack and other defects) of crack propagation are
also captured. In this part, we briefly introduce the basic procedure and setup for
simulations of fracture and fatigue. For fracture simulations, we also introduce
several methods to calculate the fracture energy or toughness of materials according
to information extracted from atomistic simulations.

Based on the relaxation method, atomistic simulations can be generally classified
into two groups: molecular statics (MS) simulations and molecular dynamics (MD)
simulations. During MS simulations, the system is relaxed based on an energy
minimization algorithm (such as conjugate gradient or second-order Newton-
Raphson). MS simulations can reflect the quasi-static evolution of the system
under a slowly varying strain but are not able to account for the effects of finite
temperature. In contrast, during MD simulations, the system is relaxed by involving
the actual motion of the atoms, which is determined by numerically solving
Newton’s equations of motion within a given time step. This allows MD simulations
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to study the evolution of the dynamics and thermodynamics and the response of
the system at finite temperatures. However, MD simulations have the disadvantage
that the time step is around one femtosecond; thus, the total simulation time is
generally limited to several nanoseconds, leading to an extremely high strain rate
which is 7–11 orders of magnitude higher than those used in typical experiments.
Fortunately, in many cases such high strain rate does not have a significant effect on
the underlying deformation and failure mechanisms of materials. In parts 3 and 4, we
introduce some recent MD simulations on the fracture and fatigue of nanotwinned
and amorphous materials to highlight the success of atomistic simulations. When
introducing fatigue in nanotwinned metals, we will also compare the simulation
results between the MS and MD techniques.

2.1 Simulation Setup for Fracture

During fracture simulations, we are mainly interested in the failure and damage from
crack propagation and advancement. Therefore, a pre-existing crack is introduced in
the initial configurations of the simulated samples. Generally, there are two methods
to introduce a pre-existing crack. The first method is to create a crack or notch by
removing a wedge of atoms, while the second method is to generate a crack by
preventing interatomic interaction across the crack surface. The crack generated by
the second method has an atomically sharp tip. The initial crack is generally located
at the center or edge of a simulated sample to achieve the center or edge cracked
configuration.

During fracture simulations, applying a loading on the crack is a crucial step for
the overall simulation. Mode I is the dominant fracture mode in practical fracture
cases; thus, most simulations primarily model mode I crack propagation, where the
applied tensile loading is normal to the crack surface. There are three methods
to achieve mode I loading. The first method is that during each loading step, a
uniform tensile strain is applied, and then the overall system is relaxed with a fixed
boundary along a direction normal to the tensile direction. Such loading step is
repeated until the simulation is terminated. In the second method, one edge along
the tensile direction of the sample is fixed, while another edge is stretched at a
given constant velocity. To avoid stress waves induced at the onset of the constant
velocity loading at one edge, a linear velocity profile is imposed on all atoms at the
beginning of the simulation. Throughout the simulation, atoms on both edges are
subjected to a controlled velocity, while all other atoms are free to move according
to Newton’s equations of motion. The third method is to apply a K-field to the
simulated sample (hence often referred to as the K-controlled method). Figure 1
shows the schematic illustration of mode I loading on a simulated sample with a pre-
existing crack. During the simulation, mode I loading is accomplished by increasing
the stress intensity factor K in a very small increment�K. Such increment is usually
KIC/100 or less to ensure the iteration accuracy and convergence, where KIC is the
critical stress intensity factor for crack initiation. During each loading step, all the
atoms in the fixed region in Fig. 1 are first positioned according to the continuum
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Fig. 1 Schematic illustration
of mode I loading on a
simulated sample with a
pre-existing crack under a
K-field in the fixed region

elasticity solution (i.e., asymptotic solution) of the crack tip displacement field with
the specified K, while all interior atoms in the free region are relaxed via the MS or
MD technique. The applied K-field thus serves as the boundary conditions for the
free region. To avoid the influence of the K-field on the crack tip plastic behavior,
the fixed region is required to be far from the crack tip, which indicates small-scale
yielding conditions, i.e., the size of the simulated sample in Fig. 1 is large enough
to accommodate the plastic zone around the crack tip. If the simulated sample is
relatively small, a buffer region needs to be introduced between the fixed and free
regions (Yip 2005), as shown in Fig. 1. Atoms in the buffer region are controlled
according to the forces from atoms in the free region (Yip 2005), which to some
extent avoid the influence of the fixed region of the crack tip (Yip 2005). The first
and second methods are simple and can be realized easily during fracture simulation.
In contrast to the first and second methods, the third method is more complex but
could be more effective in determining the fracture resistance curve and the fracture
toughness KIC.

Atomistic simulations not only provide mechanistic details of the fracture
process but can also be used to estimate the fracture toughness. Here, we introduce
four methods to calculate the fracture toughness based on the results of atomistic
simulations. The first method is to calculate the energy release rate and is usually
used for the brittle materials. The critical energy release rate Gc can be calculated
by comparing the initial and final cracked configurations as follows:

Gc = −�U −�W
t�a

(1)

where �U is the change in the strain energy and �W the change in the external
work associated with crack extension �a, and t is the thickness of the simulated
sample; �U can be estimated based on the elastic stress and strain states of
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the initial and final configurations, while �W can be calculated by integrating
the force-displacement curves obtained from simulations. This method has been
used to calculate the Gc of nanocrystalline graphene, with result consistent with
experimental measurements (Jung et al. 2015).

The second method is to estimate the fracture energy by integrating the stress-
strain curves for crack propagation. For a strip with an edge crack, the fracture
energy for crack propagation can be calculated by the following expression (Freund
1990):

G = 2H
∫ εc

0
σdε (2)

where H is the half width of the strip and εc is the critical strain at which the
crack starts to propagate. The integration in Eq. (2) represents the area under the
stress-strain curve, which can be obtained from the simulations. For brittle materials,
Eq. (2) can be reduced to a linear elastic stress-strain relationship,

G = HEε2
c (3)

where E is the Young’s modulus.
The third method is to obtain the critical stress intensity factor KIC. During the

fracture simulation, if the applied loading is achieved by imposing a K-field, KIC can
be easily taken as the stress intensity factor at crack initiation. This method has been
used to predict the fracture toughness of lithiated silicon (Khosrownejad and Curtin
2017). The predictions for amorphous Li0.5Si and LiSi from atomistic simulations
are comparable to experimental measurements (Khosrownejad and Curtin 2017).

The fourth method is to extract the interfacial fracture energy based on a
cohesive-zone-volume-element (CZVE) model (Yamakov et al. 2006). This method
is only for interfacial cracks. The CZVE model is very similar to the continuum
cohesive zone model and can provide the traction-separation relationship through a
statistical average of the atomic information (such as atomic stress and displace-
ment) around the interfacial crack. Before the simulations, the regions on both
sides of the interface need to be sliced into a large number of square CZVEs. The
dimension of each CZVE is usually set to 1 nm. During the simulations, the traction
of each element is the average of the atomic stress of all atoms in the element, while
the separation (i.e., opening displacement of the crack) is estimated by calculating
the displacement of the mass point of the element. In the process of crack opening
and propagation, the traction and separation of each CZVE are averaged at each
given time interval to avoid thermal fluctuations. A traction-separation curve is
obtained through the statistics of all data on the traction and separation of each
CZVE. Finally, the interfacial energy is calculated by integrating over the traction-
separation curve. This method has been used to capture the brittle and ductile
fracture of an interfacial crack along a high-angle grain boundary in aluminum
(Yamakov et al. 2006), as well as to calculate the interfacial fracture energy
between lithiated silicon and amorphous silicon (Lang et al. 2017). These results
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from atomistic simulations are consistent with those from the relevant continuum
cohesive zone modeling (Yamakov et al. 2006) and experiments (Lang et al. 2017).

To calculate the fracture toughness through atomistic simulations for three-
dimensional block samples, the plane strain condition must be imposed in the
direction parallel to the crack front to ensure the validity of the calculated fracture
toughness. Currently, there is still a gap in quantitative predictions of fracture
toughness between atomistic simulations and experimental measurements, which
may be attributed to distinct differences in the length scale and microstructure of
the samples.

2.2 Simulation Setup for Fatigue

For fatigue simulations, the focus of the study is to assess the damage evolution
of samples with or without pre-existing cracks under cyclic loading. For samples
without an initial crack, cyclic loading is generally achieved by applying periodic
alternating strain within a given timeframe. In each strain-controlled cycle, the
maximum applied strain is generally smaller than the yielding strain of the simulated
samples. This type of simulation is used to study damage initiation and development
as well as the associated microstructural evolution of simulated samples with the
accumulation of plastic strain.

For samples with a pre-existing crack, cyclic loading is accomplished by impos-
ing a triangle-shaped alternating stress intensity factor. In each loading/unloading
step, a specific K-field is imposed around the crack tip according to the K-controlled
method mentioned above. The stress intensity factor range �K = Kmax − Kmin,
where Kmax and Kmin are the maximum and minimum stress intensity factors,
respectively, should be smaller than the fracture toughness (i.e., KIC) of the
simulation samples. This type of simulation is used to investigate fatigue crack
growth behaviors and the associated mechanisms. Furthermore, when the applied
stress intensity factor range �K varies, the relationship between the fatigue crack
growth rate da/dN and �K can be obtained and compared with the experimental
results and relevant analytical models.

During fatigue simulations of samples with a pre-existing crack, tracking the
fatigue crack growth (or determining the crack extension) is crucial for calculating
the crack growth rate da/dN. Figure 2 shows two typical methods to determine
the crack extension: one is by locating the maximum coordinate of the crack tip,
referred to as the maximum coordinate method (Fig. 2a), while the other is by
taking the average value over a characteristic point distributed on the crack front
profile, referred to as the average coordinate method (Fig. 2b). In real experiments,
the position of the crack tip is usually indirectly estimated from the measurement
of the crack tip stress and/or displacement fields. In atomistic simulations, it is
relatively easy to locate the exact position of the crack tip. However, such atomic-
level resolution may induce a large error in the fatigue crack growth rate if one
uses the maximum coordinate method to locate the position of the crack tip. For
fatigue crack growth in ductile materials, the error can reach 10% (Zhou et al. 2015).
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Fig. 2 Schematic illustrations for determining the fatigue crack growth during atomistic simu-
lations (Zhou et al. 2015). (a) The maximum coordinate method and (b) the average coordinate
method. (Reproduced with permission)

As indicated in Fig. 2b, the average coordinate method to some extent reflects the
blunting effect of cracks. Therefore, the average coordinate method can be more
suitable for estimating fatigue crack growth in ductile materials.

Since MD simulations have inherent limitations in terms of the time scale, fatigue
simulations based on the MD technique only last for several hundred cycles, leading
to low-cycle fatigue. Based on current computational power, it is possible to use the
MS technique to study the high-cycle fatigue (i.e., cycle numbers above 104) of
materials. However, the related computational cost is extremely high, and the length
scale of the simulated sample is very limited.

3 MD Simulations for the Fracture of Nanotwinned
and Amorphous Materials

In this section, we review recent atomistic simulations into the fracture behaviors
of nanotwinned metals and ceramics and two representative amorphous materials
(including metallic glasses and lithiated silicon). For nanotwinned metals and
ceramics, the atomistic simulations reveal the complex interactions between a crack
and various defects (such as dislocations and twin boundaries (TBs)). For the
metallic glasses and lithiated silicon, atomistic simulations are used to investigate
the microstructural evolution and deformation behaviors ahead of the crack tip.
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3.1 Fracture of Nanotwinned Metals and Ceramics

Nanotwinned materials have a hierarchical microstructure, with a high density of
nanoscale twins embedded in the micro- or submicron-sized grains. Therefore,
nanotwinned materials exhibit higher strength and larger fracture toughness than
their twin-free counterparts. So far, a large number of experimental and computa-
tional studies have investigated the plastic deformation of nanotwinned materials
and revealed various strengthening mechanisms. There have also been an increasing
number of studies on the fracture and fatigue behaviors of nanotwinned materials
(Li et al. 2016). However, in contrast to plastic deformation mechanisms, the
underlying fracture and fatigue mechanisms of nanotwinned materials are much
less understood.

To reveal the underlying fracture mechanisms, we performed large-scale MD
simulations of crack propagation in nanotwinned metals and ceramics. We simulated
crack propagation in nanotwinned copper thin films with thicknesses varying from
several nanometers to approximately 100 nm. Under mode I loading, an edge crack
tip in a 100-nm-thick film emits numerous dislocations, which impact the TB
ahead of the crack tip, as shown in Fig. 3a. These dislocations react with the TB,
leading to the formation of a domain with a high density of dislocations on both
sides of the TB, as shown in Fig. 3b. Such domain corresponds to the TB-affected
dislocation zones observed experimentally and spans over approximately 5–7 nm,
which is consistent with experimental observations (Kim et al. 2012). Such domain
serves as a dislocation wall, which blocks further dislocation activities, resists crack
propagation, and provides a reasonable explanation for the experimental observation
of crack arrest and bridging by nanoscale twins (Kim et al. 2012). When the
thickness of the nanotwinned film is only several nanometers, dislocations emitted
from the crack tip easily slip across the TB, so that no dislocation wall forms (Kim
et al. 2012). Figure 3c shows the typical crack propagation route along a zigzag path
in the 1.7-nm-thick film (Zeng et al. 2015). Such zigzag cracking is induced by the
persistent slip of dislocations and screw dislocation-mediated local thinning ahead
of the crack (Zeng et al. 2015). The zigzag crack path corresponds to the cross-
slip direction (i.e., <110> direction) of dislocations in the alternating matrix and
twin domains (Zeng et al. 2015). These results (formation of dislocation wall and
zigzag cracking) from MD simulations are consistent with previous experimental
observations from in situ TEM (Kim et al. 2012; Zeng et al. 2015). Our MD
simulations not only reveal the toughening mechanisms (i.e., the interaction between
the crack and TBs) but also indicate the influence of film thickness on the fracture
mechanisms of nanotwinned metallic thin films. These results have significant
implications for understanding the mechanical failure of nanotwinned metallic thin
films.

Due to the presence of hierarchical structures, conch shells possess remarkable
strength and fracture toughness. Notably, as a basic structural building block, the
third-order aragonite lamellae of a conch shell contain a large number of nanoscale
{110} growth twins with an average TB spacing of 8 nm (Shin et al. 2016). However,
the roles and functions of nanoscale growth twins in the mechanical behaviors of
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Fig. 3 Fracture mechanisms in nanotwinned copper thin films (Kim et al. 2012; Zeng et al. 2015).
(a) Interaction between a TB and dislocations emitted from a crack tip ahead of the TB in the 100-
nm-thick film (Kim et al. 2012). This leads to the TB transforming into a dislocation wall, which
further blocks crack propagation. (b) Patterns of the dislocation structures along the TB (Kim et al.
2012). (c) Snapshots from the MD simulation showing crack growth along a zigzag path (Zeng
et al. 2015). The edges of a growing crack are along the <110>M and < 110>T directions in the
alternating matrix (M) and twin (T) domains, respectively. (Reproduced with permission)

the conch shell remain mysterious. We performed large-scale MD simulations of
crack propagation in nanotwinned aragonite to explore the influence of nanoscale
twins on the fracture properties and behaviors (Shin et al. 2016). Twin-free aragonite
acts as the reference material for comparison. Figure 4a, b show snapshots of crack
propagation in the twin-free aragonite single crystal with twin or matrix orientations,
respectively. In the twin-free aragonite, the crack propagates fast and smoothly
by cleavage, indicating brittle fracture. However, in nanotwinned aragonite, the
crack tip is trapped by the TB and becomes blunt from sliding along the TB, as
evidenced by Fig. 4c, d. It is noted that in twin-free aragonite, the stress/strain is
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severely localized around the crack tip (Fig. 4a, b), while there exists an apparent
stress/strain delocalization in nanotwinned aragonite (Fig. 4a, b). Such deformation
delocalization is attributed to substantial irreversible phase transformation ahead
of the crack tip. When the crack is trapped by the TB, a phase transformation
occurs and spreads through the nanoscale twin domains ahead of the crack tip.
Such phase transformation is driven by high crack tip stress (Shin et al. 2016). In
twin-free aragonite, a phase transformation is also observed, but the transformed
region is highly limited (Fig. 4e). In contrast, the transformed region in nanotwinned
aragonite spans over the nanoscale twin lamella (Fig. 4f) and is much larger than
that in the twin-free sample. The phase transformation involves a coordinated
rotation of carbonate groups (Fig. 4g–i) and cannot spontaneously recover upon
unloading. Figure 4g–i show the relevant details for the change in atomic configu-
ration during the phase transformation. Our MD simulations reveal the underlying
fracture mechanisms in nanotwinned aragonite, including the TB blocking crack
propagation, phase transformation ahead of the crack tip, and crack tip blunting.
These mechanisms facilitate energy dissipation and further delay catastrophic crack
propagation, leading to an enhance fracture energy of the nanotwinned sample. This
result is further evidenced by the calculation of the fracture energy based on our MD
simulations. From the simulated stress-strain curves for crack propagation in the
twin-free and nanotwinned samples, according to the second method mentioned in
part 2, we calculated the fracture energy by integrating the stress-strain curve. It was
found that the fracture energy of nanotwinned aragonite is one order of magnitude
higher than that of twin-free aragonite. This prediction is in good agreement with
experiment measurements (Shin et al. 2016).

3.2 Fracture of Metallic Glasses and Lithiated Silicon

Metallic glasses are a novel type of engineering alloy with metastable glassy states
and are usually fabricated through rapid cooling of melting alloys. Due to their
amorphous atomic structures, metallic glasses exhibit unique mechanical properties,
such as high strength and high resistance to corrosion and oxidation. Notably,
the fracture toughness of metallic glasses has a pronounced variation from 1 to
80 MPa·m1/2 (Murali et al. 2011). Thus, metallic glasses are generally classified into
brittle and ductile types. To reveal the fracture behaviors and associated mechanisms
of these two types of metallic glasses, we performed MD simulations of crack
propagation in FeP (brittle) and CuZr (ductile) samples (Murali et al. 2011). During
the simulations for the FeP sample, some nanoscale voids nucleated and coalesced
ahead of the crack tip, and subsequently, the crack merged with the nanoscale
voids, leading to rapid growth of an atomically sharp crack, as shown in Fig. 5a.
In contrast, in the CuZr sample, the crack tip becomes blunted through extensive
shear banding ahead of the crack tip, as shown in Fig. 5b. These two distinct
fracture mechanisms reflect the intrinsic features of brittle and ductile fracture,
respectively. Further detailed analyses based on atomic stress ahead of the crack
tip and critical hydrostatic stress for cavitation show that the observed nanoscale



1856 X. Li et al.

Fig. 4 (continued)
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cavitation in the FeP sample can be attributed to pronounce spatial fluctuations
in the local cavitation stress (Murali et al. 2011). Moreover, our MD simulations
show that for samples with an initial nanoscale void under equi-biaxial plane strain
loading, a single, isolated void grows in the CuZr sample during deformation,
while multiple voids nucleate near the initial void and then merge with the initial
void in the FeP sample. The critical stress for void growth is insensitive to the
void size in the FeP sample but decreases with increasing void size in the CuZr
sample.

A recent experimental study (Pan et al. 2015) reported an abnormal inverse notch
effect in Zr-based metallic glasses, i.e., when a notch is introduced into the material,
its tensile fracture strength is dramatically enhanced rather than decreased. To reveal
the underlying mechanisms behind such inverse notch effect, we carried out large-
scale MD simulations to investigate the fracture behaviors of notched CuZr samples.
Similar to the experimental samples, we constructed two notched samples (ND1
and ND6), as shown in the inset in Fig. 5c. The ND6 sample has a narrower and
sharper notch than the ND1 sample. Thus, based on the stress concentration, the
ND6 sample is expected to have a lower fracture strength than the ND1 sample.
The MD simulations show that the ND1 sample exhibits a higher fracture strength
than the ND6 sample, which is consistent with the experimental results, as shown
in Fig. 5c. Our MD simulations further reveal that this abnormal phenomenon is
related to a transition in the fracture mechanism from shear banding to cavitation.
In the notched ND1 sample, a large number of shear transformation zones (STZ)
are activated and merge with one another, leading to the formation of an inclined
shear band through the sample (Fig. 5d). However, in the notched ND6 sample,
due to the sharper notch, there exists a triaxial stress state ahead of notch tip
which is large enough to drive the nucleation and growth of nanoscale voids rather
than shear banding (Fig. 5e). These fracture simulations provide a fundamental
understanding of failure mechanisms in brittle and ductile metallic glasses, as well
as mechanistic insights into the design of the macrostructure of metallic glasses to
achieve enhanced capability.

Due to its high theoretical charge capacity, silicon has been identified as a
promising cathode material for lithium-ion batteries. During the cyclic charging
and discharging of batteries, crystalline silicon gradually becomes amorphous. In
particular, during charging, numerous lithium ions are inserted into the silicon
cathode, leading to a large volume change and the formation of amorphous lithiated

�
Fig. 4 Fracture mechanisms in nanotwinned aragonite (Shin et al. 2016). (a, b) Snapshots of
crack propagation in twin-free aragonite single crystals with different orientations under strains of
3.75% and 1.15%, respectively. The labels “M” and “T” represent the matrix and twin orientations,
respectively. (c, d) Snapshots of crack propagation in nanotwinned aragonite under strains of
6.8% and 8.0%, respectively. (e, f) Structural transformation ahead of the crack tip in single-
crystalline and twinned aragonite. The perfect matrix regions are outlined by black lines, while
the transformed regions are outlined by green and/or red lines. Scale bar, 2 nm. (g–i) Typical
atomic configurations of aragonite near the crack tip before and after the structural transformation.
(Reproduced with permission)
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Fig. 5 Fracture mechanisms and an inverse notch effect in metallic glasses (Murali et al. 2011;
Pan et al. 2015). (a, b) Snapshots of crack propagation in FeP and CuZr glasses (Murali et al.
2011). Atoms are colored according to their local von Mises strains. (c) Stress-strain curves of
two notched CuZr samples (ND1 and ND6) with different notch dimensions (Pan et al. 2015). The
peak stress of ND6 is 1.25 times than that of ND1. The insets show the initial configurations of
two simulated samples. Scale bars, 10 nm. (d, e) Cross-sectional view of deformed samples at 15%
strain (Pan et al. 2015). Scale bars, 5 nm. In (d), plastic deformation localizes into an inclined shear
band, whereas in (e), a nanoscale void appears near the center of the sample as it fails by mode I
fracture (Pan et al. 2015). (Reproduced with permission)

silicon (a-LixSi, where x represents the lithium concentration). Fracture of lithiated
silicon is believed to be a major cause of capacity fading in the battery. Therefore,
it is essential for the design and development of high-capacity batteries to study the
fracture behaviors and mechanisms of lithiated silicon. Recent experimental studies
show that as the lithium concentration increases, a brittle-to-ductile transition occurs
in lithiated silicon (Wang et al. 2015). This implies that the fracture toughness
of lithiated silicon is dependent on the lithium concentration. To explain the
experimentally observed brittle-to-ductile transition, we performed a series of large-
scale MD simulations to mimic crack propagation in a-LixSi with x varying from
0 to 4.4. During the simulations, a modified embedded-atom method (MEAM)
potential was used to describe the interatomic interactions. Figure 6a–d show
typical snapshots of crack propagation in a-Li0.33Si and a-Li4.4Si obtained from
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Fig. 6 Brittle-to-ductile fracture transition in lithiated silicon (Ding et al. 2015). (a, b) Snapshots
of crack propagation in a-Li0.33Si, showing a brittle fracture mode, i.e., rapid propagation of an
atomically sharp crack through the nucleation and coalescence of nanovoids ahead of the crack
tip. (c, d) Snapshots of crack propagation in a-Li4.4Si, showing a ductile fracture mode, i.e., crack
blunting through extensive shear banding. Atoms are colored according to their von Mises strains.
(e) Ratios of hydrostatic (σ h) and cavitation (σ c) stresses to shear yield stress (τ y) as functions of
lithium concentration x in a-LixSi. (Reproduced with permission)
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our MD simulations. In the samples with relatively low lithium concentrations
(i.e., x ≤ 1.71), nanoscale voids nucleate ahead of the crack tip and then coalesce
with the main crack, leading to rapid propagation of an atomically sharp crack,
similar to the mechanism of brittle fracture in metallic glasses, as discussed in part
3.2. In contrast, in the samples with high lithium concentrations (i.e., x ≥ 3.25),
shear bands form ahead of the crack tip. As the applied strain increases, the crack
tip becomes blunted, which is similar to the fracture response of ductile metallic
glasses discussed in part 3.2. Our simulation results are consistent with those from
recent MD simulations for crack propagation in a-Li0.5Si and a-Li2.5Si (Wang et al.
2015), where the reactive force field (ReaxFF) was used. Most recently, the K-
controlled loading method (introduced in part 2.1) and MEAM potential were used
to simulate edge crack propagation in as-quenched a-LixSi with x = 0.5, 1.0, 1.5
and discharged samples with x = 0.5, 1.5 (Khosrownejad and Curtin 2017). During
crack propagation, void nucleation occurs in these samples, which is consistent
with our simulations. In these MD simulations, the fracture toughnesses were
estimated by determining the critical K at crack initiation. The results indicated
that the fracture toughness of lithiated silicon depends not only on the lithium con-
centration but also on the lithiation/delithiation history (Khosrownejad and Curtin
2017).

Our MD simulations provide important insight into the fracture mechanisms of
lithiated silicon. According to the elastic-plastic fracture theory, we established the
following criterion (Ding et al. 2015) for cavitation ahead of the crack tip:

σc

τy
≤ α (ν, εy,N

)
(4)

where σ c is the critical cavitation stress, τ y is the shear yield stress, and α is a dimen-
sionless ratio σmax

h-tip/τy dependent on Poisson’s ratio ν, tensile yield strain εy, and
hardening index N. To validate the above criterion, we determined the critical cav-
itation stresses σ c and the shear yield stresses τ y of lithiated silicon and computed
the maximum hydrostatic stress σmax

h-tip ahead of the crack tip and the minimum cav-

itation stress σmin
c arising from atomic-scale fluctuations through MD simulations.

Figure 6e shows the variations in σ c/τ y, σmin
c /τy , and σmax

h-tip/τy with the lithium con-
centration x. As shown in Fig. 6e, σmax

h-tip/τy is nearly constant close to the predicted
value of 1 + π from the Prandtl slip-line theory (Ding et al. 2015). For x ≤ ∼2,
σ c/τ y is less than σmax

h-tip/τy , while for x ≥ ∼2, σ c/τ y is greater than σmax
h-tip/τy .

According to the criterion in Eq. (4), it is predicted that nanoscale cavitation occurs
in samples with x ≤ ∼2, while shear banding dominates in samples with x ≥ ∼2.
Such prediction is in good agreement with our MD simulations, confirming a brittle-
to-ductile transition in the fracture mechanism from intrinsic nanoscale cavitation
to extensive shear banding ahead of the crack tip. Our MD simulations address
a crucial effect of lithium concentration on the fracture properties of lithiated
silicon, which may have profound implications for the design of damage-tolerant
electrodes.
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4 MD Simulations of the Fatigue of Nanotwinned
and Amorphous Materials

As introduced in part 3, the fracture behaviors of nanotwinned and amorphous
materials under monotonic loading were studied. However, their failure behaviors
(i.e., fatigue) under cyclic loading and the associated microscopic mechanisms are
much less known. In this part, we introduce some recent studies on low-cycle
fatigue of nanotwinned metals and metallic glasses through large-scale atomistic
simulations, with an emphasis on the underlying fatigue mechanisms as well as the
relationship between the fatigue properties and microstructures.

4.1 Fatigue of Nanotwinned Metals

A few experimental studies have shown that nanotwinned metals have a noticeably
improved resistance to fatigue crack growth compared with their twin-free coun-
terparts (Li et al. 2016). However, the underlying mechanism responsible for the
enhanced fatigue resistance is still poorly understood. We therefore conducted a
series of large-scale MS and MD simulations to investigate the fatigue behaviors
and mechanisms of nanotwinned copper with a mean grain size d from 10 nm to
20 nm and TB spacing λ from 0.83 nm to 5.01 nm. The ratios of d/λ in the simulated
samples are between 5 and 18, close to those of experimental samples. During the
simulations, the simulated samples are subject to a cyclic loading through the K-
controlled method. The applied stress intensity factor amplitude �K varies from
2.40 MPa m1/2 to 4.32 MPa m1/2. All simulated samples are loaded for 30 cycles
under a given �K. Figure 7a, b show snapshots of the crack tip configurations
under maximum and minimum loading in a typical cycle, respectively. Many pre-
existing TBs ahead of the crack tip disappear during fatigue (Fig. 7a), indicating
that detwinning is activated by TB migration through consecutive slip of partial
dislocations along the TBs (Zhou et al. 2015). The crack tip is blunted due to
dislocation emission and slip. Notably, double striations form at the crack tip
(Fig. 7b), which are attributed to alternating crack tip blunting and sharpening
during loading and unloading cycles (Zhou et al. 2015). Such double striation is
commonly observed during the fatigue of ductile coarse-grained metals and alloys
and is essentially distinct from the nucleation of nanoscale voids ahead of the
crack tip during fatiguing of twin-free nanocrystalline metals (Zhou et al. 2015).
For nanotwinned metals, detwinning and crack tip blunting are two dominant
mechanisms during fatigue, which induces large energy dissipation and enhanced
fatigue resistance. During the fatigue simulations, we obtained the crack growth
curve by tracking the crack tip via the average coordinate method (introduced in
part 2.2). We then characterized the fatigue crack growth rate da/dN by fitting the
linear slope of the crack growth curve (Fig. 7c). Figure 7d shows a linear relationship
between da/dN and�K on the log-log scale, indicating that the fatigue crack growth
from atomistic simulations conforms to Paris’ law (Zhou et al. 2015). It is noted
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Fig. 7 Fatigue mechanisms and characterization of nanotwinned metals from atomistic simula-
tions (Zhou et al. 2015; Pan et al. 2017). (a, b) Crack tip configurations of nanotwinned Cu under
maximum and minimum loadings in a typical cycle (Zhou et al. 2015). (c) Crack growth as a
function of cycles from our atomistic simulations (Zhou et al. 2015). (d) Crack growth rate versus
stress intensity amplitude from our atomistic simulations (Zhou et al. 2015). (e) CND structures
in a representative grain during fatigue (Pan et al. 2017). The arrow in the inset indicates viewing
angle. The atoms are colored according to their spatial coordinates. (f–h) Atomic configurations of
a typical CND (Pan et al. 2017). The Burgers vectors of the dislocation segments are based on the
double Thompson tetrahedron representation. (Reproduced with permission)

that as the ratio of d/λ increases, the da/dN-�K curve moves down in the log-log
diagram, suggesting that the fatigue resistance increases with increasing d/λ (Zhou
et al. 2015). This result is consistent with experimental measurements. By fitting the
simulation data in Fig. 7d, the exponent m in Paris’ law is obtained as∼3.5, which is
close to that (∼3.9) obtained from experimental studies (Zhou et al. 2015). Based on
the damage accumulation model, we derived the following da/dN-�K relationship
in the form of Paris’ law (Zhou et al. 2015),

da

dN
= 5π

96αK2
ICσ

2
y

(�K)4 (5)

where KIC is the fracture toughness, σ y is the yield strength, and α is a material
constant (approximately 3000 for nanotwinned copper). The predictions from
Eq. (5) agree well with the results from both atomistic simulations and experiments
(Zhou et al. 2015).

During fatigue, the cyclic stress responses of many metals and alloys are unstable
(hardening or softening) due to the accumulation of irreversible damage to the
microstructures and exhibit an apparent dependence on the loading history (Pan
et al. 2017). Remarkably, a recent fatigue experiment on nanotwinned copper
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with columnar grains showed that when the cyclic loading axis is approximately
parallel to the majority of the twin planes, the cyclic response becomes stable
and history independent, irrespective of the imposed plastic strain amplitudes and
cycle numbers (Pan et al. 2017). To explore the underlying mechanisms behind
the history-independent and stable cyclic response, we carried out a series of MD
simulations for the cyclic deformation of nanotwinned copper with d = 40 nm
and λ = 2 nm, 3 nm, 5 nm, and 12 nm. The simulated samples contain columnar
grains with <111> texture and have an initial dislocation density of 1.2× 1017 m−2,
similar to the experimental samples. During the simulations, the simulated samples
were subjected to uniaxial symmetric tension-compression cyclic loading through a
strain-controlled method. All simulated samples were loaded for 20 cycles. Our MD
simulations showed similar history-independent cyclic behaviors as the experimen-
tal observations. More importantly, a new type of dislocation structure, referred to
as a correlated necklace dislocation (CND) (Fig. 7e), was discovered. Such CND is
completely distinct from the typical dislocations observed in conventional metals
and alloys during fatigue, as well as various dislocations found in nanotwinned
metals under monotonic loading (Pan et al. 2017). A CND consists of a series
of threading dislocation segments on inclined slip planes between neighboring
TBs and stair-rod dislocations at the intersection between the inclined slip planes
and TBs (Pan et al. 2017), as illustrated in Fig. 7f–h. The CND structures were
verified by TEM observations (Pan et al. 2017). They are formed by linking
neighboring threading dislocation tails on the TBs, and collectively they move back
and forth along the TBs under cyclic deformation (Fig. 7e), which not only carries
relatively homogeneous plastic strain in the neighboring twin/matrix lamellae but
also preserves the coherency and stability of the TBs. Throughout the simulations,
the collective motion of CNDs is identified as a dominant deformation mechanism
responsible for the observed stable and history-independent cyclic behaviors. Our
MD simulations also indicated that as long as the highly oriented twins are titled
within approximately 15◦ of the loading axis, CNDs are formed during cyclic
deformation, thereby leading to a history-independent cyclic response. Our MD
simulations thus revealed a novel fatigue mechanism at the atomic scale, which can
be used to account for the observed history-independent behavior and may benefit
the fabrication and design of structured materials with enhanced fatigue resistance.

4.2 Fatigue of Metallic Glasses

Fatigue experiments on various metallic glasses have revealed some characteristic
deformation behaviors under cyclic loading (Sun and Wang 2015), e.g., shear
banding significantly affects the fatigue of metallic glasses. The experimental results
also indicated that the fatigue properties of metallic glasses are sensitive to defects
(such as micro-cracks, pores, and surface flaws) as well as environmental and
geometrical effects. Currently, there is little or no atomic-level understanding of
the formation of shear bands in metallic glasses during fatigue. Thus, we conducted
a series of MD simulations on the cyclic deformation of a CuZr slab. During the
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Fig. 8 Fatigue mechanisms
in metallic glasses (Sha et al.
2015). (a) Aggregation of
STZs marked by the red line
in the 13th cycle, indicating
the formation of a shear band.
(b) Penetration of the shear
band through the entire
sample occurred at the 20th
cycle. (c) Times for shear
band initiation propagation as
functions of applied strain
amplitude. (Reproduced with
permission)

simulations, the simulated samples were subjected to tension-compression loading
through a strain-controlled method. The maximum applied strain varied from 1.71%
to 6.40%, which ranges over the elastic and plastic regimes of the simulated sample
under monotonic loading (Sha et al. 2015). The simulated samples were loaded
for 175 cycles. Figure 8a, b show two typical snapshots of the simulated sample
during fatigue with an applied strain of 6.40%. In the initial cycles, a large number
of STZs formed at the surface or inside of the sample. With increasing cycle
number, some STZs near the surface aggregated in an embryonic region of the
shear band (Fig. 8a). When the region size exceeded a critical value, the shear band
initiated and then quickly propagated across the entire sample (Fig. 8b). Figure 8c
shows the time instants for shear band initiation and propagation as functions of
applied strain. It is seen that as the applied strain increases, the time needed for
shear band initiation slowly decreases, whereas the time for shear band propagation
quickly decreases (Sha et al. 2015). Notably, shear band initiation dominates most
of the fatigue life of metallic glasses. This phenomenon is somewhat similar to
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that in crystalline materials, where the fatigue life is also dominated by the damage
initiation stage (Sha et al. 2015). Moreover, during the MD simulations, we changed
the cycling frequency to investigate its influence in the fatigue life of metallic
glasses. It was found that increasing the cycling frequency prolonged the fatigue
life of metallic glasses (Sha et al. 2015). This phenomenon is attributed to the fact
that the accumulation rate of STZs decreases with increasing cycling frequency (Sha
et al. 2015). Our MD simulations not only provide some atomistic insights into the
fatigue process of metallic glasses but may also suggest a strategy to enhance the
fatigue life of metallic glasses by suppressing shear band initiation.

5 Summary

Atomistic simulations were applied to explore the fracture and fatigue behaviors
and associated mechanisms of nanotwinned and amorphous materials. The results
from atomistic simulations shed light on the fundamental failure mechanisms of
these materials and have been used to explain or interpret experimental results.
The phenomena observed in the atomistic simulations are consistent with those
from related experiments, especially those involving in situ TEM observations.
Furthermore, atomistic simulations can supply some quantitative predictions, such
as the fracture toughness, the fatigue crack growth rate, and the da/dN-�K diagram,
which are found to be comparable to experimental measurements.

Despite the rapid development of atomistic simulations, there still exists an
apparent gap between atomistic simulations and experiments due to the inherent
limitations in the length scales and time scales of atomistic simulations, as well
as the limited accuracy of interatomic potentials. For example, the strain rate of
MD simulations is several orders of magnitude higher than the loading rate used in
experiments, and atomistic simulations have been limited to modeling low-cycle
fatigue. Such gap can be reduced with the emergence of increasingly accurate
interatomic potentials and multiscale modeling techniques, as well as the continuous
improvement of supercomputing capacity. More powerful supercomputers allow
atomistic simulations to mimic the failure of materials at slower and more realistic
strain rates and at larger length scales. In recent years, some multiscale methods
have been proposed by coupling quantum calculations, atomistic simulations, and
continuum-level modeling. These multiscale methods bridge different length scales
and allow us to comprehensively capture complex fracture processes of materials,
from bond breakage, to crack growth, to the interplay of crack tip elastic and plastic
fields. The interatomic potentials used for atomistic simulations are becoming
increasingly more accurate, reliable, and sophisticated. In particular, reactive fore
fields based on the bond order have been developed to describe bond formation
and breakage (Li and Gao 2015). Such force fields should be more accurate than
empirical interatomic potentials. Atomistic simulations with reactive force fields can
treat systems with length scales on the order of tens of nanometers. Most recently,
with the advances of artificial intelligence, machine learning methods (including
artificial neural networks, Gaussian processes, and support vector machines) have
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been used to develop interatomic potentials (Behler 2016). Such machine learning
potentials can provide very accurate energies close to those of quantum methods but
are much more efficient than quantum methods (Behler 2016). Currently, atomistic
simulations with machine learning potentials can address systems with length scales
of approximately 10 nm. The rapid development of supercomputers, multiscale
methods, and interatomic potentials will undoubtedly make atomistic simulations
more realistic, predictive, and useful for research into the processing, properties,
microstructure, deformation, and failure of next generations of advanced materials
systems.
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Abstract

Defects in two-dimensional materials can have profound effect on their mechani-
cal properties. In thermodynamic equilibrium, the second law of thermodynamics
predicts the inevitable existence of defects. In non-equilibrium state, defects
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can be hosted unintentionally or intentionally into two-dimensional materials to
modify their mechanical properties. In general, there are two types of intrinsic
defects in two-dimensional materials: point defects (vacancies, self-interstitials,
dislocations, and topological defects) and line defects (grain boundaries). Due
to the difference in lattice structures and bonding energies, the configurations of
these defects may take difference forms. Here we outline the main computational
techniques (ab initio, density functional-based tight binding and molecular
dynamics) most commonly used to study defects in two-dimensional materials.
The basic modelling approaches to simulate the defect forms and their effects on
the mechanical properties of 2D materials are reviewed. Although the family of
two-dimensional materials is expanding fast, we mostly focus on four members
of this family: graphene, boronitrene, MoS2, and phosphorene, with emphasis on
typical types of defects: vacancies, Stone-Wales defects, dislocations, and grain
boundaries.

1 Introduction

The family of two-dimensional (2D) materials is expanding rapidly. Due to the
difference in chemical compositions, the lattice structure and bonding energy for
each family member are different. As a result, they exhibit various distinctive
mechanical, physical, and chemical properties. Here, we briefly discuss four prime
representative 2D materials: graphene, boronitrene or hexagonal boron nitride
(h-BN), molybdenum disulfide (MoS2), and phosphorene. Graphene, a single layer
of carbon atoms in a hexagonal honeycomb lattice, is one of the most prominent
examples of 2D materials. It has attracted considerable attention due to its unique
electronic structure, outstanding electrical conductivity, and exceptional strength.
Boronitrene is a 2D insulator with noteworthy mechanical properties. Structurally,
boronitrene, also called “white graphene,” is similar to graphene with comparable
bond lengths and layer thicknesses. However, these two materials display different
mechanical behavior, predominantly due to the different type of bonding (covalent
bonding between C-C atoms vs. mixed ionic-covalent bonding between B-N atoms)
(Pakdel et al. 2012). Semiconducting MoS2 has a triple-layer structure with the
central hexagonal plane of molybdenum sandwiched between two hexagonal sulfur
planes. Its crystal structure is effectively a 2D honeycomb lattice with the two sub-
lattices populated by Mo- and S-atoms, where each Mo-atom is sixfold coordinated,
while each S-atom is threefold coordinated. Its unusual mechanical properties
arise from the significant ionic character of Mo-S bonds (Sorkin et al. 2014).
Semiconducting phosphorene, a monolayer of black phosphorus, has provoked a
significant interest due to its unusual puckered structure, direct bandgap, and strong
anisotropy of the mechanical properties (Sorkin et al. 2016).

Defects in 2D materials can have profound effects on their mechanical properties.
In thermodynamic equilibrium, the second law of thermodynamics predicts the
inevitable existence of defects. In non-equilibrium state, defects can be intentionally
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introduced into 2D materials during fabrication to realize certain functionalities that
are absent in the defect-free ones. In general, there are two classes of intrinsic
defects in 2D materials: point defects (vacancies, self-interstitials, topological
defects, and dislocations) and line defects (grain boundaries). Due to the difference
in lattice structures and bonding energies, the configurations of these defects may
take different forms in different 2D materials.

In this book chapter, we will first briefly discuss several major computational
techniques (density functional theory, tight binding, and molecular dynamics) that
have been widely used in the study of defects in 2D materials, and also basic
modelling methods that are often used to examine the defect geometries, the
formation energies, and their effects on the mechanical properties. We next discuss
in detail the specific structural features and properties of vacancies, topological
defects, dislocations, and grain boundaries in the four selected 2D materials, mainly
focusing on their effects on the ultimate strength, fracture strain, and failure
mechanism. Finally, we will discuss the opportunities and challenges of defect
engineering in 2D materials.

2 Computational Methods and Techniques

2.1 Computational Methods

Three main computational techniques: density functional theory, tight binding, and
molecular dynamics, are commonly used to investigate defects in 2D materials.
Among them, density functional theory (DFT) is one of the most efficient and
accurate first-principles computational techniques in 2D materials research. Since
DFT is a quantum mechanical method, it does not require any specific prior
knowledge of system under the examination. Given that DFT calculations are
generally rather computationally expensive, only relatively small samples (reaching
a few hundred atoms) can be studied by this technique. In dealing with 2D materials,
plane-wave DFT calculations are usually carried out with the exchange correlation
potential, approximated by generalized gradient approximation (GGA) or a variety
of other functionals. In these calculations, all the structures are treated by using the
periodic boundary conditions. Commonly used DFT calculation software packages
are VASP or CASTEP.

The behavior of larger systems with thousands to billions of atoms can be
studied using classical molecular dynamics (MD) simulations. In MD simulations,
the atoms in 2D materials obey Newton’s law of motion driven by interatomic forces
derived from semiempirical interatomic potentials. These interatomic potentials are
constructed and fitted to model the particular behavior of the system obtained
by first-principles calculations and/or experimental measurements. For example,
in order to simulate graphene, adaptive intermolecular reactive empirical bond
order (AIREBO) or Tersoff potential is often employed. It is now known that
AIREBO potential is capable to capture accurately the interaction between carbon
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atoms, as well as bond breaking and making, while Tersoff potential is the most
suitable to examine the mechanical properties. In addition, Tersoff potential was
parametrized to describe the interaction between boron and nitrogen atoms in
boronitrene (Sorkin et al. 2014). Stillinger-Weber and reactive empirical bond order
(REBO) potentials are used to model interactions between molybdenum and sulfur
atoms in MoS2 (Li et al. 2016a) and between phosphorus atoms in phosphorene
(Sha et al. 2016).

Tight-binding (TB) technique is another method that has often been applied to
study the structure, large deformation, and failure of 2D materials with defects. The
TB technique has a very special place among the computational methods. On one
hand, as discussed above, the DFT method is very precise but computationally
demanding. As a result, the DFT calculations are not feasible for large or even
moderate scale systems. On the other hand, applying molecular dynamics (MD)
method for large systems is rather restricted as reliable and commonly accepted
interatomic potentials for many 2D materials are not yet available. Consequently,
empirical TB technique, placed in between DFT and MD in terms of computational
cost and accuracy, is an appropriate method in dealing with the size problem. Thus,
TB methods can be considered as a bridge between classical atomistic methods
and quantum mechanical methods. TB simulations are usually performed by using
DFTB+ package.

In the following, we briefly discuss computational models and methods that are
commonly used to determine the mechanical properties of 2D materials, that is,
defect mobility, elastic modulus, and failure behavior.

2.2 Determine Defect Mobility

One of the important characteristics of a defect is its mobility. In general, the
mobility of a vacancy is determined by its diffusion (activation) barrier, which the
defect must overcome while moving in the sample. Diffusion barriers and migration
paths of vacancies are commonly explored by using the nudged elastic band (NEB)
method in combination with DFT-based or TB-based techniques (Zobelli et al.
2007). The NEB method is constructed using the optimization of the total energy
of a string of system images linking the initial and the final states, and no a priori
assumption for the migration path is required. Thus, the NEB method is suitable
for examining large regions of configuration space to obtain the set of minimum-
energy transition paths. However, due to the slow convergence of the NEB method,
the use of standard DFT techniques can be computationally expensive. A good
substitute for DFT is density-functional tight-binding (DFTB) or MD method,
which is able to reduce computational cost by orders of magnitude while still
remaining a reasonable accuracy. It has already been demonstrated that combining
DFTB and NEB gives results that are comparable to other higher-end techniques
(Zobelli et al. 2007).
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2.3 Determine Elastic Moduli

The presence of defects may significantly change the mechanical properties of
2D materials. A special interest is the modification of elastic moduli by defects.
The most studied elastic quantity is the change of Young’s modulus due to
vacancies. By hosting a sample with vacancies (or other types of defects) at different
concentrations, one is able to calculate the stress vs. strain curve by subjecting the
constructed sample to small uniaxial tensile and compressive strain (ε ≤ 5%). The
slope of the calculated stress-strain curve or the second derivative of the strain
energy with respect to strain at ε = 0 can be used to find the Young’s modulus
(Jing et al. 2012). Other elastic moduli can be obtained in a similar way.

2.4 Determine Failure Behavior

In general, the failure behavior of 2D materials is dictated by defects. Due to the
presence of defects, 2D materials can fail at much lower failure stress than their
defect-free counterparts. In order to investigate the failure mechanism, 2D samples
with defects are subjected to uniaxial tensile straining (Jing et al. 2012; Sorkin
and Zhang 2016; Sorkin and Zhang 2015). Under uniaxial tensile straining, the
strain is defined as the change in length, L, relative to the initial (reference) length,
L0: ε = L/L0–1. In simulations, the sample can be stretched quasi-statically or
at a specific strain rate. When a uniaxial tensile strain is applied quasi-statically,
the 2D sample is strained along the specific direction by changing the length of
the computational box and rescaling the atom positions in that direction. Subse-
quently, the sample geometry is optimized, and stress is relaxed in the direction
perpendicular to the applied strain by minimizing the total energy of the sample.
Conjugate gradient or quasi-Newton minimization techniques are commonly used
for energy minimization. The defected sample is quasi-statically strained until it
fails via bond fracture. Thus one can obtain the fracture strength and fracture strain
and examine the fracture mechanism in details. Fracture strength and fracture strain
are determined at the point on the stress-strain curve where the maximum stress is
reached. The tensile stress, σ, is defined as σ = F/A, where F is the tensile force
and A = wt is the cross-sectional area (assuming thickness of t = 0.335 nm for
graphene, t = 0.61 nm for MoS2, t = 0.34 nm for boronitrene, and t = 0.53 nm for
phosphorene).

The quasi-static calculations are performed at zero temperature using first-
principle methods (Sorkin and Zhang 2015, 2016; Dettori et al. 2012; Rodrigo et al.
2016; Sensoy et al. 2017; Gan and Zhao 2014; Akinwande et al. 2016; Zhang et al.
2012). A 2D sample with defects can be stretched at finite temperature and specific
strain rate using MD simulations (Akinwande et al. 2016; Zhang et al. 2012; Xiong
et al. 2015; Sha et al. 2014, 2015; Guo et al. 2016). Initially, the sample is thermally
equilibrated at the selected temperature using an NPT ensemble (constant number
of atoms, pressure, and temperature). The internal residual stresses in the sample
are relaxed to zero since during the thermal equilibration, the computational box is
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allowed to change its shape and volume. Subsequently, a uniaxial tensile strain is
applied by increasing the computational box length in a specific direction at a given
strain rate (ε̇ = 108–1010 s−1). At each time step of MD simulations, all the atomic
positions are rescaled following the changes in the length of the computational box.
Alternatively, a uniaxial tensile strain can be applied in a step-by-step manner. In
each strain increment, the thermal equilibration of the strained sample is performed
for a short period of time. During atomistic simulations, the 2D sample is kept at a
specific temperature using a thermostat (Nose-Hoover thermostat or simple velocity
rescaling method). The strain rate is chosen to be as slow as possible to reduce
the potential strain rate-dependent effects. The typical engineering strain rate in
atomistic simulations is within 108–1010 s−1; this strain rate is by several orders of
magnitude higher than those applied in experimental tensile tests. The prohibitive
computational cost limits the ability to simulate the tensile deformation at a much
lower strain rate. Like in the case of straining at zero temperature, the defected
sample at finite temperatures is stretched until the ultimate failure strain is reached,
from which the fracture strength and fracture mechanism can be determined.

In the following, we will discuss structures of four types of defects (vacancy,
Stone-Wales defect, dislocation, and grain boundary) and their effects on the
mechanical properties of four different 2D materials, that is, graphene, boronitrene,
MoS2, and phosphorene.

3 Vacancies

Vacancies are the most commonly studied point defects in 2D materials. Vacancies
can be formed during the fabrication processes or can be intentionally introduced
by ion (electron) irradiation. In simulations, vacancies are introduced by removing
atoms from 2D materials. A single vacancy (monovacancy) requires a removal
of a single atom, a double vacancy (divacancy) requires a removal of a couple
adjacent atoms, and so on. Subsequently, geometry optimization is followed,
through which the atomic structure around the vacancy is relaxed. The sample
geometry is optimized by minimizing its total energy (usually at zero temperature
using conjugate gradient method). Atomic structure around the vacancy can be
obtained using a variety of modelling techniques, ranging from first-principles
to atomistic simulations. The technique is selected as required by the preferred
accuracy.

3.1 Structure and Formation Energy

The most important characteristic of a vacancy is its formation energy (Ef), which
determines its concentration at thermodynamic equilibrium. The formation energy
can be obtained by calculating the difference between the total energy of a sample
with vacancy and the energy of the corresponding defect-free sample with the same
number of atoms. The vacancy formation energy can be calculated by DFT with a
high accuracy and precision.
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Fig. 1 Vacancies in 2D materials: (a) Monovacancy (5|9) in graphene (Adapted with permission
from Rajasekaran et al. 2015: copyright 2015 Taylor & Francis). (b) Single Mo-vacancy in MoS2
(Adapted from Yu et al. 2015a with permission of the PCCP Owner Societies). (c) Monovacancy
(5|9) in phosphorene. (d) Double (5|8|5) vacancy in graphene (Reprinted with permission from
Rajasekaran et al. 2015: Copyright 2015 Taylor & Francis). (e) Double (5|8|5) vacancy in MoS2
(Adapted from Yu et al. 2015a with permission of the PCCP Owner Societies). (f) Double (5|8|5)
vacancy in phosphorene

The atomic configurations around single and double vacancies in different 2D
materials are illustrated in Fig. 1. The removal of a single atom in graphene
produces a monovacancy with three under-coordinated neighboring atoms around
it (each atom possesses a single dangling bond at the vacancy edge). The rear-
rangement of the under-coordinated atoms around the monovacancy leads to
the formation of covalent bonds between them (El-Barbary et al. 2003). As a
result, a single (5|9) configuration appears in graphene by forming five- and
ninefold rings and leaving only one dangling bond (see Fig. 1a). In this process,
small out-of-plane displacements of the under-coordinated atoms also occur. In
contrast, rearrangement of under-coordinated atoms around a double vacancy in
graphene eliminates all the dangling bonds and can lead to a pentagon-octagon-
pentagon (5|8|5) structure (see Fig. 1d). A fully reconstructed divacancy actually
has several structure variants, including (5|8|5), (555|777), and (5555|6|7777)
“flower” defects (see Fig. 2d). Although these divacancies have a similar level
of formation energy (of which the (555|777) divacancy has the lowest Ef), they
are separated by high energy barriers (�Eb ≈ 5 eV), which effectively impede
any transformation between them (via thermally activated bond rotation) at room
temperature.

A double vacancy is more stable than two single vacancies (see Table 1).
The formation energy of a double vacancy is lower since it does not contain
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Table 1 Vacancy formation energy of single and double vacancies in 2D materials: graphene
(Banhart et al. 2011; Faccio and Mombrú 2012), phosphorene (Liu et al. 2014), MoS2 (Ataca and
Ciraci 2011; Yu et al. 2015b; Hong et al. 2015), and boronitrene (Yu et al. 2015a; Zobelli et al.
2006; Okada 2009; Alem et al. 2009)

Vacancy formation energy
2D material Single vacancy (eV) Double vacancy (eV)

Graphene 7.57 6.37
Phosphorene 1.56 1.36
MoS2 (Mo-vacancy) 5.59–6.2
MoS2 (S-vacancy) 1.22–3.03 1.51–4.14
h-BN (B-vacancy) 11.22
h-BN (N-vacancy) 8.91 7.7

under-coordinated carbon atoms with dangling bonds. Thus, single vacancies have
a tendency to migrate via thermally activated diffusion and coalesce to form
divacancies by releasing energy (Do et al. 2005). In the same way, triple vacancies
have a lower energy than separated monovacancy and divacancy and so forth. It is
expected that the coalescence of large numbers of vacancies at elevated temperatures
may lead to the formation of amorphous graphene structure (Skowron et al. 2015).

Typical configurations of atoms around monovacancies and divacancies in MoS2
are shown in Fig. 1b, e, respectively. Since MoS2 is composed of two atomic
species, there are two types of monovacancies: S-vacancy and Mo-vacancy (see
Fig. 1b). In contrast to graphene, covalent bond formation is not observed between
the under-coordinated atoms around a single Mo-vacancy. The S-atoms surrounding
Mo-vacancy show an outward relaxation, while the Mo- and S-atoms surrounding
S-vacancy exhibit slightly inward relaxation (Feng et al. 2014a). First-principles
calculations show that the formation energy for Mo-vacancy is significantly larger
than that of S-vacancy (Ataca and Ciraci 2011) (see Table 1). Experimentally,
S-vacancies (with a concentration of cv ≈ 1%) are predominantly observed during
CVD growth and mechanical exfoliation (Yu et al. 2015b). The type of observed
S-vacancies depends on the nature of MoS2 fabrication: single S-vacancies are
found in exfoliated samples while double S-vacancies in CVD samples (Yu et al.
2015b). DFT calculations and experimental observations (Zhou et al. 2013) showed
that the formation energy of double S-vacancies is roughly twice of that single
vacancy (see Table 1). In sharp contrast to graphene (where the formation of
double vacancies by combination of monovacancies is energetically favorable),
in MoS2, single S-vacancies do not have a strong propensity to combine to form
double vacancies. The single S-vacancy is the most common point defect repeatedly
observed in experiments because it has the lowest formation energy. This explains
why S-vacancies are mainly found in exfoliated samples but fails to explain
why double S-vacancies are mostly observed in CVD samples. This peculiarity
of the double S-vacancy formation was explained by Yu et al. (2015b). Using
DFT calculations, they revealed an intricate pathway for preferable formation of
S-divacancies in MoS2, which involves dislocations and grain boundaries abundant
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in CVD samples. Formation energy for vacancies in MoS2 (see Table 1) also
strongly depends on the ambient conditions, i.e., S-rich or S-poor environment
during CVD growth. The formation energies of Mo-monovacancies can be lower
than those of S-monovacancies under S-rich condition. However, single Mo-
vacancies are never observed experimentally. Instead Mo-vacancy complexes,
which include a group of missing atoms (a Mo-atom and its three S-neighbors),
are mainly found since once the Mo-vacancy is generated, the neighboring
S-atoms become unstable and predisposed to be lost even under S-rich condition
(Zhou et al. 2013).

Vacancies in boronitrene can be formed under electron beam exposure, with
B-atoms being much more likely to be ejected than N-atoms. In boronitrene, like in
MoS2, formation of covalent homoelemental B-B (N-N) bonds between the under-
coordinated neighboring B-atoms of N-monovacancy (N-atoms of B-monovacancy)
is rarely observed (Zobelli et al. 2006) since it is energetically unfavorable. Both
single B- and N-vacancies conserve the threefold symmetry around the missing
atom without local reconstruction of dangling bonds. Only small local in- and out-
of-plane atom relaxations around single vacancies are found (Zobelli et al. 2006).
However, deletion of a couple of the adjacent B-N atoms leads to the formation of
a double (5|8|5) B-N vacancy and results in the creation of homoelemental bonds
(Okada 2009). Akin to MoS2, the formation energy of boronitrene also depends on
the ambient condition, i.e., chemical potentials of B- and N-atoms.

Atomic configurations around single (5|9) and double (5|8|5) vacancies in
phosphorene are shown in Fig. 1c, f, correspondingly. Atoms around the single
vacancy undergo reconstruction by forming a stable (5|9) pentagon-nonagon defect
(see Fig. 1c), similar to that of graphene. Since the formation energy of mono-
vacancy (Ef = 1.56 eV) is larger than that of divacancy (Ef = 1.36 eV), it is
energetically favorable for two monovacancies to combine into a divacancy. First-
principles calculations predict at least 14 variants of divacancies in phosphorene
(Liu et al. 2014) (see Fig. 2b, c, e, f), while in graphene, there are only 3 types
of fully reconstructed divacancies (see Fig. 2a, d). This staggering variety of
divacancies is due to the anisotropic puckered lattice structure of phosphorene.
Among these different variants, the (5|8|5) divacancy (see Fig. 2c) has the lowest
formation energy. The vacancy formation energy in phosphorene is the smallest
one (see Table 1), indicating that equilibrium vacancy concentration in phosphorene
should be abnormally large in comparison with other 2D materials at the same
conditions (Liu et al. 2014). The low value of Ef in phosphorene is related to
its intrinsically softer P-P bonds (compared to the much stronger C-C bonds in
graphene and other 2D materials) and also to the curvature effects of its puckered
structure.

3.2 Vacancy Diffusion

Defects in 2D materials are not necessarily stationary, and their migration is able
to affect the properties of the hosting materials. For example, vacancies can be
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Fig. 2 Atomistic structures of reconstructed divacancies in graphene: (a) (5|8|5) divacancy,
(d) (5555|6|7777) “flower” divacancy. The transformation between the neighboring divacancies
can be realized through 90◦ rotation of the highlighted bond (Adapted from Rajasekaran et al.
2015: copyright 2015 Taylor & Francis). Atomistic structures of various reconstructed divacancies
in phosphorene: (b, c) two variants of (5|8|5) divacancy and (e, f) two variants of (5555|6|7777)
“flower” divacancy

Table 2 Diffusion energy barrier of single and double vacancies in 2D materials: graphene
(El-Barbary et al. 2003; Rajasekaran et al. 2015), phosphorene (Cai et al. 2016), MoS2 (Komsa
et al. 2013), and h-BN (Zobelli et al. 2007)

Diffusion energy barrier
2D material Single vacancy (eV) Double vacancy (eV)

Graphene 1.39 7.1
Phosphorene 0.3 0.44–1.83
MoS2 (S-vacancy) 2.27 8.5
h-BN (B-vacancy) 2.6
h-BN (N-vacancy) 5.8 4.5–6.0

fairly mobile at high temperatures. The mobility of vacancies is determined by
activation (diffusion, migration) energy barriers (see Table 2), which they have to
overcome in the process of diffusion. In graphene, migration of a single vacancy
occurs through the displacement of one of the carbon atoms located near the vacancy
into a vacant site. This diffusion can be directly observed even at room temperature
(El-Barbary et al. 2003). In contrast to single vacancy, the activation barrier for
divacancy is almost five times larger (Banhart et al. 2011; Faccio and Mombrú 2012)
(see Table 2). This high activation barrier indicates that divacancies in graphene are
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immobile at room temperature, and their thermally activated migration takes place
only at extremely elevated temperatures of T ≥3000 K (El-Barbary et al. 2003).

In boronitrene, only thermally activated B-monovacancies can diffuse at high
temperatures (T ≥840 K) according to DFT calculations (Zobelli et al. 2007).
Thermal migration of a single B-vacancy is a complex process: it occurs as one
of its second neighbor atoms jumps into a vacant site (a boron atom reaches the
vacant site through a few intermediate configurations). This B-vacancy migration
preserves the heteroelemental B-N bonding between atoms. The activation energy
barrier for N-monovacancies is so high (see Table 2) that their migration is
energetically unfavorable at any temperature below the melting point (Zobelli
et al. 2007). Migration of single B-vacancies often leads to the coalescence with
immobile N-vacancies by forming a more stable B-N divacancies; their diffusion
can be thermally activated at even higher temperatures (T ≥1400 K). The single
and double vacancies agglomerate further by forming extended rotational and line
defects (Zobelli et al. 2007).

Single S-vacancies in MoS2 are found to be only mobile under electron beam
radiation since the diffusion energy barrier (see Table 2) is prohibitively high for
thermally activated diffusion at room temperature. The diffusion energy barrier for
Mo-vacancies is even higher (Komsa et al. 2013). The rate of single S-vacancy
diffusion caused by the impacts of energetic electrons in irradiation experiments
is fairly small (Komsa et al. 2013; Feng et al. 2014b). However, DFT calculations
suggest that the diffusion barrier can be markedly lowered (from Eb = 2.3 eV down
to Eb = 0.8 eV) if the vacancy concentration is increased (Komsa et al. 2013).
Using DFT calculations, Sensoy et al. (2017) found that the lattice reorganization
around single S-vacancies is extremely localized, and there is no elastic interaction
between two neighboring defects. In view of this, there is no thermodynamic
driving force for the formation of vacancy clusters in MoS2 (Sensoy et al.
2017).

Vacancy diffusion in phosphorene was studied by Cai et al. (2016) using first-
principles calculations. They found that the single vacancy in phosphorene has the
lowest activation energy barrier among all discovered 2D materials (Eb ≈ 0.3 eV
along the ZZ direction). The monovacancy diffusion in phosphorene is very
anisotropic, with predominant migration in the ZZ direction. At room temperature,
the motion of single vacancy in phosphorene is by ∼16 orders of magnitude faster
than in graphene. The itinerant features of phosphorene vacancies are rooted in
the unique puckering structure of phosphorene (Cai et al. 2016). It was predicted
that experimental observation of vacancies in phosphorene would only be possible
at low temperatures (T ≤ 70 K), where their thermally activated diffusion is
amply suppressed. Furthermore, in contrast to other 2D materials exhibiting an
extremely low mobility of double vacancies even at high temperatures, the migration
divacancies in phosphorene can be detected around T=600 K. This is because the
migration of double vacancies in phosphorene can occur in a completely novel way –
through repeated association and dissociation of the fast-moving single vacancies
(Cai et al. 2016). The presence of the itinerant vacancies in phosphorene can explain
its fast structure evolution in vacuum and its rapid degradation in air.



1880 V. Sorkin et al.

3.3 Elastic Modulus

The effect of vacancies on the mechanical properties of 2D materials depends on
the type, concentration, distribution of vacancies, and the loading direction (for
anisotropic 2D materials). First we discuss the effect of vacancies on the elastic
moduli of 2D materials, in particular, Young’s modulus, which is a measure of
stiffness of a material, one of the most important properties in engineering design.

It is expected that the presence of vacancies in graphene should lead to the
deterioration of its mechanical properties. Both first-principles (Rodrigo et al.
2016) and atomistic simulations (Mortazavi and Ahzi 2013) indicate significant
softening of graphene containing vacancies. However, one of the most surprising
experimental discoveries was the observation of an increase in the Young’s modulus
at sufficiently low vacancy concentration (López-Polín et al. 2014). The Young’s
modulus increases up to almost twice of its original defect-free value at cv ≈ 0.2%.
DFT calculations revealed that at very low concentration, monovacancies stretch
graphene and induce the strain fields that quench the out-of-plane vibrations, making
the defective graphene effectively stiffer than pristine one (Rodrigo et al. 2016). At
a higher concentration of vacancies, the Young’s modulus decreases almost linearly
with increasing vacancy concentration (Mortazavi and Ahzi 2013): at vacancy
concentration cv = 2%, it decreases by about 20% (see Fig. 3a).

In contrast to graphene, introduction of sulfur monovacancies and divacancies in
MoS2 has only a relatively minor effect on its Young’s modulus. DFT calculations
indicate a relatively minor reduction of the elastic modulus about 4% for both types
of vacancies at cv ≈ 5% (Gan and Zhao 2014). However, removal of a pair of
neighboring Mo- and S-atoms (Mo-S divacancy) has a more dramatic effect – the
Young’s modulus decreases by about 36% along the AC direction and about 63%
along the ZZ direction (Gan and Zhao 2014). The effect of VMoS3 point defects
(a vacancy complex created by removal of a Mo-atom and its three nearby S-atoms)
on the elastic properties of MoS2 was examined by Li et al. (2016a) using MD
simulations. They found that an increase of VMoS3 vacancy concentration (from
cMoS3 = 1% to cMoS3 = 10%) leads to a significant decrease in the Young’s modulus
(�Y/Y0 ≈ −25%). In addition, they identified an anomalous stiffening effect (the
Young’s modulus increases at elevated temperature) in defected MoS2 containing
VMoS3 vacancies at c MoS3 = 0.1% (Li et al. 2016a).

The impact of vacancies on the elastic moduli of boronitrene is rather insignif-
icant. MD simulations showed that the Young’s modulus is nearly unchanged
(�Y/Y0 ≈−2%) at relatively low concentration of double B-N vacancies (cv ≈ 1%)
(Le and Nguyen 2014).

Phosphorene is known for its distinctly anisotropic mechanical properties. In
particular, its Young’s modulus along the ZZ direction is considerably larger than
that along the AC direction. Correspondingly, the effect of vacancies on the Young’s
modulus is also remarkably anisotropic. The magnitude of this effect is still the
subject of considerable discussion. Using MD simulations, Sha et al. (Sha et al.
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Fig. 3 Effect of single (green triangles) and double (red circle) vacancies on the Young’s modulus
(a), fracture strength (b), and fracture strain (c) of graphene (Adapted from Mortazavi and Ahzi
2013 with permission of Elsevier Ltd). Effect of single vacancies on the Young’s modulus (d),
fracture strength (e), and fracture strain (f) of phosphorene calculated along the AC and the ZZ
directions (Adapted from Sha et al. 2016 with permission of the IOP publishing)

2016) found that vacancies significantly reduce the Young’s modulus along the
AC direction (�Y/Y0 ≈ −10% at cv = 2%) but have negligible effect along
the ZZ direction (�Y/Y0≤ −1%) as shown in Fig. 3d. On the other hand, first-
principles calculations (Hao and Chen 2016) demonstrate that the Young’s modulus
of phosphorene is affected by vacancies along the AC direction, but along the ZZ
direction, it can be reduced up to �Y/Y0 ≈ −12% by monovacancies and up to
�Y/Y0 ≈ −7% by divacancies at cv = 2%. While by using atomistic simulations,
Chen et al. (2017) indicated that vacancies can reduce the Young’s modulus almost
to the same extent in both directions: �Y/Y0 ≈ −9% in the AC direction and
�Y/Y0 ≈ −7% in the ZZ (at cv ≈ 1.2%). They also found that the softening effect
of double vacancies is markedly larger than that of single vacancies.
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3.4 Fracture Strength, Strain, and Failure Mechanism

Understanding of the effect of vacancies on the fracture strain and strength and
failure behavior of 2D materials is crucial for their applications. The fracture
strength is much more sensitive to defects than the Young’s modulus. This can be
understood in terms of the “weakest link” model, which conjectures that one weak
link may be sufficient to cause failure.

Fracture strength of graphene decreases significantly with increasing vacancy
concentration. Atomistic simulations demonstrate a sharp decline (�σ/σ0 ≈ −20%
−40%) in the tensile fracture strength of graphene even at sufficiently low vacancy
concentration cv ≈ 0.3% at room temperature (Mortazavi and Ahzi 2013; Wang
et al. 2012) (see Fig. 3b, c). The hosted vacancies act as stress concentration centers,
causing a significant out-of-plane wrapping. Moreover, they coalesce into sizeable
holes in graphene; hence fracture strength is greatly reduced.

The dependence of the fracture strain on the vacancy concentration in graphene
is more complicated: it decreases at low concentrations but increases again at
higher ones. At very high vacancy concentration, the graphene deformation becomes
plastic-like and exhibits superductility (Xu et al. 2013). Near the failure strain,
multiple monoatomic carbon chains are formed along the AC direction. As the
tensile strain increases, the elongation of these monoatomic carbon chains holds
the graphene connected until the last connecting carbon chain ruptures (Mortazavi
and Ahzi 2013).

MD simulations indicate that monovacancies reduce both the fracture strength
and failure strain of graphene to a larger extent than divacancies (Mortazavi and
Ahzi 2013). Mortazavi et al. (Mortazavi and Ahzi 2013) found that the failure strain
decreases by �ε/ε0 ≈ −47% due to monovacancies and only by �ε/ε0 ≈ −31%
due to divacancies at cv = 2% (see Fig. 3b). The fracture strength is reduced by
�σ/σ0 ≈ −43% due to single vacancies and only by �σ/σ0 ≈ −30% due to double
vacancies as shown in Fig. 3c. This indicates that double vacancies are more stable
since they undergo a series of configuration changes, allowing them to sustain a
larger tensile strain (Mortazavi and Ahzi 2013).

The failure of defected graphene initiates when a few bonds in the vicinity of
a vacancy rupture (see Fig. 4a). Consequently, a nano-size void is formed around
the ruptured bonds. The void grows under applied tensile strain, while the C-C
bonds along its edge rupture. This process ultimately leads to the failure of graphene
(Degefe and Parashar 2016).

Likewise, the fracture strength and the ultimate strain of boronitrene are abruptly
reduced by vacancies. N-monovacancies lessen the fracture strain along the ZZ
direction by �ε/ε0 ≈ −36% (at cv = 6%) while B-monovacancies only by
�ε/ε0 ≈−20%. Equally, the fracture strength of boronitrene is significantly reduced
by N-monovacancies (�σ/σ0 ≈ −16%) in comparison with B-monovacancies
(�σ/σ 0 ≈ −8%) (Xiong et al. 2015). For boronitrene, the detrimental effect of
N-monovacancies and BN divacancies on the fracture strain and the ultimate strain
is practically the same (Le and Nguyen 2014).

The effect of single and double S-vacancies on the fracture strength of MoS2
depends on the direction of applied strain. It is relatively weak along the ZZ
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Fig. 4 (a) Tensile fracture of graphene containing double vacancies under applied strain along the
AC direction (Adapted from Degefe and Parashar 2016 with permission of the IOP publishing).
(b) Crack nucleation and fracture of phosphorene containing a single vacancy under applied tensile
strain along the AC direction (Adapted from Sha et al. 2016 with permission of the IOP publishing)

direction: the fracture strength is reduced by less than�σ/σ0 ≈ −4% by mono- and
divacancies at vacancy concentration cv = 5%. However, along the AC direction,
it is reduced by �σ/σ0 ≈ −48% by monovacancies and �σ/σ0 ≈ −21% by
divacancies (Gan and Zhao 2014). Besides, the fracture strain of defected MoS2
decreases by �ε/ε0 ≈ −42% due to introduction of S-monovacancies along the
ZZ direction and by �ε/ε0 ≈ −32% due to S-divacancies. Along the AC direction,
the fracture strain is reduced by �ε/ε0 ≈ −48% due to the monovacancies and by
�ε/ε0 ≈ −32% due to the divacancies (Gao and Zhao 2016). However, the hosting
of Mo-S divacancies has the most dramatic effect. The fracture strength is reduced
by �σ/σ0 ≈ −80% along the ZZ direction and by �σ/σ0 ≈ −17% along the AC
direction. The corresponding reduction in the fracture strain is �ε/ε0 ≈ −56%
along the ZZ direction and �ε/ε0 ≈ −34% along the AC (Gan and Zhao 2014).
The effect of the Mo-S divacancies is so strikingly detrimental that the stability of
defected MoS2 for fracture along the ZZ direction was questioned (Gan and Zhao
2014).

In phosphorene, the fracture strength and fracture strain are greatly reduced by
vacancies (see Fig. 4). MD simulations indicate that due to its flexible puckered
structure, the atomic stress distribution is nearly uniform in defected phosphorene,
except for the region around the vacancy (the stress concentration is shown in
Fig. 4b). The stress concentration causes the bond failure in this region, resulting in
the crack nucleation. The emerged crack propagates along a groove of the puckered
structure, forming atomically flat fracture surface (Sha et al. 2016).

Both the fracture strength and ultimate strain of phosphorene along the AC
and the ZZ directions decrease with an increase in the vacancy concentration
(Sha et al. 2016) (see Fig. 3e, f, respectively). At a vacancy concentration of
cv = 2%, the fracture strength decreases by �σ/σ0 ≈ −39% along the AC direction
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Table 3 Effect of monovacancies on the mechanical properties of 2D materials. Reduction of
the Young’s modulus, fracture strength, and fracture strain of defected 2D materials: graphene
(Mortazavi and Ahzi 2013), phosphorene (Sha et al. 2016; Hao and Chen 2016), boronitrene
(Le and Nguyen 2014), and MoS2 (Gao and Zhao 2016) relative to the defect-free ones. Only
effects of N-vacancies in boronitrene and S-vacancies in MoS2 are indicated

2D material Chirality
Vacancy
concentration �Y/Y0 �σ/σ0 �ε/ε0

Graphene AC/ZZ 2% −20% −43% −36%
Phosphorene AC 2% −10% −39% −34%

ZZ 2% −6% −43% −47%
Boronitrene AC 6% −3% −12% −23%

ZZ 6% −15% −35%
MoS2 AC 5% −4% −25% −48%

ZZ 5% −4% −42%

and by �σ/σ0 ≈ −41% along the ZZ direction. The ultimate strain reduces
by �ε/ε0 ≈ −34% and by �ε/ε0 ≈ −39% along the AC and ZZ directions,
correspondingly. First-principles calculations (Hao and Chen 2016) also indicate
that the fracture strength (�σ/σ0 ≈ −45%) and fracture strain (�ε/ε0 ≈ −56%) of
defected phosphorene (cv = 2%) are particularly reduced along the ZZ direction.
Therefore, it is much easier to fracture the defected phosphorene along the ZZ
direction than the defect-free phosphorene.

The type of vacancy also has influence on the failure mechanism of defected
phosphorene: introduction of single vacancy has stronger effect than that of double
vacancy. Due to the anisotropy of its mechanical properties, the effect of single and
double vacancies differs along the AC and the ZZ directions. Effective reduction
in the fracture strength due to double vacancies is much larger than that due to
the single ones along the AC direction, while the reduction is similar along the ZZ
direction (Sha et al. 2016).

The effects of single vacancies (at a similar vacancy concentration) on the
mechanical properties of 2D materials are summarized in Table 3. It can be seen
that the mechanical properties of graphene and phosphorene are most sensitive
to vacancy defects among the listed 2D materials. In particular, the mechanical
properties of graphene are modified to the largest extent by vacancies.

4 Stone-Wales Defects

One of the exceptional properties of 2D materials with honeycomb lattice structure
is their capacity to undergo local restructuring via bond rotations and form non-
hexagonal rings. Hence a novel class of topological defects can be introduced in
2D materials without adding or removing atoms. The most extensively studied
topological defects are the Stone-Wales defects in graphene (Ma et al. 2009; Stone
and Wales 1986) (see Fig. 5a). A Stone-Wales (SW) defect in graphene can be
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formed by the 90◦ rotation of two adjacent carbon atoms around the midpoint
of the connecting bond (see Fig. 5a). This rotation transforms four neighboring
hexagons into two pentagons and two heptagons, forming a (5|7|7|5) defect. The
bonds between pentagon and nearby hexagons, as well as the central rotated bond
(separating two adjacent heptagons), are compressed, while the bonds between
heptagons and pentagons (and the nearby hexagons) are stretched. Besides, the
out-of-plane buckling area (�z ≈ 2 Å, see Fig. 5a) containing the SW defect (the
buckled region extends over several nanometers) lowers further the defect energy
(Skowron et al. 2015; Ertekin et al. 2009).

According to the first-principles calculations, the formation energy of the SW
defect in graphene is Ef = 4.6–5.8 eV (Skowron et al. 2015; Ertekin et al. 2009).
The DFT value for the activation energy of SW transformation (90

◦
bond rotation)

is �Eb = 9.2 eV (Ertekin et al. 2009; Li et al. 2005a), reflecting the fact that two
carbon bonds must be simultaneously broken and two C-atoms must be concurrently
rotated during the transformation, which is an energetically expensive process. The
energy barrier for the reverse transformation is half of the direct SW transformation
(∼5 eV) (Banhart et al. 2011). The energy cost of SW transformation is prohibitively
high; hence SW defects cannot form spontaneously in equilibrium conditions at
room temperature. However, this high energy barrier can be significantly reduced
(2–7 eV) by chemical functionalization (with transition metals (Meng et al. 2014),
carbon adatoms (Wang and Ding 2013), hydrogen and hydroxyl groups (Nascimento
and Nunes 2013)), applied tensile strain (Samsonidze et al. 2002), or electron
irradiation (Kotakoski et al. 2011). For example, DFT calculations predict that
formation of SW defects can be thermodynamically favorable at room temperature
when the applied strain exceeds ε ≈ 0.2 along the AC direction and ε ≈ 0.17 along
the ZZ direction (Skowron et al. 2015; Li et al. 2005b). In most cases, SW defects are
introduced in graphene during the synthesis (rapid quench from high temperature)
or under electronic irradiation (Stone and Wales 1986; Samsonidze et al. 2002).
As soon as SW defects are formed under the non-equilibrium conditions, the
high energy barrier for the reverse transformation ensures their presence at room
temperature.

The effect of SW defects on the mechanical properties of graphene was studied
by both first-principles and atomistic simulations. According to atomistic simula-
tions, the effect of SW defects on the Young’s modulus ranges from negligible
�Y/Y0 ≈ −1% (Jing et al. 2012; Ansari et al. 2012) to moderate �Y/Y0 ≈ −6%–
13% (Mortazavi and Ahzi 2013; Hao et al. 2011), although the detrimental effect
of SW defects becomes more prominent with increasing defect concentration (see
Figs. 3a–c and 5b). Using DFT calculations, Ren et al. (Ren and Cao 2016) also
found that the Young’s modulus is only slightly affected by SW defects. As the
SW defects prestress graphene by making it slightly anisotropic, the deformation
along the AC direction is easier than along the ZZ (Ren and Cao 2016). In sharp
contrast, Yanovsky et al. (2010) found a considerable reduction (�Y/Y0 ≈ −60%)
in the Young’s modulus (and failure strain) of graphene by using DFT method. This
discrepancy may be partially explained by the significantly smaller size of graphene
samples used in DFT calculations (Yanovsky et al. 2010).
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The reduction of Young’s modulus due to SW defects is noticeably smaller
than that due to vacancies (see Figs. 3a and 5b). The SW defects preserve
interatomic sp2 bonding and do not contain dangling bonds; hence they weakly
reduce the Young’ modulus (Jing et al. 2012; Ansari et al. 2012). The Young’s
modulus decreases almost linearly with increasing vacancy concentration (Hao et al.
2011), while it deteriorates nonlinearly (and more gradually) with increasing SW
concentration (see Figs. 3a and 5b). The hydrogenation of SW defects reduces
the Young’s modulus furthermore. Hydrogen atoms attached to the SW defects
change their hybridization from sp2 to sp3, resulting in an additional reduction
of Young’s modulus. In contrast, hydrogenation of monovacancies eliminates
dangling bonds and thus enhances the Young’s modulus of defective graphene
(Jing et al. 2012).

The effect of SW defects on the ultimate strain and intrinsic strength of graphene
was studied by using atomistic simulations (Wang et al. 2012; Ansari et al. 2012).
The SW defects can significantly reduce the failure strain and strength of graphene.
Their effect on the mechanical properties is strongly anisotropic (even at very
low defect concentration csw ≈ 1%). The failure strain reduction along the AC
direction (�ε/ε0 ≈ −22%) is considerably larger than that along the ZZ direction
(�ε/ε0 ≈ −3%) (Wang et al. 2012; Ansari et al. 2012). Similarly, the reduction
in the intrinsic strength along the AC direction (�σ/σ0 ≈ −11%) is considerably
larger than along the ZZ direction (�σ/σ0 ≈ −2%) (Ansari et al. 2012). Compared
to single vacancies, SW defects lead to a smaller reduction in the failure strength
and strain of graphene. Introduction of single vacancies (cv ≈ 1%) decreases the
intrinsic strength by�σ/σ0 ≈−12.2% along the AC direction and by�σ/σ0 ≈−5%
along the ZZ direction (Ansari et al. 2012). DFT calculations predict the similar
reduction in the intrinsic strength of defected graphene (�σ/σ0 ≈ −10%). But in
contrast to MD simulations, they predict an extra sharp reduction in the failure strain
(�ε/ε0 ≈ −60%) (Ren and Cao 2016; Yanovsky et al. 2010). This is because the
stress field around the SW defects obtained by DFT calculations differs significantly
from that calculated by MD simulations. The stress field causes a noticeable pre-
straining of defected graphene. Due to the intricate coupling effects among the
pre-strained graphene, tensile strain response, and highly nonlinear bond stretching
behavior, DFT calculations predict a rather different failure strain (Ren and Cao
2016; Yanovsky et al. 2010).

The impact of SW defects on the failure behavior of graphene greatly amplifies
with their accumulation. Using MD simulations, Xu et al. (2013) varied the
concentration of SW defects and studied their effect on the failure characteristics of
defected graphene. They found that at low concentration (csw ≈ 1%), the ultimate
strength of graphene gradually decreases with increasing defect concentration,
and it remains constant at the high concentration (csw ≈ 10%, see Figs. 3b
and 5c). In contrast, the dependence of fracture strain on defect concentration is
very unusual (see Figs. 3c and 5d): the fracture strain initially decreases at low
defect concentration, reaches a plateau, and then increases at higher concentration.
At higher concentration of SW defects, graphene becomes weaker but more ductile.
This transition from brittle rupture to ductile fracture is caused by the specific



1888 V. Sorkin et al.

rearrangement of atoms around the SW defects. The rearranged atoms trap and blunt
the propagating crack tips; hence the ductile fracture is observed. At high strain and
elevated temperatures, SW defects participate in plastic deformation of graphene
(Xu et al. 2013).

Using atomistic simulations, Ansari et al. (2012) examined the fracture of
graphene containing randomly distributed SW defects (Fig. 5e). They found that
SW defects are nucleation centers for fracture. Fracture initiates as a nano-crack
appearing at a SW defect, where the C-C bond shared by the heptagon and nearby
hexagon ruptures at the critical strain (see Fig. 5f). As the neighboring bonds break,
the emerging crack propagates perpendicularly to the loading direction, as shown
in Fig. 5g. The final rupture occurs when the last connecting carbon chain fails
(Mortazavi and Ahzi 2013; Xu et al. 2013; Ansari et al. 2012).

Using first-principles calculations, Wang et al. (2016) investigated the energetics
and the structural properties of SW defects in boronitrene. In boronitrene, a SW
defect can be formed by the 90◦ rotation of two adjacent B- and N-atoms around the
midpoint of the bond connecting them (see Fig. 6a). However, this rotation results in
the formation of two homoelemental bonds (B-B and N-N), which are energetically
unfavorable. The formation energy of SW defects in boronitrene Ef = 6.5 eV (Wang
et al. 2016) is higher than that in graphene Ef = 4.6–5.8 eV (Skowron et al. 2015;
Ertekin et al. 2009). In order to create a SW defect in boronitrene, one needs to
overcome the energy barrier of �Eb = 10.4 eV (Wang et al. 2016), which is greater
than that of graphene �Eb = 9.2 eV (Ertekin et al. 2009; Li et al. 2005a). This
high energy barrier indicates that boronitrene with SW defects is stable. Though
the formation energy of SW defects is rather high, they can be formed by rapid
quenching from high temperature during the synthesis or under electronic irradiation
(Wang et al. 2016).

The effect of SW defects on the mechanical properties and failure behavior of
boronitrene was studied by Le et al. (Le and Nguyen 2014) using MD simulations
coupled with finite element method (FEM). They found that uniaxial tensile stress-
strain curves of pristine and defective boronitrene are nearly identical up to the
fracture points (see Fig. 6b, c).

Similar to graphene, fracture of defected boronitrene is brittle, as shown in
Fig. 6b, c. It indicates that the effects of SW defects on the mechanical properties
of 2D materials exhibit certain universal features. Brittle fracture starts near the
SW defects when boronitrene is stretched along the AC direction. But if it is
strained along the ZZ direction, the fracture begins far away from the SW defects,
because when the tensile strain is applied in parallel to the orientation of the most
compressed central bond of the SW defect, the possibility of fracture onset at the
defect is significantly reduced (Le and Nguyen 2014). The SW defects (csw ∼ 5%)
decrease the fracture stress by �σ/σ0 ≈ −10% along the AC direction (similar to
graphene) and by �σ/σ0 ≈ −7% along the ZZ direction (which is notably larger
than that for graphene). The fracture strain is reduced by �ε/ε0 ≈ −25% along the
AC direction (similar to graphene) and by �ε/ε0 ≈ −18% along the ZZ direction
(which is considerably larger than that for graphene). Overall the effects of SW
defects on the mechanical properties of boronitrene are the same as on those of
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graphene: the SW defects significantly reduce the ultimate strain and fracture stress
of boronitrene but do not affect the Young’s modulus to the same extent (Le and
Nguyen 2014).

The formation of SW defects through 90◦ rotation in transition metal dichalco-
genides (like in boronitrene) results in the formation of two energetically unfa-
vorable homoelemental bonds. To avoid the formation of homoelemental bonds,
Lin et al. (2015) suggested that the simultaneous 60◦ rotation of three bonds
centered on a metal atom can sustain both the heteroelemental nature of bonding
and the trigonal lattice symmetry, leading to the formation of a “trefoil”-shaped
SW-like defect (see Fig. 6d). Using transmission electron microscopy (TEM),
they observed these rotational defects in WS2, WSe2, and MoSe2 at elevated
temperatures. According to the first-principles calculations, the formation energy
of these defects is within Ef ≈ 3–5 eV range (Lin et al. 2015). The trefoil defects
are mobile at elevated temperatures, although their mobility is much lower than that
of vacancies, apparently due to the cooperative readjustment of a larger number
of bonds. The diffusion barrier for migration of these defects is �Eb ≈ 2.3 eV
(Lin et al. 2015), which can be overcome under electron irradiation. In addition, Lin
et al. (2015) found that these SW-like defects only weakly depreciate the mechanical
properties of transition metal dichalcogenides: at moderate concentration of defects
(csw = 3%), the Young’s modulus of WSe2 is reduced only by�Y/Y0 ≈ −4% (Lin
et al. 2015).

SW defects in phosphorene (see Fig. 6e) were investigated by Hu et al. (Hu and
Yang 2015) using first-principles calculations. The formation energy of SW defect
in phosphorene is Ef = 1.01 eV (Hu and Yang 2015), which is the lowest formation
energy among the discussed 2D materials. By using DFT calculations, Li et al.
(2016b) found that SW defects can migrate along the ZZ direction and aggregate
to form line defects near grain boundaries. This migration is markedly anisotropic,
since the lowest migration energy barrier along the ZZ direction (Em = 1.39 eV) is
half of that along the AC direction (Em = 2.58 eV).

5 Dislocations

Dislocations are another type of point defects in 2D materials. There are several
routes leading to the formation of dislocations. For example, in graphene, they can
be formed during the chemical vapor deposition (CVD) growth, electron beam sput-
tering of carbon dimers, or as a combination of other defects, i.e., monovacancies
and Stone-Wales defects. The effect of dislocations on the mechanical properties can
be substantial. In 2D materials, dislocations form grain boundaries and lead to the
out-of-plane wrapping of 2D materials, which can significantly change the fracture
strength (Grantab et al. 2010). They also can serve as carriers of plastic flow under
electron beam irradiation.
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Fig. 7 (a) Atomic model of (1, 0) edge dislocations in graphene. Pentagons and heptagons
are shaded. (Adapted with permission from Yazyev and Louie 2010. Copyright 2010 American
Physical Society). (b) Out-of-plane buckling of graphene due to the presence of a (1, 0) edge
dislocation (Adapted by permission from Macmillan Publishers Ltd.: Nature Communications
Lehtinen et al. 2013, copyright 2013). (c) Atomic structures of edge dislocations in boronitrene
(top panel) and buckling of boronitrene around (4|8) dislocation (bottom panel). (Adapted with
permission from (Liu et al. 2012) (Copyright 2012 American Chemical Society). (d) Atomic
structures of dislocation cores in monolayer MoS2: (5|7) and (4|8) dislocations are shown in front,
isometric, and side views (arrows indicate axial rotation). (Adapted with permission from Zou et al.
2013. Copyright 2013 American Chemical Society). (e) Edge dislocations in phosphorene: (5|7)
(left panel) and (4|8) (right panel)

5.1 Dislocation Structure and Energies

Dislocations in graphene (see Fig. 7a, b) can be represented by pentagon-heptagon
(5|7) pairs. Since the strain energy of a dislocation is proportional to the square of
its Burgers vector, a (0,1) edge dislocation with the smallest Burgers vector (Zou
et al. 2013) is the most energetically favorable one (see Fig. 7a). In this context,
a Stone-Wales defect can be considered as a dislocation dipole in which two (5|7)
dislocations with opposite Burgers vectors are moved by one lattice unit (Zou et al.
2013). Dislocations in graphene create a long-ranged stress field with high strain
energy. Since neighboring atomic planes inhibiting out-of-plane deformations are
absent in graphene, this strain energy can be partially released by its buckling around
the dislocations (Alem et al. 2011; Yazyev and Louie 2010) (see Fig. 7b). According
to DFT calculations, the formation energy of an isolated (5|7) edge dislocation in
graphene is Ed ≈ 5–7.5 eV (Alem et al. 2011; Yazyev and Louie 2010).



1892 V. Sorkin et al.

The presence of two atomic species in boronitrene leads to a new (4|8) type
of dislocations (see Fig. 7c). In odd-membered (5|7) dislocations, the alternating
order of the two atomic species is interrupted when the bond is formed between
atoms of the same type and charge (see N-N bond of a (5|7) dislocation in
Fig. 7c). The homoelemental bonds significantly increase the formation energies
of (5|7) dislocations and lead to positively (or negatively) charged dislocations. In
contrast, the (4|8) dislocations, containing only even-membered rings, preserve the
alternating order of B- and N-atoms (see a (4|8) dislocation in Fig. 7c) and therefore
have a lower electrostatic energy. But their strain energy is larger than that of (5|7)
dislocations. Similar to graphene, this strain energy is lowered via buckling of free-
standing boronitrene in the out-of-plane direction around the defects (see Fig. 7c,
bottom panel). The available experimental data indicate the presence of both types
of dislocations but with noticeable abundance of the (5|7) dislocations along grain
boundaries in boronitrene (Gibb et al. 2013).

The triple-layered structure of MoS2 (a triangular lattice of Mo-atoms located
in between two triangularly packed planes of S-atoms) brings an extra complexity
to the atomic structure of its dislocations. The two types of dislocations in MoS2
are shown in Fig. 7d: DFT calculations revealed complex concave polyhedrons
extending in the third dimension (Zhou et al. 2013). As in the case of boronitrene,
the homoelemental bonds in the (5|7) dislocations connect a couple of charged
atoms of the same type (Mo-Mo and S-S), thus forming a high energy charged
defect, while the strain energy of the (4|8) dislocation is higher than that of the (5|7)
one. The high in-plane stiffness of triple-layered lattice prevents the buckling around
the dislocations in MoS2 (Zhou et al. 2013). Experimentally, both the (5|7) and the
(4|8) dislocations were observed at grain boundaries of MoS2 (Azizi et al. 2014).

In phosphorene, due to its distinctive anisotropic puckered structure, both slightly
distorted (5|7) and (4|8) dislocations can be introduced (see Fig. 7e). In contrast to
the strong sp2-hybridized C-C bonds of graphene, much softer sp3-hybridized P-P
bonds of phosphorene constitute a malleable lattice structure, which allows to host
dislocations without the detectable out-of-plane buckling around them (Sorkin and
Zhang 2017).

5.2 Dislocation Mobility

The edge dislocations in 2D materials can migrate either via bond rotations or
sputtering of lattice atoms: gliding and climbing, respectively. The glide of edge
(5|7) dislocations is possible through the 90◦ rotation of the bond between the
heptagon and its neighboring hexagon. Besides gliding, dislocation climbing is also
feasible when atoms are either added or removed near the dislocation core (Lehtinen
et al. 2013; Ding et al. 2007). In graphene under electronic irradiation, removal of
lattice atoms happens frequently, while addition of new carbon atoms into the lattice
is a rarer event (Lehtinen et al. 2013; Ding et al. 2007).

Energy cost for dissociation of SW defects into (5|7) edge dislocation pairs and
their consecutive migration is prohibitively high at room temperature. Energy cost
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for separation of two (5|7) dislocation pairs with an intervening hexagon is Ed ≈
4–6 eV (Warner et al. 2012), although this energy decreases with increasing distance
between them. Hence, plastic deformation in graphene starts through the formation
of additional defects. This plastic deformation leads in the end to the formation
of isolated (5|7) pairs (Skowron et al. 2015). Dislocations are also created via
reconstruction of vacancies and adatoms introduced by electron irradiation.

6 Grain Boundaries

Grain boundary (GB) is a line defect in 2D materials. Typically, large-scale films
of graphene produced by CVD are polycrystalline – they are composed of single-
crystalline domains (grains) with different lattice orientations. This variety in grain
orientations unavoidably leads to the presence of grain boundaries – the interfaces
between the grains.

GB can be regarded as an array dislocations arranged in a linear way. In general,
GBs can be classified by the value of the tilt angle separating the adjacent grains:
low-angle and high-angle grain boundaries. In low-angle GBs, dislocation cores
are separated by sufficiently large distance, while in high-angle GBs, dislocation
cores are very close, and they can even overlap. The tilt angle is set in the course
of non-equilibrium growth processes, rather than by equilibrium energetics. GBs in
2D materials are non-thermodynamic objects since they do not emerge as a result
of thermal fluctuations. They are considered as kinetically “frozen” during growth
process.

6.1 Construction of GB

A few 2D samples with GB composed of linear arrays of dislocations are shown in
Fig. 8. In order to construct a sample with GB, a group of atoms, forming “wedge”-
like region, is removed. Subsequently, the two adjacent crystalline domains are
pivoted around a selected origin in the clockwise and anti-clockwise directions,
respectively, and welded seamlessly together (with a minor bond length adjustment).
The created dislocation cores (see Fig. 8) form a vertically oriented linear array
of dislocations. This is the preferred alignment of identical edge dislocations
(Liu and Yakobson 2010). In order to implement periodic boundary conditions in
the direction perpendicular to the created grain boundary, the constructed sample
is duplicated. The duplicate is rotated by 180

◦
and joined to the original one.

Therefore, the periodic boundary conditions are implemented by constructing a
sample with two grain boundaries formed by linear arrays of dislocations oriented
in the opposite directions (Liu and Yakobson 2010).

The distance between the nearest dislocations along GBs is associated with the
angular rotation of the adjacent grains, which is described by tilt (misalignment or
misorientation) angle, α. Low-angle grain boundaries are those with the misorienta-
tion angle less than about α ≤ 15◦, while high-angle GBs have the larger tilt angle
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Fig. 8 Grain boundaries: (a) graphene (Taken from Grantab et al. 2010), (b) boronitrene (Adapted
with permission from Liu et al. 2012. Copyright 2015 American Chemical Society), (c) MoS2
(Adapted with permission from Yu et al. 2015b. Copyright 2012 American Chemical Society), (d)
phosphorene. Arrays of (4|8) dislocations (left panel) and (5|7) dislocations (right panel) form GBs
between AC-oriented and ZZ-oriented crystalline domains

α > 15◦ (Liu and Yakobson 2010). The constructed GB is often oriented either
along the AC or the ZZ direction, and hence two primary types of GBs: AC-GB
and ZZ-GB, are usually studied. In addition, introduction of GBs in graphene and
boronitrene leads to out-of-plane warping and inflection near the GBs (Liu and
Yakobson 2010), which effectively relieve the in-plane stress by “screening” the in-
plane elastic fields of dislocations (Liu and Yakobson 2010). The degree of warping
is characterized by inflection angle, which in some cases can reach up to ∼72◦
in graphene and ∼77◦ in boronitrene, thus significantly reducing their mechanical
strength (Zhang et al. 2012).

In order to construct a polycrystalline sample with a large number of grains of
various sizes and random crystal orientations, the Voronoi cell method (Voronoi
tessellation) is often applied (Yazyev and Louie 2010). The Voronoi tessellation is
an assembly of convex polygons separated by line segments (walls perpendicular to
the lines connecting the grain centers). The grain centers are seeded randomly or
uniformly inside the simulation box. Each convex polygon (Voronoi cell) represents
a grain domain filled with atoms. Usually, the grain sizes are normally distributed
around the specified average grain size. Each grain is given an arbitrary in-plane
orientation in order to mimic the grain orientations observed in experiments. The
constructed polycrystalline sample is usually annealed at a high temperature and
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then rapidly quenched to room temperature to remove any abnormally low or high
density regions at grain boundaries (defined as the atomically thick layers adjacent
to the Voronoi cell walls).

6.2 Grain Boundaries: Structures and Energies

Grain boundaries in graphene are generally composed of linear arrays of aligned
(5|7) edge dislocations (see Fig. 8a). The array of (5|7) dislocations bisects the tilt
angle between the two adjacent graphene domains. This configuration is optimal and
energetically favorable: departure from the bisect increases the interface energy (Liu
and Yakobson 2010). Even so, experimentally observed GBs in graphene are not
strictly symmetrical and occasionally have serpentine-like geometry (Huang et al.
2011). Note that graphene GBs are composed only of (5|7) dislocations since their
formation energy is considerably lower than that of (4|8) dislocations. Introduction
of GBs in free-standing graphene leads to out-of-plane warping near the low-
angle GBs, which relieves the in-plane strain at GBs (Yazyev and Louie 2010;
Liu and Yakobson 2010; Kurasch et al. 2012). The high-angle grain boundaries are
practically flat, as confirmed by the experimental data (Yazyev and Louie 2010).

In polycrystalline graphene, adjacent grain domains are competing to add carbon
atoms to their outer boundaries at each other’s expense. This process results in
GB migration (via gliding and climbing of (5|7) dislocations), which reduces the
fraction occupied by GBs in the sample and decreases the free energy contributed
by them. The GB migration is observed in experiments and simulations only in the
presence of significant GB curvature (Kurasch et al. 2012).

GBs in boronitrene formed by linear arrays of (5|7) and (4|8) dislocations are
shown in Fig. 8b. In boronitrene, both the strain energy (associated with defect
structure) and the type of bonding (homo- or heteroelemental bonding between B-
and N-atoms) define the formation energy of dislocations. Energetically unfavorable
homoelemental B–B and N–N bonding in the (5|7) dislocations makes the (4|8)
dislocations, with heteroelemental B-N bonding, equally preferable (Liu et al.
2012). The higher strain energy of the (4|8) dislocations is compensated by the
out-of-plane buckling along GBs (Ding et al. 2014) observed experimentally (Gibb
et al. 2013). Hence, boronitrene is capable to avoid the unfavorable homoelemental
bonding at the cost of increasing lattice strain. First-principles calculations indicate
that ZZ-GBs are composed of (4|8) dislocations, while AC-GBs consist of (5|7)
dislocations (Liu et al. 2012).

An array of dislocations forming GBs between the tilted adjacent grains in MoS2
is shown in Fig. 8c. In contrast to boronitrene, where the (4|8) dislocations with large
Burgers vectors are feasible due to its high flexibility, GBs in MoS2 are formed only
by (5|7) dislocations with small Burgers vectors. The reason is that the high flexural
rigidity of triple-layered MoS2 excludes the possibility of the out-of-plane buckling
along its GBs (Zou et al. 2013).

Similar to boronitrene, GBs in phosphorene are formed by (4|8) dislocations
along the ZZ direction (see Fig. 8d, left panel) and (5|7) dislocations along the
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AC direction (see Fig. 8d, right panel), where the dislocation rings are highlighted.
Phosphorene with GBs maintains its original planar shape, without any kind of out-
of-plane wrapping, wrinkles, or inflections due to its unique puckered structure (see
Fig. 8d). Its lattice structure, defined by tetrahedral geometry of sp3-hybridized
P-P bonds, is very flexible and capable to accommodate arrays of (4|8) and (5|7)
dislocations forming GBs between neighboring crystalline domains.The energy per
unit length of grain boundary Egb is calculated according to:

Egb = Etot − NEb
2L

where Etot is the total energy of the simulation cell containing two grain boundaries,
N is the total number of atoms, 2L is the total length of the two grain boundaries, and
Eb is the energy per atom in defect-free bulk 2D material. The general observation
is that the GB energy increases in direct proportion to the tilt angle, i.e., it increases
in proportion to the dislocation density at GBs.

Graphene GB energies were studied by using both first-principles and atomistic
simulations. The energy as a function of tilt angle, α, for symmetric GBs formed
by an array of evenly spaced dislocations (Liu and Yakobson 2010) is shown in
Fig. 9a. The GB energy can be approximately fitted to sine function. At low-angle
GBs, the energy increases proportionally with the tilt angle. The GB energy is
proportional to the dislocation density, which increases with the tilt angle (the larger
the tilt angle, the smaller the distance between the nearby (5|7) dislocations, hence
the larger the dislocation density). When the distance between adjacent dislocations
reaches the minimum (i.e., they separated only by a single hexagon forming an array
of – (5|7)6(5|7)6(5|7)6(5|7)6 – see Fig. 9a), the GB energy reaches its maximum.
Subsequently, the energy decreases since the spacing between the neighboring
dislocations increases again as shown in Fig. 9a, which eventually leads to the wavy
interface between the adjacent grains.

The presence of two types of atoms in boronitrene brings more complexity to
the energetics of its GBs in comparison to graphene. Three classes of boronitrene
GBs can be constructed: symmetric GBs, where the grains have mirror symmetry
about the bisecting GB; asymmetric GBs, where a grain on one side is an inverse
reflection of the grain on the other side (with every B-atom replaced by N-atom and
vice versa); and nonsymmetric GBs. Moreover, the homoelemental B-B and/or N-N
bonds may appear along the GBs, and the unequal numbers of B-B and N-N bonds
along a GB line cause elemental polarity (B-rich or N-rich GBs). Even so, the GB
energy of boronitrene with symmetric grain boundaries is similar to that of graphene
(Ding et al. 2014) (see Fig. 9b): It increases with increasing tilt angle, reaches the
maximum, and then decreases once the tilt angle exceeds α ≈ 60◦. This change of
the GB energy reflects the hexagonal periodicity of boronitrene lattice: when the tilt
angle is larger than 60

◦
, the structure would come closer to its original configuration

at α ≈ 0
◦

(or α ≈ 120◦) due to the angular periodicity of a hexagonal ring.
According to the first-principles calculations, the GB energy in MoS2 is relatively

low (see Fig. 9c), which signifies the easy formation of GBs and explains the relative
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Fig. 9 Energy of grain boundary per unit length as a function of tilt angle: (a) graphene (Adapted
with permission from Liu and Yakobson 2010. Copyright 2010 American Chemical Society), (b)
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of IOP Publishing)

abundance of GBs in MoS2 observed experimentally (Yu et al. 2015b). The GB
energies for both AC-GB and ZZ-GB are shown in Fig. 9c.

Grain boundary energy in phosphorene as a function of tilt angle is shown
in Fig. 9d. The energy per unit length as a function of tilt angle is shown in
Fig. 9c for the phosphorene samples containing grain boundaries composed of (4|8)
dislocations (red circles) and (5|7) defect pairs (blue squares). The GB energies
for the two types of grain boundaries are quite similar (Sorkin and Zhang 2017).
Nonetheless, the grain boundaries formed by (5|7) defects have slightly lower
energy, and therefore they are slightly more stable. Similar to graphene (Liu and
Yakobson 2010) and boronitrene (Ding et al. 2014), GB energy in phosphorene
increases with the increase in the tilt angle. The GB energies in phosphorene are
lower than those in graphene (Yazyev and Louie 2010; Liu and Yakobson 2010),
boronitrene (Hao and Chen 2016), and MoS2 (Zou et al. 2013), implying a higher
stability of GBs in phosphorene than in other 2D materials.
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6.3 Failure Mechanism of Grain Boundary

Investigation on the effects of GBs on the mechanical properties of graphene has
ended up with a few unexpected discoveries. It was at first predicted and then
experimentally verified that contrary to standard reasoning, graphene with large-
angle tilt boundaries (high GB defect density) is almost as strong as the pristine one
and is much stronger than that with small-angle boundaries (see Fig. 10) (Grantab
et al. 2010). These surprising results cannot be explained by Griffith-type fracture
mechanics criterion since it does not take the details of bond stretching and breaking
into account. It was observed that the failure always starts at GBs of graphene where
the bonds shared by hexagon-heptagon rings of the (5|7) dislocations rupture (see
Fig. 10a). Subsequently, nanovoids are generated around these broken bonds. The
nanovoids gradually grow, leading to the fracture of graphene (Jhon et al. 2012).
These broken bonds are more pre-strained at small-angle GBs than those at large-
angle GBs, which can better accommodate the strained bonds (Grantab et al. 2010).
The closer the (5|7) dislocations are to each other at large-angle GBs, the more
significant the mutual cancellation of their overlapping compressive and tensile
stress fields. Therefore, the tensile pre-strain of the critical bonds is reduced in large-
angle GBs. The initial pre-strain of these critical bonds defines the intrinsic strength,
which increases with the tilt angle (see Fig. 10b). But, this GB strengthening with
tilt angle is valid only for symmetric GBs formed by linear array of evenly spaced
(5|7) dislocations. It was later found that GB strength can decrease with the tilt angle
for asymmetrical GB formed by irregularly spaced dislocations. This indicates that
it is not just the density of dislocation defects that affects the mechanical properties
but the detailed arrangements of defects are also important (Wei et al. 2012).

Similar to graphene, the high-angle symmetrical GBs of boronitrene with a larger
dislocation density are stronger than the low-angle GBs (Ding et al. 2014). The
atomistic simulations also demonstrated that failure of boronitrene is similar to that
of graphene. At the failure strain, boronitrene with GBs undergoes a brittle fracture:
the rupture occurs sharply without any noticeable preceding changes in the rate of
tensile stretching (Ding et al. 2014). This sudden failure mainly stems from the
rupture of overstretched homoelemental GB bonds. At grain boundaries formed by
array of edge dislocations, homoelemental B-B and N-N bonds occasionally appear,
which can be broken much easier than heteroelemental ones. Under applied tensile
strain, they rupture first (Becton and Wang 2015). This fracture of homoelemental
bonds leads to cumulative stress concentration in the remaining heteroelemental
bonds. Since there are only few relatively highly stress-concentrated bond connec-
tions between the grains, if one part fails, the rest fails in a rapid fashion. The cracks
in boronitrene propagate typically along the ZZ direction (Xiong et al. 2015; Ding
et al. 2014). The fracture strength of boronitrene also drops rapidly with the increase
in the inflection angle at its GBs. This is because the local sp3 hybridization at the
inflected GBs reduces the fracture strength (Ding et al. 2014).
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Effects of grain boundaries on the mechanical behavior of MoS2 subjected to
uniaxial tensile were studied by Dang et al. (Dang and Spearot 2014) using MD
simulations. They found that similar to other 2D materials, the failure initiates at
GBs (Dang and Spearot 2014). Similar to graphene, the nucleated crack mainly
propagates along the ZZ direction.

The unusual failure characteristics of tilt GBs in graphene and boronitrene are
also shared by phosphorene (Sorkin and Zhang 2017) (see Fig. 10c), which signifies
that it may be universal for all 2D materials. In phosphorene, large-angle GBs are
stronger than low-angle ones. In analogy with graphene, the failure is due to the
rupture of the most pre-strained bonds of the (5|7) and (4|8) dislocations forming
GBs. The first bonds rupturing at the onset of brittle failure in phosphorene are
the most stretched ones in (5|7) and (4|8) dislocations (see the highlighted bonds
in Fig. 10d, e). These bonds connect the heptagons and the nearby hexagons in
(5|7) defects (as well as the octagons and the adjacent hexagons in (4|8) defects)
just as in graphene and boronitrene. Phosphorene with large-angle GBs formed
by densely packed dislocations is much stronger than that with low-angle grain
boundaries. Similar to graphene and boronitrene, the higher defect concentration
at the grain boundaries does not inevitably lead to greater deterioration of its
mechanical properties. The large-angle GBs are better able to accommodate the
pre-strain and prevent failure that originates from the rupture of the critical bonds
of the (4|8) and (5|7) edge dislocations (see Fig. 10f). The closer the (4|8) or (5|7)
dislocations are to each other, the more significant the mutual cancellation of their
overlapping compressive and tensile stress fields is. Therefore, the tensile pre-strain
of the critical bonds is reduced in larger-angle GBs. The initial pre-strain of the
critical bonds defines the intrinsic strength of defected phosphorene (Sorkin and
Zhang 2017).

6.4 Failure Mechanism of Polycrystalline Materials

After examination of the effects of GB on the mechanical properties of 2D materials,
the next logical step is to examine the effects of GBs in polycrystalline samples.
The terminations of GBs or GB junctions (one-dimensional regions where three or
more adjacent grain boundaries meet) in polycrystalline materials are crucial for
failure: they generally serve as accumulators of pre-strain (stress concentrators),
sites for crack nucleation, and therefore lower the fracture strength of 2D materials
(see Fig. 11).

It was found that in polycrystalline graphene, the GB junctions are the “weakest
links.” In particular, triple junctions (TJs) of graphene or vacancy clusters at GBs
are the nucleation centers for cracks (Li et al. 2015). Initial bond fracture at TJs or
GBs leads to nano-size void formation, which in turn results in crack nucleation.
Occasionally, a row of nano-size voids appear along GBs (see Fig. 11a), and
when applied strain increases, these voids coalesce into cracks. The cracks in
graphene propagate along GBs and traverse grain domains (see Fig. 11a), indicating
that fracture strength of GBs is comparable to that of defect-free bulk (Li et al.
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2015). The vacancies and dislocations seriously complicate crack propagation in
polycrystalline graphene since they not only induce stress field but also lead to
wrinkling deformation affecting its fracture mechanism (Liu and Yakobson 2010).
Under the applied tensile strain, the deformation in polycrystalline graphene is
completely elastic up to the brittle fracture since the (5|7) edge dislocations are
immobile, and therefore plastic deformation is inhibited (Cao and Qu 2013). The
predicted fracture strain (εcr ≈ 0.16) in polycrystalline graphene, although lower
than in monocrystalline graphene (εcr ≈ 0.23), is still the highest ultimate strain in
polycrystalline materials (Cao and Qu 2013). The transition to plastic deformation
occurs only at elevated temperatures (T ≥ 1000 K). MD simulations (Yang et al.
2015) predict that the ductility of polycrystalline graphene can deteriorate unex-
pectedly due to accelerated bond breaking at high temperatures. Furthermore, if the
applied strain rate is sufficiently fast at elevated temperatures, then polycrystalline
graphene undergoes brittle fracture again. The reason is that the short relaxation
time prevents the bond rotations and vacancy coalescence, resulting in simultaneous
collective bond breaking (Yang et al. 2015).

A number of studies focusing on the strength of polycrystalline graphene show
that there are two opposing trends in the dependence of the tensile fracture strength
on the grain size: pseudo Hall-Petch, where the smaller the grain size, the larger the
fracture strength (Song et al. 2013) (see Fig. 11b), and inverse Hall-Petch, where the
smaller the average grain size, the lower the tensile failure strength (Li et al. 2014;
Mortazavi and Cuniberti 2014) (see Fig. 11c). At the moment, the consensus is that
the fracture strength of polycrystalline graphene is sensitive to the details of atomic
structure (number, type, and distribution of various defects), which are dependent on
the sample generating methods. The reduction in failure strength in polycrystalline
graphene is up to �σ/σ0 ≈ −40% for the smallest grains in the case of the inverse
Hall-Petch dependence (Mortazavi and Cuniberti 2014).

The Young’s modulus diminishes with the decrease in the average grain size. The
Young’s modulus of graphene with ultrafine grains (average grain size � ≈ 1 nm)
can be reduced by �Y/Y0 ≈ −50% in comparison with pristine monocrystalline
graphene. However, this effect is negligible (�Y/Y0 ≈ −3%) when the average
grain size exceeds � ≈ 10 nm (Mortazavi and Cuniberti 2014). The failure strain
increases gradually when the average grain size decreases. This is because the
smaller the average grain size, the more uniformly distributed the defective areas
(containing GBs, TJs, and nano-sized voids) over the sample, making it more
homogeneous. The more homogeneous the sample, the more uniformly it deforms
under loading conditions and therefore fails at a higher failure strain. Besides that,
the formation of monoatomic carbon chains between the adjacent GBs, separated
by crack nucleation, also allows for polycrystalline graphene to withstand a higher
strain and leads to the formation of irregular crack edges (Mortazavi and Cuniberti
2014).

The fracture strength of polycrystalline boronitrene is less studied. Atomistic
simulations indicate the inverse Hall-Petch dependence of its failure strength on the
grain size. There is a noticeable reduction in the fracture strength (and Young’s
modulus) when the average grain size decreases (Becton and Wang 2015) (see
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Fig. 11d). The smaller the average grain size, the larger the percentage area
(fraction) of GBs. These GBs are not as stable as in the pristine crystalline lattice
and may serve as sources for crack nucleation. Thus a larger number of GBs reduce
the fracture strength of polycrystalline boronitrene (Becton and Wang 2015). Like
in graphene, the brittle failure of boronitrene is due to abrupt rupture of the bonds
at TJs and GBs (Becton and Wang 2015).

Similar to graphene and boronitrene, fracture in MoS2 is brittle: as soon as one
bond ruptures near TJs or GBs, the released stress from the broken bond raises
the stress on the nearby bonds, which consequently rupture. This process prolif-
erates, causing a cascade of bond breaking and resulting in the brittle fracture of
polycrystalline MoS2 (Wang et al. 2015). The underlying reason for the brittleness
is that the bond breaking is a localized event since the stress concentration near
the ruptured bonds cannot be redistributed due to immobile dislocations in MoS2.
Thus, the cascade of bond failure results in crack propagation, which preferably
takes place along the ZZ direction of MoS2 (Wang et al. 2015).

The mechanical properties and the failure mechanism of polycrystalline phos-
phorene were studied by Cao et al. (2017) using atomistic simulations. They
found that the Young’s modulus of polycrystalline phosphorene decreases when the
average grain size is reduced. Polycrystalline phosphorene also exhibits an inverse
Hall-Petch dependence: its tensile fracture strength decreases with decreasing grain
size (see Fig. 11e). The fracture strength of polycrystalline phosphorene is reduced
by �σ/σ0 ≈ −20% relative to monocrystalline defect-free phosphorene (Cao et al.
2017). In contrast, the fracture strain increases with reduced grain size (see Fig. 11f).
The failure mechanism of polycrystalline phosphorene is also similar to that of
graphene and boronitrene: the initial bond breaking and subsequent crack nucleation
occur mainly at triple junctions and grain boundaries (nearly perpendicular to the
stretching direction). The initiated cracks rapidly propagate along the GBs and
occasionally across the grain interior (see Fig. 11g). In the grain interior, the cracks
in phosphorene typically move along the ZZ direction.

7 Conclusions

Defects in 2D materials have a profound impact on their mechanical properties
and failure behavior. In this chapter, we discussed the effect of four fundamental
defects: vacancies, Stone-Wales defects, dislocations, and grain boundaries. Four
representatives of 2D materials: graphene, boronitrene, molybdenum disulfide,
and phosphorene, were considered. The intrinsic defects in these 2D materials
have diverse atomic structures and energetics, and their effects on the mechanical
properties also vary. Nevertheless, many of the discussed effects of defects on
the mechanical properties of 2D materials such as softening of elastic moduli,
deterioration in fracture strength, and reduction of ultimate strain are manifestly
universal. Besides these effects, there are a few novel effects shared by 2D materials
like the unexpected strengthening of high-angle grain boundaries and inverse Hall-
Petch dependence of fracture strength on grain size in polycrystalline samples.
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Despite the evident progress in studying defected 2D materials, many chal-
lenging questions still remain open. Here we mention just a few of them: How
can one deliberately engineer defects in a controllable way? Can one control the
fracture behavior of 2D materials by manipulating defects, chemical functionaliza-
tion, and strain engineering? How do the out-of-plane effects induced by defects
influence their properties? Can we enhance the toughness of 2D materials by defect
engineering?

The family of 2D materials is rapidly expanding. Here, we only discussed
four representative 2D materials. Certainly, defects in other 2D materials, such
as silicene, germanene, borophene, and metal-organic frameworks, which are not
included in the present review, are equally interesting. In addition, defect structures,
defect interactions, and their impact on the mechanical properties of newly emerging
2D materials need also great research attention.

Finally, the grand challenge is to develop new models and computational
methods for multiscale simulations of defects in 2D materials. Understanding the
interactions between a variety of defects across length and time scales will continue
to motivate further research.
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Abstract

Two-dimensional (2D) materials have, over the past decade, attracted significant
amounts of research interest due to their exceptional and unique physical proper-
ties. Here, two areas of graphene mechanics are overviewed where computational
techniques, both existing (classical molecular dynamics) and new (electrome-
chanical coupling techniques), have enabled new insights. First, we discuss the
prediction of and insights gained with regard to atomistic simulations of auxetic
behavior in 2D materials. Second, new computational techniques are discussed
that couple molecular dynamics, tight-binding, and quantum transport to examine
how mechanical strain can impact, in interesting and often unanticipated fashion,
the electronic properties of graphene kirigami.
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1 Introduction

Since the discovery of a facile method for its isolation, graphene (Novoselov et al.
2005), the simplest two-dimensional crystal, has attracted intense attention not only
for its unusual physical properties (Geim et al. 2007; Castro Neto et al. 2009; Han
et al. 2007; Seol et al. 2010; Akinwande et al. 2017) but also for its potential as the
basic building block for a wealth of device applications (Portions of the introduction
are reprinted with permission from Qi et al. (2014). Copyright 2014 by the American
Physical Society.).

There exist key limitations that appear to restrict the application of graphene for
all-carbon electronic circuits: one such limitation is that graphene, in its pristine
form, is well known to be a semimetal with no bandgap (Castro Neto et al. 2009).
A highly active field of study has recently emerged based on the idea of applying
mechanical strain to modify the intrinsic response of electrons to external fields in
graphene (Guinea et al. 2010a; Qi et al. 2013; Tomori et al. 2011). This includes the
strain-induced generation of spectral (band) gaps and transport gaps, which suppress
conduction at small densities. In this context, several groups (Guinea et al. 2008,
2010a, b; Pereira and Castro Neto 2009; Guinea and Low 2010; Abedpour et al.
2011; Kim et al. 2011; Yeh et al. 2011; Yang 2011; Kitt et al. 2012, 2013; Yue
et al. 2012) have employed continuum mechanics coupled with effective models of
the electronic dynamics to study the generation of pseudomagnetic fields (PMFs) in
different graphene geometries and subject to different deformations. The potential
impact of strain engineering beyond the generation of bandgaps has also attracted
tremendous interest (Pereira and Castro Neto 2009; Pereira et al. 2010; Abanin and
Pesin 2012; Wang et al. 2011).

Pereira and Castro Neto (Pereira et al. 2009) showed that a bandgap will
not emerge under simple uniaxial strain unless the strain is larger than roughly
20%. This theoretical prediction, based on an effective tight-binding model for the
electronic structure, has been subsequently confirmed by various more elaborate
ab initio calculations (Ni et al. 2009; Farjam and Tabar 2009; Choi et al. 2010).
The robustness of the gapless state arises because simple deformations of the lattice
lead only to local changes of the position of the Dirac point with respect to the
undeformed lattice configuration (Kane et al. 1997; Suzuura and Ando 2002) and
to anisotropies in the Fermi surface and Fermi velocity (Pereira et al. 2010). The
shift in the position of the Dirac point is captured, in the low-energy, two-valley,
Dirac approximation, by a so-called pseudomagnetic vector potential and resulting
pseudomagnetic field (PMF) that arises from the strain-induced perturbation of the
tight-binding hoppings (Suzuura and Ando 2002). As a result, electrons react to
mechanical deformations in a way that is analogous to their behavior under a real
external magnetic field, except that overall time-reversal symmetry is preserved,
since the PMF has opposite signs in the two time-reversal related valleys (Castro
Neto et al. 2009). Guinea et al. (2010a) found that nearly homogeneous PMFs
could be generated in graphene through triaxial stretching, but the resulting fields
were found to be moderate, unless relatively large (i.e., >10%) tensile strains
could be applied. Unfortunately, such large planar tensile strains have not been
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experimentally realized in graphene to date. This is arguably attributed to the
record-high tensile modulus of graphene and the unavoidable difficulty in effectively
transferring the required stresses from substrates to this monolayer crystal (Gong
et al. 2010).

An interesting and different direction has recently been pursued by employing
lithography to extend the range of elastic deformation that can be sustained by
a graphene by patterning nanomeshes out of large graphene sheets (Zhu et al.
2014) (Portions of the introduction are reprinted with permission from Bahamon
et al. (2016). Copyright 2016 by the American Physical Society.). Such structures,
inspired by the Japanese art of cutting paper called kirigami, have been designed
and tested in recent experiments (Blees et al. 2015) that establish their mechanical
robustness and extremely high elongation limits (∼240%) compared to uncut
graphene. In a previous study of the elastic and mechanical characteristics of
graphene kirigami, some of us showed that their stretchability limit and effective
Young’s modulus can be characterized (and customized) in terms of two geometric
parameters (Qi et al. 2014): α, the ratio of the overlapping cut length to the kirigami
length, and β, the ratio of the overlapping width to the kirigami length.

The ability currently demonstrated to experimentally design graphene kirigami
capable of ultrahigh elastic deformations raises the question of how the electronic
states and the flow of current within the kirigami are, or can be, modified under
deformation. In particular, since any kirigami always involves a number of bends,
indentations, and narrow regions (henceforth, “constrictions”), it can naturally
harbor a number of localized states at low energies (below the threshold for
electronic transmission) as a result of either the geometry alone (González et al.
2011) or geometry combined with disorder (Ihnatsenka et al. 2009) and/or Coulomb
interactions (Todd et al. 2008; Han et al. 2010). The experimental observation of
Coulomb blockade in graphene nanoribbons and constrictions (Sols et al. 2007;
Todd et al. 2008; Stampfer et al. 2009; Gallagher et al. 2010) indicates that such
states are expected to be prevalent at low energies in “papercut” graphene devices
and that disorder can promote or further stabilize them.

A segment of suitably patterned graphene hosting such states defines a quantum
dot, and its periodic repetition would define an array of coupled quantum dots,
analogously to what has been achieved in semiconductor structures through comb-
shaped arrays of side gates (Kouwenhoven et al. 1990; Brum 1991; Ji et al. 1992).
The fact that graphene kirigami of possibly any desired shape can sustain repeated
stretching cycles (Blees et al. 2015) suggests that one might be able to design
kirigami suitable for the study of coupled quantum dots, with the advantage that the
inter-dot coupling responds directly to the deformed state of the structure. The vast
range of stretchability limits and effective Young moduli that these structures can be
designed with, combined with the proven mechanical resilience of graphene at the
nanoscale, hint at the possibility of designing versatile electromechanical devices
based on this concept of stretchable graphene quantum dot arrays whose current
response can be strongly sensitive to the inter-dot coupling.

This is the first problem we address in this chapter, through a novel coupling of
classical molecular dynamics, tight-binding, and quantum transport. We concentrate
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only in the geometric aspects that contribute to localization of electronic states
at certain portions of the kirigami. We confirm that such states define effective
quantum dots, which result in a characteristic profile of the conductance at low
energies defined by a sequence of resonant minibands and stop-gaps. This is
analogous to the conductance of periodic split-gate semiconductor heterostructures
(Kouwenhoven et al. 1990; Ulloa et al. 1990; Brum 1991), where each miniband
consists of a set of resonant tunneling peaks. At low energies, the conductance
profile is seen to be very sensitive to the deformation, and we analyze this response
in terms of the interplay between variations in inter-dot coupling and strain barriers
that develop under stretching.

The second problem we address in this chapter deals with recently discovered
auxetic behavior in 2D materials (Jiang et al. 2016) (Portions of the introduction
are reprinted with permission from Jiang et al. (2016). Copyright 2016 by the
American Physical Society.). The Poisson’s ratio, νxy = −εy/εx , characterizes
the resultant strain in the y-direction for a material under longitudinal deformation
in the x-direction. The Poisson’s ratio is typically a positive number and has a
value around 0.3 for many engineering materials (i.e., steels). The value is positive
when a material contracts in the transverse directions when stretched uniaxially.
The Poisson’s ratio in classical elasticity theory depends on the ratio between the

bulk modulus and the shear modulus, e.g., ν = 1
2

(
1− 1/

(
K
μ
+ 1

3

))
for three-

dimensional isotropic materials. The Poisson’s ratio is thus limited to the range
−1 < ν < 0.5 for three-dimensional isotropic materials within classical elasticity
theory.

Materials are thus allowed to exhibit a negative Poisson’s ratio (NPR) within
classical elasticity theory. Materials with NPR were termed auxetic materials by
Evans (1991). One way in which the impact of NPR can be gleaned is to note that
there exist certain physical properties that are inversely proportional to 1 + ν or
1−ν2, which implies that these properties become infinitely large in the limit of the
Poisson’s ratio ν → −1. For example, the sound of speed is proportional to (1 +
ν)−1/2, and the material hardness is related to (1−ν2)γ , with γ as a constant. Hence,
materials with NPR typically have novel properties such as enhanced toughness and
enhanced sound and vibration absorption.

In 1987, Lakes performed seminal experiments to illustrate the NPR in a foam
structure (Lakes 1987). Since then, many researchers have demonstrated that the
NPR phenomenon is actually quite common both as an intrinsic material property
and also in engineered structures (Rothenburg et al. 1991; Lakes 1993; Baughman
and Galvao 1993; Evans and Alderson 2000; Yang et al. 2004; Ravirala et al. 2007;
Lethbridge et al. 2010; Bertoldi et al. 2010; Alderson et al. 2012; Clausen et al.
2015). For example, 69% of the cubic elemental metals have intrinsic NPR along
a non-axial direction, (Milstein and Huang 1979; Baughman et al. 1998) and the
Poisson’s ratio for FCC metals can be negative along some principal directions by
proper control over the transverse loading (Ho et al. 2016).

Concurrently, nanomaterials, encompassing such well-known materials like
buckyballs, carbon nanotubes, graphene, nanowires, black phosphorus, MoS2, and
others, have drawn significant interest within the past two decades. Within the last
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3 years, the auxetic property has been found in some of these nanomaterials (Jiang
and Park 2014), with the mechanisms underlying the auxetic properties often being
due to specific nanoscale physical properties. In the present chapter, we discuss
auxetic behavior in two forms of monolayer graphene, graphene nanoribbons (Jiang
and Park 2016) and bulk graphene (Jiang et al. 2016), while discussing the distinct
mechanics principles enabling the auxetic response in both of those forms.

2 Auxeticity in 2D Nanomaterials

2.1 Single-Layer Graphene

We begin our discussion of negative Poisson’s ratio (NPR) in single-layer
graphene (Jiang et al. 2016) (Section 2.1 reprinted (adapted) with permission
from Jiang et al. (2016). Copyright (2016) American Chemical Society.). The
crystal structure for single-layer graphene is shown in the inset of Fig. 1b. Periodic
boundary conditions are applied in both x- and y-directions such that our studies,

Fig. 1 (Color online)
Negative Poisson’s ratio in
graphene. (a) The resultant
strain εy versus the applied
strain εx . A robust valley
point exists at εx = 0.06 in all
curves for varying simulation
parameters using both MD
and MS approaches. (b) The
Poisson’s ratio extracted from
the MS results in (a) through
ν = −∂εy/∂εx , which is
negative for εx > 0.06. Image
reprinted with permission
from Jiang et al. (2016)
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and the properties we report, represent those of bulk graphene without edge effects.
The carbon-carbon interactions are described by the Brenner potential (Brenner
et al. 2002), which has been widely used to study the mechanical response of
graphene (Mo et al. 2009). The structure is stretched in the x (armchair)-direction,
while graphene is allowed to be fully relaxed in the y (zigzag)-direction, using
both molecular dynamics (MD) and molecular statics (MS) simulations. For the
MD simulations, the standard Newton equations of motion are integrated in time
using the velocity Verlet algorithm with a time step of 1 fs, which is small enough
to maintain energy conservation during the MD simulations. This time step is also
small enough to accurately discretize the atomic trajectory corresponding to the
highest-frequency vibration modes in graphene (with frequency around (Jiang et al.
2008) 4.8 × 1013 Hz). For the MS simulations, the conjugate gradient algorithm
is used for energy minimization. Simulations are performed using the publicly
available simulation code LAMMPS (Plimpton 1995), while the OVITO package is
used for visualization (Stukowski 2010).

Figure 1a shows the resultant strain εy in the y-direction in graphene that is
stretched by εx in the x-direction. The x-axis is along the horizontal direction, while
the y-axis is in the vertical direction as shown in the inset of Fig. 1b. The resultant
strain in the y-direction is computed by εy = Ly−Ly0

Ly0
with Ly0 and Ly as the initial

and deformed lengths in the y-direction. We simulate the tensile deformation of
graphene using both MD and MS simulations. MD simulations are carried out for
square graphene of size L = 200 and 300 Å at 4.2 and 300 K. MS simulations are
performed for graphene of dimension L = 20 and 50 Å.

As shown in Fig. 1a, there is a robust valley point around εx = 0.06 (6%) in all
of these curves. This valley point indicates that the Poisson’s ratio, calculated by
(Ho et al. 2014) ν = −∂εy/∂εx , is positive for εx < 0.06 but becomes negative
for εx > 0.06. These results demonstrate that the NPR is robust, as it is observed
for both low and room temperature conditions, as well as for all structural sizes
we have considered. We note that graphene is highly stretchable and has been
stretched in a wide strain range experimentally. A strain up to 0.15 has been applied
on graphene to measure the nonlinear stiffness (Lee et al. 2008) or manipulate
its rippled structure (Bao et al. 2009). Furthermore, recent experiments reported a
uniaxial strain up to 0.1, which can be controlled in a reversible and nondestructive
manner in graphene (Garza et al. 2014). Thus, the critical strain of εx = 0.06 we
find has been achieved in contemporary experiments on graphene, so that theoretical
results in the present work are experimentally verifiable. The Poisson’s ratio is
about 0.3 at εx ≈ 0, which agrees with a recent numerical result with the realistic
interatomic potential LCBOPII (Los et al. 2006).

Figure 1a shows that results from MD simulations at 4.2 K coincide with the
results from MS simulations, so we will concentrate on the MS simulation results
for the rest of this chapter. Figure 1b shows the strain dependence for the Poisson’s
ratio extracted from these two curves from MS simulations in panel (a). It explicitly
shows that the Poisson’s ratio is negative for εx > 0.06.
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We note that there have been previous reports of NPR in graphene. Specifically,
large numbers of vacancy defects (Grima et al. 2015) or patterning periodic porous
structures (Ho et al. 2016) for bulk graphene or compressive edge stress-induced
warping in graphene ribbons are three different mechanisms to achieve the NPR in
graphene (Jiang et al. 2016). The Poisson’s ratio for graphene can also be driven
into the negative regime by thermally induced ripples at high temperatures above
1700 K (Zakharchenko et al. 2009). In contrast, the NPR revealed in the present
work represents an intrinsic material property for single-layer graphene.

Discussion To explore the underlying mechanism for the intrinsic NPR, we first
illustrate two major deformation modes for the tensile deformation of graphene
in Fig. 2. These two deformation modes are fundamental deformation modes
corresponding to the bond stretching and angle bending interactions (Chang et al.
2003); i.e., Vb = Kb

2 (b − b0)
2 and Vθ = Kθ

2 (θ − θ0)
2, where b is the bond length

and θ is the angle in the deformed graphene and θ0 = 120◦ and b0 = 1.42 Å
are material constants related to undeformed graphene. Kb is the force constant
that characterizes the resistance to bond stretching, and so a larger value of Kb
indicates a stiffer bond. Kθ characterizes the resistance to angle bending, and so
a larger value of Kθ means a larger resistance to angle bending deformations.
The values of these force constants can be obtained by using the value of the
Young’s modulus and the Poisson’s ratio of graphene (Chang et al. 2003). The
bond stretching and angle bending are two major interaction terms in graphene,

Fig. 2 (Color online) Two typical ideal deformation pathways during the tensile deformation of
graphene. The left atom cluster (black online) is stretched along the horizontal x-direction. The
parallelogram gray area indicates the unit cell. PW-I (blue online): carbon-carbon bond lengths
remain constant (�b = 0), while angles are altered to accommodate the external strain, which
results in a Poisson’s ratio of ν = 1. PW-II (red online): angles are unchanged, and bond lengths
are elongated to accommodate the external tension, resulting in a NPR of ν = −1/3. The lighter
shades show the undeformed structure. Image reprinted with permission from Jiang et al. (2016)
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especially in graphene without out-of-plane deformation. We note that the bond
stretching and angle bending interactions were used to derived analytic expressions
for the Poisson’s ratio in carbon nanotubes (Chang et al. 2003, 2005; Shen et al.
2004; Yao et al. 2008). The analytic expressions illustrate the dependence of the
Poisson’s ratio on geometrical parameters and force constants. For example, Yao
et al. performed a speculative investigation on the possibility of NPR for carbon
nanotubes by varying one parameter (or ratio of parameters) while holding all
other parameters unchanged (Yao et al. 2008). However, it was determined that
significant, and likely nonphysical changes to the geometry or material constants
would be necessary for the NPR to appear in CNTs.

The overall deformation process for graphene depends on the competition
between the bond stretching and angle bending interactions. For Vb � Vθ , the
bonds are too stiff to be stretched (�b ≈ 0), so only the bond angles will change
during the tension of graphene. This type of deformation will be referred to as the
PW-I deformation mode, as shown in the top (blue online) of Fig. 2. For Vb � Vθ ,
the bond angles cannot be changed (�θ ≈ 0), so the bond lengths will be stretched
to accommodate the applied tension. This type of deformation will be referred to as
the PW-II deformation mode, as shown in the bottom (red online) of Fig. 2.

The Poisson’s ratio corresponding to the PW-I and PW-II deformation modes can
be derived by simple algebra. The unit cell is displayed by the parallelogram gray
area in the left configuration in Fig. 2. The size of the cell in Fig. 2 in the x- and
y-directions are

Lx = 2

(
b1 + b2 cos

θ1

2

)
(1)

Ly = 2b2 sin
θ1

2
, (2)

which yields

dLx = 2

(
db1 + db2 cos

θ1

2
− b2

2
sin
θ1

2
dθ1

)
(3)

dLy = 2

(
db2 sin

θ1

2
+ b2

2
cos

θ1

2
dθ1

)
. (4)

As a result, the Poisson’s ratio is

ν = −εy
εx
= −dLy/Ly

dLx/Lx

= −b1 + b2 cos θ12
b2 sin θ12

× db2 sin θ12 + b2
2 cos θ12 dθ1

db1 + db2 cos θ12 − b2
2 sin θ12 dθ1

, (5)

where b1 = b2 = b0 and θ1 = θ2 = θ0 for undeformed graphene. We note that,
for small strains, the definition of the Poisson’s ratio in Eq. (5) is consistent with the
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numerical formula used in the above to extract the Poisson’s ratio in Fig. 1b, because
εy and εx have a linear relationship for small strains.

For the PW-I mode, we have �b1 ≈ 0, �b2 ≈ 0, and �θ1 �= 0. As a result,
we obtain the Poisson’s ratio for PW-I mode as ν = 1 from Eq. (5). For the PW-
II mode, we have �θ1 ≈ 0, and the force equilibrium condition leads to Chang
et al. (2003) db2 = 1

2db1 cos θ12 . Hence, the Poisson’s ratio for the PW-II mode is
ν = −1/3 from Eq. (5). It is interesting to note that the Poisson’s ratio (ν = −1/3)
for the PW-II mode coincides with the expectations of the self-consistent screening
approximation (Los et al. 2006).

Figure 3a illustrates the interplay between the PW-I and PW-II deformation
modes during the tensile deformation of graphene. Specifically, it shows the absolute
value of the relative variation of the angles θ1 and θ2 and bond lengths b1 and
b2; we note that the change in angle θ1 is negative in stretched graphene. For
εx < 0.035, the variations of angles θ1 and θ2 are larger than the variations of bonds
b1 and b2, respectively, which indicates PW-I to be the dominant deformation mode
for graphene subject to small uniaxial tensile strains. For 0.035 < εx < 0.085,
the variation of angle θ1 becomes less than the variation of bond b1, while the

Fig. 3 (Color online)
Pathway energy criteria for
PW-I and PW-II deformation
modes. (a) The variation of
key geometrical parameters
(angles θ and bond lengths b)
in graphene. The y-axis
shows the relative variation,
i.e., �b/b0 or �θ/θ0. (b)
Pathway energy curve for
PW-I and PW-II deformation
modes. The curves show a
crossover at εx = 0.06, which
predicts a transition from
PW-I mode (positive
Poisson’s ratio) to PW-II
mode (negative Poisson’s
ratio) during the tensile
deformation of graphene. Left
bottom inset (black online)
shows the undeformed
structure. Top inset (blue
online) displays the PW-I
deformed structure. Right
inset (red online) is the PW-II
deformed structure. Image
reprinted with permission
from Jiang et al. (2016)
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variation of angle θ2 is still larger than the variation of bond b2, which implies a
competition between the PW-I and PW-II deformation modes for moderate strains.
For εx > 0.085, variations for both bonds are larger than the variations of angles,
so PW-II overcomes PW-I to be the dominant deformation mode for large tensile
strains. Hence, the value of the Poisson’s ratio will decrease with increasing strain
and will become negative at some critical strain between [0.035, 0.085] when PW-II
dominates the deformation process. The critical strain of 0.06 for the NPR in Fig. 1
falls in this strain range.

We perform an energy-based analysis, shown in Fig. 3b, of the PW-I and PW-
II deformation modes to gain further insight into the interplay between these two
deformation modes governing the transition from positive to negative Poisson’s ratio
at εx = 0.06. The energy curve is computed as follows. For PW-I, the structure is
manually deformed corresponding to the PW-I mode shown in the top of Fig. 2.
We then calculate the potential energy of this deformed structure, which is higher
than the potential energy of undeformed graphene. The energy curve shown in
Fig. 3b is the difference between the potential energy per atom of the deformed and
undeformed graphene structures. The energy curve for PW-II is computed similarly,
where angular distortions are allowed while the bond lengths are kept constant.
Figure 3b clearly shows a crossover around εx = 0.06 between the energy curves
for PW-I and PW-II modes.

We thus propose a pathway energy-based criteria: the tensile deformation
process for graphene is governed by the deformation mode with lower pathway
energy. According to this criteria, PW-I mode will be the major deformation mode
for εx < 0.06, in which the pathway energy for PW-I mode is lower than the
pathway energy for PW-II mode. Similarly, the pathway energy criteria predicts the
PW-II to be the major deformation mode for εx > 0.06, in which PW-II has lower
pathway energy. We showed in Fig. 2 that the PW-I mode has a positive Poisson’s
ratio, while the PW-II mode has a NPR. As a consequence, the Poisson’s ratio is
positive for εx < 0.06 and will turn negative for εx > 0.06. This prediction is in
excellent agreement with the numerical results in Fig. 1, where the Poisson’s ratio
changes from positive to negative at εx = 0.06. We note that, to our knowledge, it is
the first time the pathway energy criteria is proposed, which is based on the energetic
competition for the two major in-plane deformation pathways. This criteria may
be useful for future investigations into the mechanical properties of nanomaterials
similar as graphene.

2.2 Single-Layer Graphene Ribbons

While the previous section discussed auxetic behavior in bulk, monolayer graphene,
we now demonstrate that graphene ribbons can also exhibit NPR (Jiang and Park
2016) (Section 2.2 reprinted (adapted) with permission from Jiang and Park (2014).
Copyright (2016) American Chemical Society.). A characteristic feature for free
edges in graphene is the warped configuration that is induced by the compressive
edge stress as shown in Fig. 4a. The warped structure can be described by the surface
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Fig. 4 (Color online)
Warped free edges in
graphene. Warping surface is
described by
z(x, y) = Ae−y/lc sin(πx/λ),
with A = 2.26 Å,
lc = 8.55 Å, and
λ = 32.01 Å. (a) Top view of
graphene with free boundary
conditions in the y-direction,
while periodic boundary
conditions are applied in the
x-direction. Color is with
respect to the atomic
z-coordinate. (b) The
z-coordinates for atoms in the
horizontal red box. (c) The
z-coordinates for atoms in the
vertical blue box. Image
reprinted with permission
from Jiang and Park (2016)

function (Shenoy and Reddy 2008) z(x, y) = Ae−y/lc sin(πx/λ), where λ = L/n,
withL being the length of the graphene ribbon and n being the warping number. The
graphene ribbon shown in Fig. 4a has dimensions of 195.96 × 199.22 Å, resulting
in the fitting parameters for the warped free edges as the warping amplitude A =
2.26 Å, penetration depth lc = 8.55 Å, and half wave length λ = 32.01 Å. We note
that λ is about one sixth of the length L, i.e., λ = L/6.
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We study five sets of graphene structures with free boundary conditions in the y-
direction. Set I: graphene is 195.96 Å in length, and the warped edge has a warping
number n = 6. Set II: graphene is 195.96 Å in length, and the warped edge has a
warping number n = 8. Set III: graphene is 195.96 Å in length, and the warped
edge has a warping number n = 10. Set IV: graphene is 195.96 Å in length, and the
warped edge has a warping number n = 12. Set V: graphene is 97.98 Å in length,
and the warped edge has a warping number n = 2. For each simulation set, we
consider eight different widths of 29.51, 39.35, 49.19, 59.03, 78.70, 98.38, 147.57,
and 199.22 Å. We will demonstrate that the NPR phenomena we report is robust and
is observed for different warping periodicities.

Figure 5a shows the strain dependence for the Poisson’s ratio of Set I, where the
width of the graphene ribbon increases for data from the bottom to the top in the
figure. The occurrence of a NPR is clearly observed for small strains and for the
narrower width ribbons. Furthermore, the Poisson’s ratio changes from negative to
positive at some critical strain εc. This critical strain is more clearly illustrated in the
inset, which shows a critical strain of εc = 0.005 in the εy-εx relation for graphene
with width 29.51 Å. For εx < εc, graphene expands in the y-direction when it is
stretched in the x-direction; i.e., the NPR phenomenon occurs.

The critical strain εc represents a structural transition for the warped edge. To
reveal this structural transition, we show in Fig. 5b the z position of two atoms from
different warped edge regions. One atom is at the peak of the warped edge (shown
by the red arrow in the inset), while the other atom is at the valley of the warped
edge (shown by blue arrow). Figure 5b clearly shows that both atoms fall into the
xy plane at the critical strain εx = εc. In other words, the warped edge transitions at
the critical point from a three-dimensional, out-of-plane warping configuration into
a two-dimensional planar configuration due to the externally applied tensile strain.
The connection of the critical strain in the disappearance of the NPR in Fig. 5a and
the transition to the two-dimensional planar configuration in Fig. 5b implies that
the NPR is connected to the flattening of the warped edges, as the Poisson’s ratio
becomes positive after the structural transition of the warped edge. We note that the
z-coordinates of the atoms in the warped edges in Fig. 5b can be well fitted to the
functions z = ±b0 sin(θ0(1− ε/εc)) for ε < εc.

The width dependence for the Poisson’s ratio is displayed in Fig. 5c. The
Poisson’s ratio is strain dependent as shown in Fig. 5a, so we compute an averaged
Poisson’s ratio using data in the strain range [0, εc], which is equivalent to
extracting the Poisson’s ratio value by a linear fitting for the εy-εx relation in
[0, εc]. Figure 5c shows this averaged Poisson’s ratio value for graphene with
different widths. We note that the critical strain varies for graphene with different
width as indicated by the inset in Fig. 5c, where the critical strain is fitted to
the function εc = 0.0082 − 0.092/W. The critical strain is smaller in narrower
graphene, because some interactions occur between the free (±y) edges for narrower
widths. These edge interactions enable the tension-induced structural transition of
the warped edges for narrower ribbons to occur at lower values of tensile strains,
because the warping directions for the free (±y) edges are different, forming a
seesaw-like configuration. The saturation value εc = 0.0082 at W → ∞ can
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Fig. 5 (Color online)
Poisson’s ratio for graphene
from Set I. (a) Strain
dependence for Poisson’s
ratio. Inset displays the
strain-strain relation for
graphene with width 29.51 Å,
in which graphene expands in
the y-direction when it is
stretched in the x-direction by
strain smaller than
εc = 0.005, indicating the
NPR effect. (b) The strain
dependence for the z
positions of two atoms in the
peak (valley) of the warped
edge in graphene. Data are
fitted to functions
z = ±b0 sin(θ0(1− ε/εc))
with constraint
b0 = z0/ sin θ0. Inset displays
these two atoms; i.e., the
atom on the peak (red arrow)
and valley (blue arrow) of the
warped edge. Both atoms fall
into the graphene plane for
strain larger than εc. (c)
Width dependence for the
Poisson’s ratio. Inset shows
the critical strain in graphene
ribbons of different width.
Image reprinted with
permission from Jiang and
Park (2016)

be regarded as the actual value of the critical strain for an isolated warped free
edge.

The Poisson’s ratio in Fig. 5c increases with increasing width (W ) and can be
fitted to the function ν = 0.34 − 31.71/W. According to this result, graphene can
be regarded as the integration of one central region (with bulk Poisson’s ratio ν0)
and two edge regions (with Poisson’s ratio νe). The size of each edge region is lc,
which is the penetration depth of the warped configuration in Fig. 4. The size of the
remaining central region is W − 2lc. Simple algebra gives the effective Poisson’s
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ratio for the graphene ribbon as

ν = ν0 − 2lc
W
(ν0 − νe) . (6)

Comparing Eq. (6) with the fitting function in Fig. 5c, we get ν0 = 0.34 and νe =
−1.51.

This result shows that for the Set I ribbon geometries, in the limit of an ultra-
narrow, edge-dominated graphene ribbon, the value of the NPR can be as large
as −1.51. Perhaps more importantly, according to Eq. (6), the NPR phenomenon
can be observed in graphene sheets with widths up to about 10 nm. Such width
nanoribbons are not small and are regularly studied experimentally (Jiao et al. 2009).
Furthermore, Fig. 5a shows that the NPR phenomenon is most significant for tensile
strains smaller than about 0.5%. These strain values are important as they fall within
the strain range of [0, 0.8%] that has already been achievable in many experimental
strain engineering investigations (Ni et al. 2008; Mohiuddin et al. 2009). We thus
expect that this NPR phenomenon can readily be observed experimentally in the
near future.

Discussion We have demonstrated in the above discussion the connection between
the NPR phenomenon and the warped free edges in graphene. We now present an
analytic model to describe the relationship between the NPR phenomenon and the
warped free edges. In Fig. 6a, the warped edge is represented by an inclined plate
(IP) (gray area). During the tensile deformation, the IP falls into the xy plane. The
side view in the dashed ellipse illustrates the mechanism enabling the NPR clearly.
Specifically, it shows that the projection (by) of the IP on the y-axis increases during
the falling down of the IP, resulting in the NPR phenomenon.

This IP model is inspired by the strain-dependent z (out-of-plane)-coordinates of
atoms in the warped edges shown in Fig. 5b, where the z-coordinates are fitted to
the functions z = ±b0 sin(θ0(1− ε/εc)), in which the parameters are restricted by
b0 = z0/ sin θ0. This function describes exactly the trajectory of the tip of the IP
(displayed by blue arrow in Fig. 6a) during its falling down process in Fig. 5b. This
function also indicates that the IP’s tilting angle θ is a linear function of the applied
tensile strain ε:

θ = θ0

(
1− ε

εc

)
, (7)

where θ0 is the initial tilting angle. This expression gives θ = 0 at the critical strain
ε = εc, as required by the definition of the critical strain in Fig. 5b. For the applied
tensile strain ε in the x-direction, the resulting strain in the y-direction is

εy = cos θ − cos θ0

cos θ0
≈ θ

2
0

εc
ε,
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Fig. 6 (Color online) IP model for warped edge induced NPR. (a) The warped free edge is
represented by the IP (in gray). During the tensile deformation of graphene, the IP falls down,
which leads to the increase of its projection along the y-direction, resulting in the NPR effect. (b)
Critical strain versus width for all of the five simulation Sets. The solid line is the fitting function
εc = 0.0082 − 0.092/W . (c) Comparison of analytic IP model for Poisson’s ratio as function of
graphene width W̃ = W/lc and warping amplitude Ã = A/lc according to Eq. (10) for simulation
sets I, II, III, IV, and V. (d) Phase diagram for positive or negative Poisson’s ratio in the W̃ and Ã
parameter space, according to Eq. (11), using all data from all of the five simulation Sets. Color bar
is for the value of the Poisson’s ratio. Image reprinted with permission from Jiang and Park (2016)

yielding the Poisson’s ratio of the edge

νe = −εy
εx
= −θ

2
0

εc
. (8)

We now determine the initial tilting angle θ0 for the IP. The tilting angle with
respect to the y-axis for the tangent plane at point (x, y, z) on the warped surface is

φ (x, y) = tan−1
(
∂w

∂y

)
≈ A
lc
e−y/lc sin

πx

λ
,

in which the tilting angle is assumed to be small. This assumption is reasonable as
will be shown below. The average tilting angle for the warping area x ∈ [0, λ] and
y ∈ [0, lc] is



1926 H. S. Park

φ̄ = 1

λlc

∫ λ

0
dx

∫ lc

0
dyφ (x, y) = A

lc

2

π

(
1− 1

e

)
. (9)

Inserting the value of A and lc from Fig. 4, we get an average tilting angle φ̄ =
0.106. We use this average tilting angle as the initial tilting angle for the IP, i.e.,
θ0 = φ̄ = 0.106. As a result, we obtain the Poisson’s ratio for the warped edge:

νe = −θ
2
0

εc
= −

(
A

lc

2

π

(
1− 1

e

))2

/εc = −1.37

in which the critical strain εc = 0.0082 is the saturation value from the inset of
Fig. 5c, which should be used here in the discussion of the Poisson’s ratio for an
isolated warped edge. The Poisson’s ratio of −1.37 for the Set I geometries that is
obtained in the limit of an ultra-narrow graphene ribbon using the IP model is very
close to the value of−1.51 obtained via the molecular statics calculations in Fig. 5c.

We find in Fig. 6b that the critical strains for Sets I–V obey the same relation εc =
0.0082− 0.092/W, where again we use the saturation value of εc = 0.0082 for the
calculation of the effective Poisson’s ratio of graphene ribbons with warped edges.
The critical strain is directly related to the compressive edge stress, which generates
compressive strain (εe) in the edge region and thus various warped configurations
(with different local minimum potential energies). From Eq. (7), the magnitude of
the compressive edge strains equals the critical strain εc when the warped edges
have been completely flattened into a planar structure, i.e., εe = εc = 0.0082.
Using the calculated values for the Young’s modulus of the edge region as Ee =
11.158 eVÅ−2, while the compressive edge stress density is Shenoy and Reddy
(2008) σe = 1.05 eVÅ−1, we can estimate the width (We) of the region that will be
compressed by the edge strain according to We = σe/ (Eeεe) = 11.48 Å. Taking
a representative value of the penetration depth lc = 8.55 Å from simulation Set
I, we find that the penetration depth of the resultant warped configuration is close
to We. These analysis illustrate that the saturation value of the critical strain is an
intrinsic property for the free edge, which should not depend on the detailed warping
configuration.

From Eqs. (6), (8), and (9), we can thus obtain the following general formula for
the Poisson’s ratio in graphene ribbons of arbitrary width:

ν = ν0 − 2

W̃

(
ν0 + 1

εc
Ã2C2

0

)
, (10)

where C0 = 2
π

(
1− 1

e

)
is a universal constant and ν0 = 0.34 is the Poisson’s

ratio for bulk graphene. The dimensionless quantity W̃ = W/lc is the width with
reference to the penetration depth lc. This is a bulk-related quantity, and a larger
W̃ correlates with moving the Poisson’s ratio in the positive direction. The other
dimensionless quantity Ã = A/lc is the warping amplitude with reference to
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the penetration depth. This quantity is an edge-related property, which tunes the
Poisson’s ratio in the negative direction. The sign and also the value of the Poisson’s
ratio are determined by the competition between these two effects, while the length
of graphene has no effect. Figure 6c shows a three-dimensional plot for the Poisson’s
ratio predicted by the IP model based on Eq. (10). The numerical results for all of
the five simulation Sets are also shown in the figure, which agree quite well with the
IP model.

We note that the effective Poisson’s ratio defined in Eq. (10) is intrinsically
width-dependent, due to the width dependence of the warping amplitude A and
the penetration depth lc. Thus, by using the dimensionless quantities W̃ and Ã,
the effect of the warping number is intrinsically included in the expression for the
effective Poisson’s ratio. Furthermore, the resultant Eq. (10) is a general expression
for the Poisson’s ratio, which is an explicit function of the ribbon geometry. Hence,
Eq. (10) could be readily extended to describe the Poisson’s ratio in other similar
atomic-thick materials.

By equating Eq. (10) to be zero, we get

W̃ = 2+ 2

ν0

C2
0

εc
Ã2. (11)

This function is plotted in Fig. 6d and serves to delineate the positive and negative
Poisson’s ratio regions. This figure serves as a phase diagram for NPR phenomenon
in the parameter space of Ã and W̃ . The NPR phenomenon occurs for graphene with
parameters in the region below the curve. In particular, if the width W̃ < 2, then the
Poisson’s ratio is negative irrespective of the value for the other parameter Ã. The
numerical results for all of the five simulation Sets can be correctly categorized into
positive or negative regions in this phase diagram, further validating the analytical
IP model we have presented.

3 Computational Electromechanical Coupling for Graphene
Kirigami

Having discussed how MD simulations can be used to predict unique mechanical
behavior in 2D materials, we now focus on the insights that can be gained
through unique computational electromechanical coupling approaches (Portions of
Section 3, including Figures 7–16, are reprinted with permission from Bahamon
et al. (2016). Copyright 2016 by the American Physical Society.). We illustrate this
through the study of graphene kirigami. Specifically, we combine information of the
local atomic displacements obtained from MD simulations of deformed kirigami
with quantum transport calculations to assess the conductance characteristics at dif-
ferent stages of deformation (Bahamon et al. 2015). At the structural level, the initial
stage (stage 1 in Fig. 7) of the end-to-end longitudinal deformation is characterized
by a very small effective Young’s modulus and an essentially negligible average
stretching of the interatomic bonds because, in this early stage, elongation occurs
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Fig. 7 (a) Pattern schematics of the graphene kirigami indicating the most relevant geometric
parameters. Snapshots of the actual kirigami used in the calculations for deformations of (b) 0%,
(c) 15.5%, and (d) 34.7%. The figures were generated by VMD (Humphrey et al. 1996). Image
reprinted with permission from Bahamon et al. (2016)

mostly through bending and twisting of the structure in three-dimensional space
(Qi et al. 2014). Despite the low in-plane stretching that occurs during this stage,
the conductance and the current are significantly reduced, and the resonant features
disappear. However, further elongation into a second stage of deformation where
there is substantial bond stretching leads to the revival of the resonant features and
the restoration of the magnitudes of conductance to the same levels observed in the
undistorted kirigami. These changes are consistently understood as a consequence
of transport at low energies being dominated by resonant tunneling between states
localized at specific portions of each periodic unit of the kirigami: elongation
during stage 1 of deformation perturbs the coupling (overlap) between these states
and considerably degrades the conductance as a result of hopping disorder that
weakens the super-periodicity of the kirigami structure; further stretching into
stage 2 results in strong and localized strain barriers that re-establish the super-
periodicity, favor electron localization, and hence revive resonant transmission. The
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terminology “strain barrier” is employed here deliberately to emphasize the direct
impact that deformation hot-spots have in the electronic behavior of the system at
high elongations: as discussed below, the development of localized and periodic
regions with extreme bond stretching reinforces the geometry-induced confinement
of electronic states within each repeating unit of the kirigami.

3.1 Methodology

Our representative kirigami is obtained by cutting out a graphene nanoribbon of
width b according to the pattern shown in Fig. 7a. The rectangular interior holes
are defined by the height w and width c, while the connecting necks have length
c and a cut starting from the outer edge of length 0.5 w. The longitudinal period is
d, and L defines the total length of the system. We shall concentrate our discussion
in the kirigami shown schematically in Fig. 7b: our actual system contains 11408
atoms with the geometrical parameters b ≈ 10 nm, w ≈ 6.8 nm, c ≈ 0.7 nm,
d = 4.8 nm, and L ≈ 34 nm. For definiteness, we base our discussion on this
specific structure where the graphene lattice is oriented so that all horizontal edges
are zigzag edges. We also do not include any disorder or edge roughness at this
stage. The results, however, are general and should hold when these two restrictions
are relaxed because the only key physical ingredient is the existence of localized
states defining a local quantum dot at specific constrictions or bends, and these
can be stabilized by different geometries, with or without disorder (Ihnatsenka
et al. 2009). For illustration, we show that explicitly by analyzing a different lattice
orientation in the discussion session.

This study is divided in three stages that aim to determine the electronic transport
properties of the kirigami under longitudinal tension. The deformed structures are
first obtained with molecular dynamics (MD) simulations of the finite kirigami. We
used the Sandia open-source code LAMMPS (Lammps 2018; Plimpton 1995) with
the AIREBO (Zhao and Aluru 2010; Stuart et al. 2000; Qi et al. 2010) potential
to describe the C-C interactions: the cutoff radii are 2 Å for the REBO term and
6.8 Å for the Lennard-Jones term in the AIREBO potential. The explicit position of
each carbon atom in the deformed structure is then used to build a π -band tight-
binding Hamiltonian, H = ∑

<i,j> tij (c
†
i cj + c†

j ci), for the distorted kirigami. In
this Hamiltonian ci denotes the annihilation operator on site i, and tij represents
the hopping amplitude between nearest neighbor sites i and j . The stretching, the
compression, and the rotation of the C-C bonds created by the tensile load are
taken into account in this effective Hamiltonian by means of a position-dependent
hopping parameter that reflects the overlap between two arbitrarily oriented pz
orbitals (Bahamon et al. 2015):

tij (d) = Vppπ(dij ) n̂i · n̂j

+
[
Vppσ (dij )− Vppπ(dij )

] (n̂i · dij )(n̂j · dij )
d2
ij

. (12)
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Here, n̂i is the unit normal vector to the surface at site i, dij is the vector connecting
sites i and j , and Vppσ (d) and Vppπ (d) are the Slater-Koster integrals. The presence
of the local normals accounts for the relative rotation of neighboring orbitals,
whereas the effect of bond stretching is captured by the distance dependence of
the Slater-Koster parameters, which we assumed to vary as (Pereira et al. 2009; Qi
et al. 2014)

Vppπ(dij ) = t0 e−β(dij /a−1), (13)

Vppσ (dij ) = 1.7Vppπ(dij ), (14)

where t0 = 2.7 eV, a � 1.42 Å is the equilibrium C-C bond length in graphene,
and β = 3.37 captures the exponential decrease in the hopping with interatomic
distance. All these quantities are easily calculated using the atomic positions
provided by the MD simulations.

Subsequently, in order to inject charge into the system, we couple two unde-
formed semi-infinite graphene nanoribbons to the left and right edges of the
kirigami, the “contacts” being of the same width as the kirigami. To guarantee that
the properties observed are those of the kirigami and not of the deformed contact or
the contact-kirigami interface, we keep the contacts undeformed during all stages
of deformation. In terms of Green’s functions, the conductance in the Landauer-
Büttiker formalism can be written as Caroli et al. (1971), Datta (1995), Haug et al.
(2008)

G = 2e2

h
T (E) = 2e2

h
Tr[ΓRGrΓLGa], (15)

whereGr = [Ga]† = [E+iη−H−ΣL−ΣR]−1 is the retarded (advanced) Green’s
function, the coupling between the contacts and the central region is represented by
ΓL(R) = i[ΣL(R) − Σ†

L(R)], and ΣL(R) is the self-energy of left(right) contact. To
correlate the conductance features with the real-space distribution of the electronic
states, we map the local density of states (LDOS) at a given site i directly from the
local Green’s function according to the identity ρii = −Im[Gr(ri, ri, E)]/π . The
I − V curves of the device, where I is the total current as a function of the applied
bias voltage V , are calculated from the transmission function T (E, V ) as (Datta
1995)

I (V ) = 2e

h

∫ +∞

−∞
T (E, V ) [fL(E)− fR(E)] dE, (16)

where fL(R)(E) is the Fermi distribution of the left (right) contact.
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3.2 Conductance Under Deformation

For a representative illustration showing the behavior in the two stages of deforma-
tion, we chose the kirigami structure shown in Fig. 7b that has a small number of cuts
per repeating unit and a very high stretchability, up to 65 %. In order to facilitate the
presence of localized states within each segment of the kirigami even in the absence
of any deformation, we chose to orient the underlying graphene lattice so that the
longitudinal cuts are along a zigzag direction, as the internal mini-zigzag edges so
defined are expected to naturally support localized states (Fujita et al. 1996) (as
pointed out above, this is not a limitation).

A kirigami such as this one has four deformation stages (Qi et al. 2014): (i)
elongation with bending and twisting, but very little in-plane stress, (ii) elongation
with stress, (iii) yielding, and (iv) fracture. We restrict our analysis to the first two,
where deformations are elastic and reversible and whose stress-strain characteristic
is shown in Fig. 8. During the first stage (in this particular structure that corresponds
to total deformations below ≈20%), horizontal and vertical segments twist and
rotate, and, as a result of this excursion of the graphene sheet into the third
dimension, the kirigami elongates without significant modification of the average
C-C bond length, except for very localized strain hot-spots at the corners of the
connecting elements (Qi et al. 2014). A representative sample of a kirigami in this
stage is shown in Fig. 7c for a total deformation of 15.5%. With further increase in
the tensile load, the kirigami is not capable of accommodating higher elongations
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Fig. 8 Stress-strain curve for the kirigami, showing the first two stages corresponding to the elastic
and reversible deformations. Image reprinted with permission from Bahamon et al. (2016)
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only by twisting, and this triggers the onset of stage 2 (here in the range 20–40%),
where further deformation occurs through stretching of the carbon bonds. One
important consequence of the existence of these two regimes is that the effective
Young’s modulus is much lower in stage 1, E � 0.69 N/m, (where it is essentially
determined by the very small bending stiffness of monolayer graphene) than in
stage 2E � 15.08 N/m. This makes mechanical manipulation of kirigami structures
experimentally possible and easy in stage 1 (Blees et al. 2015).

We followed the evolution of conductance at low energies for different strain
values within the reversible and elastic region and summarize the results in Fig. 9a
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Fig. 9 (a) Conductance of the kirigami for different values of deformation. (b) DOS of the
undeformed structure. The lower row of panels contains a magnification of the energy range
comprising the first group of resonances (0.03 < E/t0 < 0.09) for the undeformed kirigami (c),
kirigami deformed by 15.5% (d), and deformed by 34.7% (e). Image reprinted with permission
from Bahamon et al. (2016)
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for deformations of 0%, 5.3%, 15.5%, 25.1%, and 34.7%. The conductance profile
of the reference (undeformed) structure displays resonant transmission within well-
defined bands (minibands) of width ≈0.05 t0. We can see in the DOS plotted in
Fig. 9b for the undeformed structure that each miniband arises from the clustering
of a finite number of states. At those energies transmission occurs through resonant
tunneling and is entirely suppressed otherwise, strikingly different from the con-
ductance profile expected for a graphene nanoribbon (Ulloa et al. 1990; González
et al. 2011). In an infinite kirigami, the stop-gaps that separate the minibands arise
from the folding of the 1D Brillouin zone of the ideal (pre-cut) graphene ribbon as a
result of the new superlattice defined by the kirigami, with the expected opening of
spectral gaps at the edge of the reduced zone. In our finite kirigami, Fig. 9b shows
that the DOS is likewise strongly suppressed at the miniband edges but does not
reach zero in the stop-gaps. This contrasts with the sharp changes in the conductance
(Fig. 9a): finite (resonant) within a miniband and clearly zero in the stop-gaps. This
is a clear sign that states contributing to the DOS in the stop-gap regions are spatially
localized and unable to hybridize to form a tunneling pathway that spans the entire
length of the system. Therefore, the robust stop-gap structure in the transmission is
not a result of spectral characteristics of the kirigami alone.

To be specific, let us analyze the closeup plot shown in Fig. 9c that captures
the energy interval 0.03 < E/t0 < 0.09. A mapping of the LDOS at any of the
resonances shown in this panel confirms that the electronic density associated with
a resonance is strongly localized around the internal longitudinal strips. Figure 10a
shows a representative example of the “LDOS hot-spots” (in red) appearing at those
regions and a good overlap/coupling with the external contacts. Another snapshot of
the LDOS at a different transmission resonance is shown in Fig. 11. The existence of
the minibands of resonant transmission is therefore due to the presence of localized
states within each unit of the kirigami, which are localized both transversely and
longitudinally by the combined effect of the internal zigzag edges and the finite
extent of each segment of the kirigami (González et al. 2011; Zhang et al. 2008; Wu
et al. 2010; Faria et al. 2015; Kouwenhoven et al. 1990; Ulloa et al. 1990; Brum
1991). At the lowest energies, transmission across the entire system is assisted by
tunneling through these localized states that, hence, play a role similar to that of
an array of coupled quantum dots that can enable resonant transmission across the
entire system at (and only at) well-defined energies. The width of each miniband is
determined by the overlap, γ , between localized states, and the number of resonant
peaks in a miniband, N , counts the number of isolated quantum dots (Ulloa et al.
1990; Ji et al. 1992). Our geometry contains the 11 internal channels labeled 1–11
in Fig. 7b that define 11 effective quantum dots. Correspondingly, each transmission
miniband has a fine structure consisting of 11 peaks as can be seen in Fig. 9c (the
outermost two directly in contact with the metallic leads do not define quantum dots
because backscattered electrons at these sections are completely absorbed by the
contacts).

A quantitative estimate of the inter-dot overlap can be obtained assuming a one-
dimensional tight-binding model, according to which the energy levels within one
miniband should appear at positions
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Fig. 10 Normalized LDOS
for the kirigami (a)
undeformed at E = 0.067t0,
(b) deformed by 15.5% at
E = 0.074t0, and (c)
deformed by 34.7% at
E = 0.073t0. Image reprinted
with permission from
Bahamon et al. (2016)
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Fig. 11 LDOS at one of the
transmission peaks
(E = 0.044t0) that
contributes to the lowest
transmission miniband of the
undeformed kirigami, as
discussed in the main text.
The corresponding kirigami
structure is shown underneath
the density plot. Image
reprinted with permission
from Bahamon et al. (2016)

En = −2γ cos
( nπ

N + 1

)
, n = 1, 2, . . . , N, (17)

relative to the center of the miniband. The width of a miniband is given by �E =
EN −E1. The data in Fig. 9c allow us to estimate�E ≈ 0.04t0 for the undeformed
kirigami, which corresponds to γ ≈ 0.01 t0. Recalling that t0 is the hopping between
nearest neighboring carbon atoms in undeformed graphene [13], this shows an inter-
dot overlap two orders of magnitude smaller than the hopping in the underlying
graphene lattice. Such a small value of γ is natural given the large spatial separation
(∼d/2 = 2.4 nm, cf. Fig. 7a) between each pair of hybridized localized states that
we see in Fig. 11.

Under tensile load in stage 1, the kirigami elongates and becomes distorted,
which significantly perturbs the overlap between the localized states. That is
the conclusion that follows from the progressive disappearance of the resonant
minibands under deformation that we can see in Fig. 9a for deformations of 5.3
and 15.5%. It is notable that, even though in stage 1 there is very little change
in the average C-C bond length, the regions that are most affected by that, and
which are more strongly bent, are those in the vicinity of the localized states of the
undeformed kirigami. It is, therefore, not surprising that the conductance assisted
by resonant tunneling through these states can be significantly modified in this
stage since the perturbations to the hopping can be significant in precisely the
regions more critical for the overlap between neighboring localized states. For an
elongation of 15.5%, Fig. 9a shows that the miniband structure disappears and the
system behaves largely as an insulator through most of the energy range shown.
The LDOS associated with the few remaining weak conductance peaks reflects the
less effective coupling between the localized states (see Fig. 10a). In the analogy
introduced above, in this stage of deformation, we have the equivalent of a device
consisting of distinct and asymmetrically coupled quantum dots, for which the
energy of transmission resonances is predominantly determined by the energy levels
and coupling of individual dots (Joe et al. 2000; Chen et al. 1994).



1936 H. S. Park

A simple extrapolation of this picture would forecast a progressively more sub-
stantial degradation of the conductance with further stretching. However, inspection
of Fig. 9a reveals otherwise: resonant transmission is revived beyond a geometry-
controllable threshold when the system enters stage 2 of deformation. At 25.1%
strain, resonant transmission is recovered at particular energies within the lowest
miniband, and further stretching to 34.7% strain, rather than degrading, further
improves this situation with resonant peaks reappearing again throughout the entire
lowest miniband as in the undeformed device. As expected, the width of each
miniband is now smaller than in the undeformed state, a combined effect of the
increase in inter-dot distance and the decrease of electronic hoppings in the carbon
lattice. Figure 10c exhibits the LDOS for one of the revived conductance peaks of
the same system that shows a strong similarity with the undeformed counterpart in
Fig. 10a.

It is clear from both the conductance and the LDOS that deforming the system
well inside stage 2 restores the coupling between the localized states trapped at the
internal mini-edges that is strongly affected during stage 1. As pointed out earlier,
the major difference between stages 1 and 2 is that, in the latter, further elongation
proceeds through deformation of the C-C bonds and therein lies the mechanism
that promotes the enhanced coupling and the revival of resonant transmission. As
one intuitively anticipates, and can be explicitly seen in Fig. 12b, the deformations
in question are borne almost entirely by the bonds along the segments that link
neighboring units of the kirigami. A comparison of the bond length distribution
in stage 1 (Fig. 12a) versus stage 2 (Fig. 12b) indeed shows that the first regime
is characterized by small and seemingly random variations, whereas the latter
features a clear and periodic pattern of deformation hot-spots where the C-C bond
is stretched in excess of 20%.

Variations in bond length imply perturbations to the electronic hopping [tij , (12)],
which is the quantity that directly affects the transport. However, it is important
to mention that the C-C bond map excludes bending contributions that should
dominate the hopping modifications in stage 1. To clarify this point, we plot in
Fig. 13 the corresponding hopping distribution maps. The variations are of the order
of ∼ ±10% and ∼ ±20% at 15.5% and 34.7% elongation, respectively. More than
the magnitude, the key difference lies in the sign and spatial pattern of these hopping
variations: in the first case, they appear randomly distributed and one sees places
of both enhanced and reduced hopping compared to the undeformed structure;
in the second, the pattern is clearly periodic and dominated by reduced hopping
(∼20%) spatially correlated with the strain hot-spots of Fig. 12b. These electronic
“weak links” reinforce the super-periodicity of the structure, while simultaneously
contributing to localize further the electronic states within each segment, thereby
promoting the revival of the miniband and stop-gap structure in the conductance.

In summary, the profile of the conductance at low energies in these graphene
structures is typical of a system of weakly coupled quantum dots: minibands of
resonant transmission alternating with stop-gaps due to the superlattice periodicity
along the longitudinal direction. Direct inspection of the LDOS at any of the
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Fig. 12 Normalized C-C bond length for the kirigami deformed by 15.5% (panel a, stage 1) and
34.7% (panel b, stage 2), where the normalization is by the undeformed C-C bond length. Image
reprinted with permission from Bahamon et al. (2016)

resonant energies provides a direct confirmation of this in real space. Analysis
of the evolution of the conductance and the LDOS with deformation shows that
the resonant tunneling assisted by localized states is strongly suppressed during
stage 1 of deformation. The local perturbations to the electronic hopping in this
regime are sufficient to disturb the overlap between the localized states. This effect
is reversed in stage 2 by the appearance of strong strain barriers spanning the length
of the system along the links between individual elements of the periodic structure.
These have a confining nature from the electronic point of view, which consistently
explains the reinforcement of overlap between localized states and the revival of
resonant transmission, at the highest deformations.
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Fig. 13 The distribution of
the nearest-neighbor hopping
amplitudes tij /t0 calculated
according to (12) for the same
structures represented in
Fig. 12. Image reprinted with
permission from Bahamon
et al. (2016)
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3.3 I-V Characteristics and Negative Differential Resistance

In principle, to fully examine the current-voltage characteristics of these kirigami,
we should calculate the transmission function for different bias and gate voltages,
according to (16). However, similar to the experimental setup used in Blees et al.
(2015) where the kirigami was immersed in an electrochemically controlled liquid
gate with a fixed bias voltage VSD = 100 meV, we restrict our analysis to the electric
current as a function of gate voltage for a fixed bias. Figure 14 displays current for
kirigami deformed by 0%, 15.5%, and 34.7% under a fixed VSD = 100 meV and at
T = 300 K.

One can see a clear oscillation of the current with increasing Vg , a behavior
that traces back to the underlying miniband structure of the conductance discussed
in the context of Fig. 9. The fact that below Vg = 0.1 t0 the current magnitude
first decreases with deformation, but then increases again in stage 2, is a natural
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Fig. 14 Current vs gate
voltage for the kirigami
deformed by 0%, 15.5%, and
34.7%. We used a bias
voltage of VSD = 100 meV,
the current is expressed in
units of I0 = 2e/h and the
gate voltage in units of t0.
Image reprinted with
permission from Bahamon
et al. (2016)
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consequence of the revival of resonant transmission at low energies promoted by
the localized strain that emerges in stage 2. The most interesting aspect of the
I-V characteristics shown in Fig. 14 is that the current oscillation immediately
implies that these kirigami have negative differential resistance over reasonably
large intervals of Vg , which is a much sought-after property for new classes of
nonlinear electronic devices (Esaki and Tsu 1970; Capasso et al. 1986).

3.4 Introducing Dephasing

So far, our electronic transport model considers coherent transport, including
only edges and mechanical deformations as source of scattering. To address the
robustness of the strain modulation of the conductance in a more realistic scenario,
we now turn to effects of random scatterers modeled within the dephasing Büttiker-
probe model (Büttiker 1986). To achieve that, we distribute voltage probes as
phase-breaking scatterers all over the kirigami (except the left and right edges) and
set the current at each probe to zero. Given that we are not interested in the particular
physical mechanism (impurities, phonons, or electrons) behind the destruction of
quantum coherence, we fix the self-energy of each Büttiker-probe to Σφ = −iη
(Golizadeh-Mojarad and Datta 2007), which is related to the phase relaxation time
by τφ = h̄/2Γφ = h̄/4η (Datta 1995; Pastawski and Medina 2001). In Fig. 15, we
plot the effective conductance that obtains for weak (η = 0.01t0, τφ ≈ 6.1×10−15s)
and strong (η = 0.5t0, τφ ≈ 1.2 × 10−16s) phase-breaking under various
deformations. Inspecting Fig. 15a, we can see that weak dephasing is sufficient
to destroy the resonant transmission and miniband structure in the transmission,
irrespective of the amount (or absence) of deformation. Strong phase-breaking
processes (Fig. 15b) completely destroy any fine structure in the conductance
associated with the particular geometry of the device that are still visible in Fig. 15a.
In this case, there are no differences among the effective conductances of unstrained
and deformed kirigami, all of which display the step-wise behavior characteristic
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Fig. 15 Effective conductance in the presence of (a) weak (η = 0.01t0, τφ ≈ 6.1 × 10−15s) and
(b) strong (η = 0.5t0, τφ ≈ 1.2 × 10−16s) phase-breaking scatterers for different deformations.
The dashed blue line corresponds to the conductance of a pristine zigzag nanoribbon with the same
width of our contacts. Be aware of the different scales in the vertical axes. Image reprinted with
permission from Bahamon et al. (2016)

of a pristine graphene nanoribbon, with the steps appearing at energies that are
determined by the overall width of the device (parameter b in Fig. 7a).

To illustrate the distinction between the weak and strong dephasing regimes
used in Fig. 15, it is instructive to compute the associated phase-relaxation lengths,
lφ = √

Dτφ (Datta 1995) using the representative carrier diffusion coefficient
D = 0.3 m2/s (Berger et al. 2006). In the case of weak dephasing discussed above,
the phase-relaxation length is larger than the device size, lφ ≈ 42 nm > L, whereas
that value for strong dephasing is similar to the periodicity of the kirigami, lφ ≈
6 nm ≈ w. Coherent effects in the conductance are observed when the typical device
dimensions are smaller than the phase relaxation length (Datta 1995; Golizadeh-
Mojarad and Datta 2007; Berger et al. 2006). In our case, the formation of gaps and
minibands is a coherent effect created by destructive and constructive interference of
electron waves at the periodically repeating segments of the kirigami (the localized
states arise as the electron bounces back and forth without losing its phase within
different sections of the kirigami). Figure 15b shows a conductance that has become
insensitive to any effect associated with strain or even the geometry. This confirms
that, in order to observe efficient mechanical control over the conductance, the
phase-relaxation length must be larger than the segments of the kirigami that harbor
the localized states that support the resonant tunneling at low energy. Measurements
of the phase-relaxation length at low temperature in graphene have found lφ ≈ 1 μm
(Berger et al. 2006), which is much smaller than the size of the typical internal
lengths used in the kirigami experimentally probed by Blees and collaborators
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(Blees et al. 2015). This might partially explain why deformed kirigami used in that
experiment did not show noticeable sensitivity of the conductance to the elongation.

3.5 Final Remarks

Our study shows that, when the typical feature sizes of a graphene-based kirigami
are in the nanoscale, the electric conductance at low energies might be governed by
resonant tunneling through states that are localized by the specific local geometry
of each repeating element of the kirigami. The longitudinal periodicity of the
structure results in an efficient coupling (strong overlap) between these states in
the undeformed configuration. This state of affairs is, however, strongly sensitive
to stage 1 deformations, and the conductance easily degrades in that regime where
the overall elongation is a result of the structural twisting and bending, rather than
extensive stretching of the C-C bonds. The electronic overlap is reinforced for stage
2 deformations as a result of the confining nature of the localized strain barriers
that set in during this stage, and resonant transmission is hence revived at high
overall elongations. The regime of resonant tunneling exists within well-defined
energy minibands isolated from each other by sizable transmission stop-gaps. Their
existence results in a strong oscillation of the I-V characteristic as a function of gate
voltage, and opens the possibility of driving the system from a conventional resistive
regime to one of negative differential resistance, by simple electrostatic gating.

To explain the evolution of the conductance profile with elongation, we analyzed
directly the bond stretching and the perturbations to the nearest-neighbor hopping. It
is customary in discussions of strained graphene to introduce the concept of pseudo-
magnetic field (PMF) (Kane et al. 1997; Suzuura and Ando 2002; Vozmediano et al.
2010) and map strain fields to PMFs in order to, for example, obtain a semiclassical
intuition about how certain strain patterns disturb the motion of electrons. In the
present case, however, the characteristic dimensions of our device are small, and, in
addition, the strain distribution displays sharp variations within these small scales.
This restricts the usefulness of the PMF concept and any semiclassical picture to
interpret the effects of strain. We therefore focused directly in the changes affecting
the nearest-neighbor hopping amplitudes since these are the quantities that more
direct and fundamentally determine the conductance.

Finally, in our main discussion, we focused on a kirigami whose horizontal
segments consisted of zigzag strips of graphene. Not surprisingly, the mini zigzag
edges parallel to the transverse direction play an important role in stabilizing the
localized states in the undeformed structure that are key for the conductance profile
at low energy. It is important to reiterate that this is not a limitation, for the key
physical ingredient is the existence of localized states defining local quantum dots
and the interplay between the strain-induced changes of the C-C hopping and
effective inter-dot coupling upon mechanical stretching. To be specific, in Fig. 16a
we show that rotating the underlying lattice by 90 degrees in the same kirigami leads
to a similar profile of miniband and stop-gap low-energy conductance and that it is
equally sensitive to deformation: for example, at about 16% elongation, the mini-
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Fig. 16 (a) Conductance of the armchair kirigami deformed by 0% and 16.28%. (b) LDOS for the
undeformed armchair kirigami at E = 0.121t0. Image reprinted with permission from Bahamon
et al. (2016)

band structure is entirely suppressed. In a future study, we shall undertake the impact
of edge roughness. We can, however, anticipate that edge roughness is expected to
improve the scenario we describe here because this type of disorder promotes further
localization of low-energy states in narrow graphene structures (Todd et al. 2008;
Han et al. 2010), and that explains the experimentally observed gaps and Coulomb
blockade in rough (lithographically patterned) graphene nanoribbons (Sols et al.
2007; Todd et al. 2008; Stampfer et al. 2009; Gallagher et al. 2010). We therefore
predict that, in a realistic scenario, individual segments of a kirigami can behave
as true quantum dots with a coupling (and, consequently, an overall transmission)
amenable to modulation through the same type of deformation discussed here. The
conditions for such behavior are expected to be very encompassing, depending
only on choosing appropriate combinations of scales and geometries capable of
hosting localized quantum dot states, supported either by the geometry, disorder,
or interactions.



78 Mechanics and Electromechanics of Two-Dimensional Atomic Membranes 1943

4 Conclusions

We have demonstrated that both existing computational techniques, like classical
molecular dynamics, and new methodologies, such as combinations of molecular
dynamics, and electronic structure tight-binding, and quantum transport, can both
be used to develop new insights into the mechanics and electromechanics of
graphene. There is significant potential for these computational tools to enable
novel contributions to electromechanical coupling in 2D materials and also for
2D auxetics. For example, most reports of auxetic behavior in 2D materials have
been for the out-of-plane direction, i.e. due to rippling of 2D materials. In contrast,
very few examples of in-plane auxeticity have been reported. Similarly, other
forms of electromechanical coupling in 2D materials, like piezoelectricity and
flexoelectricity, have recently emerged – computational modeling will surely be
needed to elucidate the behavior and properties of 2D piezo and flexoelectric
materials (Akinwande et al. 2017). Finally, while we have focused on graphene in
the present work, similar ideas and methodologies may be developed and used in the
future to examine the physical properties of the other 2D materials families, like the
transition metal dichalcogenides, black phosphorus, the monochalcogenides, boron
nitride, and many others.
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Abstract

The mechanical response of nanostructures, or materials with characteristic
features at the nanoscale, differs from their coarser counterparts. An important
physical reason for this size-dependent phenomenology is that surface or inter-
face properties are different than those of the bulk material and acquire significant
prominence due to an increased surface-to-volume ratio at the nanoscale. In
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this chapter, we provide an introductory tutorial on the continuum approach
to incorporate the effect of surface energy, stress, and elasticity and address
the size-dependent elastic response at the nanoscale. We present some simple
illustrative examples that underscore both the physics underpinning the capillary
phenomenon in solids as well as a guide to the use of the continuum theory of
surface energy.

1 Introduction

In a manner of speaking, a free surface or an interface is a “defect.” We will use
the word “surface” to imply both a free surface as well as an interface separating
two materials. It represents a drastic interruption in the symmetry of the material –
much like the more conventionally known defects such as dislocations. Imagine
the atoms on a free surface. They have a different coordination number, charge
distribution, possible dangling bonds, and many other attributes that distinguish
them from atoms further away in the bulk of the material (Ibach 1997; Cammarata
2009). It is therefore hardly surprising that the surface of a material should have
mechanical (or in general other physical) properties that differ from the bulk of the
material. In other words, as much as conventional defects (such as dislocations)
impact the physical response of materials, so do surfaces. However, for coarse-sized
structures, the surface-to-volume ratio is negligible, and so even though surfaces do
have different properties, they hardly matter in terms of the overall response of the
structure. This situation changes dramatically at the nanoscale. As a rather extreme
example, 2 nm cube of Copper has nearly 50% of its atoms on the surface. What
length scale is “small enough” for surface effects to become noticeable arguably
depends on the strength of the surface properties. For hard crystalline materials, this
length scale is certainly below 50 nm and often only of significant importance below
10 nm (Miller and Shenoy 2000). Ultra-soft materials (with elastic modulus in the
1–5 kPa range) are an interesting exception where even at micron scale, surface
energy-related size effects may be observable (Style et al. 2013).

In a continuum field setting, the role of surfaces may be captured by assuming
that they are zero-thickness entities and possess a nontrivial excess energy that is
distinct from the bulk. The surface energy concept for solids encompasses the fact
that surfaces appear to possess a residual “surface tension”-like effect known as
surface stress and also an elastic response, termed “surface or superficial elasticity.”
In the context of fluids, “capillarity” has long been studied, and the concept of
surface tension is well-known (see Fig. 1). The situation for solid surfaces is
somewhat more subtle than fluids in many ways since deformation is a rather
important contributor to surface energy – which is not the case for simple liquids.
For a simple liquid, surface energy, the so-called surface stress and surface tension
are the same concept. This is not the case for solid surfaces. For further details, see
a recent review article by Style et al. (2017). Given the existence of an extensive
body of work on this subject, we avoid a detailed literature review and simply point
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Gravity

Surface Tension Surface Tension
Capillary Attraction

Fig. 1 The ramifications of surface energy – in the form of surface tension – are well-known from
our daily lives and are illustrated in this schematic. Surface tension forces, for instance, assist in
overcoming gravity and enable the floatation of a ball. The ability of a water spider to walk on the
water surface is another example. Also shown is a schematic of a capillary tube, frequently used
by biologists and chemists, to highlight how surface tension causes water to be drawn up the tube

to the following overview articles that the reader may consult (and the references
therein): (Javili et al. 2013; Duan et al. 2009; Wang et al. 2010, 2011; Li and Wang
2008; Cammarata 2009; Ibach 1997; Müller and Saúl 2004). We will primarily
follow the approach pioneered by Gurtin, Murdoch, Fried, and Huang (Gurtin and
Murdoch 1975b; Biria et al. 2013; Huang and Sun 2007) and attempt to present
a simplified tutorial on the continuum theory for surface energy. For the sake of
brevity and with the stipulation that this chapter is merely meant to be a first step to
understand surface elasticity, we avoid several complexities and subtleties that exist
on this topic such as choice of reference state in the development of the continuum
theory (Huang and Wang 2013; Javili et al. 2018), consistent linearization from a
nonlinear framework and differences in the various linearized theories (Javili et al.
2018; Liu et al. 2017), curvature dependence of surface energy (Steigmann and
Ogden 1997, 1999; Chhapadia et al. 2011; Fried and Todres 2005), and generalized
interface models that may allow greater degree of freedom than just a “no slip”
surface c.f. (Gurtin et al. 1998; Chatzigeorgiou et al. 2017). We also present three
simple case studies or illustrative examples that both highlight the use of the theory
and the physical consequence of surface energy effects. While the focus of the
chapter is primarily on mechanics and, specifically, elasticity, the framework used
in this chapter can be used as a starting point for applications outside mechanics.
Indeed, surface energy effects are of significant interest to a variety of disciplines
and permeate topics as diverse as fluid mechanics (de Gennes et al. 2004), sensors
and resonators (Park 2008), catalysis (Müller and Saúl 2004; Haiss 2001; Pala
and Liu 2004), self-assembly (Suo and Lu 2000), phase transformations (Fischer
et al. 2008), biology (Liu et al. 2017), and composites (Duan et al. 2005), among
others.
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2 Preliminary Concepts

2.1 The Need for Surface Tensors

In the study of mechanics of surfaces, we have to contend with tensor fields that
“live” on a surface. For example, we will need to define the strain field experienced
by a surface. The general machinery of curvilinear tensor calculus then becomes
necessary to describe surface mechanics which (at least for our taste) becomes
somewhat cumbersome. A direct notation was developed by Gurtin and Murdoch
(1975b) which we (prefer and) briefly motivate in this section.

To establish the basic idea, for now, consider just a flat surface shown in Fig. 2
with outward unit normal n = e3. On physical grounds, assuming that there is no
“slip” between the surface and the underlying bulk material, the surface strain is
simply the strain field of the bulk material at the spatial position of the surface. In
addition, intuitively, the normal components of the strain tensor ought not to exist
for the zero-thickness surface, i.e., Es(x) = Ebulk(x) projected on the tangent
plane of the surface where x is on the surface. To make this idea more concrete,
assume a body occupies a domain Ω0 experiencing a strain E : Ω0 → R3×3

sym . We
then expect the surface strain to be simply

Es :=
⎡

⎣
E11 E12 0
E21 E22 0

0 0 0

⎤

⎦ . (1)

Our intuition works well for flat surfaces, but we must generalize the mathe-
matical framework to contend with general curved surfaces. This brings to fore
the question of how we define surface tensors on arbitrarily curved surfaces. To
understand this, we define next the surface projection tensor. More details on the
mathematical preliminaries can be found in the work of Gurtin, Murdoch, and co-
workers (Gurtin and Murdoch 1975b, 1978; Gurtin et al. 1998).

W0

Undeformed body Deformed body

W

e1

e3

e2

E (x)

Fig. 2 Schematic of the deformation of a body that occupies the domainΩ0. The upper surface is
artificially separated from the underlying bulk to highlight the surface deformation E(x). Cartesian
coordinates with a positively oriented orthonormal basis {e1, e2, e3} are shown here and the
outward unit normal to the upper surface is n(x) = e3
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2.1.1 Surface Projection Tensor
As discussed in the preceding section, we will often need to project second-order
tensors on to a curved surface. To that end, the surface projection tensor for the
tangent surface with outward unit normal n(x) is defined as

P(x) = I− n(x)⊗ n(x). (2)

Here I is the second-order identity tensor, and “⊗” denotes the tensor product (or
the dyadic product).

If we choose the flat upper surface shown in Fig. 2 as an example, the normal
to the upper surface is n = e3 in Cartesian coordinates with a positively oriented
orthonormal basis {e1, e2, e3}. With the definition in (2), the projection tensor on
the flat upper surface admits the form

P(x) = I− e3 ⊗ e3 = e1 ⊗ e1 + e2 ⊗ e2 :=
⎡

⎣
1 0 0
0 1 0
0 0 0

⎤

⎦

{e1,e2,e3}
. (3a)

Another example is the projection tensor on a spherical surface with radius R
that can be represented by S = {x ∈ R

3 : x ·x−R2 = 0}. The outward unit normal
to this surface is n = er in spherical coordinates {r, θ, φ} with basis {er , eθ , eφ}.
From the definition of the projection tensor in (2), we have

P(x) = I− er ⊗ er = eθ ⊗ eθ + eφ ⊗ eφ :=
⎡

⎣
0 0 0
0 1 0
0 0 1

⎤

⎦

{er ,eθ ,eφ}
. (3b)

The projection tensor in (3b) can also be easily expressed in the Cartesian
coordinates by using the identities eθ = cos θ cosφe1 + cos θ sinφe2 − sin θe3
and eφ = − sinφe1 + cosφe2 as well as the tensor product between two vectors.

2.1.2 Surface Vector and Tensor Fields
Let v(x) be a smooth vector field and T (x) be a smooth second-order tensor. Their
projections vs(x) and T s(x) on a smooth surface with outward unit normal n(x),
respectively, are

vs = Pv and T s = PT P, (4)

where the projection tensor P is defined in (2).
For example, consider a vector field v = viei and a second-order tensor field

T = Tijei ⊗ ej in Cartesian coordinates with a positively oriented orthonormal
basis {e1, e2, e3}. Take the upper surface with outward unit normal n(x) = e3. The
projection tensor in (2) becomes P(x) = I − e3 ⊗ e3 = e1 ⊗ e1 + e2 ⊗ e2. Thus,
with (4), the projected vector and tensor on the upper surface, respectively, are
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vs = Pv = (e1 ⊗ e1 + e2 ⊗ e2)viei = v1e1 + v2e2 (5a)

and

Ts = PT P = (e1 ⊗ e1 + e2 ⊗ e2) · Tijei ⊗ ej · (e1 ⊗ e1 + e2 ⊗ e2)

= T11e1 ⊗ e1 + T12e1 ⊗ e2 + T21e2 ⊗ e1 + T22e2 ⊗ e2

: =
⎡

⎣
T11 T12 0
T21 T22 0
0 0 0

⎤

⎦ .

(5b)

Equation (5b) makes it evident how the surface strain in (1), written earlier by
intuition, may be formally derived from the bulk strain field.

By (4)2, the projection of the identity tensor I on the surface with outward unit
normal n(x) can be obtained as

I = PIP, (6)

which is called the surface identity tensor on the surface and is often used in the
context of second-order tensors.

2.2 Differentiation and Integration on a Surface

2.2.1 Surface Gradient, Normal Derivative, and Curvature Tensor
Consider a smooth scalar field φ(x) : Ω0 → R and a smooth vector field
v(x) : Ω0 → R

3 over the domain Ω0. By using the gradient operator ∇, their
(three-dimensional) gradients are represented by ∇φ(x) and ∇v(x), respectively.
In contrast, the surface gradient operator on a surface with unit normal n is denoted
by ∇s , and together with the projection tensor P in (2), the surface gradients of the
two fields can be represented by (Gurtin et al. 1998)

∇sφ = P∇φ and ∇sv = (∇v)P. (7)

We now define the normal derivative of fields on a surface with outward unit
normal n. Following the scalar field φ and the vector field v in (7), we define their
normal derivatives as

∂φ

∂n
= n · ∇φ and

∂v

∂n
= (∇v)n. (8)

The normal derivative
∂φ

∂n
can be regarded as the rate of change of φ in the

direction n. By (2) and (8), the surface derivatives (7) can be recast as

∇sφ = ∇φ −
(∂φ
∂n

)
n and ∇sv = ∇v −

(∂v
∂n

)
⊗ n. (9)
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Equation (9) represents the relation between the surface gradient, the gradient,
and the normal derivative. We note that Eqs. (7) and (9) are two (alternative but
equivalent) ways to represent the surface gradient.

The curvature tensor of a surface with outward unit normal n is then defined as
(Gurtin et al. 1998)

L = −∇sn, (10)

which is symmetric and hence tangential, that is, L = L
T and L

T n = 0.
In order to enhance the understanding of these definitions, we now consider some

simple examples by referring to Fig. 2. In Cartesian coordinates, the gradients of
the scalar and vector fields, respectively, are ∇φ = ∂φ

∂xi
ei and ∇v = ∂v

∂xj
⊗ ej =

∂vi
∂xj

ei ⊗ ej . The outward unit normal to the flat upper surface is n = e3, and then its
projection tensor is P = e1 ⊗ e1 + e2 ⊗ e2 which was mentioned in (3a).

By (7) and the Kronecker delta, the surface gradients on the flat surface in Fig. 2
are

∇sφ = (e1 ⊗ e1 + e2 ⊗ e2)
∂φ

∂xi
ei = ∂φ

∂x1
e1 + ∂φ

∂x2
e2 (11a)

and

∇sv =
(
∂v

∂xj
⊗ ej

)
(e1 ⊗ e1 + e2 ⊗ e2) = ∂v

∂x1
⊗ e1 + ∂v

∂x2
⊗ e2. (11b)

By (8), the normal derivatives on the surface in the example are

∂φ

∂n
= e3 · ∂φ

∂xi
ei = ∂φ

∂x3
and

∂v

∂n
=
(
∂v

∂xj
⊗ ej

)
e3 = ∂v

∂x3
. (12)

Using (9), together with (12), we can obtain the same surface gradients as (11).
Similarly, using (10), together with (11b), we find the obvious answer that the
curvature tensor L of the flat upper surface in Fig. 2 is

L = −∇se3 = −∂e3

∂x1
⊗ e1 − ∂e3

∂x2
⊗ e2 = 0. (13)

As another illustration, we may consider the curvature tensor for a spherical
surface of radius R. In spherical coordinates {r, θ, φ} with orthonormal basis
{er , eθ , eφ}, the outward unit normal to the spherical surface is n = er , whose
gradient is ∇er = r−1(eθ ⊗ eθ + eφ ⊗ eφ). By (7) and (10), the curvature tensor in
this example is

L = −∇ser = −(∇er )P = − 1

R
(eθ ⊗ eθ + eφ ⊗ eφ), (14)

which is symmetric L = L
T and tangential LT er = 0.
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2.2.2 Surface Divergence, Trace, and Mean Curvature
The surface divergences of a vector field v(x) and a tensor field T (x) are defined as
follows:

divsv = tr(∇sv) and a · divsT = divs(T
T a), (15)

where “tr,” here and henceforth, denotes the trace and a ∈ R
3 is an arbitrary

constant vector. An important identity related to the surface divergence operator
is

divs(T
T n) = n · divsT + T · ∇sn. (16)

For further useful surface identities, the reader is referred to the work (Gurtin and
Murdoch 1975b).

The mean curvature is then simply

κ = 1

2
tr(L) = −1

2
tr(∇sn) = −1

2
divsn. (17)

For the same example in Eq. (11b), the corresponding surface divergence is

divsv = tr(∇sv) = tr

(
(∂viei )

∂x1
⊗ e1 + ∂(viei )

∂x2
⊗ e2

)
= ∂v1

∂x1
+ ∂v2

∂x2
. (18)

Similarly, for a second-order tensor T = Tijei ⊗ ej , its surface gradient is a
vector, and its k-th component, by (15)2, can be represented by

(divsT )k = ek · divsT = divs(T
T ek) = ∂Tk1

∂x1
+ ∂Tk2
∂x2

, (19)

where the identity T T ek = Tkiei and the example result in (18) are used. Regarding
the examples of the curvature tensors (13) and (14), their mean curvatures are 0 and
−R−1, respectively.

2.2.3 Divergence Theorem for Surfaces
Consider a surface S0 ⊂ ∂Ω0 with a smooth boundary curve ∂S0. For a smooth
vector u that is tangential on the surface S0 and a smooth tensor field T , the
divergence theorem is defined by Gurtin and Murdoch (1975b) and Gurtin et al.
(1998)

∫

S0

divsu =
∫

∂S0

u · v,
∫

S0

divsT =
∫

∂S0

T v, (20)

where v is the outward unit normal to the boundary curve ∂S0.
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3 Theoretical Framework for Surface Mechanics

With the mathematical preliminaries necessary for surface mechanics described
earlier, we can now proceed in a rather standard manner to derive the pertinent
governing equations. The original theory by Gurtin and Murdoch (1975b) was
derived by employing stress as the primitive concept. We (following Huang and co-
workers Huang and Wang 2006; Huang and Sun 2007) favor a variational approach
where we take the surface energy as the primitive concept.

3.1 Kinematics

Assume a deformable solid that occupies the domainΩ0 in the reference configura-
tion shown in Fig. 3. The boundary of the domain is denoted by ∂Ω0, which can be
divided into two parts: the displacement boundary ∂Ωu0 and the traction boundary
∂Ωt0. Mathematically, ∂Ωu0 ∪ ∂Ωt0 = ∂Ω0 and ∂Ωu0 ∩ ∂Ωt0 = ∅.

A material point is denoted by x ∈ Ω0. Consider a smooth mapping y : Ω0 →
R

3, that is, y(x) = x + u(x). Here u is the displacement vector. The deformation
gradient is defined as F = ∇x. The displacement and traction boundary conditions
are

u = u0 on ∂Ωu0 and t = t0 on ∂Ωt0. (21)

Fig. 3 Schematic of a deformable body that occupies the domainΩ0 with the boundary ∂Ω0. The
material point is denoted by x ∈ Ω0, and the outward unit normal to ∂Ω0 is represented by n.
The displacement boundary is u = u0 while the traction boundary is t = t0. In particular, the
surface effect is shown on the surface S0 ⊂ ∂Ω0. On the boundary curve ∂S0 of the surface S0,
the outward unit normal to ∂S0 is denoted by v
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3.2 Energy Variation and Equations of Equilibrium

We explicitly assume that the surface or the interface does not “slip” from the rest
of the material. Gurtin et al. (1998) have dealt with the special case where interfaces
may not be coherent and admit jumps in displacements. We do not consider that
complexity here. The energy functional of the general system shown in Fig. 3 is
then:

F [u; x] =
∫

Ω0

Ψ (∇u)+
∫

S0

Γs(∇u)−
∫

∂Ωt0

t0 · u, (22)

where Ψ is the strain energy function per unit volume of the bulk, Γs is the
surface energy function per unit area of the surface S0 ⊂ ∂Ω0, and t0 is the
dead load applied on the traction boundary ∂Ωt0 in the reference configuration.
The reference configuration taken here is actually the initial configuration, which
is neither subjected to any body force nor tractions. We note that in the reference
configuration, there exists the surface stress, which is regarded as “residual.” The
residual stress field can be described according to the surface energy function Γs . To
further clarify the surface effects on the energy functional, Huang and Wang (2006,
2013) proposed an extra configuration, a “fictitious stress-free configuration.” For
further details on such subtleties, the reader is referred to their work.

We now invoke the principle of minimum energy to seek the equilibrium state of
the deformed body:

min{F [u] : u ∈ S }. (23)

Here the set S denotes the smooth function space over the domain Ω0, and the
displacement field must satisfy u = u0 on ∂Ωu0 in (21)1.

If we assume the state u to be the minimizer of the energy functional in (22),
then by the principle of energy minimization (23), we have

F [u] ≤ F [u+ εu1], (24)

where ε ∈ R and u + εu1 belongs to the set of all kinematically admissible
deformations in the neighborhood of the deformation u. We only consider small
perturbations, so the norm ‖εu1‖ � 1. By the displacement boundary (21)1, the
variation u1 satisfies

u1 = 0 on ∂Ωu0 . (25)

The inequality (24) leads to the following first and second variation conditions

δF [u] = 0 and δ2F [u]≥0. (26)
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In this book chapter, we only limit our attention to the first variation that leads to
the equilibrium equations and the natural boundary conditions. The first variation is
written as

δF [u] := dF [u+ εu1]
dε

∣∣∣∣
ε=0
. (27)

Using (27) and the chain rule, the first variation of (22) reads

δF [u] =
∫

Ω0

S · ∇u1 +
∫

S0

S · ∇u1 −
∫

∂Ωt0

t0 · u1, (28)

where

S = ∂Ψ

∂∇u
and S = ∂Γs

∂∇u
. (29)

Here S in (29) is the first Piola-Kirchhoff surface stress tensor (Gurtin et al. 1998),
and S is the first Piola-Kirchhoff bulk stress tensor.

Employing the surface gradient of a vector in (9)2 as well as the property of the
surface tensor S, that is, Sn = 0, the integrand S · ∇u1 in (28) can be recast as

S · ∇u1 = S · ∇su1 + ∂u1

∂n
· Sn = S · ∇su1. (30)

In the work by Gurtin et al. (1998), they derived the identity Sn = 0 on the surface
S0 (see their Eq.(37)) by assuming an arbitrary function ∂u1

∂n
on the surface S0. Here

we obtain this identity through the definition of a surface tensor (4)2, that is, for an
arbitrary surface tensor T s = PT P, we have T sn = PT Pn = PT 0 = 0 since
Pn = (I− n⊗ n)n = 0.

By the identity (16), we further have

S · ∇su1 = divs(S
T u1)− u1 · divsS. (31)

Thus, by (31) and the divergence theorem (20), the second integral in (28)
becomes

∫

S0

S · ∇u1 =
∫

S0

[
divs(S

T u1)− u1 · divsS

]
=
∫

∂S0

u1 · Sv −
∫

S0

u1 · divsS.

(32)
Similarly, by using the divergence theorem in volume, we obtain

∫

Ω0

S · ∇u1 =
∫

Ω0

[
div(ST u1)− u1 · divS

]
=
∫

∂Ω0

u1 · Sn−
∫

Ω0

u1 · divS.

(33)
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Substituting (32) and (33) into (28), we have

δF [u] = −
∫

Ω0

u1 · divS +
∫

∂Ω0\S0

u1 · Sn+
∫

S0

u1 · (Sn− divsS)

+
∫

∂S0

u1 · Sv −
∫

∂Ωt0

t0 · u1. (34)

It is known that ∂Ωu0 ∪ ∂Ωt0 = ∂Ω0 and ∂Ωu0 ∩ ∂Ωt0 = ∅ as well as S0 ⊂ ∂Ω0.
However, the relation between S0 and ∂Ωt0 (or ∂Ωu0 ) is not given before. To simplify
the discussion, we regard S0 as a subset of ∂Ωt0, that is, S0 ⊂ ∂Ωt0. Thus, the last
integral in (34) can be reformulated as

−
∫

∂Ωt0

t0 · u1 = −
∫

∂Ωt0\S0

t0 · u1 −
∫

S0

t0 · u1. (35)

Also, with u1 = 0 on ∂Ωu0 in (25), the second integral in (34) reduces to

∫

∂Ω0\S0

u1 · Sn =
∫

∂Ωt0\S0

u1 · Sn. (36)

Using (35) and (36), the first variation finally becomes

δF [u] = −
∫

Ω0

u1 · divS +
∫

∂Ωt0\S0

u1 · (Sn− t0)+
∫

S0

u1 · (Sn− divsS− t0)

+
∫

∂S0

u1 · Sv. (37)

Since the variation u1 in (37) is arbitrary, the vanishing of the first variation
δF [u] = 0 and the fundamental lemma of calculus of variations (Courant and
Hilbert 1953) leads us to the following set of governing equations

divS = 0 in Ω0,

Sn = t0 on ∂Ωt0 \ S0,

Sn− divsS = t0, Sn = 0 on S0,

Sv = 0 on ∂S0.

⎫
⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

(38)

Here we rewrite the equation Sn = 0 on S0 (see the statement above (30)) in (38).
Equation (38), together with (21)1 and (29), forms a well-defined boundary value
problem. For the readers convenience, we reiterate the notations here: S denotes the
first Piola-Kirchhoff stress, S the first surface Piola-Kirchhoff stress, n the outward
unit normal to the surface, v the outward unit normal to the boundary curve, and t0
the applied dead load.
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3.3 Constitutive Equations and Elastic Stress Tensors

In (29), we have defined the first Piola-Kirchhoff bulk stress tensor S and the first
Piola-Kirchhoff surface stress tensor S through the partial derivative with respect
to the displacement gradient ∇u. By the chain rule, these two first Piola-Kirchhoff
stresses can also be defined as

S = ∂Ψ̄ (F )
∂F

and S = ∂Γ̄s(F )
∂F

, (39)

where F = ∇(x + u) = I+∇u and

Ψ̄ (F ) = Ψ (∇u)
∣∣∇u=F−I and Γ̄s(F ) = Γs(∇u)

∣∣∇u=F−I. (40)

By the frame indifference in the strain energy functions (Gurtin et al. 2010) and
the polar decomposition F = RU , R ∈ Orth+ = {all rotations}, and U is the right
stretch tensor, we have

Ψ̄ (F ) = Ψ̄ (RTF ) = Ψ̄ (RTRU) = Ψ̄ (U),
Γ̄s(F ) = Γ̄s(RTF ) = Γ̄s(RTRU) = Γ̄s(U).

(41)

Using the relation U =
√

UTU =
√

UTRTRU =
√

F TF = √
C, we can

introduce strain energy functions Ψ̂ (C) and Γ̂s(C), such that

Ψ̂ (C) = Ψ̄ (√C) = Ψ̄ (U) = Ψ̄ (F ),
Γ̂s(C) = Γ̄s(

√
C) = Γ̄s(U) = Γ̄s(F ).

(42)

Similarly, by the definition of the Green strain tensor E = 1
2 (C − I), we can

express strain energy functions Ψ ∗(E) and Γs∗(E), such that

Ψ ∗(E) = Ψ̂ (C) = Ψ̄ (U) = Ψ̄ (F ),
Γs
∗(E) = Γ̂s(C) = Γ̄s(U) = Γ̄s(F ).

(43)

In contrast to the two first Piola-Kirchhoff stresses (39), by (43) and E= 1
2 (C−I),

the two second Piola-Kirchhoff stresses are defined as

T = 2
∂Ψ̂ (C)

∂C
= ∂Ψ

∗(E)
∂E

and T = 2
∂Γ̂s(C)

∂C
= ∂Γs

∗(E)
∂E

. (44)

By (39), (43), (44), and the chain rule, the relations between the first P-K stresses
(S,S) and the second P-K stresses (T ,T) are (P-K is the abbreviation for the Piola-
Kirchhoff stress.)

S = FT and S = FT. (45)
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The relations between the first P-K stresses (S,S) and the Cauchy stresses
(σ , σ s) are

S = (det F )σF−T and S = (det F )σ sF−T . (46)

3.4 Linearized Bulk and Surface Stresses and Constitutive Choice

A peculiarity of considering surface effects is the perceived presence of residual
stresses – the surface tension-like quantity in solids is precisely a residual stress
state. This becomes evident if we linearize the energy functions around a reference
configuration which is not stress-free.

For small deformation, the Cauchy-Green tensor C = F TF = (I + ∇u)T (I +
∇u) can be reduced to C = I+∇u+∇uT , |∇u| � 1, by dropping the higher-order
terms o(|∇u|). Thus, the strain tensor E = 1

2 (C − I) in (44) may be approximated
by the infinitesimal strain:

E = 1

2
(∇u+∇uT ), (47)

Using Taylor series, (44)1 gives

T = ∂Ψ
∗(E)
∂E

∣∣∣∣
E=0

+ ∂
2Ψ ∗(E)
∂E2

∣∣∣∣
E=0

·E + o(|E|), (48)

where o(|E|) denotes the higher-order terms.
Since the reference configuration is assumed to be stress-free for the bulk portion

of the material, it follows that ∂Ψ
∗(E)
∂E

∣∣
E=0 = 0 and the elasticity tensor is

C := ∂
2Ψ ∗(E)
∂E2

∣∣∣∣
E=0

. (49)

Thus, as usual, the linearized small-deformation stress-strain relation of bulk
portion of the material is

T = CE. (50)

Consider the first P-K stresses S = FT in (45)1 and the Cauchy stresses σ =
(det F )−1SF T in (46)1 of bulk materials at small deformations. By the relation (50)
and the infinitesimal strain (47), it is easy to show that to a first order

S = T = σ . (51)

The equivalence of the first P-K, the second P-K, and the Cauchy stresses in (51),
however, does not hold for surface stresses due to the existence of the residual stress.
This is rather important to note. In linearized elasticity (without residual stresses),
it is usual to ignore the distinction between the various stress measures. For surface
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elasticity, even in the linearized case, we must take cognizance of the different
interpretations of the various stress measures. The first P-K stress measure is the
most useful since it represents the force per unit referential area and is likely to
be the quantity controlled in traction-controlled experiments (as opposed to Cauchy
traction).

From previous works (see Eq. (40) in the work of Gurtin et al. 1998 and Eq. (7.9)
in the work of Gurtin and Murdoch 1975b), we can show that the second P-K surface
stress T in (44)2 and the first P-K surface stress S in (45)2 can be recast as

T = ∂Γs
∗(Es)
∂Es

, S = (I+ P∇su)T, (52)

where Es , in contrast to the infinitesimal strain (47), is the infinitesimal surface
strain

Es = PEP = 1

2
[P∇su+ (P∇su)T ]. (53)

Using the Taylor series for (52)1, for small deformation, we have

T(Es) = ∂Γs
∗(Es)
∂Es

∣∣∣∣
Es=0

+ ∂
2Γs

∗(Es)
∂E2

s

∣∣∣∣
Es=0

·Es + o(|Es |). (54)

With an appropriate choice of an elastic constitutive law (i.e., specification of Γs∗
and Ψ ∗), we now have all the governing equations and can solve the pertinent
boundary value problems of physical interest. Analytical solutions are rather hard to
come by for the anisotropic case, and by far, most problems solved in the literature
have been restricted to isotropic continua.

For isotropic linear elastic materials incorporating the residual surface stress, we
have (Gurtin and Murdoch 1975a, b)

τ0I := ∂Γs
∗(Es)
∂Es

∣∣∣∣
Es=0

, Cs := ∂
2Γs

∗(Es)
∂E2

s

∣∣∣∣
Es=0

, (55)

where τ0I is the residual stress and the surface elasticity tensor Cs gives

Cs[Es] = λ0tr(Es)I+ 2μ0Es (56)

with surface elastic moduli λ0 and μ0.
By (55) and (56), a general linearized constitutive law for isotropic linear

materials in terms of the second P-K surface stress T in (54) can be written as

T(Es) = τ0I+ λ0tr(Es)I+ 2μ0Es . (57)

For solving actual boundary value problems (including the ones we present later
in this chapter), we will need the first P-K stress tensor. To do so, we take cognizance
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of the relation between the two P-K stresses. By (52)2 and (57), the first P-K surface
stress S becomes

S(∇su) = τ0I+ λ0tr(Es)I+ 2μ0Es + τ0∇su, (58)

where the higher-order terms |(∇su)tr(Es)| and |(∇su)Es | are omitted. Here and
henceforth, the difference between ∇su and P∇su is not specified for simplicity.

By (46)2 and a similar argument as (52), the Cauchy surface stress σ s and the
first P-K stress S in (58) have the relation

σ s = [det(I+ ∇su)]−1
S(I+∇su)T . (59)

For small deformation, [det(I+∇su)]−1 = 1− tr(∇su) = 1− tr(Es); thus, σ s

in (59) can be recast as

σ s = [1− tr(Es)][τ0I+ λ0tr(Es)I+ 2μ0Es + τ0∇su](I+ ∇suT )
= [τ0I+ λ0tr(Es)I+ 2μ0Es + τ0∇su− τ0tr(Es)I](I+ ∇suT )
= τ0I+ λ0tr(Es)I+ 2μ0Es + τ0∇su− τ0tr(Es)I+ τ0∇suT

= τ0I+ (λ0 − τ0)tr(Es)I+ 2μ0Es + τ0(∇su+∇suT )

(60)

by dropping the higher-order terms related to the product between these terms
tr(Es), Es , ∇su, and ∇suT .

Using the definition of surface strain in (53) and (60) finally becomes

σ s = τ0I+ (λ0− τ0)tr(Es)I+2(μ0+ τ0)Es = τ0I+λs tr(Es)I+2μsEs . (61)

Here

λs = λ0 − τ0 and μs = μ0 + τ0 (62)

are the Lamé constants of the surface.
In contrast to the equivalence (51), S in (58), T in (57), and σ s in (61) are not

equivalent if the residual stress is nonzero τ0 �= 0, namely:

S �= T �= σ s for τ0 �= 0. (63)

In the literature, sometimes (including the work by the corresponding author),
the distinction between the various forms of the surface stress has often been blurred.
For the most part, this does not lead to qualitative differences, but care must be
exercised when solving surface elasticity problem to ascertain which precise stress
measure and constitutive parameters are being deployed. As self-evident, there is a
distinction between (λs, μs) and (λ0, μ0).
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If we set the surface Lamé constants (λs, μs) to zero in (62), we obtain λ0 = τ0
and μ0 = −τ0, and then the result in (58) is what is often called the surface tension
(in the reference configuration) (Gurtin and Murdoch 1975a)

S = τ0[1+ tr(Es)]I− 2τ0Es + τ0∇su. (64)

This is to be contrasted with the expression in the current configuration where
the Cauchy surface tension from (61) by setting (λs, μs) to zero will be in the form
of isotropic “pressure”

σ s = τ0I. (65)

4 Illustrative Examples

In this section we choose three illustrative examples that highlight both the use of the
surface elasticity theory as well as provide insights into the physical consequences
of surface energy at the nanoscale. These examples are inspired from Altenbach
et al. (2013), Murdoch (2005), and Sharma et al. (2003) although, to be consistent
with our own style (presented in the preceding sections), we have modified them
slightly. Germane to the study of analytical study of nanostructures, we also note
parallel developments in the literature on the so-called surface Cauchy-Born rule
and numerical methods (Park et al. 2006).

4.1 Young’s Modulus of a Nano-rod Considering Surface Effects

This example addresses how the elastic modulus of an isotropic nano-rod alters
due to the influence of surface energy. This particular problem is inspired from the
work by Altenbach et al. (2013) although there are some minor differences in our
solution. Consider a circular cylinder (rod) with radius R0 whose axis coincides
with the ez direction. To interrogate the elastic response, we assume that the rod is
under uniaxial tension and the coordinate system used for this problem is cylindrical
coordinate with basis (er , eθ , ez) as shown in Fig. 4.

Fig. 4 A schematic of a
nano-rod under a uniaxial
tension. Surface effects are
only considered on the radial
surface ∂Ω0, and edge effects
are ignored. Force F is
exerted in the ez direction
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For isotropic elastic materials without surface effects, the uniaxial tension
along the axial direction admits a homogeneous deformation. To simplify the
discussion, we assume the deformation here incorporating the surface effect is also
homogeneous, namely:

u = Arer + Bzez, (66)

whereA and B are constants. The assumed displacement (66) can be used for either
small or finite deformation.

For the radial surface with outward unit normal n = er , the projection tensor is
P = eθ ⊗ eθ + ez ⊗ ez. By (66), the displacement gradient ∇u, the strain tensor
E = 1

2 (∇u+∇uT ) for small deformation, the surface displacement gradient∇su =
(∇u)P, and the surface strain tensor Es = PEP for small deformation become

∇u = E = A(er ⊗ er + eθ ⊗ eθ )+ Bez ⊗ ez,

∇su = Es = Aeθ ⊗ eθ + Bez ⊗ ez.
(67)

By the constitutive law of isotropic linear materials and (67)1, we have

S = λtr(E)I+ 2μE :=
⎡

⎣
Srr 0 0
0 Sθθ 0
0 0 Szz

⎤

⎦ , (68a)

where λ and μ are Lamé constants of bulk materials and

Srr = Sθθ = λ(2A+ B)+ 2μA, Szz = λ(2A+ B)+ 2μB. (68b)

In addition, by the constitutive law (58) and by setting τ0 = 0, together with
(67)2, we have

S = λ0tr(Es)I+ 2μ0Es :=
[
Sθθ 0
0 Szz

]
, (69a)

where

Sθθ = λ0(A+ B)+ 2μ0A, Szz = λ0(A+ B)+ 2μ0B. (69b)

Using the Young-Laplace equation (38)3, without external load t0 = 0 on the
radial surface (r = R0) with unit normal er , we have the equality Ser = divsS. By
(68a), the identity (16), and S

T er = 0 in (38)3, we can obtain

Srr = er · Ser = er · divsS = −S · ∇ser . (70)
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Since ∇ser = (∇er )P =
(

1
r
eθ ⊗ eθ

)
(eθ ⊗ eθ + ez ⊗ ez) = 1

r
eθ ⊗ eθ , (70)

implies

Srr = −Sθθ

R0
. (71)

By (68b), (69b), and (71) be written as

λ(2A+ B)+ 2μA = −λ0(A+ B)+ 2μ0A

R0
, (72)

which gives the ratio

A

B
= − λ+ λ0/R0

2λ+ 2μ+ (λ0 + 2μ0)/R0
. (73)

By (67) and (68b), the Young modulus for uniaxial tension is

Erod = Szz

Ezz
= λ(2A+ B)+ 2μB

B
= λ

(
1+ 2

A

B

)
+ 2μ, (74)

where the ratio A/B is given by (73). By the equilibrium of the rod in the axial
direction (Altenbach et al. 2013), the effective Young’s modulus can be defined as
Eeff = (Szz + 2

R0
Szz)/Ezz = λ

(
1+ 2A

B

)+ 2μ+ 2
R0
[λ0(1+ A

B
)+ 2μ0].

This simple example makes clear that the effective or apparent elastic response of
nanostructures becomes size-dependent as a result of surface energy effects and that
with smaller R0, the effective elastic modulus may become significantly different
than its bulk value. We remark that if surface effects are ignored, that is, λ0 = μ0 =
0 and the ratio A/B = −λ/(2λ + 2μ) in (73), then the Young modulus in (74)
becomes Erod = μ(3λ + 2μ)/(λ + μ)–which is essentially the relation between
bulk Young’s modulus and the Lamé constants.

4.2 Influence of Surface Effects on the Thermoelastic
State of a Ball

We consider the equilibrium state of a spherical ball (radius R0) in vacuum
undergoing thermal expansion – following Murdoch (2005). Only traction boundary
conditions need to be considered here; hence, (21)1 can be omitted. Moreover, (38)2
and (38)4 are also omitted since the entire surface of the sphere is considered, that
is, S0 = ∂Ω0 = ∂Ωt0.

We now proceed to solve the reduced boundary value problem that consists of
(38)1, (38)3, and (29). As before, we assume the ball material to be isotropic and
that the ball is in its natural, stress-free state in the reference configuration. Hence,
we assume constitutive equations for the bulk and surface as follows:
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S = λbtr(E)I+ 2μbE − αΔT I, (75)

S = τ0I+ (λs + τ0)tr(Es)I+ 2(μs − τ0)Es + τ0(∇su)− α0ΔT I, (76)

where S is the first P-K stress field in the reference configuration, λb and μb are
Lamé constants for the ball material, ΔT is the temperature difference, α is the
coefficient of thermal expansion, and α0 is the thermal expansion coefficient of the
surface.

In this example we use spherical coordinates with basis (er , eθ , eφ) with the
origin at the center of the ball. For the surface with outward unit normal n = er , the
projection tensor is P = eθ ⊗ eθ + eφ ⊗ eφ . Given that the problem is spherically
symmetric, the form of the displacement field can be assumed to be

u = ur(r)er . (77)

Then the displacement gradient, the strain tensor, the surface gradient of the
displacement, and the surface strain in (75) and (76) can be written, similar to (67),
as

∇u = E = ∂ur
∂r

er ⊗ er + ur
r
(eθ ⊗ eθ + eφ ⊗ eφ),

∇su = Es = ur
r
(eθ ⊗ eθ + eφ ⊗ eφ).

(78)

From (78), (75), and (76), we have

S = λb
(
∂ur

∂r
+ 2ur

r

)
I+ 2μb

(
∂ur

∂r
er ⊗ er + ur

r
(eθ ⊗ eθ + eφ ⊗ eφ)

)
− αΔT I,

S = τ0I+ λs
(

2ur
r

)
I+ (2μs + τ0)

(ur
r

)
(eθ ⊗ eθ + eφ ⊗ eφ)− α0ΔT I.

(79)

Substituting (79)1 into the equilibrium equation (38)1, together with the diver-
gence of a tensor in spherical coordinates, we obtain

r2 ∂
2ur

∂r2 + 2r
∂ur

∂r
− 2ur = 0. (80)

The general solution of (80) is ur(r) = Ar+Br−2, where A and B are constants
to be determined by the boundary conditions. The displacement at the origin must
vanish for the field to be bounded, i.e., and consequently B = 0 and then

ur(r) = Ar. (81)

Thus, the stresses (79) are reduced to
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S = [A(3λb+2μb)−αΔT ]I, S = [τ0+A(2λs +2μs + τ0)−α0ΔT ]I. (82)

We must now deploy the boundary condition in (38)3. Since the ball surface is
traction-free, that is, t0 = 0, (38)3 can be reduced to Ser = divsS. By (82), we can
further simplify this to

Srr = er · Ser = er · divsS at r = R0. (83)

By using the identity (16), (82)2, (38)3, and (14), we finally obtain

Srr = er · divsS = −S · ∇ser = −S ·
{

1

r
(eθ ⊗ eθ + eφ ⊗ eφ)

}
= −2Sθθ

R0
. (84)

By (82) and (84), we have

3λbA+ 2μbA− αΔT = − 2

R0
{τ0(1+ A)+ 2A(λs + μs)− α0ΔT }. (85)

By defining the surface modulus Ks as

Ks = 2(λs + μs), (86)

(85) yields the solution of A in the displacement (81), namely:

A = −2τ0/R0

(3λb + 2μb + 2Ks/R0 + 2τ0/R0)
+ (α + 2α0/R0)ΔT

(3λb + 2μb + 2Ks/R0 + 2τ0/R0)
.

(87)

This example, as can be noted from (87), nicely shows how a positive surface
residual stress τ0 may hinder the thermal expansion in a size-dependent manner.

4.3 Effect of Residual Stress of Surfaces on Elastic State
of Spherical Inclusion

The solution of an embedded inclusion in another material is a canonical problem
in classical solid mechanics (known as Eshelby’s inclusion problem) and has been
applied to situations as diverse as phase transformation to effective properties of
composites. Accordingly, in this section, we consider the problem of spherical
inclusion with radius R0 but incorporating surface effects. The solution here is
a slight modification of the work by Sharma et al. (2003). We use spherical
coordinates with basis (er , eθ , eφ) with the origin at the center of the sphere in this
problem. We assume that a far field stress is exerted on the matrix as follows:

Srr
∣∣
r→∞ = S∞. (88)
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To make analytical progress, we further stipulate that the inclusion, the matrix,
and the interface are isotropic and that the inclusion is in its natural state in the
reference configuration. The constitutive equations for the bulk are as follows:

S = λν tr(E)I+ 2μνE, (89)

where S is the first Piola-Kirchhoff stress and λν and μν are Lamé constants of the
material corresponding to either the inclusion(I) or the matrix(M). For the surface
we use the constitutive equation defined in (58), i.e.:

S = τ0I+ (λs + τ0)tr(Es)I+ 2(μs − τ0)Es + τ0(∇su). (90)

Like the previous example, this problem also has spherical symmetry and
accordingly the displacement vector is of the form

u = ur(r)er . (91)

Therefore, the displacement gradient and the strain are similar to (78). Hence,
the stress in the bulk and on the surface stress can be expressed as

S = λb
(
∂ur

∂r
+ 2ur

r

)
I+ 2μb

(
∂ur

∂r
er ⊗ er + ur

r
(eθ ⊗ eθ + eφ ⊗ eφ)

)
,

S = τ0I+ λs
(

2ur
r

)
I+ (2μs + τ0)

(ur
r

)
(eθ ⊗ eθ + eφ ⊗ eφ).

(92)

We have used (38) in spherical coordinates. The boundary value problem that
consists of (38)1–(38)3 becomes

r2 ∂
2ur

∂r2 + 2r
∂ur

∂r
− 2ur = 0 r  R0,

r2 ∂
2ur

∂r2
+ 2r

∂ur

∂r
− 2ur = 0 r > R0,

�Srr� = 2Sθθ
r

r = R0,

Srr
∣∣
r→∞ = S∞ r →∞.

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(93)

The “�·�” denotes the jump across the interface. Similar to (80), the general
solutions of (93)1 and (93)2 are

ur(r) =
{
Ar + B r−2 r  R0,

C r +D r−2 r > R0,
(94)

where A, B, C, andD are constant. Since ur(0) = 0, B = 0. Substituting (94)2 into
(92)1, the far field (93)4 gives C = S∞/(3KM), where KM = λM + 2μM/3. Using
the continuity of the displacement at the interface, that is, �ur� = 0 at r = R0, and
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the Young-Laplace equation (93)3, we obtain two algebraic equations of A and D.
The routine calculation is not shown here and we just list the final results. Thus, the
displacement (94) is obtained as

u(r) =

⎧
⎪⎨

⎪⎩

αr r  R0,

E∞r + (α − E∞)R
3
0

r2
r > R0,

(95)

where E∞ = S∞/(3KM), α := (3KM + 4μM)E∞ − 2τ0/R0

4μM + 3KI + 2Ks/R0 + 2τ0/R0
, KI = λI +

2μI/3 is the inclusion bulk modulus, andKs = 2(λs +μs) is defined as the surface
modulus.

In particular, by setting λI = 0 and μI = 0, we obtain the much-studied case of
a void in a solid. The displacement (95)2 for this special case is

u(r) = E∞r + β R
3
0

r2 r > R0, (96)

where β := (3KM + 4μM)E∞ − 2τ0/R0

4μM + 2Ks/R0 + 2τ0/R0
−E∞ and E∞ = S∞/(3KM). Thus, the

bulk stress (92)1 in the matrix (r > R0) is

S = S∞I+ 2μMβ
R3

0

r3 (I− 3er ⊗ er ) . (97)

If there is no far stress field, S∞ = E∞ = 0, the bulk stress S becomes

S0 = 2μM

( −2τ0/R0

4μM + 2Ks/R0 + 2τ0/R0

)
R3

0

r3 (I− 3er ⊗ er ) . (98)

Assume a nonzero far stress field, S∞ �= 0. By (97) and (98), we may then define
the stress concentration factor at r → R0 as

S.C. = Sθθ − S
0
θθ

S∞

∣∣∣∣
r→R0

= 1+ 1

2

(
1− 2 (Ks + τ0) /(3KMR0)

1+Ks/(2μMR0)+ τ0/(2μMR0)

)
.

(99)

In the absence of surface energy effects, i.e., τ0 = Ks = 0 in (99), we obtain a
stress concentration factor of 1.5 which is the well-known classical elasticity result
for a spherical void under hydrostatic stress. We have graphically plotted the results
in Fig. 5 that illustrates the qualitative behavior of how stress concentration on a
void alters due to size and the surface elasticity modulus (Interestingly, the surface
elasticity modulus can have negative values as shown via atomistic simulations by
Miller and Shenoy 2000.).
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Fig. 5 Stress concentration on a spherical void under hydrostatic stress is plotted with respect
to the size of the void for three different surface modulus Ks . For coarser void size, the stress
concentration asymptotically approaches the bulk value of 3/2. For the plot, we have chosen
properties of Aluminum as bulk, with (λM = 62.29 GPa, μM = 36.71 GPa). The surface
properties are the following: Case (a) considering positive surface modulus Ks = 2(λs + μs) by
using λs = 6.842N/m, μs = −0.3755N/m, and τ0 = 0; Case (b) without considering surface
effects; and Ks = 0; Case (c) considering negative surface modulus Ks = 2(λs + μs) by using
λs = 3.48912N/m, μs = −6.2178N/m, and τ0 = 0. (The surface and material properties are
taken from Miller and Shenoy 2000; Cammarata et al. 2000)

5 Perspectives on Future Research

Despite extensive work on surface elasticity, some aspects of this field are still
somewhat understudied and represent avenues for future exploration. We briefly
articulate them below:

• As well-motivated by Steigmann and Ogden (1999, 1997), under certain cir-
cumstances, the dependence of surface energy on curvature must be accounted
for. This was recently explored by Fried and Todres (2005), who examined
the effect of the curvature-dependent surface energy on the wrinkling of thin
films, and Chhapadia et al. (2011) who (using both atomistics and a continuum
approach) explained certain anomalies in the bending behavior of nanostructures.
However, due to the complexity of the Steigmann-Ogden curvature-dependent
surface elasticity, relatively few works exist on this topic.

• Intriguing recent experiments by Style and co-workers (Style et al. 2013, 2017)
on capillarity and liquid inclusions in soft solids have revealed that the pertinent
size effects due to surface effects may be observed at micron length scales (in
contrast to the nanoscale for hard materials). This represents an important future
direction and requires the use of nonlinear surface elasticity due to the need
to account for the inevitable large deformations in soft matter. Arguably, the
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study of capillarity in soft matter will also require the development and use of
numerical methods cf. Henann and Bertoldi (2014).

• Finally, the literature on coupling of capillarity with electrical and magnetic fields
is quite sparse.
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Abstract

Glass modeling includes unique advantages and challenges with respect to
other fields of materials modeling owing to lack of long-range order, strong
dependence on temperature and pressure history, statistical nature of glass-
forming liquid, and the availability of almost the entire periodic table for
constituents in glass. In this chapter, we introduce a range of methods used
for glass modeling and overcoming these challenges. We first briefly compare
how glass modeling is different from crystalline materials. Next, we briefly
outline some of the techniques used for modeling glass and finally present the
outstanding challenges in glass modeling and design. As glass modeling merges
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1978 M. C. Onbaşlı and J. C. Mauro

empirical techniques (i.e., data-driven machine learning, finite element models
for mechanical and acoustic properties, composition/property/processing rela-
tionships) with fundamental physical methods (i.e., statistical physics, diffusion,
first principles quantum mechanical theories, energy landscapes), many orders
of magnitude in time- and length scales may be simultaneously modeled across
vast composition spaces whose experimental exploration would be prohibitively
expensive.

1 Introduction

In current and emerging technologies, functional glasses play a critical role due
to their unique final properties such as optical transparency, mechanical strength
and elasticity, thermal insulation, chemical durability, liquidus temperature, and
refractory compatibility. Traditionally, glass research has been based on trial-
and-error experimentation on structure, property, and processing relationships.
Compared with other classes of materials such as crystals, glass lacks long-range
order and glass structure changes over short- and intermediate-range orders on
different length scales, which dramatically alters macroscopic properties. In glass,
local bonding and packing of cations and anions are composition dependent and
typically differ from those in the compositionally analogous crystals. Since nearly
all elements of the periodic table are available for glass formation, one can explore
virtually infinitely many glass compositions. As glass structure also evolves as
a strong function of its thermal and pressure history, one also needs to trace
microstructural evolution in glass as a function of thermal input and pressure
changes. As molecular topology is driven by the statistical nature of glass-forming
liquid, the intermediate properties of this liquid are critical in understanding and
engineering of glass composition and properties. Hence, due to the compositional
and structural complexity of glass, a rigorous understanding of composition,
property, and processing relationship through modelling has been difficult and glass-
modeling studies have been limited.

Recent developments in ab initio models for organic-glass adhesion, constitutive
mechanical modeling of metallic glass, data-driven models of glass, and other
modeling methods have made major strides in accurately predicting glass proper-
ties and in optimizing competing manufacturing-related glass attributes and final
glass properties. In this book chapter, we introduce the recently developed glass
modeling methods, which enable accurate prediction of final glass properties and
manufacturing related attributes. These methods also help bridge modeling across
multiple time- and length scales and merge insights from fundamental physical and
empirical models.

This chapter serves as an introduction to this part “Glass Science and Tech-
nology: Predictive Modeling” of the handbook. Owing to the complexity of glass
properties and structure, one may classify glass-modeling methods in terms of their
empirical or fundamental physical origins. Depending on the range of length and
timescales, the number of constituents involved, the properties of interest, the types
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of fundamental physical insights to be captured, and error tolerance for coarse-
graining, researchers pick from the methods shown on Fig. 1 or develop new
modeling methods.

Figure 1 shows the range of methods that one may use for glass modeling. Each
method has its own advantage and disadvantage and depending on the modeling
purpose (i.e., kinetic, thermodynamic, or multicomponent glass phase diagrams),
different limitations arise. As shown in the classification of Fig. 1, one may use
purely empirical modeling techniques such as regression, neural networks, and
data mining approaches. In these methods, one starts with an experimental data
set for glass composition-property relationships. Then, regression analysis is used
to identify linear relationships and correlations between glass composition and
major glass properties. When the process and composition parameters interact
nonlinearly, neural network models with many layers and neurons might be more
useful in capturing the subtle correlations within many-component glass systems.
The use cases for regression and machine learning methods such as artificial
neural networks are described in �Chap. 81, “Mechanical and Compositional
Design of High-Strength Corning Gorilla� Glass,” of the glass modeling part
(Onbasli et al.).

In this section on glass modeling, there are four chapters, which use different
sets of methods. These methods span multiscale finite element modeling, high-

Fig. 1 Glass modeling methods based on their length-scale and the classes of techniques involved.
The methods based on first principles calculations such as quantum mechanics, molecular
dynamics, and energy landscapes involve shorter length scales while capturing the glass behavior
more rigorously. The methods, which involve longer length scales (microscopic) as continuum
and thermodynamic models, are introduced in the middle category. These methods cover finite
element modeling, diffusion models, topological constraint theory, viscosity, and crystallization
models. Finally, as much longer length, time, and composition spaces are involved, statistical and
nonlinear machine learning models prove to be more effective in capturing the overall change
in glass properties with empirical and data-driven approaches. (Reprinted with permission from
Mauro et al. 2016, 2016, American Chemical Society.)
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throughput compositional screening, and data science techniques to gain insight
into glass composition-property relationships as well as industrially viable glass
property predictions. The second chapter of this part, �Chap. 81, “Mechanical and
Compositional Design of High-Strength Corning Gorilla� Glass” (Onbasli et al.),
describes a purely data-driven approach into composition optimization for obtaining
commercially viable Corning Gorilla® Glass liquidus temperature, Young’s modu-
lus, and viscosity. The fact that more than 10 elemental and compound constituents
in glass composition increase the composition space significantly and exploring this
vast parameter space experimentally becomes prohibitively expensive in expenses
and in time. As a result, Corning’s unique advantage of its long experimental
records of glass trial-and-errors has been used to empirically predict and classify
glass compositions, which may be promising for the desired ranges of liquidus
temperature, Young’s moduli, and viscosities.

As mechanical properties of glass are modeled across micrometer to centimeter
length scales, one needs to use multiscale formalisms such as finite element methods
(FEM) and numerical analysis techniques. The bridge between macroscopic and
mesoscopic length scales requires an accurate modeling of the constitutive rela-
tionships of mechanical properties of glasses and metallic glass compositions. On
Fig. 1, these techniques are classified as continuum models, which do not consider
the discrete molecular structure of glass. Avoiding the molecular precision allows
for bridging granular mechanical behavior to macroscopic mechanical properties of
materials without significantly compromising accuracy. The predictive accuracy of
these mechanical FEM models is mostly determined by the accuracy of the consti-
tutive mechanical property models for materials. As a result, we include the third
chapter, �Chap. 82, “Constitutive Modeling in Metallic Glasses for Predictions and
Designs” (Li), in this glass modeling section to address the multiscale modeling
challenge for analyzing and designing mechanical properties of metallic glasses.
This chapter demonstrates how constitutive modeling can help engineer new high-
strength metallic glasses with superior optimized mechanical properties and the
same techniques could be used for mechanical modeling and rational design of other
materials.

The next chapter in glass modeling is �Chap. 83, “Fundamentals and Appli-
cations of Organic-Glass Adhesion” which focuses on first-principles calculations
with rigorous physical insights into the thermodynamics of adhesion of organic
molecules on glass (Goyal et al.). In this chapter, density functional theory and
molecular dynamics models are used to predict the binding energies of different
common organic molecules such as polyimide on silica. Molecular dynamics
models help develop predictive power over the binding kinetics up to nanometer
length scales. This predictive power originates from the development of accurate
force fields such as ReaxFF and Interface FF. Once the accurate force fields are used
in the molecular dynamics simulations, one can design and optimize organic/glass
interfaces of desired strength (i.e., binding energies), which would be necessary for
technological display applications.
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The final chapter in glass modeling is �Chap. 84, “Design and Modelling
of High-Strength, High-Transmission Auto Glass with High Sound Transmission
Loss” which uses laminated composite glass-polymer layers for enhanced sound
transmission loss and sound isolation while retaining the mechanical strength,
wide elastic range, scratch resistance, and high optical transparency (Onbasli, this
volume). For automotive, industrial, and architectural purposes, glass must have
high sound transmission loss to achieve good sound isolation. While engineering
glass compositions allows for tuning the mechanical properties of glass for high
strength and scratch resistance, geometric requirements of applications and acoustic
phonon band structure of glass originating from its composition limit the flexibility
on tuning the sound transmission loss via intrinsic band structure engineering.
As a result, composite multilayers need to be used such that the mass density
and effective acoustic impedance can be engineered for maximum reflection over
audible sound frequency ranges. In this chapter, this challenge is posed as a
multilayer composite materials optimization problem in which optical transmission
and mechanical properties must be retained while the effective wideband acoustic
impedance can be maximized. For enhancing acoustic impedance, sound wave
equation, constitutive relations, and appropriate boundary conditions are defined to
model the acoustic reflection, transmission, and absorption spectra of glass. Once
the formalism is established and the key modeling steps are streamlined, optimiza-
tion for automotive and other wide area glass applications becomes feasible.

In the rest of this chapter, the methods used in these studies are described as
an overview. The methods covered also find emerging and groundbreaking uses in
multiscale modeling for other materials classes. By finite element modeling and
accurate constitutive modeling, one can achieve multiscale modeling of materials.
Through data-driven approaches, one can systematically screen vast composition
spaces and defect states with high-throughput and streamline material property
optimization. DFT- and MD-based techniques help bridge material behavior at
mesoscopic (i.e., molecular interfaces) and microscopic (i.e., experimentally easily
accessible micron-scale properties) scales. This introductory chapter ends with a
short overview of new glass modeling problems. A multiscale modeling approach in
which the advantages of the methods discussed here could be merged might address
these glass modeling problems.

2 Methods in Glass Modeling

In this part, we describe the three categories of methods used in the glass modeling
section of the handbook. These categories are:

1. Data-driven and high-throughput compositional screening
2. Multiscale finite element modeling
3. DFT- and MD-based first-principles modeling
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2.1 Data-Driven and High-Throughput Compositional Screening

In the data-driven materials modeling approach, the main purpose is to understand
and predict the structure-property and processing relationships in glass by using
statistical models as well as nonlinear machine learning models (such as artificial
neural networks or genetic algorithms). The main advantage in this approach is
that if an experimental data set is available to partially describe the structure-
property and processing relationships, one may develop predictive models for the
key properties such as liquidus temperature, viscosity, and Young’s modulus of
multicomponent glass systems treated under different conditions. By spanning more
than ten main and trace components in glass, one can computationally narrow down
on the composition subspaces, which may yield the optimal liquidus temperature,
viscosity, and Young’s modulus and many other desired properties. A disadvantage
of this approach is that an experimental dataset must be available to build descriptive
and predictive analytical models and building this dataset might be expensive. The
models are coarse-grained in the sense that some of the effects of trace components
may not necessarily be captured within the predictive error margin of a data-driven
model. Nevertheless, such models help identify trends and effects of composition
on final glass properties and manufacturing-related attributes, which could later be
studied in finer detail using fundamental physical or finite element models. Below
is a brief description of the data-driven methodology used for glass composition
development for optimized liquidus temperature, viscosity, and Young’s modulus
predictions.

From a high-impact commercial research and development standpoint, final glass
properties and manufacturing-related attributes need to be optimized simultane-
ously. Glass composition design can thus be posed as a multiobjective optimization
problem with constrains on the stoichiometry and percentage weights of the
constituents and the range of each stoichiometry. One objective function for each
property can be given as a range (70 GPa ≤ E ≤ 85 GPa) or lower-bounded range
(AP ≥ 800 ◦C). Corning’s proprietary glass composition and property database
developed over many years span key constituents and linear regression models are
used whenever existing experimental data may coincide with the desired properties.
For conflicting constraints or nonlinear material behavior, nonlinear optimization
and machine learning models need to be used. Below is the description of the steps
involved in data-driven materials modeling for glass.

Data consolidation and cleaning: Regardless of the type of data-driven
approach used, data quality is the most important aspect that determines the
success of the models to be built. Data quality is defined in terms of both data
organization and the signal-to-noise ratio at which data were acquired. In typical
data-driven projects, data consolidation and cleaning consists of restructuring the
data in a format and structure that could be computationally processed. In data
cleaning, the gaps within the data structure are eliminated by either interpolation
or complete elimination of the data row associated with the missing measurement.
Once the dataset is constructed, regression and machine learning models are built
for predictions.
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In �Chap. 81, “Mechanical and Compositional Design of High-Strength Corn-
ing Gorilla� Glass,” Corning researchers used the proprietary Corning glass
composition and property relations. These data sets are based on Corning’s pro-
prietary experimental data from the company’s long history of glass composition
research. The composition information has been stored as the weight or atomic
or molar percentages of each oxide constituting glass. For outputs, the viscosities
η, Young’s moduli E, glass transition temperatures Tg, densities ρ, as well as the
liquidus temperatures TL are used. For commercial purposes, Corning researchers
had to optimize glass compositions, which would help achieve a high enough
strength and scratch resistance while allowing for high enough manufacturing yield
through low enough viscosities. The purpose of the models therefore is to find the
composition that yields the optimal mechanical, chemical, or rheological properties
of glass.

After data consolidation and cleaning comes a step called feature detection. This
step is a group of computational algorithms used for input data sets without labeled
response variables (i.e., properties). These algorithms help detect anomalous data
entries. These algorithms help group different composition types and predict based
on their measured mechanical properties. As part of this step, we describe cluster
analysis, regression, genetic algorithms, and neural networks.

Cluster analysis: For building a reliable model, one needs to break down the
data into subspaces of glass compositions. Since manual identification of systematic
glass compositional variations is not feasible and is error-prone, a classification
algorithm called cluster analysis is developed. First, the proximity and similarity
between each data point in the data are calculated. Then, a criterion function
is defined for effective clustering based on the proximity and similarity metrics.
Dissimilar data items are grouped under different clusters. As a result, trends within
subsections of glass composition space can be analyzed. Since glass composition
data span more than 15 orders of magnitude; their values cannot be directly used
in models as numerical computational errors may become larger than the weights
of the properties with smaller values. In order not to cause one column to dominate
distances based on their absolute values, each value is normalized to index values
before calculating the distances. A conversion formula is defined in the beginning
for each property or column for converting these normalized values back to their
original scales. After normalization, the distances between each data point can be
found.

Principal component analysis (PCA): PCA is a dimension reduction technique
that allows omitting variables, which do not have significant effect on the desired
glass property (�Chap. 81, “Mechanical and Compositional Design of High-
Strength Corning Gorilla� Glass,” Onbasli et al.). This method uses an orthogonal
mathematical transformation on data to convert a mapping of possibly correlated
variables into a set of values of linearly uncorrelated variables called principal
components. The number of principal components is less than or equal to the
number of original variables. The first principal component has the largest possible
variance, and every next component has progressively lower variances. The output
of PCA is a set of vectors transformed out of the original data. These vectors form an
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uncorrelated orthogonal basis set. As variances depend on the absolute mean values
of each variable, PCA output vectors strongly depend on the relative scaling of the
initial variables. Therefore, normalizing each variable is essential before running
PCA calculations. After running the PCA algorithm on data, a significance threshold
is determined for the eigenvectors. This threshold step helps determine the most
significant variables in a glass composition project and focus on cluster analysis
using those fewer and more important variables (Kullback and Leibler 1951). PCA
reduces computational costs by reducing the number of variables involved while
allowing for a small enough prediction error due to the omitted eigenvectors. PCA
is one of the steps that enable higher throughput screening across large composition
spaces.

Regression analysis: PCA may fail to capture nonlinear correlations among
variables and regression analysis might be necessary to distinguish if there are
hidden complex dependencies. In regression analysis, the conditional expectation
E(X|H) is estimated when the independent variables are given. In other words,
either a generalized linear model is constructed by using a multivariable linear
superposition of independent variables or a least squares fit is solved numerically
among variables to identify if there is a nonlinear correlation.

Multivariable linear regression: This is a generalized linearization method that
assumes one or more independent variables:

Yi = α0 + α1X1 + α2X2 + · · · + αnXn + ε (1)

where each X is an independent variable and ε i is an error term which is minimized
until the optimal set of regression coefficients α0 to αn are found. These coefficients
also indicate the relative significance of each independent variable.

Least squares regression model: This fitting model assumes a sophisticated
nonlinear correlation between variables. No closed-form solutions are assumed here
and one may pick a Taylor expansion or a different basis set to fit the dependent
variable by minimizing the sum of the squared residuals S.

Genetic algorithms: Genetic algorithms (GA) are methods for solving con-
strained optimization problems based on an evolutionary natural selection process.
An iterative convergence into the optimal solution is essential in any optimization
problem. In a classical numerical solution algorithm (i.e., Newton’s method solving
the zeros of equations), one generates a single point at each iteration. The sequence
of points progressively approaches the solution. In GA, instead of iterating only on
one point, a population of points are generated at each iteration and the best point in
population approaches the solution.

A key difference between classical algorithms and GA is that in GA, each
successive population is generated using random number generators and some com-
binations from the best solutions of the previous iteration instead of deterministic
computation. GA are useful for accelerated global optimization problems where
there are multiple objectives with competing requirements. GA can also be used
for maximization, minimization, constrained optimization, multidimensional fitting,
classification, and prediction problems. GA are therefore beneficial for composition
development.
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Below is a description of a simplified GA for solving a generic multi-objective
optimization problem: The GA starts by generating a random population of glass
compositions. The GA then evaluates the glass composition population based
on their predicted properties and the fitness values. The GA then scores each
composition of the current population by computing the fitness value for each and
normalizing their scores for comparisons. The GA picks a few candidates from the
population (parents) based on their fitness. Some of the individuals in the current
population that have lower fitness are chosen as elite. These elite individuals are
passed to the next population (children). Children are produced either by making
random changes to a single parent (mutation) or by combining the vector entries of a
pair of parents (crossover). Then, the algorithm replaces the current population with
the children to form the next generation. The GA then creates a sequence of new
populations and successive generations. At each step, the GA uses the compositions
in the current generation to create the next population. The algorithm stops when the
output meets the stopping criteria. The stopping criteria may include a maximum
number of generations, time limit for iterations, fitness limit for population (when
the fitness function for the best point in the population is less than or equal to the
fitness limit), and marginal change limits per generation (i.e., when the average
change over each generation is less than a functional tolerance limit). The algorithms
mentioned can be implemented in MATLAB, R, or Python.

Neural Networks: Neural networks (NN) are a set of machine learning algo-
rithms that can be used to predict nonlinear behavior of different systems. A neuron
is a nonlinear and parameterized function of input variables. Therefore, a neural
network is the composition (weighted sum) of nonlinear functions of two or more
neurons. The nonlinearity of neural networks helps model nonlinear behaviors
that may not otherwise be captured in regression models or in linear techniques
such as PCA. Despite the biological flavor of the term neural network, neural
networks in machine learning are pure mathematical constructs. For glass modeling,
this handbook covers feedforward networks, which do not include feedback. In
an optimized NN model, a sequence of neurons may also yield physical insight
about a given physical parameter and help develop physics-based models later.
Although correlations may not necessarily imply causality, consistent trends in NN
models may guide fundamental physical models on composition spaces not studied
previously.

A NN model consists of a graph structure where each edge indicates the weight
of the given variable entering the node (neuron). Each node indicates the nonlinear
activation function that captures the nonlinear glass behavior. The outputs of each
activation function are entered into the next layer of activation functions with
different weights. After such successive nonlinear active calculations are done, the
output neuron, which is the node at the output, calculates the final classification or
prediction result. The rest of the layers between the inputs and the output neuron
are hidden layers of neurons. In NN optimization, the number of hidden layers, the
number of neurons in each layer, the activation function of each layer (tanh, sigmoid,
inverse tangent), and the learning rate (continuous number between 0.0001 and 0.1)
are optimized by entering the data set as training data. After the prediction outputs
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are obtained, these outputs are compared with the final glass properties and error
rate is calculated as a percentage difference. The data are fed into the NN model to
optimize the model parameters until the error rate converges to a minimum.

2.2 Multiscale Finite Element Modeling

Finite element modeling is class of modeling techniques that can be applied to
multiple different scales and physics from mesoscopic to microscopic and classical
mechanical models to acoustic sound transmission. Finite element modeling is a
geometric divide-and-conquer technique for modeling the local material behavior
for given physics (i.e. Maxwell’s equations, mechanical elasticity/plasticity or
flow relations, acoustic wave equation relations, semiclassical electronic properties
etc.), constitutive relations which capture material properties and the appropriate
boundary conditions for known behaviors of interfaces (i.e. rigid or absorbing
boundaries). In glass modeling section of this handbook, finite element methods
have been used to describe the mechanical strength and ductility of metallic glasses
and to describe sound transmission loss of optically clear, high-strength automotive
glasses. In both cases, finite element modeling describes the geometries in mesh
structures and the adjacent meshes affect each other’s response variables such
as deformation or displacement or sound transmission. In this part, first, finite
element modeling (FEM) used in describing the mechanical behavior metallic
glasses is introduced. Next, FEM used in acoustic sound transmission of glass is
presented.

2.2.1 FEM for Designing High Strength and Highly Elastic Metallic
Glasses

Metallic glasses include metallic elements and have amorphous structure. These
materials have extraordinary high strength and high elastic limits at room tem-
perature. Metallic glasses are brittle and suffer from inhomogeneous deformation
characteristics of shear banding, flow serration and cavitation. The net-shape
forming ability is typically observed for most glasses when heated above glass
transition temperature, but metallic glasses deform in a homogeneous manner.
Understanding both the homogeneous and inhomogeneous deformation in metallic
glasses is important for designing metallic glasses with improved ductility while
preserving their high strength and elasticity. As a result, finite element modeling
accurate constitutive models for metallic glasses are necessary to understand the
deformation behavior of metallic glasses and develop their ductility.

In the glass modeling section of this handbook, �Chap. 82, “Constitutive
Modeling in Metallic Glasses for Predictions and Designs” (Li, this volume) has
been included to address the multiscale modeling challenge for analyzing and
designing mechanical properties of metallic glasses. Constitutive modeling captures
the homogeneous and inhomogeneous deformation behavior and helps identify
brittle failure conditions as a function of loading, shear banding and flow serration
and cavitation.
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The finite element models in this chapter use a free volume model-based
constitutive relationship to describe homogeneous and inhomogeneous plastic flow.
Since the atoms in an amorphous metallic glass are arranged in a disordered and
non-closely packed manner, the excess space of the structure is described as free
volume per atom. This volume is quantified as the difference between the average
atomic volume in an amorphous structure and that in an ideal ordered structure.
In the free volume model, macroscopic plastic flow is assumed to be induced by a
number of individual atomic jumps. When no external force is applied, these jumps
are driven by thermal activation energy. A dynamic equilibrium is assumed such
that the number of atoms jumping forward balances the number of those jumping
backward. Therefore, no net macroscopic flow occurs. When a shear stress is
assumed due to an external force, a net flux of atoms along one direction are going to
be observed. This net flux describes the irreversible macroscopic deformation. When
shear deformation is modeled in a simplified 1D case, the plastic shear strain rate is
the fraction of the thermally activated atomic jumps within the free volume where
the success rates of the jumps are determined by temperature and the activation
energy barrier (�Gm):
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where f is the frequency of the atomic vibrations, α is a geometric factor, ν∗ is
the hard-sphere volume of an atom, νf is the average free volume per atom, is the
activation energy, Ω is the atomic volume, kB is the Boltzmann constant, and T is
the temperature in Kelvin.

In this standard viscoplastic model description shown with Eq. (2), the strain
softening effect found in metallic glasses cannot be fully accounted for. To account
for strain softening, the free volume, νf, is treated as an order parameter whose
creation and annihilation govern the structural disordering and reordering processes
in metallic glasses. The free volume can be created by a sufficiently high stress
squeezing an atom into a neighboring vacancy of smaller volume; it can be
annihilated by diffusional atomic jumps. The net rate of free volume increase is:
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where nD is the number of atomic jumps needed to annihilate a free volume equal
to ν∗ and is usually below 10, and the effective modulus is Ceff = E/3(1 − v) with
E and v being the Young’s modulus and Poisson’s ratio, respectively. Equations (2)
and (3) describe the inelastic portion of the continuum mechanics of deformation
mechanism in metallic glasses. In conjunction with an elasticity formula given
below, a complete one-dimensional isothermal constitutive law for metallic glasses
is formed
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where G is the shear modulus. In addition to this isothermal model, thermal transport
equation is also used to take plastic energy dissipation and heat conduction into
account. As a result, the yield criteria for metallic glasses under multiaxial stress
states could be modeled. Further details on these models are presented by W. Li
in �Chap. 82, “Constitutive Modeling in Metallic Glasses for Predictions and
Designs” of this handbook. These models can be implemented in ABAQUS software
for numerical modeling of multiaxial shear strain effects with respect to J2 plasticity,
which assumes that the hydrostatic stress does not cause plastic flow or any changes
in free volume.

In addition to free volume model, constitutive models could also be built
phenomenologically to capture the macroscopic mechanical response of metallic
glasses. Anand and Su (2005) developed a finite-deformation constitutive theory
that captures some of the essential inelastic deformation features in metallic
glasses. These features include the hydrostatic-stress dependence of yielding, plastic
dilatation, and plastic strain localization. This model was first developed for room
temperature and then extended to high homologous temperatures within 0.7Tg � T
� 0.9Tg for simulating homogeneous plastic flow (Anand and Su 2007) and 0.9Tg�
T � Tx (Henann and Anand 2008) for the transition from a viscoelastic-plastic solid-
like response to a Newtonian fluid-like response for isothermal condition.

Plastic deformation does work on atoms during mass transport and dissipates
heat. As a result, temperature changes during plastic deformation need to be
incorporated into the models for more accurate description of the thermomechanical
changes. Yang et al. (2006) consider the temperature rise in metallic glasses
resulting from the conversion from plastic work to heat but treats the system as
adiabatic. Thamburaja and Ekambaram (2007) applied fundamental thermodynamic
laws and the principle of microforce balance to develop a thermomechanically
coupled finite-deformation model for predicting within supercooled liquid regime.
This model was further developed to include a damage criterion to simulate impact
and damage processes (Ekambaram et al. 2011). These constitutive models have
been implemented in commercial finite-element program ABAQUS by writing a
user-defined material script for the explicit (VUMAT) or the implicit procedure
(UMAT). The model by Anand and Su at room temperature (Anand and Su
2005) has been used extensively. Further details on the models are presented in
�Chap. 82, “Constitutive Modeling in Metallic Glasses for Predictions and
Designs,” by Li, this volume.

2.2.2 Finite Element Modeling for Sound Transmission Loss
Calculations

In the second half of the FEM part, acoustic transmission modeling of glass
is introduced. Sound transmission loss of laminated composite glass layers is
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modeled with using linear acoustic wave equations and constitutive relations. After
defining the geometry of the structure, the material properties of each layer are
defined and the boundary conditions are established. Next, a commercial software
package solves for the temporal and spatial evolution of the sound-induced pressure
inside glass and external medium. Finally, the pressure and associated power
distribution is calculated and normalized with respect to the incoming acoustic wave
energy density to find sound transmission loss as a function of sound excitation
frequency.

In linear acoustics, pressure changes are assumed to be small with respect to the
mean pressure:

p = p0 + p′, p′ � p0 (5)

Momentum and mass are conserved as described by Eqs. (6) and (7):
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where ρ0 is the mass density of the medium (kg·m−3), pa is the acoustic pressure
(N·m−2), va is the sound velocity (m·s−2), and the Q/ρ0 term (s−2) is that captures
mass loss due to sound wave-medium interaction. Using Eqs. (6) and (7), the
equation captures the spatial and time dependence of linear acoustic pressure profile
is derived:
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This equation is used for solving for the pressure distribution across finite
elements. The solution types to the acoustic transmission problem include:

• Mode solutions, in which eigenmodes of the system are found.
• Harmonic solutions, in which sound pressure level and power distribution at each

junction is found. This helps understand the sound transmission loss spectrum of
a laminated windshield glass. �Chapter 84, “Design and Modelling of High-
Strength, High-Transmission Auto Glass with High Sound Transmission Loss”
(Onbasli, this volume), we focus on harmonic solutions.
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• Transient solutions, in which time evolution of the spatial dependence of sound
pressure or acoustic energy density profile is solved.

2.2.3 Material Properties
The material properties that govern sound isolation simulations include mass
density, sound speed in the material, and dynamic viscosity. Dynamic viscosity is
defined as η = F/(A × SR), where F is force, A is area, and SR is the shear rate.
Dynamic viscosity is a term in units of Pa·s and it introduces dissipative effects
and sound absorption losses, which is maximized for high sound transmission loss
applications.

Sound wave propagation in air is modeled as a nonuniform ideal gas and
differently than in glass. The spatial and temporal evolution of sound waves in air is
described using Eqs. (9), (10), and (11):

∇ ·
(

1

ρ0
(−→r )∇p

)
− 1

ρ0
(−→r ) c2

(−→r )
∂2p

∂t2
= − ∂

∂t

(
Q

ρ0
(−→r )

)
(9)

c2 (−→r ) = γRT
(−→r ) (10)

Pstate
(−→r ) = ρ

(−→r )RT
(−→r ) (11)

The solutions to the acoustic wave equation strongly depend on the boundary
conditions and how they are defined (i.e., Dirichlet, Neumann, or mixed). The
boundary conditions in acoustics are defined as follows:

• Perfectly matched layer boundary (PML): absorbs incoming pressure waves
• Sound-hard surface: A surface on which particle normal velocity is zero (or

Neumann boundary with n̂ · ∇p = 0)
• Sound-soft surface: A surface on which sound pressure is constrained (also

known as Dirichlet boundary, where p = p0 fixed pressure)
• Mixed boundary: The surface whose frequency-dependent wave transmission

properties are modeled using a mixed impedance mismatch model, where
acoustic impedance is defined as Z = p/(vS), with p being pressure, v sound
velocity, and S being the surface area.

• Wave absorbing boundary conditions: The domain or open medium is terminated
with infinite, homogeneous, inviscid fluid (gas) and thus, outgoing propagating
waves keep propagating outwards and do not reflect back.

Among these boundary conditions, radiation and absorbing fluid element bound-
aries are used for all types of analyses (modal, harmonic, and transient) and perfectly
matched layers are used for harmonic analysis. In FEM, mesh sizes are typically
chosen as λ/10–λ/5 where λ = c0/f.
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2.2.4 Definition of Sources
Depending on the application, the sound wave source is defined in different forms

including incident pressure plane wave Pinc = Pinc,0ejϕe−j
−→
k i (

−→r −−→rs ) and particle

velocity vn,f = 1
ωρ0

n̂ · −→k ipinc. Here, the mass density and the sound speed in the
given environment must be known to solve for sound transmission loss.

After the simulations are completed, sound pressure level and sound transmission
loss are calculated:

SPL (dB) = 10log10

(∑N
i=1 p2

i

p2
ref

)
(12)

Sound pressure level at the threshold of human hearing is 0 dB, which has the
same pressure as the reference pressure, pref = 2 × 10−5 Pa. Here, pi terms are
pressures at the sampled frequencies. To calculate sound transmission loss, time-
averaged sound power through an area S is calculated:

PW = 1

2

∫∫

S

p−→v ∗ · n̂ds (13)

Sound transmission loss (TL) (dB) = 10log10

(
Pin

Pt

)
(14)

Sound reflection loss (RL) (dB) = 10log10

(
Pin

Pref

)
(15)

Sound transmission here is described in terms of reflected and transmitted
fractions of incoming acoustic power. The transmitted acoustic power fraction is
determined by each layer or mesh’s acoustic impedance Z, which is defined as
Z = p/(vS), here, p is pressure, v is sound velocity, and S is the surface area. The
reflections occur due to impedance mismatch between two dissimilar layers.

2.3 DFT- and MD-Based First-Principles Modeling

First-principles modeling provides an atomic scale description of glass structure,
its surface binding properties, as well as the effects of each atomic dopant on the
local electronic properties. Since density functional theory (DFT) is an approximate
solution to the Hamiltonian describing the glass system, the electron density
solutions are not strictly exact solutions. Nevertheless, DFT solutions provide
accurate enough predictions for the electronic properties including band structures
and gaps as well as the equilibrium structure. While DFT models can only describe
the structure and electronic properties within a few nanometers at most, molecular
dynamics (MD) models could describe the physical movements of atoms and
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molecules within a few tens of nanometers. In these models, the positions of the
molecules are first initialized according to the configuration of interest (i.e., an
interface) and then force distributions are then calculated based on the potential
profile originating from the electrostatic or other force field-profiles of molecules.
Based on the force fields, the positions of the molecules are updated within a step
size of�t by accounting for the acceleration that molecules acquire. Such iterations
are repeated successively until the structure converges to an equilibrium distribution
of molecules. By developing more accurate force fields, one may describe the
behavior of glass molecules and their interactions with organics, fluids, or other
classes of materials as a function of time and different constituents.

In glass modeling, one application that has immediate technological application
is organic/glass adhesion. In this application, the organic, such as polyimide, needs
to bind on glass with sufficient strength (i.e., large enough binding energy), but the
organic layer must later be easy to peel away without damaging the glass surface.
As a result, the binding energy must also be low enough for practical peeling forces.
�Chapter 83, “Fundamentals of Organic-Glass Adhesion” describes this challenge
and presents DFT and MD-based numerical solutions to organic/glass adhesion.

The models for characterizing adhesion are developed at two different scales:
electronic (DFT) and atomic levels (MD). While DFT-based approaches are rigorous
and more accurate, they are computationally more expensive than MD-based
solutions to the adhesion problem. While MD-based solutions are less accurate
than DFT-based electronic structure solutions, longer time- and length scales are
accessible using MD. By employing a multiscale approach, the effect of polymer
chemistry, polymer rigidity, structure of inorganic substrates, and inorganic surface
attributes such as the role of hydroxylation and surface roughness can be studied.
The key aspect that allows the multiscale approach is the potential energy profile
between the organic and glass interface. The Interface potential consists of Lennard
Jones and Columbic interactions as nonbonded interactions, harmonic bonds to
mimic covalent bonds, and harmonic angles to model the structure of polymers
more accurately. One major example is the PCFF-interface potential, which is an
extension of the well-established PCFF potential:

Epot =
∑

ij,nonbonded 1,2 and 1,3 excluded

εij

[
2

(
σij

rij

)9

− 3

(
σij

rij

)6
]

+ 1

4πε0

∑

ij,nonbonded 1,2 and 1,3 excluded

qiqj

rij
+

∑

ij,bonded

kr,ij
(
rij − r0,ij

)2

+
∑

ijk,bonded

kθ,ijk
(
θijk − θ0,ijk

)2

(16)

MD-based modeling focuses on physisorbed systems consisting only of non-
bonded interactions between the organic and glass interface. Hydrogen bonding,
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surface roughness, electrostatics, and the flexibility of organic molecules affect
adhesion significantly. This result was also found to be consistent across length
scales for polymers ranging from molecular fragment scale to full polymer film
thickness. Based on such MD models with more accurate force field descriptions,
one may capture both the dynamics, kinetics, and the chemical interaction between
different molecules and glass. Such models have significant applications in engi-
neering and optimizing the functional performance of organic/inorganic multilayers
as they are becoming ubiquitous in smartphones and other embedded electronic
devices.

3 Open Challenges in Glass Modeling and Design

Owing to the range of emerging technological applications of glass ranging
from smart windows, smartphones, ultra-strong and ductile (metallic) glasses, and
biocompatible glass surfaces and containers, new glass chemistries and processing
capabilities must be developed. In this quest, multiscale modeling as well as
fundamental physical models are going to continue to deliver many insights into
the intrinsic mechanical, structural and rheological properties of glass and how
glass surfaces interact with organics of different molecular structures and polarities,
metals and other kinds of materials. From a glass composition engineering stand-
point, developing streamlined machine learning models and experimental datasets
for training these models for different chemistries are necessary for more accurate
predictions. Below, we present and briefly discuss some of the open questions in
glass modeling.

Data-driven models for new glass compositions with optimized mechan-
ical, optical, electronic, acoustic, surface, and rheological properties: While
the chapter presented in this section focuses on the rheological and mechanical
properties, many other key properties could be improved by developing new glass
chemistries through a data-driven optimization approach. These properties include
surface conductivity, microwave transmission, impedance matching, as well their
simultaneous optimization with optical transmission and mechanical properties.

Merging fundamental physical insights with data-driven approaches: Data-
driven approaches can span large composition spaces owing to dimension reduction
techniques such as PCA and ICA without compromising accuracy significantly.
Since this approach is highly coarse-grained, the effects of defect chemistry as well
as thermal history may not necessarily be captured properly. Therefore, insights
on defect and constituents from fundamental physical models such as molecular
dynamics and DFT need to be incorporated into genetic algorithms and NN models.
There are multiple ways to incorporate fundamental insights into the models. The
first way could be training the models with a narrower range of chemistries and
their corresponding properties such that the effects of small concentrations of dopant
oxides could be captured more effectively. The second way could be training the NN
models with different kernel functions that actually resemble the physical behavior
such as thermal activation, rectified linear, or other mechanisms. The third way
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could be directly applying GA and NN models to fundamental physical models
for high-throughput prediction of glass chemistries and their properties of interest.
Instead of training with experimental data sets, which are expensive to acquire, the
results of ab initio models could be used for training NN models and predicting the
properties of vast composition spaces. Iterative NN and DFT/MD model building
helps identify the physical mechanisms and new chemistries that may lead to
optimized glass properties. Optimized chemistries predicted from NN models could
be studied in greater detail using DFT and MD to elucidate the new physics yielding
superior glass properties.

Nontraditional glass chemistries: Glass industry specialized on borosilicate
glasses, but there are many other new chemistries with potentially higher mechan-
ical, thermal, optical, and functional performance. Bulk metallic and chalcogenide
glasses have attracted significant research interest due to their unique functionalities.
Metallic glasses have brittle-to-ductile transition, which yields increased fracture
toughness. Chalcogenide glasses have unique optical properties for infrared bands.
Since the length- and timescales relevant for these glasses can span more than nine
orders of magnitude, molecular dynamics or other approaches are not feasible for
metallic and chalcogenide glasses. Data-driven approaches could help identify the
compositions that can optimize multiple functionalities.

Finite element modeling with improved constitutive relationships: Constitu-
tive models help capture the novel physics and the micromechanical behavior that
enables high strength and high ductility in emerging metallic glasses. The consti-
tutive models, once implemented in a finite element program as user subroutines,
can be used for guiding material, product, or process designs. This capability is
one of the most remarkable advantages in the continuum mechanics modeling that
is unmatched by experiments and atomistic simulations. Finite element modeling
could be used for designing metallic glasses for high ductility, strength, and
toughness at room temperature and optimizing the net-shape forming processes of
metallic glasses at high homologous temperatures.

Modeling adhesion of physisorption of nanometer thick polymers on glass
across larger length- and timescales: As inorganic/organic interfaces are becom-
ing ubiquitous in the glass world, the bonding chemistry at the interface needs
to be understood in atomic scale detail using DFT-based calculations. Due to
the computational cost of DFT, the length scale of models cannot exceed a few
atoms. As a result, DFT-based models cannot provide microscopic description of
inorganic/organic interfaces. As a result, microscopic factors such as surface rough-
ness, steric effects which are nonbonding interactions that influence the molecule
shapes and reactivity cannot be described. Although force fields such as ReaxFF
and INTERFACE are used to describe the chemistry, the parameterization is still a
demanding task. As a result, new force fields which are computationally inexpensive
and which can capture bond chemistry with electronic structure accuracy are needed
for a wide variety of functional organics on glass and other inorganic materials.
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Abstract
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there is no physically predictive model. There are requirements imposed on the
end properties of glass and manufacturability requirements such as appropriate
liquidus temperature and sufficiently low viscosity at a given temperature. These
competing requirements necessitate the development of data-driven machine
learning models of glass composition and properties. These models enable accu-
rate and systematic prediction of glass properties such as Young’s moduli and
liquidus temperature. Research companies with long track records of exploratory
experimental research are in unique position to develop data-driven models by
compiling and using their earlier internal experimental results. In this chapter, we
present how Corning used this unique advantage for developing neural network
and genetic algorithmic models for predicting compositions that would yield a
desired liquidus temperature and Young’s modulus.

1 Introduction

Glass is a transparent and non-crystalline inorganic material used in virtually
all aspects of human life, and it is a key enabler for our civilization. Glass
can be manufactured in sheets, wires, fibers, or arbitrary forms. The growing
need for highly functional, manufacturable, and inexpensive glasses has prompted
glass researchers to engineer glass compositions using almost the entire periodic
table. As a result, state-of-the-art commercial glass may contain more than eight
different oxides and substituents with desired weight fractions. In glass composition
and property engineering, each of these constituents significantly influences the
structural, rheological, thermal, and mechanical properties. These properties are
critical for display applications. For different glass applications, the desired glass
properties are different, and glass composition must be engineered accordingly. In
addition, rheological and thermomechanical properties of glass affect the fusion
draw rates in production and ultimately determine glass production throughput
and yield. As a result, for low-cost and high-volume manufacturing of glass,
rheological (viscosity) and thermomechanical properties (liquidus temperature,
Young’s modulus) must be engineered simultaneously through glass composition.
Sometimes, the manufacturability requirements and end property requirements may
pose competing constraints on glass composition. As a result, engineering glass
composition becomes a complex multi-objective optimization problem for which a
physics-based predictive solution is not currently available.

Traditional glass research have been using experimental trial-and-error approach
for improving glass properties through composition engineering and measuring
the properties of each new composition. Corning Glass Research also have
been investigating the mechanical, optical, rheological, and other properties of
glass samples as a function of glass composition over more than a century.
As a result, Corning accumulated a vast internal glass composition-processing-
property database. Since a fully physics-based solution is not currently available
for designing new glass compositions and since experimentally spanning and
testing the entire composition space is prohibitively expensive and time-consuming
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for consumer electronics and other major display glass applications, Corning
started developing data-driven machine learning models to accelerate glass and
ceramic materials engineering. As data-driven models require a reliable set of
glass composition, processing and property data, Corning is in a unique position
to draw from its century-old glass research data (Sullivan and Taylor 1919) and
build machine learning (ML) models. Such models enabled Corning to accelerate
glass research significantly. A detailed description of Corning’s glass research
achievements has been presented in Tandia et al. (2019) and Mauro et al. (2016).

In this chapter, we present how data-driven models can be developed for
accurately predicting display glass properties for given compositions. In particular,
we present neural network-based composition models for predicting glass liquidus
temperature and genetic algorithm-based glass models for predicting Young’s
moduli for given compositions. The liquidus temperature is a key property which
must be known for the given composition to prevent the formation of crystalline
phases during fusion draw and high-volume production of display glass. Young’s
modulus is a key stiffness metric that must be engineered for display applications.
Using both linear and nonlinear data-driven models, we demonstrate how material
properties can be accurately predicted and optimized.

Corning developed extensive expertise on functional glass compositions and
properties that span tough, strong, and ultralow CTE (coefficient of thermal expan-
sion) borosilicates with different dopants and tunable glass transition temperatures
to different fusion draw rates for controlling production throughput and yield.
Publicly available inorganic materials databases and high-throughput screening of
materials (Curtarolo et al. 2013; Pilania et al. 2013; Potyrailo et al. 2011; Xiang
et al. 1995; Mueller et al. 2015) mainly focus on crystalline materials studies.
Therefore, a combination of glass manufacturing parameters and composition-
property relationship data must be used from Corning’s internal database for reliable
modeling. The data analysis and prediction methods as well as composition and
process information presented herein are intended to describe some of Corning’s
research and to guide the readers in doing similar data-driven studies on different
materials databases. Corning’s internal database, which was used for this study,
includes composition, property, and process parameters. These properties include
experimental characterization results on the structural (topology and defect struc-
ture, stoichiometry, microstructure), electrical, thermomechanical (glass transition
temperature, viscosity, fictive temperature), and mechanical properties (elastic mod-
ulus, stress-strain profile) of different glass compositions at different temperatures.

The chapter continues with Sect. 2, which is an overview of methods necessary
for building data-driven models. The methods section is a tutorial on initial
data modeling (unsupervised learning, cluster analysis, and regression), genetic
algorithms (GA), and neural networks (NN). Next, in Sect. 3, the data-driven models
are presented. In the first part of Sect. 3, neural network-based composition models
for predicting glass liquidus temperature are presented and discussed. In the second
part of Sect. 3, genetic algorithm-based glass models are presented for predicting
Young’s moduli for given glass compositions. Finally, in Sect. 4, new glass and
other materials discovery opportunities with data-driven approaches are discussed.
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The next section describes the materials modeling methods used for predicting new
glass compositions.

2 Methods

In this section, the methods used for predicting glass properties from glass compo-
sitions are presented in four major steps (Dreyfus 2004): data consolidation and
cleaning, initial data modeling, genetic algorithms, and neural networks. These
statistical learning methods provide the basis for developing data-driven models for
predicting properties for a given glass composition.

Data consolidation and cleaning: The predictive accuracy and robustness of any
data-driven model depends on the accuracy and quality of the input data. In order to
build the models in this study, proprietary Corning glass composition and property
relations have been used. The predictive models for compositional and mechanical
properties of glass use training, validation, and test data sets. These data sets are
Corning’s proprietary experimental data drawn from decades of glass composition
research. Weight or atomic or molar percentages of each oxide constituting glass
were used for training data set. For outputs, the viscosities η, Young’s moduli E,
glass transition temperatures Tg, densities ρ, as well as the liquidus temperatures
TL are stored. At Corning Glass Research, the composition experiments were done
at different dates and by different staff. For each sample, an extensive sample
preparation record (date, time, technician name, furnace name, process monitor
parameters) is saved. On a later date, characterization reports (one for each of
mechanical, electrical, chemical, rheological properties) have been recorded. These
records were accumulated over multiple years, and many reports were entered
manually into digital records. This step has been one of the most time-consuming
aspects of the model as an automated processing for thousands of such reports was
impossible. The reports had also gaps in entries and a data cleanup procedure needed
to be developed. The data cleanup is an iterative process that is updated as more data
were entered into the system.

Corning’s earlier glass composition development experiments focused on refin-
ing composition toward improving the glass properties for a specific product at the
time. Some products required specifications related to mechanical properties such as
Young’s modulus. The experiments then focused on Young’s modulus and relevant
mechanical properties. If a glass sample with a given composition fails to be within
Young’s modulus threshold, no further experiments were done on that sample and
the other mechanical, chemical, or rheological properties of glass were not recorded.
These missing entries must be handled either by using statistical methods such as
interpolation of Young’s modulus values between glasses with similar compositions
or simply by ignoring the entire sample’s data row. If the model requires numerous
rows of missing entries (i.e., predicting viscosity without density or temperature or
other relevant data), then the samples with missing rows are needed to be ignored.
If the model results can have strong dependence on the preprocessing procedures
for filling in the gaps, then the model is likely not going to be accurate. As a result,
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the model accuracy was determined during these data curation steps long before
the actual model parameters or architectures were determined. In each of these data
consolidation and cleanup steps, the purpose is to keep reliable and accurate data
and minimize useless data while preserving similar naming conventions.

2.1 Initial Data Modeling

Unsupervised learning is a group of initial algorithms used for input data sets
without labeled response variables (i.e., properties). These algorithms allow a
“divide-and-conquer” strategy for distinguishing misbehaving or outstanding data
entries (if any). In addition, unsupervised learning methods help group different
composition types and classify and predict based on their generalized behavior.
For instance, this could be a systematic dopant dependence study of coefficient of
thermal expansion (CTE) in alumino-borosilicate glasses within a more controlled
and lower-dimensional composition space. Below, we describe cluster analysis,
principle component analysis, and regression methods. These methods could be
used to identify subgroups in the data sets to assess generalization capabilities of
models.

Cluster analysis: The glass composition data could consist of more than ten
dimensions where some parameters such as dopant fractions were systematically
varied. Since manual identification of systematic variations in the input space is
not feasible, a classification algorithm based on unsupervised learning has been
used. This method is also known as feature selection. In unsupervised learning, one
first calculates the proximity and similarity between each data point in the data and
then defines a criterion function to maximize the quality of clustering based on the
proximity and similarity metrics. Finally a clustering function is computed such that
its values satisfy the criterion function for all data points when mapped to each data
point in the data. These steps were followed to cluster experimental data:

1. Assemble composition-property database with composition entries, CTE,
Young’s moduli, and viscosities.

2. Normalize CTE, Young’s moduli, and viscosity scales.
3. Describe a proximity criterion function (i.e., function whose output depends on

the distance between data points) (Ullman et al. 2016).
4. The function gives numerical category values based on separation thresholds.
5. Customize the clustering function thresholds based on the desired properties and

iterate until classification converges.

Here, we define a cluster as a collection of data point with “similar” features (i.e.,
composition, property, chemistry, etc.), and dissimilar data items are grouped under
different clusters. Since the values in the glass composition data span more than
15 orders of magnitude, their absolute values cannot be directly used. For instance,
there are significant scale differences among parameters such as CTE (10−7 to 10−6

(◦C)−1) and weight percentages (10−5–10−1) and Young’s moduli (∼1011 GPa) and
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viscosities (10–105 Pa·s). In order not to cause one column to dominate distances
based on their absolute values, each value is normalized to index values before
calculating the distances. A conversion formula is defined in the beginning for each
property or column for converting these normalized values back to their original
scales. After normalization, the distances between each data point can be found
either using Euclidean distance, which is translation-invariant, or using Manhattan
distance or their generalized version which is Minkowski distance as discussed in
more detail by Tandia et al. (2019) and Mauro et al. (2016).

After distances are calculated, similarity indices can also be calculated to specify
if compositions are nearly identical. Then, a criterion function needs to be defined
to set the rules for distinguishing different clusters. For instance, this function can
impose multiple specific conditions, such as eliminating hazardous dopants like
lead for a given application or requiring lead for an x-ray shield glass application
(xPb > 10−6), and impose distance threshold conditions based on overall calculated
separations or material property differences (high versus low viscosity samples,
etc.). The definitions of the clustering criteria are the points where materials
engineering and specifications for the given application may also be built into the
models. Since models can later be trained with subsets of clusters, one may filter
for data in model training and testing stage as well. After defining cluster criteria, a
clustering function is calculated such that all data entries are grouped to satisfy the
criteria. This clustering function can be implemented with MATLAB, R, or Python.
The clustering algorithms can be grouped in three types: hierarchical, partitional,
and Bayesian. In the hierarchical approach (i.e., inductive method), each data row
can start as a separate cluster, and based on differences and distance criteria, clusters
can be merged. In the divisive hierarchical approach (i.e., deductive method), all
data rows belong to one cluster and can then differentiate based on distance criteria
and similarity metrics. The details of these algorithms are presented by Tandia et al.
(2019) and Mauro et al. (2016).

While implementing clustering algorithms, one must make sure that the clusters
are not sensitive to random seeds. Cluster analysis should be repeated sufficiently
many times to prevent different random seeds from altering the way the data are
clustered. In addition, outlier data points from this clustering calculation can be
separately analyzed by glass scientists. These points could be removed from analysis
to prevent any unintentional bias in cluster centroids. Visualization methods may
help in reporting clusters and identifying outliers.

Principal component analysis (PCA): PCA is a dimension reduction technique
that allows omitting variables, which do not have significant effect on the desired
glass property (Jolliffe 2002; Ringner 2008). This method uses an orthogonal
mathematical transformation on data to convert a mapping of possibly correlated
variables into a set of values of linearly uncorrelated variables called principal
components. The number of principal components is less than or equal to the
number of original variables. The first principal component has the largest possible
variance, and every next component has progressively lower variances. The output
of PCA is a set of vectors transformed out of the original data. These vectors form an
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uncorrelated orthogonal basis set. As variances depend on the absolute mean values
of each variable, PCA output vectors strongly depend on the relative scaling of the
initial variables. Therefore, normalizing each variable is essential before running
PCA calculations.

One can view PCA as fitting a multidimensional ellipsoid to the data. The axes
of the ellipsoid are called principal components. Whenever the data have weak
dependence on an independent variable, the variance with that variable is small,
and the corresponding axis of the ellipse is small. As a result, ignoring that variable
of ellipsoid is not going to cause a significant loss in information. Instead, this
simplification reduces the number of variables and reduces the eventual model
complexity. The detailed steps for implementing PCA are presented by Tandia et al.
(2019).

After PCA, one can define a variance threshold for an eigenvector to be accepted
as significant and pick only the eigenvectors with variances above the threshold.
This threshold step helps researchers determine the most significant variables in
a glass composition project and focus on cluster analysis using those fewer and
more important variables (Kullback and Leibler 1951; Kullback 1959). While PCA
reduces computational costs, consider the following limitations of PCA in initial
data processing:

1. Initial data scaling has strong impact on PCA vector variances: The relative
ranges and absolute values of each variable can distort the PCA ellipsoid and alter
the covariance matrix. The principal components must be normalized properly to
avoid such distortion.

2. PCA relies on linear variances: PCA cannot capture information gain from
variables which have complex nonlinear correlations. As a result, PCA may add
spurious variables. Nonlinear correlations must also be considered.

3. PCA may fail at blind signal separation cases: PCA assumes that when a
variable has a large variance, the variable is going to have low covariance hence
high importance. This assumption helps eliminate the noise and pick up the major
variables. In specific problems called blind signal separation (or blind source
separation) however, multiple signal sources can have almost equally significant
effects and lead to a mixed signal response. In such multiple source effects that
may lead to competing driving forces, one must run an independent component
analysis (ICA) in addition to PCA.

4. Mean and covariance do not describe some distributions: Mean and covari-
ance values generally describe Gaussian distributions, but there are many
common statistical distributions in which mean and covariance do not describe
the distribution functions. Other ways of testing significance of variables such as
information gain analysis (also known as Kullback-Leibler divergence or Gram-
Schmidt) must also be used.

Regression analysis: Since PCA may fail to capture nonlinear correlations
among variables, regression analysis is necessary to distinguish if there are hidden
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complex dependencies. In regression analysis, the conditional expectation (E(X|H)
of variable X given H) is estimated when the independent variables are given.
In other words, either a generalized linear model is constructed by using a
multivariable linear superposition of independent variables or a least squares fit is
solved numerically among variables to identify if there is a nonlinear correlation.
Most common regression methods are presented below:

Multivariable linear regression: This is a generalized linearization method that
assumes one or more independent variables:

Yi = α0 + α1Xi1 + α2Xi2 + · · · + αnXin + εi,

where Xi1 to Xin are independent variables and εi is an error term which is
minimized until the optimal set of regression coefficients α0 to αn are found. These
coefficients also indicate the relative significance of each independent variable.

Least squares regression model: This fitting model assumes a sophisticated
nonlinear correlation between variables. As no closed-form solutions are assumed,
one may pick a Taylor expansion or a different basis set to fit the dependent variable
behavior by minimizing the sum of the squared residuals S:

S =
n∑

i=1

(yi − f (xi, β))
2

Domain expert interpretation of statistically identified causalities: Although
correlations can be identified using regression analysis, identifying causality
requires an extra layer of physical interpretation by glass scientists. Linear and
nonlinear regression models can be implemented in MATLAB, R, or Python.

Genetic algorithms: Genetic algorithms (GA) are methods for solving con-
strained optimization problems based on an evolutionary natural selection process.
In a classical numerical solution algorithm (i.e., Newton’s method solving the zeros
of equations), one generates a single point at each iteration. The sequence of points
progressively approaches the solution. In GA, instead of iterating only on one point,
a population of points are generated at each iteration and the best point in population
approaches the solution.

A fundamental difference between classical algorithms and GA is that in GA,
the next population is generated using random number generators and some com-
binations from the best solutions of the previous iteration instead of deterministic
computation. GA are useful for accelerated global optimization problems where
there are multiple objectives with competing requirements. GA can also be used
for maximization, minimization, constrained optimization, multidimensional fitting,
classification, and prediction problems. In this chapter, glass models are optimized
with respect to multiple competing objectives. As a result, GA are particularly
beneficial for composition development. Below is a description of a simplified GA
for solving a generic multi-objective optimization problem:
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1. The GA generates a random initial population of glass compositions.
2. The GA then evaluates the glass composition population based on their predicted

properties and the fitness values:
(a) Scores each composition of the current population by computing its fitness

value and normalizing these scores for comparisons.
(b) Picks a few candidates from the population (parents) based on their fitness.
(c) Some of the individuals in the current population that have lower fitness

are chosen as elite. These elite individuals are passed to the next population
(children).

(d) Children are produced either by making random changes to a single parent
(mutation) or by combining the vector entries of a pair of parents (crossover).

(e) Replaces the current population with the children to form the next generation.
3. The GA then creates a sequence of new populations. At each step, the GA uses

the compositions in the current generation to create the next population.
4. The algorithm stops when the output meets the stopping criteria. The stopping

criteria may include a maximum number of generations, time limit for iterations,
fitness limit for population (when the fitness function for the best point in the
population is less than or equal to the fitness limit), and marginal change limits
per generation (i.e., when the average change over each generation is less than a
functional tolerance limit). GA can be implemented in MATLAB, R, and Python.

Neural Networks: Neural networks (NN) are a set of machine learning
algorithms (supervised or unsupervised) that can be used to predict nonlinear
behavior of different systems. A neuron is a nonlinear and parameterized function
of input variables. Therefore, a neural network is the composition of nonlinear
functions of two or more neurons. The nonlinearity of neural networks can
help model nonlinear behaviors that may not otherwise be captured properly in
regression models or other linear techniques such as PCA. Despite the biological
flavor of the term neural network, neural networks in machine learning are pure
mathematical constructs that consist of either feedforward or feedback networks
(recurrent). For glass modeling, we focus on feedforward networks.

A feedforward neural network (static network) is a nonlinear function of its
inputs and their corresponding weighting parameters. So a feedforward network
consists of functions of its neurons which are nonlinear functions of inputs.

Figure 1 shows a representation of a feedforward neural network in which
information flows only in forward direction. In this graph, the vertices are the
neurons, while the edges are the connections. Different from feedback networks,
feedforward NN have a noncyclic graph topology. The neurons at the outputs are
called output neurons, and the rest of the layers between the inputs and the output
neurons are hidden networks. In an optimized NN model, a sequence of neurons
may also yield physical insight about a given physical parameter and help develop
physics-based models later.

Feedforward networks are static and their outputs are constant when their inputs
are constant. A mathematical representation of the single-layer static network in
Fig. 1 that uses nonlinear sigmoid activation functions is:
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Fig. 1 Feedforward neural
network, which consists of
multiple n inputs, Nc hidden
neurons and No output
neurons

g (x,w) = wNc+1,0 +
Nc∑

i=1

⎡

⎣wNc+1,i · tanh

⎛

⎝
n∑

j=1

(
wijxj + wi0

)
⎞

⎠

⎤

⎦

where x is the input vector (size: n elements) and w is a vector of size
(n + 1)Nc + (Nc + 1). The hidden neurons are numbered from 1 to Nc, and the
output neuron is indexed as Nc + 1. The parameter wij is assigned to a connection
from neuron (or input edge) j to neuron i. The output function g(x,w) is a linear
function of the parameters in the last connection layer (between the final hidden
layer to the output neuron), and the connections between the inputs and the hidden
layers are nonlinear functions of the inputs. In g(x, w), the activation function is a
hyperbolic tangent although other activation functions such as step, linear, sigmoid,
rectified linear, and exponential functions can be used.

3 Data-Driven Development for Glass Composition Design

The design of glass compositions for a targeted application is a long process due to
many product specifications and the manufacturing technology. Glass specifications
vary among different applications. Many customer requirements for display glasses
include strain point (SP), annealing point (AP), softening point (SfP), coefficient
of thermal expansion (CTE), density, Young’s modulus (E), dimensional stability,
and fracture toughness (FT) for strengthened glasses. Corning Incorporated use the
fusion draw technology to deliver surface pristine glass products. This technology
imposes manufacturability requirements for a given glass composition. Some of
the most important ones are the liquidus temperature, the viscosity at the liquidus
temperature, and the temperatures at 20 Pa·s and 3500 Pa·s.

Glass composition design can be posed as a multi-objective optimization problem
with constrains on the sum of the variables (different oxides that make up the glass
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composition) and the range of each variable (oxide). One objective function for each
attribute can be given as a range (70 GPa ≤ E ≤ 85 GPa) or lower-bounded range
(AP ≥ 800 ◦C). Corning’s proprietary glass composition and property database
developed over many years span key constituents, and linear regression models are
used whenever existing experimental data may coincide with the desired properties.
For conflicting constraints or nonlinear material behavior, nonlinear optimization
and machine learning models must be used.

Liquidus temperature (TL) and viscosity are two important properties for glass
design. TL of glass is defined as the temperature at which the first crystalline phase
precipitates from a glass melt of a given composition when it is cooled very slowly.
The accurate knowledge of the TL is critical for both glass property prediction
and manufacturing purposes. During glass manufacturing using an isopipe, as
used by Corning, knowing the TL is important when the melt is flowing on
the isopipe surface. The temperature of the melt can be maintained above the
TL of the melt to avoid its crystallization on the isopipe. If crystalline phases
nucleate, the isopipe, which is a multimillion-dollar equipment, can be damaged.
Depending on the desired sheet thickness, the melt must have a viscosity at the
liquidus higher than a required threshold. This last requirement necessitates the
accurate knowledge of the viscosity-temperature curve for the glass melt. Both
TL and viscosity-temperature curve are critical melt properties tightly related to
the manufacture of surface pristine glass sheets when drawn from an isopipe. For
display applications or for ion-exchange glasses for damage-resistant layer, the
knowledge of the viscosity-temperature is also important for the final glass attributes
or process parameters such as annealing temperature, softening temperature, or
the viscosity at a given temperature. Despite the necessity for the knowledge of
these parameters for industrial glasses in display applications, there is no known
accurate or generalizable physics-based models for glass melt TL or melt viscosity.
Therefore, using Corning’s large glass composition database and robust machine
learning techniques, accurate predictive models for both liquidus and viscosity have
been developed. In this chapter, we present the model development for TL and
Young’s moduli. The viscosity model is presented in Springer Handbook of Glass
as a separate chapter (Tandia et al. 2019).

One of the approaches to finding glass compositions that meet both material
specifications and manufacturing requirements is to use a fine grid search on the
composition space and compute each property at the grid. Developing accurate
and robust ML models and running on this grid is the challenge addressed in
this section. Most ML methods consist of many parameters. For neural networks,
one has to optimize the number of layers, the number of neurons in each layer,
and the functional form to use for the activation function for the most accurate
predictions. Depending on the type of optimizer to be used, additional parameters
such as learning rate and momentum need to be added in the list of parameters.
For genetic algorithm, key parameters to optimize for during the model design are
population size, different probabilities for crossover, and mutation, along with the
fraction of new random solutions to be generated at each iteration. Optimizing the
model parameters through an exhaustive search for the best architecture for either
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the NN or GA is prohibitively time-consuming due to the parameter space size and
due to continuous parameters such as learning rate. Although one can use Monte
Carlo methods, i.e., randomly select values/states for the model parameters and run
the decided number of simulations, one cannot guarantee that a global optimum
can be achieved by random parameter selection. In this study, we use Bayesian
optimization (BO), which is a method of finding the maximum/minimum of cost
functions (Shahriari et al. 2016). BO is based on the Bayesian method to set up a
priori over the model objective function and combine it with evidence to find the
posterior function. BO is applicable to cases where we do not have a closed-form
formula for the objective function, but where we can collect observations of the
objective function.

In the following subsections, we describe the composition-dependent models for
liquidus temperature and Young’s modulus.

3.1 Neural Network-Based Composition Models for Predicting
Glass Liquidus Temperature

The liquidus data used in this study were sampled from Corning’s internal liquidus
data, which represents a historical collection with clusters of different sizes. First,
a neural network model for liquidus temperature was build using the whole data
set. The initial liquidus model is built using the flowchart in Fig. 2. In model
development, one needs to split data into training, validation, and test sets. Each
subset must have a similar statistical distribution as the whole set. Methods such as
Kullback-Liebler divergence can be used in testing if two distributions are different
(i.e., divergence is 0 if statistical distributions are similar). The design of optimal
neural networks architecture is going to be based on the incremental increase of

Fig. 2 Flowchart describing
the steps for the liquidus
model development
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model complexity through more neurons in any given layer or an increase of the
numbers of hidden layers. For each NN architecture with given parameters, a series
of training steps are conducted. Next, the root mean square error (RMSE) and R2

on the test set and validation set are recorded. R-squared (R2), also known as the
coefficient of determination, is a statistical measure of how close the experimental
and predicted data are to each other. The optimal architecture is the one with the
smallest number of parameters (least complexity) and for which the RMSE and R2

are about the same for all three sets (training, validation, and testing). One may also
systematically study the effect of the choice of the activation function for each layer
in the NN as part of the optimization process, except the output neuron, which is
kept as a linear activation function.

Once an optimal NN architecture is identified, the model is then trained for
a few hundred times. The model is trained to increase the likelihood of finding
a set of parameters that give an output set of parameters that minimize the
objective function. For this training, we found that the optimal architecture has two
layers (first, ten neurons; second, eight neurons), and both layers have a Gaussian
activation function. On Fig. 3, a close look in the plot of the predicted liquidus for
the test set suggests that there are points with high accuracy and others with low

Fig. 3 Best liquidus model based on the whole data set. RMSE on all sets are about the same but
higher than the experimental values (∼10 ◦C). (a) represents the training data, (b) validation data,
(c) the test set or blind prediction, and (d) the whole data set
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accuracy. Given that the original data is historical data and were not based on a
design of experiments, one may expect that the original data might be a clustered
data set.

We ran a k-means cluster analysis to better understand how the data are
organized. Since we do not know a priori the number of clusters to consider, we
will assume the number of clusters between 2 and 15. The choice of the optimal
number of clusters to consider will depend on how well the chosen clusters separate
from each other. This is determined by the similarity between elements of the same
cluster. In 1986, Peter J. Rousseeuw defined a metric called silhouette, which is a
robust way of interpretation and validation of regularity within clusters of data. The
technique provides a concise graphical representation of how well each object lies
within its cluster or how similar an object is to other members in its own cluster
compared to other clusters. The silhouette ranges from −1 to 1, where a high value
indicates that the object is well matched to its own cluster and poorly matched
to neighboring clusters. If most objects have a high value, then the clustering
configuration is suitable. If many points have a low or negative value, then the
clustering configuration may have too many or too few clusters. The silhouette can
be calculated with any distance metric. Average silhouette in each cluster for all 14
clusters we consider is plotted in Fig. 4. It appears that the data is best split in nine
clusters. Further analysis of the different clusters shows the cluster’s population.

Fig. 4 Average silhouette value for all 14 clusters considered in the k-means cluster analysis
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Fig. 5 (a) Clusters
population for liquidus
temperature data set. (b)
Average distance to centroid
for all 14 clusters we
considered in the k-means
cluster analysis

For the liquidus data, the clusters have different population sizes. In Fig. 5a, two
clusters stand out with populations higher than 1100 compositions. The third largest
cluster has about 500 compositions. The six remaining cases have populations lower
than 300 compositions. Other than the cluster population, the average distance of a
cluster population to the cluster centroid also characterizes the cluster. The smaller
the average distance the more compact the cluster is. We observe in Fig. 5b that
the two most populated clusters (1, 9) have the smallest average distances to their
respective centroids. Being most populated and most compact, clusters 1 and 9 are
suitable to be used for building localized liquidus models. Using the same procedure
for splitting the data into training, validation, and test sets, we conducted a best
architecture search for data in cluster 1. We found the same architecture as when we
used the whole set although this is not necessarily the case for all cases.
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Fig. 6 Best liquidus model based on the data in the largest cluster. RMSE on all sets are about the
same, within few degrees of difference. They are higher than the experimental values (∼10 ◦C) but
much better than the RMSE we got when we used the whole data set to build a global model. (a),
(b), (c), and (d) represent the training data, the validation data, the test set or blind prediction, and
the whole data set, respectively

We see from Fig. 6 a significant improvement of the predicted liquidus tempera-
ture for the test sets. Over all the RMSE of the test set decreased significantly with
the use of the largest cluster (14 ◦C), compared to (23 ◦C) when we used the whole
data set. The liquidus model we built from the second largest cluster also has a
lower RMSE on the test set (15 ◦C). To make liquidus temperature predictions from
both models will require that the composition of interest to be a member of cluster
1 or cluster 9. This is very likely to be the case since these clusters are the largest
ones in the set. When using this approach for designing glass compositions with
low liquidus temperature, one has to start by selecting compositions that are only in
cluster 1 or cluster 9 and then use the corresponding cluster based model to make
the prediction.

We now consider a case in which we have many different models from Nc
different clusters. One can consider an ensemble prediction which consists of
building a model for each cluster, make a prediction from each cluster based model,
and take the ensemble average computed as the mean predicted value. This mean
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predicted value is the average from the cluster-based predictions over the distance
from the composition of interest to the centroid of each cluster:

TLiq =

Nc∑
i=1

Ti
di

Nc∑
i=1

1
di

Nc is the total number of clusters for which we have built a liquidus model from, Ti
is the liquidus predicted by the model built from cluster i, while di is the Euclidian
distance from the point of interest to the centroid of the cluster i. The coordinates of
the composition can be in mole percent (mol %), weight percent (w %), or atomic
percent (at %) depending on the coordinates that was used to do the cluster analysis.

Based on the above model development description, optimizing the NN model
architecture is tedious. We have searched for the best architecture by starting with a
simple one-layer model with a small number of neurons, and we increase its size one
or two neurons at a time for a fixed activation function. We increased the number
of neurons depending on the ratio between the RMSE of the training and validation
sets, which we want to keep close to one. At some point, we can insert a second
hidden layer to resolve the nonlinearity of the liquidus temperature. Let us consider
for a moment the number of variables we can play with in the design of the neural
network architecture, without being explicit:

• Number of hidden layers (1, 2) and number of neurons in each layer (6 to 20)
• Activation function of each layer (tanh, sigmoid, inverse tangent)
• Learning rate (continuous number between 0.0001 to 0.1)

Simulating all possible architectures is a prohibitively expensive computa-
tional task. Although one could randomly select a few architecture cases to run
from the whole parameter composition space, there is no guarantee of having
the optimal architecture in the selected cases. Ideally, one would like to find
the optimal neural network architecture without having to run thousands of
simulations. Bayesian optimization (BO) offers that possibility. In this step, by
using BO, we rebuild a liquidus model by splitting the data into two sets: a
training and a validation set. BO enables an accelerated optimization of the
architecture with its modeling parameters such as the number of layers, neurons
in each layer, the learning rate, and the activation function for each hidden layer.

3.2 Genetic Algorithm-Based Glass Models for Predicting
Compositions for Desired Ranges of Young’s Moduli

Young’s modulus is a critical glass property for many different applications. When
alkali-free glasses are used in the thin-film transistor manufacturing process, they
are sought to have high Young’s modulus to help reduce stress-induced distortions.
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Fig. 7 Best liquidus model based on the validation set. Use of the Bayesian optimization
framework helped improve the RMSE and the R2 on the validation set

In Corning’s design of glass compositions with native damage resistance, composi-
tions with low Young’s modulus are of critical interest. Glass compressive stress due
to ion exchange is given by formula in which Young’s modulus is a key contributor:

CS = BE�C

1− α

B is the network dilation coefficient, E Young’s modulus, �C an atomic concen-
tration variation, and α the glass Poisson ratio. If everything is kept constant, the
higher the Young’s modulus, the higher the compressive stress CS.

The development of an accurate and robust model for Young’s modulus is very
important for glass composition design for different applications. The model’s
accuracy and robustness is important. Young’s modulus was not measured for each
glass that had been melted. This lack of systematic measurement led to scarcity of
Young’s modulus data. As a result, the extrapolation of any Young’s modulus model
can be a major challenge. Neural networks typically do not extrapolate very well
when the input deviates too far from the training data. One cannot extrapolate over
composition space as no composition-dependent physics-based model exists yet.

With proper parameter choices and optimization however, one can build genetic
algorithmic models with much better extrapolation capability than neural networks.
Genetic algorithms (GA) converge slowly, and many more iterations are required
when building models. The model’s accuracy and robustness depends on the size of
the population under consideration and the number of trials. To build GA models,
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Fig. 8 Modeling of Young’s modulus with genetic algorithm. Horizontal axis on the right-hand
side is for the distance to the closest neighbor in the whole set. Compositions we selected for the
test set are the ones very far from their closest neighbors meaning the ones at the boundary. A look
at their corresponding Young’s modulus shows that they have higher Young’s modulus

we used an in-house GA modeling tool similar to Python. Once we constrained the
tool to simple models by penalizing complexity and large number of parameters of
long and complex solutions, we find more accurate Young’s modulus models, which
extrapolate over the training data set. One extreme situation to build such models
where to extract data that are at the boundary of the whole data set and use it as a
test set for validation and selection of the best model (Figs. 7, 8, 9, and 10).

Overall, we see that GA makes very accurate extrapolated predictions. If we use
the same data splitting with a neural network model, the results are not as accurate,
as one can see in Fig. 11.

4 Conclusions and New Glass Modeling Opportunities

In this chapter, we presented an overview of glass material composition and
property modeling based on GA and NN. These models were used to develop glass
compositions that achieve low-cost and high-volume manufacturing and the desired
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Fig. 9 GA makes good predictions for the compositions in the training set

Fig. 10 GA makes good predictions for the compositions in an extrapolated region

Young’s modulus. By the end of 2015, Corning’s damage-resistant glass products
have been in over 4.5 billion devices including smartphones, tablets, smartwatches,
automotive glass, and in interior architecture. Billions of display devices are
expected to use Corning Gorilla® Glass as display substrates (Materials Innovation
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Fig. 11 NN makes poor predictions for the compositions in an extrapolated region

Case Study 2016). Data-driven models for CS, as well as integrated computational
materials engineering (ICME) approach that incorporated both materials design for
performance and manufacturing-related models, are key ways to consider in design
of glass compositions for damage resistance applications.

Using data-driven GA and NN models, one can predict and engineer glass
liquidus temperature and Young’s modulus as discussed in Sect. 3. Data-driven glass
modeling and prediction allows researchers to accelerate the materials invention
process by computationally screening tens of thousands of different chemical
compositions and their corresponding predicted or measured properties.

For a display application with a desired set of glass property specifications, a
database of materials properties must be constructed by using Corning’s internal
experimental database of glass compositions and structural, optical, mechanical,
and rheological properties. Next, data simplification methods such as PCA, ICA,
data cleaning, cluster, and regression analysis techniques should be used to identify
the properties that have the most significant effects on the desired end properties.
Finally, GA and NN models should be used to predict the properties of a given
stoichiometry over a target chemical composition space to identify (new) composi-
tions with optimal mechanical and rheological properties. Rheological properties
such as viscosity and liquidus temperature determine the high-volume and low-
cost manufacturability of glass. Young’s modulus, chemical composition, and other
mechanical and structural properties determine how well the glass composition
meets the desired specifications. Eliminating a subgroup in a composition space
(i.e., due to topology restrictions, known behavior of dopants, etc.) can help simplify
the NN and GA models’ parametric sweep over the phase diagram.
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In terms of fundamental glass modeling, we believe that data-driven predictive
methods for chemical compositions and their corresponding physical properties
offer the following opportunities (Mauro 2014):

New glass compositions with minimal crack propagation: Damage-resistant
glass compositions are engineered to prevent crack propagation and eliminate failure
modes induced by external impact. Chemical strengthening on the surface of glass
reduces stress concentration and the likelihood of crack propagation. New failure
modes are emerging with new use cases. Different form factors such as automobile
windshield, smartwatch, tablet, or smartphone display glasses cause differences
in stress distribution and dopant concentration profiles. Enhancing glass strength
both through the bulk glass composition and through the surface dopant profile is
needed for display applications. Data-driven predictive modeling can help identify
new surface dopants, bulk chemical compositions, and the effect of any other post-
processing recipes and their parameters that can enhance the ductility and fracture
toughness of glass.

Borate and phosphate glass chemistry: Major oxide glasses such as borate
and phosphates offer interesting scientific challenges as well as useful technological
applications. Different effects can be observed when incorporating these network-
forming oxides into a silicate glass matrix. Modeling approaches similar to this
chapter can help identify structure-property relations previously not known for these
less explored glass chemistries.

Nontraditional glass chemistries: Bulk metallic and chalcogenide glasses have
attracted significant interest due to their unique functionalities. Metallic glasses
have brittle-to-ductile transition, which yields increased fracture toughness. Chalco-
genide glasses have unique optical properties for infrared bands. These materials
are fundamentally different from silicate, phosphate, or borate glasses in terms of
their chemistries and optical, thermal, and mechanical properties. Since the length
and timescales relevant for the functionalities of these materials can span more
than nine orders of magnitude, molecular dynamics or other approaches are not
feasible modeling approaches for engineering or understanding the properties of
these materials. Data-driven approaches can help identify the compositions that can
optimize multiple functionalities with respect to a range of elemental constituents
whose behaviors are partially understood.

High pressure glass formation: Corning uses fusion drawing of glass melt at
high temperature and reasonably lower viscosities for large volume manufacturing
of state-of-the-art glasses (Mauro et al. 2009; Vogel 1921). A fundamental and
practical open research area is high-pressure glass formation, which occurs for
volcanic and magmatic systems. Today’s glass production is done at ambient
pressure. As high-pressure glass fabrication experiments can be expensive, data-
driven modeling of volcanic or magmatic glasses may help develop pressure-based
glass fabrication methods. These methods may enhance new combinations of glass
properties, which may not necessarily form by thermal history.

Polyamorphism: In polyamorphism, two glasses of identical chemistries may
display different short-range structural ordering. The short-range order differences
significantly alter the observed properties. Since the glass chemistries which may
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exhibit polyamorphism are not well understood, one may construct a data set of
polyamorph glasses and their corresponding chemistries. Then running a data-
driven model can help identify the most important parameters and defect chemistries
and conditions that may alter short-range order for identical chemistries. As a
result, one may predict mechanical and rheological properties based on data-driven
polyamorph glass models.
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Abstract

Metallic glasses, made of metallic elements yet possessing an amorphous
structure, have attracted considerable interest due to their unique mechanical
properties and excellent net-shape forming ability. In terms of mechanical prop-
erties, they are extraordinary in elastic limit and strength but inferior in ductility
at room temperature, where the inhomogeneous deformation characteristics
of shear banding, flow serration, and sometimes cavitation prevail. The net-
shape forming ability surfaces when the temperature rises above Tg (i.e., the
glass transition temperature), where metallic glasses deform in a homogeneous
manner. Understanding both the homogeneous and inhomogeneous deformation
in metallic glasses is pivotal for promoting their potential applications. In this
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course, the continuum mechanics constitutive modeling has played a critical
role. The constitutive modeling can be used for either predicting the mechanical
responses of metallic glasses under various loading conditions or guiding
material, product, and process designs. In this chapter, a number of important
constitutive models for metallic glasses are reviewed; their applications in pre-
dicting both the homogeneous and inhomogeneous plastic flows are presented;
and finally, the attempts of using the constitutive modeling to assist the design of
ductility and net-shape forming processes are discussed.

1 Introduction to Metallic Glasses

Depending on the composition and cooling rate, metallic melts could solidify in
either a crystalline or an amorphous form, which are two completely distinct solid
states. The former arranges atoms in an ordered lattice structure whereas the latter
in a disordered configuration. While the use of crystalline metals has accompanied
the human history and civilization, the first metallic glass (or termed amorphous
alloy) was synthesized in 1960, in the thin-ribbon Au-Si system cooled at a very
high rate of∼ 105–106 K·s−1 (Klement et al. 1960). This field was not fast-moving
until the late 1980s and early 1990s, when metallic glasses in a bulk form were
successfully produced in multicomponent La-, Mg-, Zr-, Pd-, Fe-, Cu-, and Ti-based
alloy systems at relatively low cooling rates of 1–100 K·s−1 (Inoue et al. 1989, 1990,
1991; Peker and Johnson 1993; Telford 2004). After these discoveries, metallic
glasses have been extensively studied and persistently pursued for applications
due to their unparalleled functional and structural properties originating from their
amorphous microstructure.

While a limited number of metallic glass systems were commercialized by virtue
of their exceptional functional properties (e.g., Fe-based metallic glasses for low-
loss power distribution transformers due to their low magnetization loss), large
space in structural applications is still expected and actively explored. This high
expectation originates from two facets of the merits found in metallic glasses. The
first merit is their excellent room-temperature mechanical properties, including the
superior yield strength (≈ 2.0 GPa), high elastic limit (≈ 2%), and potentially high
fracture toughness (1–100 MPa·m1/2) (Anand and Su 2005; Schuh et al. 2007),
which are obvious when comparing with many other materials in Fig. 1. The second
merit is their thermoplastic forming ability in the supercooled liquid region (Tg <
T < Tx, where Tg and Tx are the glass transition and crystallization temperature,
respectively), which enables metallic glasses to be easily processed into complicated
shapes as plastics and oxide glasses. All these advantageous properties, however,
are compromised by their lack of macroscopic ductility and brittle fracture at
temperatures well below Tg, because of shear localization. For instance, under
unconstrained uniaxial tension, a metallic glass often undergoes catastrophic failure
along a predominant shear band, generating near-zero plastic strain. This drawback,
again, is attributed to the amorphous structure of metallic glasses in which any
strain-hardening and crack-blunting mechanisms are missing.
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Fig. 1 (a) The comparison of the yield strength and elastic limit of metallic glasses with other
materials including crystalline metals (Telford 2004). (b) Ashby plot of the fracture toughness
versus yield strength of metallic glasses along with traditional metals/alloys and other material

classes, with the dashed lines roughly representing the process zone size, 1
π

(
KIC
σf

)2
, at the crack

tip (Ashby 2005; Li et al. 2016c)
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Given that brittleness is the biggest barrier preventing metallic glasses from
extensively commercialized applications, designing improved ductility in these
materials has been a constant pursuit of numerous studies in the past few decades.
Along this line of endeavor, some extrinsic means have been proposed and proven
to effectively enhance the ductility of metallic glasses through inducing abundant
shear bands. Examples of such extrinsic methods include coating metallic glasses
with ductile films (Jia et al. 2014), fabricating metallic glass composites (Jia et
al. 2015), creating built-in compressive residual stress on surface layers (Wang et
al. 2011), and imposing geometric constraints (An et al. 2012; Liu et al. 2012).
Despite many different attempts, these extrinsic approaches do not solve the intrinsic
brittleness problem in metallic glasses. Therefore, a multitude of efforts are focused
on fundamentally understanding the micro-mechanisms of the inelastic deformation
in metallic glasses (Argon 1979; Langer 2006; Li et al. 2013, 2015; Spaepen 1977).
Along this line of work, the structural heterogeneity has been widely recognized
as an intrinsic microstructural element that governs the ductility or brittleness of
metallic glasses. The structural heterogeneity originates from the spatial fluctuation
in the atomic packing density of metallic glasses and exhibits varied mechanical
responses at different locations, usually at the micro- or sub-microscale (Li et
al. 2013, 2015). A high density of structural heterogeneities helps retain good
ductility of metallic glasses; on the contrary, reducing the amount of structural
heterogeneities (e.g., by annealing) leads to significant embrittlement (Li et al. 2013,
2015).

2 Constitutive Models for Metallic Glasses

Constitutive models developed at the continuum level are useful in predicting the
macroscopic mechanical behaviors of metallic glasses under various conditions and
revealing the deformation phenomena that are difficult to observe in experiments.
The constitutive models developed for metallic glasses include those motivated
by the underlying deformation micro-mechanisms and those purely based on
phenomenological considerations. Below we briefly summarize these two types of
constitutive models for metallic glasses.

2.1 Physics-Based Free-Volume Model

Atoms in an amorphous structure are arranged in a disordered and non-closely
packed manner. This naturally leaves some extra space for interstitial atoms. The
excess space averaged on each atom is termed as the free volume per atom, which
can be quantified as the difference between the average atomic volume in a real
amorphous structure and that in the ideally ordered structure (Gao 2006). In an
amorphous solid, the free volume is statistically distributed over all atoms. The free
volume is not just a fictitious concept but actually a physical observable which has
been explicitly measured by different experiments (Flores et al. 2011; Slipenyuk and
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Eckert 2004; Yavari et al. 2005). The concepts and facts outlined above underlie the
free-volume constitutive model. In the free-volume model, it is assumed that the
macroscopic plastic flow in a metallic glass is induced by a number of individual
atomic jumps. In the absence of external forces, atomic jumps are caused by thermal
fluctuations, which obey an Arrhenius dependence on the activation energy, and the
number of atoms jumping forward is balanced by that of those jumping backward.
As a result, no net macroscopic flow is produced in the metallic glass. On the other
hand, when the energy landscape is biased by applying an external stress, e.g., shear
stress, there will be more jumps in one direction than the other. Consequently,
there will be a net flux of atoms in one direction, the metallic glass exhibiting
irreversible deformation. Under a simple one-dimensional shear problem, the plastic
shear strain rate is thought of as the fraction of potential jump sites times the net
number of atomic jumps on each of such sites per second (Spaepen 1977). With
the free-volume theory (Cohen and Turnbull 1959; Spaepen 1977), the fraction of

potential jump sites under homogeneous deformation is calculated as exp
(
−αν∗
νf

)
.

Under the applied shear stress, τ , the net number of atomic jumps on each potential

site per second is f
[
exp

(
−�Gm−τ�/2

kBT

)
− exp

(
−�Gm+τ�/2

kBT

)]
, where the first

and second terms represent the forward and backward fluxes of atomic jumps,
respectively (Spaepen 1977). As a result, the plastic flow equation is given as
(Spaepen 1977)

∂γp

∂t
= 2f exp

(
−αν

∗

νf

)
exp

(
−�G

m

kBT

)
sinh

(
τ�

2kBT

)
, (1)

where γ p is the plastic shear strain, t is the time, f is the frequency of the atomic
vibration, α is a geometric factor on the order of 1, ν∗ is the hard-sphere volume of
an atom, νf is the average free volume per atom, �Gm is the activation energy, � is
the atomic volume, kB is the Boltzmann constant, and T is the absolute temperature.

Equation (1) is a standard viscoplasticity model that alone cannot account for the
strain-softening effect found in metallic glasses. To account for strain softening, the
free volume, νf , is treated as an order parameter whose creation and annihilation
govern the structural disordering and reordering processes in metallic glasses.
Specifically, the free volume can be created by a sufficiently high stress squeezing
an atom into a neighboring vacancy of smaller volume; it can be annihilated by
diffusional atomic jumps. Considering the competition of these two processes, the
net rate of free volume increase is written as

∂νf

∂t
=ν∗f exp

(
−αν

∗

νf

)
exp

(
−�G

m

kBT

){
2αkBT

νf Ceff

[
cosh

(
τ�

2kBT

)
−1

]
− 1

nD

}
,

(2)

where nD is the number of atomic jumps needed to annihilate a free volume equal to
ν∗ and is usually taken to be 3 (Gao 2006; Huang et al. 2002; Steif et al. 1982), and
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the effective modulus is Ceff = E/3(1 − v) with E and v being the Young’s modulus
and Poisson’s ratio, respectively.

Equations (1) and (2) constitute the inelastic portion of the continuum mechanics
description of the deformation mechanism in metallic glasses. At constant T, a
complete one-dimensional isothermal constitutive law for metallic glasses can be
formed by combining Eqs. (1) and (2) with Hooke’s law for elasticity

∂γe

∂t
=
(
τ̇

G

)

T

, (3)

where γ e is the elastic shear strain and G is the shear modulus.
The isothermal model can be further extended to be a thermomechanically cou-

pled constitutive relation by incorporating the following thermal transport equation
encompassing the heat conduction (first term) and plastic energy dissipation (second
term) (Bergman et al. 2011; Gao 2006)

Ṫ = 1

ρCP

(
k
∂2T

∂x2
+ αTQτ γ̇p

)
, (4)

where T is the temperature, k is the thermal conductivity, αTQ is the Taylor-Quinney
coefficient representing the fraction of the plastic work converted into heat, ρ is
the material density, CP is the specific heat, and ρCP denotes the volumetric heat
capacity of a material (Bergman et al. 2011).

The one-dimensional partial differential equations, i.e., Eqs. (1) - (3) that form
the isothermal model as well as Eqs. (1) - (4) that form the thermomechanically
coupled model, can be solved numerically. Solving the isothermal model gives the
evolution of the stress, τ , and free volume, νf , with the shear strain, γ (usually
from 0 to 1), or time, t (in seconds), in metallic glasses undergoing homogeneous
deformation. Solving the thermomechanically coupled model can, in addition,
give the evolution of the temperature, T. The one-dimensional isothermal and
thermomechanical models are only applicable to the case of simple shear. To
extend their applicability to arbitrary multiaxial stress states, models need to be
generalized with appropriate yield criteria. Simply put, the shear stress, τ , in the
one-dimensional constitutive equations needs to be replaced with an equivalent
stress under a given yield criterion in the process of generalization, to form the
constitutive equations for arbitrary stress states. One of such generalizations is
to use the J2 plasticity on the basis of von Mises yield criterion, which assumes
that the hydrostatic stress does not cause plastic flow and changes the internal
state variable – free volume (Gao 2006). If considering the contribution from the
hydrostatic stress, a generalization based on the Drucker-Prager criterion was made
by Zhao and Li (2011a). Finally, a generalized constitutive model, based on any
yield criterion, can be implemented into a finite element program (e.g., ABAQUS)
through developing a user-material subroutine to maximize its usage (Gao 2006;
Zhao and Li 2011a).
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2.2 Phenomenological Elastic-Viscoplastic Models

In addition to the physics-based free-volume model, many researchers have
attempted to develop constitutive models that can phenomenologically capture
the macroscopic mechanical responses of metallic glasses. Anand and Su (2005)
developed a finite-deformation, Mohr-Coulomb-type constitutive theory that
captured some of the essential inelastic deformation features in metallic glasses,
which include the hydrostatic stress dependence of yielding, plastic dilatation,
and plastic strain localization. This model was initially developed for room-
temperature applications but later extended to high homologous temperatures in
the range of 0.7Tg � T � 0.9Tg for simulating the homogeneous plastic flow
(Anand and Su 2007) and 0.9Tg � T � Tx (Henann and Anand 2008) for the
transition from a viscoelastic-plastic solid-like response to a Newtonian fluid-
like response. Nonetheless, the applications of these models were limited to the
isothermal condition. The finite-deformation constitutive model developed by Yang
et al. (2006) considers the temperature rise in metallic glasses resulting from
the conversion from plastic work to heat but simply treats the thermal problem
as adiabatic. Later, Thamburaja and Ekambaram (2007) applied fundamental
thermodynamic laws and the principle of micro-force balance to develop a
thermomechanically coupled finite-deformation model, targeting for predictions
in the supercooled liquid region. This model had also been augmented to include a
damage criterion to simulate damage processes (Ekambaram et al. 2011).

All these constitutive models have been implemented in the commercial finite
element program, ABAQUS, by writing a user-material subroutine either for the
explicit procedure (VUMAT) or implicit procedure (UMAT) (Manual 2013). The
former is easy for implementation, but the computation is conditionally stable,
whereas the latter is unconditionally stable but more difficult to implement. Given
that the model by Anand and Su at room temperature (Anand and Su 2005) has
been used rather extensively, below we briefly outline the key governing equations
for this model. For the details of the other models, one is referred to the relevant
references (Anand and Su 2007; Ekambaram et al. 2011; Henann and Anand 2008;
Thamburaja and Ekambaram 2007; Yang et al. 2006).

In the finite-deformation framework, a multiplicative decomposition of the
deformation gradient tensor into elastic and plastic parts is used to map the initial,
stress-free reference configuration to the current, deformed configuration (Bower
2009):

F = FeFp, (5)

where Fp is the plastic deformation and rotation mapping the initial reference
configuration to an intermediate, unstressed configuration, whereas Fe is the elastic
deformation and rotation mapping the intermediate configuration to the current
configuration. The free volume is made to be associated with the plastic volumetric
strain η = ln Jp, where Jp = det Fp. The plastic flow in metallic glasses is assumed
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to result from shearing along with dilatation relative to potential slip systems. As no
preferred directions other than the principal direction of stress exist in amorphous
isotropic materials, six potential slip systems are defined relative to the principal
directions of Kirchhoff stress. Each slip system is specified by a slip direction, s(a),
and a slip plane normal, m(a), where a ∈ {1, 2, . . . , 6} represents the ath slip system.
Based on the Mohr-Coulomb criterion, the six potential slip systems are defined as

s(1) = cos θ ê1 + sin θ ê3, m(1) = sin θ ê1 − cos θ ê3,

s(2) = cos θ ê1 − sin θ ê3, m(2) = sin θ ê1 + cos θ ê3,

s(3) = cos θ ê1 + sin θ ê2, m(3) = sin θ ê1 − cos θ ê2,

s(4) = cos θ ê1 − sin θ ê2, m(4) = sin θ ê1 + cos θ ê2,

s(5) = cos θ ê2 + sin θ ê3, m(5) = sin θ ê2 − cos θ ê3,

s(6) = cos θ ê2 − sin θ ê3, m(6) = sin θ ê2 + cos θ ê3,

(6)

where ê1–̂e3 represent three orthogonal unit vector, θ = π
4 + ϕ

2 , ϕ = tan−1μ is the
angle of internal friction, and μ is the friction coefficient.

The plastic volumetric strain (or free volume) evolves according to

η̇ = β
∑6

a=1
γ̇ (a), (7)

where β is the dilatancy function and γ̇ (a) is the plastic shearing rate on the ath slip
system, which are defined, respectively, as

γ̇ (a) = γ̇o
{

τ (a)

c + μσ(a)
}1/m

, (8)

β = go
(

1− η

ηcv

)p
, (9)

where c is the internal variable named cohesion and its initial value, co, is related
to the uniaxial tensile yield stress through σ o = 2co/(cosϕ + μ(1 + sin ϕ)). τ (a)

and σ (a) are the resolved shear stress and compressive normal stress for the ath slip
system. γ̇o is the reference shearing rate, and m is the rate sensitivity constant. ηcv is
the saturation value of the plastic volumetric strain. go and p are the positive-valued
material parameters.

Equations (7) - (9) represent the evolution of the free volume toward an
equilibrium value, ηcv, after metallic glasses yield. In addition, strain softening
induced by the increase in the free volume is phenomenologically modeled by a
decaying cohesion, c. Specifically, c has an initial value c0 = ccv + b and decays
according to
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c = ccv + b
(

1− η

ηcv

)q
, (10)

where ccv, b, and q are the positive-valued material constants. It is seen from Eq.
(10) that after yielding the cohesion c will drop from c0 gradually to ccv, reflecting
the strain softening in metallic glasses. Equations (7) - (10) essentially constitute
the core of the Anand-Su model (Anand and Su 2005). During the practical finite-
element implementations, the initial cohesion, c0, is usually perturbed by a statistical
distribution over the domain of interest to trigger random and simultaneous nucle-
ation of shear localization at multiple sites (Anand and Su 2005).

In the model, physically observable material parameters (e.g., μ and c0) can be
evaluated by conducting experiments, e.g., compression and instrumented indenta-
tion tests; some phenomenological material parameters (e.g., ccv, b, and q) need to
be estimated by curve-fitting procedures, i.e., carrying out numerical simulations
and physical measurements under identical conditions and then adjusting the
values of the material parameters in the simulations to match certain curves from
experiments; finally, for other material parameters that are difficult to be estimated
from either way aforementioned (e.g., ηcv, go, and p), reasonable assumptions have
to be made for their values. The example procedures for obtaining the values of all
material parameters appearing in the model can be found in Anand and Su (2005)
and Su and Anand (2006).

3 Prediction of the Homogeneous Plastic Flow

The homogeneous deformation in metallic glasses occurs at low-stress levels and
high temperatures (> 0.7 Tg) and is close to the Newtonian viscous state. In uniaxial
tension, a specimen thins down uniformly accompanied with extensive and stable
plastic deformation until failure takes place by necking. Such a deformation model
is very similar to many superplastic materials. Deformation in this regime usually
exhibits notable strain-rate sensitivity (Spaepen 1977), in sharp contrast to the
strain-rate insensitivity in the inhomogeneous flow which will be discussed shortly.
A set of representative uniaxial true stress-strain curves at different strain rates,
measured for homogeneously deformed Pd40Ni40P20 metallic glass (Tg = 577 K) at
T = 564 K, are given as solid curves in Fig. 2 (Anand and Su 2007; de Hey et al.
1998; Ichitsubo et al. 2004). Different than the strain hardening in crystalline metals
and alloys, the absence of dislocation-mediated plasticity in metallic glasses leads
to strain softening in the plastic flow. As shown in Fig. 2, following the occurrence
of stress overshoot right after yielding, the flow stress drops until a steady state is
reached at a strain of∼ 0.1. As the strain rate increases, the entire stress-strain curve
is elevated, the stress drop at the overshoot becomes more precipitous, and the steady
state is reached more slowly. The prediction of stress-strain responses at a constant T
with a constitutive model involves numerically solving the coupled plastic flow and
state-variable evolution equations, i.e., Eqs. (1) - (3) for the free-volume model and
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Fig. 2 True stress-strain
curves of the pre-annealed
Pd40Ni40P20 metallic glasses
measured experimentally at
564 K and four different
strain rates (solid lines) (de
Hey et al. 1998) along with
the simulated data from the
isothermal Anand-Su model
(dashed lines) (Anand and Su
2007)

Eqs. (5) - (10) for the Anand-Su model. After estimating the values of the material
parameters by curve-fitting to experimental data the isothermal Anand-Su model
(Anand and Su 2007) predicts the stress-strain curves as dashed lines in Fig. 2. All
characteristics manifested on the experimental stress-strain responses are essentially
captured by the model.

The isothermal free-volume model (Eqs. 1) - (3) can also capture the strain-
softening characteristic in the uniaxial stress-strain curves of metallic glasses (Gao
2006; Steif et al. 1982). The strain softening in the free-volume model is regulated
by the evolution of the order parameter – free volume. According to Eq. (2), the
free-volume evolution is a stress-driven process. The increase in the applied stress
gives rise to a net accumulation of free volume, as shown by the initial sharp rise

in Fig. 3a. Using the viscosity definition η = τ
/

γ̇p
and Eq. (1), the viscosity of a

metallic glass is calculated as (Gao et al. 2007)

η = τ

2 sinh (τ�/2kBT )
f−1 exp

(
αν∗

νf

)
exp

(
�Gm

kBT

)
. (11)

From Eq. (11), it is seen that the increase in the free volume, νf , causes a
reduction in the viscosity and thus weakens the material. The material weakening
caused by the structural disordering is observed as a stress drop on a stress-strain
curve (e.g., Fig. 2). The decrease in the flow stress, in turn, slows down the increase
of the free volume, as seen from Eq. (2). At some point, the rate of free-volume
annihilation by atomic diffusion (second term in Eq. (2)) catches up that of stress-
driven free-volume creation (first term in Eq. (2)). An equilibrium state of free
volume is therefore established, and the flow stress becomes steady, as denoted by
the dashed line in Figs. 3a and 2, respectively.
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Fig. 3 The normalized (a) free volume, vf /αv∗ , and (b) temperature, T/T0, as a function of the
applied shear strain, γ, pertaining to the homogeneous deformation in a metallic glass. The dashed
line is calculated from the one-dimensional isothermal free-volume model, while the solid lines are
from the thermomechanically coupled free-volume model. The reference temperature T0 = 300 K
and the initial free volume vf /αv∗ = 0.05 (Gao et al. 2007)

The homogeneous deformation predicted from a thermomechanically coupled
free-volume model Eqs. (1) - (4) shares some similarities with that from the isother-
mal free-volume model. But, there are also major differences in the predictions
of these two models. First, since the thermomechanical model considers the heat
generation induced by the plastic work dissipation, the temperature does not remain
constant as in the isothermal model but increases gradually as the plastic work
accumulates. The temperature rise is slow at the beginning but starts becoming rapid
once passing over the stress overshoot, as seen from Fig. 3b in which γ = 0.05
is approximately where the peak stress happens. According to the free-volume
evolution equation (i.e., Eq. (2)), the increase in temperature facilitates the atomic
diffusion and therefore the annihilation of free volume. This prediction is shown
as the solid curve in Fig. 3a. Unlike the isothermal case, the free volume keeps
decreasing after the peak value as shear strain γ increases. No equilibrium is
established for the free volume under the thermomechanical scenario.

4 Prediction of the Inhomogeneous Plastic Flow

4.1 Shear Banding

The inhomogeneous deformation in metallic glasses takes place at relatively high
stresses (roughly −2 < log τ

G
< 0, where τ and G are the shear stress and shear

modulus, respectively) and low temperatures (<0.7 Tg) (Spaepen 1977; Surya-
narayana and Inoue 2017). One of the most striking features is that in this
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deformation mode, the plastic strain is highly localized into thin bands termed
as shear bands. Under unconfined loading conditions such as uniaxial tension,
an initiated shear band can propagate promptly throughout the entire specimen,
leading to brittle failure. For loading conditions that impose geometric constraints
on metallic glass samples (e.g., uniaxial compression (Liu et al. 2012) or indentation
(An et al. 2012; Jia et al. 2014), the propagation of shear bands tends to be blocked
or redirected by the geometric constraints, consequently resulting in the formation
a high density of shear bands. With more shear bands available for bearing the
plastic strain, a significant amount of plasticity is possible to achieve (An et al.
2012; Jia et al. 2014; Liu et al. 2012). Therefore, understanding the shear-banding
behavior is essential to reveal the deformation mechanism of metallic glasses
under various conditions. Diversified experimental techniques have been utilized
for fundamentally understanding the nature of shear bands, and a comprehensive
summary can be found in ref. (Greer et al. 2013). In complement to experiments,
modeling and simulation at the continuum level, particularly with the use of
metallic-glass constitutive models, are useful in predicting the shear band-related
phenomena.

The shear band inclination angle under uniaxial tension and compression has
been an active research topic for years. In crystalline metallic materials, as the
yielding is controlled merely by the shear stresses, failure usually occurs along the
plane at which the resolved shear stress is maximum, i.e., 45◦ from the loading axis
for both tension and compression (Dieter and Bacon 1986). Nonetheless, the shear
band inclination angle and the failure plane in metallic glasses are experimentally
found to deviate from 45◦ (Gao et al. 2011). The angle is greater than 45◦ in
tension and smaller than 45◦ in compression. Besides, the deviation from 45◦ for
tension and compression is not necessarily symmetric for the same material. To
predict the shear band inclination angle in the inhomogeneous deformation mode,
the one-dimensional constitutive models of metallic glasses have been generalized
for multiaxial stress states based on different failure criteria, including the von
Mises (Gao 2006), Mohr-Coulomb (Anand and Su 2005), and Drucker-Prager
(Zhao and Li 2011a). The von Mises generalization assumes zero contribution
from the hydrostatic stress to yielding, and thus predicts a shear band angle of
45◦ for both tension and compression, as given in Fig. 4a and d. This assumption
is oversimplified and fails to predict the deviation of the shear band angle. The
amendment was made by using either the Mohr-Coulomb or Drucker-Prager
criterion, both of which are primarily used in soil and rock mechanics considering
the contribution of the hydrostatic stress to failure. The Drucker-Prager criterion is
simply an extension of the von Mises criterion by adding a term of hydrostatic stress
(i.e., Eq. (12) without the I1 term is the von Mises criterion),

Y = aI 1 +
√
J2 − k = 0, (12)

where Y is the yield function; I1 and J2 are the first invariant of the stress tensor and
the second deviatoric stress invariant, respectively; and a and k are the constants.
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Fig. 4 Shear bands formed under (a–c) uniaxial plane-strain tension and (d–f) compression. The
predictions are, respectively, from the (a, d) free-volume model based on the von Mises failure
criterion (Zhao and Li 2012), (b, e) free-volume model based on the Drucker-Prager criterion
(Zhao and Li 2012), and (c, f) Anand-Su model based on the Mohr-Coulomb criterion (Anand and
Su 2005)

By considering the contribution from the hydrostatic stress, i.e., the first term in Eq.
(12), the deviated shear band angles can be accurately predicted. Figures 4b and e
give the predicted angles being 47◦ under tension and 40◦ under compression. The
asymmetry in the angle deviation for tension and compression is captured as well.
Additionally, the predicted angles are likely to be further fine-tuned to align more
closely with the experimentally observed ones for a given metallic glass by changing
the value of a in Eq. (12). Changing a effectively regulates the weight of the
hydrostatic stress contribution. The Mohr-Coulomb criterion, whose yield surface is
a non-smooth version of that in the Drucker-Prager criterion, can also account for the
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dependence of yielding on the hydrostatic stress. But differently, the Mohr-Coulomb
model needs a predetermination of shear planes along which inhomogeneous plastic
flow could occur, i.e., “slip systems.” With the slip systems properly defined, the
Mohr-Coulomb model is also capable to predict the asymmetrically deviated shear
band angles in tension and compression, as given in Fig. 4c and f (Anand and Su
2005).

The constitutive models can also be used for predicting the shear band activities
under more complicated stress states. One of the most widely used applica-
tions is to predict shear band patterns under indentations. Figure 5a gives the
shear band pattern experimentally observed on the cross-section plane of the
Zr56.06Cu23.39Ni15.54Ta2.27Al1.62Ti1.11 metallic glass using the bonded-interface

Fig. 5 Shear band patterns from the (a) experimental observation on the bonded interface of a
Zr-based metallic glass specimen subjected to plane-strain indentation (Su and Anand 2006), (b)
numerical simulation with the Anand-Su model (Su and Anand 2006), and (c) prediction by the
Rudnicki-Rice instability theory, with the solid blue curves representing the shear-band directions
and the dashed red curves the principal shear-stress directions (Jia et al. 2014)
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technique (Su and Anand 2006). The metallic glass was subjected to the plane-strain
indentation. As a result, radial shear bands emanating from the contacting interface
and intersecting shear bands were observed. The prediction with the Anand-Su
model (Su and Anand 2006) in Fig. 5b replicates the shear band pattern closely.
Moreover, the initial shear band pattern is also likely to be predicted by a bifurcation
theory, considering the onset of strain localization is a result of material instability
from the continuum mechanics point of view (Rudnicki and Rice 1975). The exact
formulation of the critical condition for strain localization was derived by Rudnicki
and Rice (1975). Simply put, the shear band is parallel to the second principal stress
component in the principal stress space and is calculated as

θ0 = ±tan−1

√
ξ −Nmin
Nmax − ξ , (13)

where ξ = 1
3 (1+ ν) (μ+ β)−N (1− ν), ν is Poisson’s ratio,μ is the coefficient of

the internal friction (for generally pressure-sensitive materials like metallic glasses),
β is the dilatancy factor (describes the flow normality, associated flow if μ = β),

Nmax =
√

3
σ ′I
σmises

, Nmid =
√

3
σ ′II
σmises

, Nmin =
√

3
σ ′III
σmises

, (14)

and σ ′I , σ ′II, and σ ′III are the principal deviatoric stress components. To apply the
Rudnicki-Rice instability theory, the elastic field resulting from a loading condition
needs firstly to be obtained either from analytical approaches or finite element
simulations. When showing all the shear-band directions on a regular grid, one
can construct “streamlines” that are tangent to the shear-band directions at any
material point. The constructed streamlines depict the shear band pattern under
the given loading condition. The shear band pattern predicted with this approach
for a Rockwell indentation is shown in Fig. 5c, which resembles those in Fig. 5a
and b (Jia et al. 2014). This procedure has found numerous successful applications
in reasonably predicting the shear band patterns under a number of different
indentation problems, such as Berkovich indentation and film/substrate systems (An
et al. 2012; Gao et al. 2011; Jia et al. 2014).

In addition to predicting the shear band pattern, the constitutive modeling is
also useful in revealing other shear band-related quantities that are difficult to
be precisely measured by experiments. For instance, the shear band velocity can
be traced from the initiation to the final stage of propagation. With the free-
volume model, it is found that the propagation of shear bands actually manifests
a nonuniform speed, that is, a rather slow stage from the initiation followed by
a rapid propagation when they reach the sample surfaces (Zhao et al. 2011). The
average speed was estimated to be 100 m/s, with a maximum value of 1400 m/s.
The shear band speed assessed with the modeling approach is more thorough than
most of the experimental techniques like high-speed camera, SEM, and strain gage
(Chen et al. 2009; Song et al. 2010; Yang et al. 2004) because most experiments
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are restricted by limited temporal and spatial resolutions and unlikely to detect
the initiation and propagation of embryonic shear bands. If a thermomechanically
coupled model is applied, local temperature rise inside a propagating shear band
can be modeled without significant computational cost as well. Such a modeling
method overcomes the measurement uncertainties found in many experiments, as
most measurements have to be conducted on the surfaces of samples, e.g., using the
infrared imaging and fusible coating methods (Lewandowski and Greer 2005; Yang
et al. 2005). The maximum local temperature rise in shear bands measured with the
modeling approach was suggested to be a few tens of degrees (Zhao and Li 2011b).

4.2 Flow Serration

Various degrees of plasticity may occur when metallic glasses are loaded in a
confined manner, such as uniaxial compression and nanoindentation. In such cases,
serrated plastic flows are often observed, manifesting as stress drops on compressive
stress-strain curves (Dubach et al. 2009) or displacement bursts (“pop-ins”) on
nanoindentation load-depth curves (Song and Nieh 2009). The serrated flow in
metallic glasses is strain-rate dependent and is believed to be associated with
the activation and propagation of individual shear bands (Dubach et al. 2009).
The free-volume model, Anand-Su model, and many others render smooth stress-
strain or load-depth curves, and only very largely spaced single stress drops or
displacement bursts can be captured following the formation of catastrophic shear
bands. To capture the flow serration, special treatments are required in the process
of developing a constitutive model. One of such models was built up on the rugged
free energy landscape, in which the deformation within shear bands is through a
continuous transformation from one low energy state to another (Ruan et al. 2011).
Since the energy in metallic glasses varies quasiperiodically from peaks to valleys
in a rugged free energy landscape, the plastic strain also experiences a quasiperiodic
variation as the deformation runs between peaks and valleys. As a result, the
serrated flow in metallic glasses is also captured. Conducting uniaxial plane-strain
compression tests with this model successfully catches the flow serration on the
stress-strain curves, as shown in Fig. 6 (Ruan et al. 2011). The serrated flow appears
on all three compressive stress-strain curves conducted at different strain rates even
though each exhibits different global plasticity. Alongside shown in Fig. 6 are the
tensile stress-strain curves obtained from the identical strain rates, in which brittle
failure happens and the serrated flow is absent. These predictions are qualitatively
consistent with experimental observations (Dubach et al. 2009).

Another phenomenological model that can also capture the serrated flow in
metallic glasses is a rheological model that considers the periodic appearance of
flow serration as a result of the interplay of strain softening and strain hardening
(Yousfi et al. 2013). As in many other models, strain softening is assumed to
originate from the decrease of viscosity following the shear band formation. Strain
hardening, on the other hand, is caused by the arrest of shear band propagation
by nanocrystalline particles precipitated within the shear zone. Alternating strain
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Fig. 6 The stress-strain
curves of a metallic glass
under plane-strain tension and
compression tests at three
different strain rates,
predicted by the constitutive
model based on the rugged
free energy landscape (Ruan
et al. 2011). The compressive
stress-strain curves exhibit
different degrees of plasticity,
and the serrated flows are
reasonably reproduced,
whereas brittle failure with
zero plasticity features the
tensile curves

softening and hardening occurs periodically and results in serrated flow. The
model, after numerical implementation and determining the material parameters
by a data fitting procedure, has already reproduced the serrated flow observed in
experiments. Nevertheless, simply assuming that the strain hardening is a result
of nanocrystallization lacks generality, as nanocrystallization does not necessarily
happen for all metallic glasses exhibiting flow serration. A more generalized
serration model should take into account the correlation between the serrated flow
and shear-band activation events, and the dependence of the serrated flow on applied
strain rates should also be reasonably captured (Schuh and Nieh 2003).

4.3 Cavitation

Some metallic glasses fracture in a sort of ductile manner with profuse shear
bands accommodating the large-scale plasticity near the crack or notch tips. On
the contrary, many others (e.g., Mg-based metallic glasses) fail in a perfectly
brittle manner along a single fast-propagating shear band, just as silicate glasses
(Li et al. 2013, 2015; Xi et al. 2006). Observations of the fracture surfaces also
reveal salient distinctions: the fracture surfaces of somewhat ductile metallic glasses
exhibit vein patterns, whereas the very brittle ones are characteristics of misty-
mirror morphologies (Li et al. 2013, 2015). Further inspection of the misty-mirror
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morphologies with the high-resolution scanning electron microscopy (SEM) reveals
periodic stripes at the nanoscale, which are usually termed as nano-corrugations
(Wang et al. 2007, 2008; Xi et al. 2006). It is inferred that these nano-corrugations
are formed as a result of the nucleation and coalescence of cavities at the nanoscale,
because the atomic force microscopy (AFM) observations found that a peak-to-
peak matching relation existed for the nano-corrugations from two complementary
fracture surfaces of a Mg-based metallic glass (Wang et al. 2007). The inference
was confirmed later by molecular dynamic (MD) simulations of model glasses
(Guan et al. 2013; Murali et al. 2011). Additionally, MD simulations suggest that
brittle metallic glasses fluctuate spatially in their atomic density and cavities tend to
nucleate in the regions of reduced density (Murali et al. 2011). Since the reduced
density implies weakened strength, such a finding is linked with another direction
of active research, namely, structural heterogeneities in metallic glasses. With the
nanoindentation technique, it has been proven that there exists strength fluctuations
in metallic glasses. Based on strength fluctuations in metallic glasses, a structure
model consisting of a strong matrix and distributed weak zones was suggested (Li
et al. 2013, 2015).

Based on these findings, Singh et al. attempted to use finite element simulations
to gain more insights on the cavitation in metallic glasses (Singh et al. 2013, 2014,
2016). In their early work, the finite element model of a heterogeneous solid contain-
ing a distribution of weak zones was used for representing brittle metallic glasses
with structural heterogeneities (Singh et al. 2013, 2014). Both the background
material and weak zones were treated as elastic-plastic materials following the J2
flow theory. The yield strength of the weak zones is reduced in comparison to that of
the background material, and after yielding further deformation is bounded by the
power law hardening rule. To trigger cavitation, a tiny void was placed at the center
of each individual weak zone. By subjecting the heterogeneous solid to equibiaxial
stretching under the plane-strain condition, it was demonstrated that the presence
of the weak zones permitted cavities to nucleate at substantially lower hydrostatic
stresses in comparison with a homogeneous solid. Besides, the critical hydrostatic
stress for the onset of cavitation in a heterogeneous solid was dependent on the local
properties of the weak zones. These early studies did not explicitly simulate the
cavitation process yet gave the cause of nano-cavitation in metallic glasses from the
continuum mechanics standpoint, that is, the existing heterogeneities (weak zones)
can reduce the cavitation stress and cavitation-induced failure would occur once the
properties and distribution of these heterogeneities reach some critical values.

However, a preferable way to simulate the cavitation-induced fracture process
in brittle metallic glasses is to assign a more realistic constitutive law to the
heterogeneous body. One of such options is to use the Anand-Su model (Anand
and Su 2005) based on the Mohr-Coulomb criterion. In the later work by Singh
et al. (2016), the heterogeneous metallic glass, by symmetry, was simulated as a
classical semicircular domain of radius Ro with three equally spaced weak zones
of radius rw = 0.13Lo located on the right-half symmetry line (WZ-I, WZ-II, and
WZ-III from center to the perimeter). The distance between two consecutive weak
zones and from the domain center to WZ-I is Lo. The entire domain was assigned
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with the constitutive behavior defined in the Anand-Su model, but a reduced yield
strength, σ ow, was used for the weak zones relative to the matrix material strength,
σ o. A small-scale yielding (SSY) fracture problem was simulated by inserting a
semicircular notch of length of Ro and diameter of bo = 3.3 × 10−3Ro along the
left-half symmetry line ahead of the first weak zone and creating a small circular
void of radius ro = 0.013Lo at the center of each individual weak zone to facilitate
cavitation. With such a method, two fracture mechanisms, shear banding-induced
fracture and cavitation-induced fracture, are incorporated, and their competition and
interplay are therefore likely to be captured. The shear banding process is captured
by the constitutive model, and the cavitation is presumed to commence when the
void area starts increasing rapidly following the peak of the macroscopic hydrostatic
stress, which is defined as

∑

hw

(t) = 1

Vw(t)

∫

Vw(t)

σh (x, t) dV, (15)

where σ h(x, t) is the current Cauchy (microscopic) hydrostatic stress and Vw(t)
is the current volume of a weak zone. The simulated fracture process in such a
heterogeneous brittle metallic glass with σow

σo
= 0.1 is depicted in Fig. 7 by the

evolution of the principal logarithmic plastic strain log λp1 at different values of
load parameter K/

(
σ0
√
L0
)
. For clarity, only a region containing the notch and

weak zones is truncated for display, and the contours are generated to the full
domain through symmetry. The cavitation of WZ-I commences first, while the
plastic deformation at the notch tip is still negligibly small (Fig. 7a). Progressively,
cavitation in WZ-II and WZ-III starts as well, and all three cavities expand rapidly
(Fig. 7b and c). In the meantime, yielding occurs at the notch root and shear
bands start emanating (Fig. 7b and c). As shear bands continue to evolve and
cavities expand, at some point two primary curved shear bands emitting from the
notch root exclusively grow, crossing each other and ultimately linking with the
growing cavities (Fig. 7d). As loading progresses, these two shear bands keep
growing in a sinusoidal manner and connect all three cavities, as shown in Fig. 7e
and f. This process is known as void coalescence, and the two wavy shear bands
are where failure would happen once the plastic strain inside exceeds a critical
value (note that the actual fracture process through crack initiation and propagation
was not simulated), as marked by the black dashed lines in Fig. 7d–f. With this
simulation, a number of important implications on the brittle fracture of metallic
glasses can be observed. First, cavitation prevails in a heterogeneous metallic glass
when the strength of weak zones is significantly lower than that of the matrix
material, because the critical cavitation stress in such a scenario is substantially
below the yield strength of the matrix material (e.g., 0.2–0.25 σ o for σow

σo
= 0.1).

Second, cavities grow unstably due to the absence of strain hardening. Third, the
occurrence of void coalescence is by the failure of wavy shear bands that run through
neighboring cavities, unlike ductile crystalline metals in which cavities coalesce
through necking. This special cavity coalescence behavior explains the formation
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Fig. 7 The simulated course of cavitation ahead of a notch tip in a metallic glass, as conveyed
by the evolution of the maximum principal logarithmic plastic strain log λp1 at K/

(
σ0
√
L0
)

of (a)
0.67, (b) 0.96, (c) 1.21, (d) 1.45, (e) 2.09, and (f) 2.37 for σow

σo
= 0.1 (Singh et al. 2016). The

metallic glass (yield strength, σ o) is simulated with the Anand-Su constitutive model (Anand and
Su 2005), and three circular weak zones with the reduced yield strength σ ow (radii rw = 0.13Lo
with Lo being the distance between two consecutive zones) are placed ahead of the notch to
mimic the density fluctuations in brittle metallic glasses. Each weak zone has a small circular void
(radii ro = 0.013Lo) in the center for triggering cavitation. The black dashed lines is indicative of
potential crack propagation paths

of nano-corrugations on the fracture surfaces of brittle metallic glasses. Fourth, the
failure is brittle because of the unstable cavity growth and rapid void coalescence
through confined shear bands and also because non-diffuse formation of shear bands
involves minimal plastic dissipation.

4.4 Fracture

Many mechanistic aspects of shear localization-induced fracture in “ductile” metal-
lic glasses and cavitation-induced failure in brittle ones have been covered in the
previous subsections. A topic that deserves special treatment in this section is the
transition in failure mechanism, particularly when edge notches are present in a
metallic glass sample. In a brittle solid (e.g., ceramics and oxide glasses), the
introduction of notches tends to bring down strength. This phenomenon is called
positive notch effect. However, in metallic glasses different types of notch effects are
observed in experiments, including the positive notch effect, notch insensitivity, and
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inverse notch effect in which the notched sample has higher fracture strength than
the one without a notch (Pan et al. 2015). A number of researchers have attempted to
use continuum mechanics modeling to understand the origin of these notch effects,
particularly the inverse notch effect. A modified Anand-Su model that accounts
for the strongly nonlinear and eventually softening, dilatational volumetric elastic
response of metallic glasses was used to simulate the notch-tip fracture initiation
in a representative metallic glass under small-scale yielding (SSY) and plane-strain
mode-I loading (Henann and Anand 2009). The simulations suggest that the fracture
toughness of the notched metallic glass sample increases linearly with the square
root of the notch-tip radius and decreases with the increasing ratio of the shear
modulus to the bulk modulus. Systematic analysis of the shear band patterns near
the notches of different sizes with the free-volume model and the Rudnicki-Rice
instability theory by Li et al. (2016a) indicates that increasing the notch-tip radius
tends to promote the formation of a higher density of shear bands, corroborating the
conclusion by Henann and Anand (2009). In addition, when the notches are shallow
(e.g., ≤2 mm), only four branches of radial shear bands far apart from each other
emit from the notch roots; as the notches gradually become deep (e.g., ≥5 mm), a
new category of semicircular shear bands connecting the two notches emerges, and
radial shear bands start intersecting with each other (Li et al. 2016a). This implies
that the fracture is transiting from a brittle manner to a ductile one as the notches
become deep. Since cavitation processes are missing from the free-volume model,
a transition in the failure mechanism cannot be captured explicitly. As a result, all
considerations are based on the operation of shear bands. Nevertheless, molecular
dynamic (MD) simulations did indicate a transition in the failure mechanism from
shear banding at the notch tip to cavitation and void coalescence as notches become
deep (Pan et al. 2015).

Other factors that the constitutive modeling has found to have crucial effects
on the fracture toughness of notched metallic glasses include the internal friction
of the material and mode mixity (Li et al. 2016b; Tandaiya et al. 2007, 2009).
Higher internal friction tends to suppress the brittle fracture by microcracking
and promotes crack-tip plasticity through the formation of multiple shear bands,
thereby toughening metallic glasses. Furthermore, it was conjectured that the large
plastic strains resulting from high internal friction may give rise to nucleation and
coalescence of microvoids (Tandaiya et al. 2007). As for the mode mixity, the
increase in mode-II component can significantly enlarge the plastic zone size and
elevate the plastic strain near the notches, stimulating ductile fracture (Tandaiya
et al. 2009). Finally, it should be noted that even though many insights have been
gained on the fracture mechanism of notched metallic glasses by the constitutive
modeling, all previous works are limited to analyzing the deformation/stress fields
or shear banding activities ahead of notch tips. A comprehensive constitutive model
that unifies the cavitation failure mechanism and shear-banding failure mechanism
is still lacking for painting a more sensible mechanistic picture for the failure
mechanism transition.
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5 Design Applications

In addition to the predictive capability, the constitutive models, once implemented
in a finite element program as user subroutines, can be used for guiding material,
product, or process designs (Dunne and Petrinic 2005). This capability is one
of the most remarkable advantages in the continuum mechanics modeling that is
unmatched by experiments and atomistic simulations. Finite element modeling has
been used for design purposes in multiple areas in metallic glasses. Broadly, these
applications can be classified into two categories: (1) designing metallic glasses for
high ductility, strength, and toughness at room temperature and (2) optimizing the
net-shape forming processes of metallic glasses at high homologous temperatures.
In both types of applications, the constitutive laws have been used.

The first category of design applications in metallic glasses driven by finite
element modeling is pertinent to material or product designs. Given that the
brittleness is the biggest hurdle limiting large-scale practical applications of metallic
glasses, finite element modeling under multiaxial stress scenarios is useful for
designing routes for improving their ductility, strength, and toughness. Designs can
be at the macroscopic scale (e.g., sample size in mm or above) by manipulating
the propagation of shear bands in metallic glasses. Existing proven ways that can
effectively improve ductility include creating geometric gradients in a metallic
glass sample (Liu et al. 2012), coating a bulk metallic glass with a thin film
(An et al. 2012; Jia et al. 2014), making metallic glass matrix composites (Jia et
al. 2015), and creating porous structures (Sarac et al. 2014). Fracture toughness
and strength of metallic glasses can be improved by changing a wide notch into
a narrow and deep one in a metallic glass sample to induce many intersecting
shear bands (Li et al. 2016a, b). It is also possible to optimize the design for
a specific application consideration. For instance, simulations suggest that when
the yield strength is a more important consideration than ductility, the periodic
alternating pore configuration design in a metallic-glass porous structure should
be the designer’s first choice over others (Sarac et al. 2014). On the other hand,
if the ductility is the primary concern, the stochastic pore distribution comprised of
two different pore sizes is more useful (Sarac et al. 2014). Furthermore, innovative
design concepts might be explored to perceive novel composite structures. Examples
of such explorations include designing metallic-glass composites filled with discrete
particles or with network structures (Jiang et al. 2017).

Designs can be also at the microscopic scale (e.g., atomic level) by controlling
the initiation site of shear bands and the way they interact with each other. This is
achieved by manipulating the distribution of free volume. It has already been proven
by experiments that structural heterogeneities exist in metallic glasses at the micro-
or sub-microscale and their amount and distribution govern the intrinsic fracture
toughness and ductility of metallic glasses (Li et al. 2013, 2015). But the question
about at what amount and distribution a metallic glass can gain most in its fracture
toughness is still elusive. While this question is not trivial for experimentalists to
answer, it is much more tangible by utilizing the low-cost and efficient optimization
capability in the finite element modeling. As the free volume is a microscale quantity
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Fig. 8 Top row: the shapes of a miniature gear component achieved by the superplastic forming of
the La61.4Al15.9Ni11.35Cu11.35 metallic glass in experiments. Bottom row: the shapes obtained from
the simulation with the use of a metallic-glass constitutive model at high homologous temperatures
(Thamburaja and Ekambaram 2007). (a) Initial shape, (b–d) intermediate shapes, and (d) final
shape. The forming process is conducted at an ambient temperature of 432 K with the use of a
pre-made die (Ekambaram et al. 2010)

implemented in many constitutive models, manipulating the distribution of the free
volume is analogous to manipulating that of structural heterogeneities. For this
reason, designing the distribution of the free volume with finite element simulations
can give promising results. For instance, it was found that certain controlled free-
volume gradients could help boost the strength and toughness of metallic glasses
(Wang et al. 2017a). Also, a bimodal distribution of the free volume is more
effective than a Gaussian-like distribution in toughening and hardening metallic
glasses (Wang et al. 2016). These modeling results provide important insights on
designing metallic-glass-matrix composites with enhanced ductility and toughness.
Specifically, in order to obtain the best performance in toughness, the type and
distribution of the two phases in an experimental metallic-glass composite system
should be adjusted in such a way that the free-volume distribution matches the
optimal scenarios predicted from simulations (Wang et al. 2016, 2017a, b).

The second category of design applications in metallic glasses driven by finite
element modeling involves forming process designs. Within the supercooled liquid
region, metallic glasses have very low viscosity and excellent formability. As metal-
lic glasses near supercooled region can flow very easily and exhibit superplastic-like
deformation characteristics, these materials are much more advantageous than
any other metallic materials in the net-shape forming of complex components.
Superplastic forming processes like blow molding and injection molding commonly
used in the formation of plastic components are all likely to be utilized for metallic
glasses in this temperature regime. As in many other metal forming processes,
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finite element simulations can find unparalleled values in optimizing the superplastic
forming process of metallic glass components. With the metallic-glass constitutive
model at high homologous temperatures implemented in finite element software
(Thamburaja and Ekambaram 2007), attempts of this kind have been made in the
process of designing metallic glass miniature gears (Ekambaram et al. 2010, 2011).
The top row in Fig. 8 progressively shows the component shapes formed at different
experimental forming stages at an ambient temperature of 432 K (Ekambaram et
al. 2010). The bottom row is the prediction at the corresponding stages by the
finite element model, whose material parameters have been determined by fitting the
constitutive model to a set of stress-strain data obtained from uniaxial compression
tests conducted at various strain rates and temperatures. It is seen that the model is
capable of precisely replicating the entire forming process achieved in experiments.
If a damage criterion is included, the simulation is also able to predict potential
failure spots during the forming process (Ekambaram et al. 2011).
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Abstract

In this work, we review recently developed methods for quantifying the funda-
mentals of organic-glass adhesion. This chapter will explore modeling methods,
which serve to further develop the known scientific knowledge available. The
problem of building more advanced models for characterizing adhesion is
approached at two different scales, viz., electronic and atomistic levels. Imple-
menting a multiscale approach, we present our findings on the role of polymer
chemistry, polymer rigidity, structure of inorganic substrates, and inorganic
surface attributes such as the role of hydroxylation and surface roughness.
This work is focused on physisorbed systems consisting only of nonbonded
interactions between the organic and glass interface. We find that hydrogen bond-
ing, surface roughness, electrostatics, and the flexibility of organic molecules
affect adhesion the most. This result is consistent across length scales for
polymers ranging from the subunit or molecular fragment scale to the full
polymer film thickness. Based on this work, we propose a few salient steps
to drive the modeling capabilities towards assessing functional performance of
organic inorganic multilayers, which are increasingly becoming an integral part
of various electronic devices.

1 Introduction

1.1 Importance of Adhesion of Organics Onto Glass

Organic-inorganic adhesion is critical for numerous practical applications, such
as protective coatings, adhesives, thin-film transistors. Each organic and inorganic
surface is unique and confers its own material attributes (e.g., Young’s modulus
or coefficient of thermal expansion) to the interface. Inorganic glass substrates
including high-purity fused silica, ion-exchanged aluminosilicate glass, glass-
crystal composites, soda lime silicate, and borosilicate glasses are commercially
available and are widely used in industry. Thermally stable organic polymers such as
polyimide (e.g., Kapton, UPILEX) are often used in high-temperature applications
such as flexible display substrates, protective coatings, and adhesives because of
their excellent mechanical, thermal, and chemical-resistant properties (Escott et al.
1990; Liaw et al. 2012).
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Although conventional plastic materials are shock-resistive, lightweight, chem-
ically stable, easy to form into various shapes, suitable for continuous process,
insulating, and optically transparent; their poor thermal stability has limited their
use as flexible substrates for display applications (Whittingham 2014; Wong and
Salleo 2009). Specifically, during flexible display manufacturing, the processing
temperature can rise above 300 ◦C, above which most plastic materials decompose
(Wong and Salleo 2009). Due to these limitations, Polyimide (PI) materials have
generated significant technical interest due to their thermal stability, mechanical
properties, and electrically insulating nature (Chen et al. 1995; Cheng et al. 1991;
Liaw et al. 2005; Ghosh and Mittal 1996). These properties have led to PI being
used for a wide range of engineering applications, including laminated automobile
windshields, polymer-coated optical communication fibers, and pharmaceutical
glass labware with antifriction polymer coatings (Ghosh and Mittal 1996; Ni et al.
2015; Fryd and Mittal 1984). In particular, PI is one of the most favorable substrate
materials used in the production of flexible displays as they largely determine
performance and reliability of the display (Ni et al. 2015; Choi et al. 2010). Due to
the aforementioned reasons, this chapter is dedicated to understanding the interface
between PI and glass. We choose silica as the glass of interest as it helps us simplify
the chemistry and understand the effect of structure and surface properties on the
PI-glass interface.

The properties of glass and polymers undergo changes during processing and
the unique interfacial characteristics could potentially introduce variability to both
the process and the product attributes. A practical issue to contend with, during the
process of flexible display manufacturing, is that PIs tend to delaminate from the
supporting glassy material. This potentially increases the risk of structural failure at
the organic glass interface. For these systems, the adhesion between polyimide and
glass needs to be understood to avoid structural failure (Juhl et al. 2014; Chaudhury
et al. 1987). The failure in these composite systems can occur at the interface
between polyimide and glass, known as adhesive failure, or within the polyimide
layer or the underlying inorganic layer, known as cohesive failure. Adhesive failures
is one group of the dominant failure modes in electronics (Klee and Hocker 1999)
and hence is the focus of this chapter.

Adhesion is the key interfacial phenomenon observed in the assembly and pack-
aging process for electronic devices, and this interfacial adhesion is complex and is
driven by many different factors such as the physical (e.g., roughness) and chemical
nature of the glass surface, types of polymers, rigidity, thermal behavior, humidity,
chemistry of the coupling layer between the glass and the polymer (Lacombe
2006; Awaja et al. 2009). Specifically, adhesion between polymer and glass can be
influenced by the inorganic glass surface roughness (Peterson et al. 2011), surface
and bulk composition (Gellert and Turley 1999), density of hydroxylated groups
(Choi et al. 2008), zeta potential (Klee and Hocker 1999), and physisorbed water
layers (Holbery and Houston 2006); all of which, in turn, could affect the overall
functionality of the glass-polymer application.

For a functional flexible display substrate, efficient control of the adhesion
between the PI substrate and the carrier glass is particularly important. This is
because the adhesive interaction must be strong enough to maintain structural
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integrity while also being weak enough to allow for separation of the PI from the
glass; thus, the adhesion energy should be neither too strong nor too weak. If it is
too strong, the detachment process causes unrecoverable damage at the interfacial
region, resulting in structural failure. If it is too weak, then the glass carrier cannot
perform its function of holding PI and the other components placed on its surface
during assembly. Hence, developing an understanding of the adhesion mechanism
and determining the governing parameters at the interface of PI and glass is critical
for improving the manufacturing process.

1.2 Characterizing Adhesion Via Experiments

The degree of adhesion can be measured by experiments and is referred to as
practical adhesion (Pizzi and Mittal 2003). Multiple direct measurement techniques
can be used to obtain the practical adhesion (Ferreira et al. 2005; Friedrich et al.
2005; Chen et al. 2007; Mathieson and Bradley 1996; Lacombe 2006; Beake et al.
2002; Dai et al. 2006), and the most commonly used techniques are the peel and
pull-out tests. In these tests, a tape or a stud is placed on the sample and pressure
is applied until failure. This force or pressure required to cause failure is used to
calculate the practical adhesion. While these tests provide quantitative measures
of adhesion, plastic deformation in film, patterns of mechanical loading, and other
factors cause inaccuracies in the measured adhesion values (Piggot 1997; Favre et al.
1997; Hampe and Marotzke 1997). An experimental study for aromatic PI films on
SiO2 suggests that no chemical bond is observed at the interface and the nonbonded
interaction between the materials would play a key role in determining the adhesion
strength (Miwa et al. 1993). In addition, a surface structure of PI modified by longer
curing time and UV-exposure can increase the adhesion strength between PI and Si
based substrates (Grady et al. 2014).

Many experimental studies exist on the topic of understanding polymer adhesion
to substrates, such as glass, metals, and ceramics (Brown 2000). The literature sug-
gests that there is continuous development of processes for improving experimental
measures of adhesion (Zeng et al. 2016). Adhesion of polymer to substrates without
surface treatment may be good initially; however, adhesion can deteriorate when
temperature and humidity changes. Therefore, in most cases, surface modification
is important to enhance adhesion of polymer to solid surfaces. Some surface
treatment methods may include industrial technologies such as UV, ozone, plasma,
as well as chemical modifications. In addition, microstructures on the substrate
or on the film could enhance adhesion through mechanical interlocking (Larsson
and Ahmad 2006). Another work highlighted the importance of van der Waals
and capillary interactions for enhanced adhesion. Studies on Geckos showed the
nature of adhesion of submicron features. Authors discussed that each gecko hair
could produce a minuscule force ∼10−7 N (Geim et al. 2003). Polymer-substrate,
specifically polymer-glass interactions and strength, is typically dominated by
hydrophobic, hydrophilic interactions and hydrogen bonds. When coupling reagents
are applied, the agents could react with adsorbed water on the surface, reducing
its surface energy and by reacting with the surface hydrogen and oxides to form
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covalent bonds. In some cases, physical entanglement between three chemical
layers – surface, adhesion promoter, and polymer – could take place. End groups on
most coupling agents such as silane could determine the type of interaction between
polymer and glass. Atomic Force Microscopy (AFM) and contact angle results
indicate that the type of chemical functional group in the coupling agents play
a key role in determining the strength and nature of polymer-surface interactions
(Dvir and Gottlieb 2009). For chemical-based treatments, typically aminosilane
coupling agents are reported as effective treatment for polyimide (PI). The most
popular silane, for PI, is GAPS, γ-aminopropyltrialkoxysilane that bonds to glass
and PI. Typically, for chemical interactions, monolayers of silanes are preferred.
For the case of thicker adhesion promoters however, adhesion could yet improve by
creating an interpenetrating network in the interfacial region and the polymer matrix
leading to mechanical interlocking. It is recommended to maintain the thickness of
the coupling agent within 50 nm or lower for good adhesion. Overall, both chemical
and physical (mechanical) interlocking have been shown to enhance adhesion of
polyimide to inorganic substrates like glass (Ghosh and Mittal 1996).

As the application of glass broadens to a wider range of display devices
and microelectromechanical systems (MEMS), it is important to fundamentally
understand the key factors at a molecular level that determine the bonding and
debonding of polymers to/from substrates. There is limited information in the
literature that shows the impact of substrate-film compositions and environmental
conditions such as humidity, temperature, and time. Sufficient experimental data
are also lacking on morphological and surface roughness effects on adhesion. It is
also relevant to understand interfacial failure modes of polymer films at the time of
debonding.

1.3 Computation of Adhesion and the Need for Development

Computational modeling is a powerful tool that can be used to study the adhesion
behavior of organic molecules on inorganic surfaces. Among the many tractable
computational approaches for the organic-inorganic interfaces, molecular dynamics
with classical atomistic force fields has been used to study a variety of inorganic
glass systems (Gruenhut et al. 1997; Yang et al. 2016; Priezjev 2016; Luo et al. 2016;
Zhao et al. 2016; Mantisi et al. 2015; Deb Nath 2013) and their properties, including
chemical diffusivity, structure, and mechanical properties. Similarly, this approach
has been used to elucidate polymer attributes, including packing ability and structure
factors (Sliozberg et al. 2016; Jung et al. 2016; Aoyagi 2015), adsorption processes
(Mashio et al. 2016; Shoravi et al. 2016), and rheological properties (Kang et al.
2010; Sirk et al. 2016; Sablic et al. 2016; Jabbarzadeh 2006). When combining
the glass and polymers together in a molecular dynamics simulation however, a
deficiency in the available tools and parameters prevents the accurate modeling
of the interfacial properties (e.g., adhesion). There is some published work on
characterizing certain interfacial attributes of silica nanoparticles in a polyimide
matrix (Marotzke and Hampe 1997; Pizzi and Mittal 2003; Cheng and Wagner
2009). These papers do not capture the effects of electronic structure of the chemical



2054 S. Goyal et al.

environment of these atoms or how they interact with the inorganic surface atoms in
a concerted manner, to either enhance or limit the overall adhesion of the monomer –
and ultimately the polymer – onto the surface. To address such questions at this
level, we need to use more detailed methods such as density functional theory (DFT)
or ab initio molecular orbital theory.

In the literature, DFT has been used to investigate different glassy systems
containing atoms in the low hundreds (<400) to address problems such as the
structural evolution of germanium melts (Bouzid et al. 2015), embedded clusters
in silica (Du and Kroll 2010), bioactivity mechanisms of soda-lime phospho-
silicate glasses (Berardo et al. 2013), interface of silicon surfaces with water
(Pham et al. 2014), densification of silica (Izvekov and Rice 2012), molten glass
structures (Ohkubo et al. 2016), and nanocomposite materials for solar energy
collection (Wippermann et al. 2014). These studies used B3LYP (Becke 1993),
PBE0 (Adamo and Barone 1999), and PW91 (Perdew and Wang 1992) functionals
that have shown good predictions for the structure, effects of compositional changes
on structure and electronic band structure and band gap. Using a similar set
of functionals, DFT studies on polymers have included prediction of polyvinyl
refractive optical properties (Yu et al. 2007), entropy of mixing and phase transitions
of homopolymers (McMullen and Freed 1990), stability and reactivity of polyimides
for fuel cells (Lopez-Chavez et al. 2014). The literature is very limited when
it comes to the characterization of the organic-inorganic interfacial system. The
closest references include carbon dioxide (Cui et al. 2016), hydrogen (Lahmer
2015), or other small molecules (Muhich et al. 2015; Gleizer et al. 2014; Ren et al.
2009) reacting on metallic transition metal surfaces.

To understand adhesion phenomena in the interfacial system comprehensively,
the computational model should be capable of capturing complete atomistic details
while spanning nanometer length scales which are the typical thicknesses of such
interfaces. From this point of view, molecular dynamics (MD) is ideal to generate a
microscopic understanding of the interaction mechanisms at the interface. Typically,
for simulating inorganic materials like silica glasses, nonbonded or partially bonded
force fields like Pedone et al. (2006, 2008) and BKS (Beest et al. 1990) have been
used to study glass structures. Simulations with these nonbonded force fields have
been used to understand the bulk properties, structure of silica, and the interfacial
properties with other inorganic materials like silicon (Lee et al. 2007). These
force fields, while allowing for dynamic bond breakage and formation as reflected
by changes in local structure, cannot accurately describe the structure of organic
molecules, which require explicitly defined angles and dihedrals. Hence, for organic
molecules, bonded force fields such as PCFF (Sun et al. 1994), CVFF (Dauber-
Osguthorpe et al. 1988) and COMPASS (Sun 1998) have commonly been used.
While these bonded force fields have elucidated the bulk properties, structure, and
changes in interfacial density distribution of the polyimide at the interface between
polyimide and silica (Yang et al. 2012; Komarov et al. 2013; Odegard et al. 2005),
they have not been used to systematically study the adhesion properties at the
interface.

This gap in understanding of the organic-glass interfaces is partially due to
the absence of reliable force fields that can accurately predict their interfacial
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interaction. Since we are primarily interested in the interfacial interactions of
an inorganic surface with a polymer, it is important to use a force field that
accurately describes them. Potentials such as PCFF, CVFF, and COMPASS predict
polymer properties well but are not optimized for interfacial interactions and surface
properties such as surface tension and binding energy. Recently two force fields,
ReaxFF (Mueller et al. 2010; Chenoweth et al. 2008; ACTv et al. 2001) and Interface
FF (Heinz et al. 2013; Emami et al. 2014a), have shown promise in addressing these
problems. Both of these force fields have their own advantages and disadvantages.
ReaxFF, a force field based on bond order, is able to model reactions by describing
bond formation and breakage between the molecules. The large computational time
with this force field however limits the system size of the interface under study. On
the other hand, the Interface FF requires less simulation time and accurately predicts
properties such as contact angle, heat of immersion (Emami et al. 2014a), and
adsorption of peptides (Emami et al. 2014b) but cannot be used to model reactive
surfaces.

For example, a simulation study for the interfacial properties within a glassy
polymer reveals that the adhesion is governed by the relation between the strength
of adhesive (attraction between different materials) and cohesive (attraction within
the same materials) interactions (Xia et al. 2014). This study suggests that the
cohesive interaction can be affected by incorporation of adhesion agents or altering
the degree of the side chain functionalization. For the adhesive interaction, its
strength depends on the interface coupling and relaxation of chains at the adherent
layer. In addition, Tam et al. suggest moisture as another adhesion-determining
factor, which can deteriorate the adhesion strength of epoxy-silica interfaces (Tam
and Lau 2015). Despite several experimental and computational investigations,
comprehensive understanding of adhesion determining factors is still lacking.

The current computational literature in the area of polyimide interactions with
glass does not have detailed studies of how the individual subunits constituting
the organic monomers interact with the glass surface. Further, there is currently
limited or no effort to understand how these interactions at the subunit level scale
up to the monomer scale. Finally, the effect of adhesion of polymer chains of these
polyimides on glass has also not been addressed in the literature.

1.4 Focus of This Chapter

In this chapter, we share computational methods to study the fundamentals of the
organic glass interactions at three different length scales.

Electronic scale simulations for organic subunits interacting with glassy sur-
faces: Given the gap in understanding the detailed interactions between polyimide
monomers and silicate surfaces, we focus on addressing this specific interfacial
system. The composite model of polymers on a glass surface requires large system
sizes to explore this question. A typical polyimide monomer, for example, BPDA
1,4,4-APB, has around 60 atoms and a small inorganic surface has around 350
atoms, hence to consider the entire system would result in a fairly large system
(>400 atoms) by DFT/ab initio standards. On the other side of the interface, the
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glass requires a reasonably large system size, for example, at the very least 300
atoms (for its nonperiodicity), making the interfacial system with the added polymer
computationally expensive. To address the system size problem, we used two
approaches to scale down the model to access more accurate quantum mechanical
approaches to probe the interfacial interactions properly. To handle the polymer
length, we propose an initial approach of dividing the monomer into its constituent
organic subunits/molecules and probe the interaction of each of these subunits
with the inorganic surface. While this simplified approach cannot address the
larger scale morphological physics of the polymer material on a surface, it should
allow us to capture the unique interactions between the materials more accurately
than classical approaches. The learnings from this model could then potentially
be used to either perform a few select studies for a larger system or develop
better parameters to then study the larger system with a classical force field.
To further reduce the system size, we identify surrogate crystal structures like a
two dimensional (2D) silica bilayer which has certain attributes of glassy silica.
Then, we systematically look at different crystalline variants (with compositions
representative of industrial glasses) like kaolinite and hydroxylated albite where
we investigate the effect of surface structure and composition (atomically smooth
vs. more opened hydroxylated surface), compositional variation like role of Si,
Al, Na, and effect of hydroxylation of the surface in controlling the adhesion. By
understanding the interactions between the five different inorganic surfaces with
five different organic subunits (that constitute the BPDA 1,4,4 APB polyimide),
we achieve significant fundamental understanding of the key factors that drive
the stickiness of inorganic surfaces to certain types of organic molecules. In our
analysis, we will show a level of theory comparison for different DFT methods,
explore an adhesion of single and double aromatic ring molecules across all glassy
silica surfaces, a closer inspection of their adhesion to hydroxylated surfaces, and
analysis of the overall trends of all subunits and surfaces.

Organic monomer interactions with glassy surfaces: At the monomer glass
scale to better understand the complex nature of the interactions, in this chapter,
we focus on elucidating the molecular origins of this adhesion, the effect of silica
structure and hydroxylation, and the effect of polyimide structure and chemistry
in greater detail. To address these questions, we present a framework to study this
adhesion systematically. Specifically, we begin with careful calibration for the abil-
ity of the Interface FF to describe the bulk properties of polyimide and the surface
properties of silica. We then use Interface FF to demonstrate the use of the Steered
Molecular Dynamic (SMD) approach to study the effect of polyimide monomer
adhesion onto crystalline and glassy silica with and without hydroxylation for four
different polyimide monomers. Using the developed framework, we elucidate the
role of surface structure, degree of hydroxylation, and polyimide chemistry.

Interaction of polymer chains with glassy surfaces: Finally, at the polymer
chain glass scale, we attempt to understand fundamental aspects of the interfacial
adhesion phenomena for various types of PIs placed on SiO2 glass. Among several
methodologies for measuring adhesion properties, the pulling test is chosen to
mimic the experimental detaching process of PI from the carrier glass during the
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manufacture of the display. The pulling method is applied within the framework
of the Steered Molecular Dynamics (SMD) method, which has been successfully
implemented in simulations by employing the same physical protocols of pulling
in experiments (Tam and Lau 2015; Yang et al. 2013; Büyüköztürk et al. 2011;
Lee et al. 2014). During a pulling test, adhesion determining properties such as
the potential of mean force (PMF), pulling distance, and detaching force are calcu-
lated with the reactive force-field (ReaxFF). Furthermore, characteristic responses
depending on the thermal properties of the polymer chains are obtained, using both
coefficient of thermal expansion (CTE) values from experiments and supplemented
qualitatively through simulation of variations in the chain conformation. The change
in chain conformation during detachment is also examined in detail, particularly at
the interfacial region. In addition, each energy term in the potential is decomposed
to clearly determine which term contributes significantly to deformation during the
pulling process. Finally, an investigation of the failure mechanism is performed to
determine whether adhesive or cohesive failure occurs at the interface.

2 Electronic Methods

We calculate the energy of the combined system (i.e., organic subunit in the lowest
energy configuration on the surface) and subtract the total of the energy of the
inorganic surface and the organic subunit in vacuum. This difference is what is
reported as the adhesion energy for the rest of our study.

2.1 Description of the Inorganic Surfaces

A glass surface has many attributes such as the degree of hydroxylation, density and
types of cations, and type of hydroxylated species (e.g., Si vs. Al). To systematically
understand the role of these different glass surfaces’ attributes on the binding of
organic molecules, we construct a series of surfaces that start with the simplest two
dimensional silica bilayer (Sirk et al. 2016) and gradually increase the complexity by
hydroxylating and adding cations. The progression of simple to complex surfaces
considered for this study is shown in Fig. 1 where, following the left branch in
the figure, the 2D silica bilayer is first translated into a full three dimensional (3D)
silica structure, and by a hydroxylation procedure, generates the hydroxylated quartz
surface. With the introduction of sodium and aluminum, we obtain a hydroxylated
albite surface. Similarly, following the right branch in the figure and again starting
with the 2D silica bilayer, we introduce a 3D silica structure along with the
aluminum cation resulting in the kaolinite system. Kaolinite (Al2Si2O5(OH)4)
presents two different surfaces to the organic subunits, an aluminum and silica rich
side. To distinguish these sides, we will use the notation Al-kaolinite or Si-kaolinite
to indicate the respective surface being studied. Kaolinite does have aluminols
as part of its crystal structure. With the addition of sodium and modification of
the hydroxyl groups of kaolinite, one obtains the hydroxylated albite surface. The
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Fig. 1 Progression of surfaces, simple (2D silica) to complex (hydroxylated albite) used in this
study to understand the role of surface composition. The coloring scheme that will be used for all
figures is as follows: sodium (blue spheres), silicon (yellow), aluminum (pink), oxygen (red), and
hydrogen (white)

Table 1 Surface number densities per nm2 of each cluster

Surface Hydroxyl Sodium Aluminum Silicon

2D Silica 0 0 0 17.5
Kaolinite 0 0 8.8 11.3
Hydroxylated Quartz 4.9 0 0 13.0
Hydroxylated Albite 3.5 3.5 4.2 12.1

dimensions of these surfaces are roughly 20 Å × 20 Å × 10 Å, containing ∼180
atoms for each system. The surfaces are net neutral in charge (by end capping with
hydrogen atoms) and are obtained from the American Mineralogist Crystal Structure
Database. The number densities of each elemental species are provided in Table 1.

2.2 Description of the Organic Molecules

We focus on polyimides and specifically the BPDA 1,4,4-APB since this is a
commonly used system. A single monomer of BPDA 1,4,4-APB has roughly 60
atoms. To study the adhesion of a single monomer onto the inorganic surface, the
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Fig. 2 Representation of polyimide monomer as a combination of 5 key smaller organic subunits
to enable computations with a higher level of theory. Yellow atoms indicate the repeat bridge.
Coloring scheme is oxygen (red), carbon (grey), nitrogen (blue), and hydrogen (white). Same atom
coloring scheme is used throughout the paper

overall system would have over 300 atoms. These calculations are computationally
expensive for the different levels of theory. To manage the computational cost while
maintaining reasonable accuracy for interfacial interactions, we computationally
decompose the polyimide monomer into five different subunits as shown below
in Fig. 2 as explained in the Introduction. The five subunits can be divided into
two categories: one-aromatic ring molecules (benzene and phenol) and two-ringed
molecules (phthalimide, N-phenylmaleimide, and diphenyl ether). The differences
in the chemical nature of these subunits are listed below in the Fig. 2, where it can
be seen that all of the molecules besides benzene are either hydrogen bond (H-bond)
donors or acceptors, suggesting that they can participate in hydrogen bond formation
with the silicate surfaces. This is important since the differences in the strength of
the interactions between these are almost always directly related to their hydrogen
bonding tendencies.

2.3 Level of Theory Calibration and Selection of Computational
Approach

We investigate both periodic and cluster systems to calibrate the optimum level of
theory required for the simulation. Using the ab initio methods, we are restricted
to working with a cluster model. On the other hand, DFT is used to study both
cluster and periodic systems to ensure accuracy of the cluster model and of the DFT
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comparison to ab initio results. By grounding our cluster calculations with the ab
initio MP2 (Møller and Plesset 1934) method, we intrinsically expect to capture
the van der Waals interaction more accurately and therefore better compare among
all levels of theory. Additionally, we studied the DFT method with the Grimme
correction (Grimme 2006a), DFT-D2, which is meant to capture the effect of van der
Waals more accurately than with ordinary DFT (Grimme 2006a, b). Similar to our
study, simple organic molecule adsorption on metal surfaces used DFT-D2 and was
found to overestimate the adhesion energy (Tonigold and Grob 2010; Andersson
2013). The proper treatment of DFT-D parameters of metal atoms at this point
remains an open question. Due to these concerns, we do not attempt to optimize
the DFT-D2 correction parameters.

2.4 Initial Model Setup

For the cluster calculations, we need a good starting configuration using a periodic
system to determine the important surface groups and their configuration to carve
out the cluster model. First, we generate 100 initial configurations using a standalone
script. This script applies rotations and translations to the organic subunits with
respect to the surface. These configurations are used for geometry optimization in
VASP (Kresse and Hafner 1993) using PBE (Perdew and Wang 1992) with PAW
(Blochl 1994) and a plane wave cut-off energy of 250 eV with a vacuum size of
30 Å. From these 100 different configurations, a certain fraction (typically 10%)
was discarded due to unfavorable contacts with the surface. We identify the lowest
energy configuration of each structure to create the cluster system, which is used for
the level of theory calculations and other analyses.

2.5 Differences in Adhesive Behavior of Phenol and Phthalimide
on the Five Different Inorganic Surfaces

In this section, we compare two subunits (single ring phenol and double ring
phthalimide) across all the different surfaces. From Fig. 2 we recall that phenol has
a hydroxyl group that can participate in hydrogen bond formation. The phthalimide
has two carbonyl oxygen groups, which can again participate in hydrogen bond
formation. The other structural difference to note is that phenol has one aromatic
ring, while phthalimide has one aromatic ring in conjunction with a five-membered
ring containing nitrogen. The presence of nitrogen also contributes to the increased
electronegativity, which could promote further interactions.

Given these structural differences, we see that the adhesion of both of these
molecules increases when progressing from 2D silica to hydroxylated albite. For
phenol, moving from the 2D silica to Si kaolinite surface the adhesion energy
increases only slightly from −11.6 kJ/mol to −11.7 kJ/mol. Although the Si kaoli-
nite surface structure does have an aluminol embedded, its surface is very similar to
2D silica including the adhered. When we consider the interaction between phenol
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and the Al kaolinite surface, the adhesion increases to−12.1 kJ/mol. Phenol adhered
structures are much more planar on the Al kaolinite surface than on the Si kaolinite.
The phenol distance from the surface is similar between both Si and Al kaolinite
(since this measurement is taken from the plane of the Al (for Al kaolinite) or
Si (for Si kaolinite)). The hydroxyl hydrogens in kaolinite are there for charge
compensation of the alumina layer. Due to this charge compensation and confined
Al geometry, upon adhesion, these hydrogens are not able to rotate as much as a
hydroxyl group found in other hydroxylated surfaces (e.g., hydroxylated quartz).

On hydroxylated quartz, we see that the H-bond distance of the phenol is
shorter than on Al kaolinite with an angle of 35◦ vs. 15◦ (more inclined and less
planar), clearly suggesting that the increased adhesion (by 3.2 kJ/mol compared
to Al kaolinite) is being driven by the enhanced hydrogen bonding between both
the surface hydroxyl groups and that of phenol. Finally, on hydroxylated albite,
which presents Si/Al/Na/O and OH groups on the surface, we see that the adhesion
increases by 8.7 kJ/mol with respect to 2D silica. Furthermore, when we compare
the adhesion with respect to Si kaolinite and Al kaolinite, we see an increase
of 7–8 kJ/mol. Comparing hydroxylated quartz with hydroxylated albite, we see
an increase of ∼5 kJ/mol. We also observe that the distance of phenol from the
inorganic surface is greatest for the hydroxylated albite substrate; however, the
hydroxylated albite surface has inherent roughness and hence the distance is less
well defined compared to the other smooth surfaces likes 2D silica. The orientation
of these organic molecules are also less planar on hydroxylated albite, but now two
hydrogen bonds are observed, one being mediated by the surface hydroxyl groups
and the other interestingly by the sodium atoms. This allows us to conclude that
the presence of sodium atoms on the surface enhances the adhesion by close to
5 kJ/mol and is largely due to the electrostatic nature of the interaction between
the positively charged cation (Na) and the negatively charged hydroxyl group (OH)
on phenol. The presence of surface sodium also brings the surface hydroxyl groups
closer to the sodium, which potentially strengthens the hydrogen bonding between
these hydroxyl groups and that on phenol.

Turning our attention to the adhesion of phthalimide, we see some similarities
in the behavior with phenol and some interesting differences. As with phenol,
the adhesion energy of phthalimide progressively increases from 2D silica to
hydroxylated albite. For both the kaolinite surfaces, these two subunits adhere
in a more planar configuration due to the same two reasons: (1) Si kaolinite is
atomically smooth like 2D silica and (2) the rigid noninteracting aluminols prevent
any direct hydrogen bonding. However, the degree of adhesion of phthalimide
onto Si kaolinite and Al kaolinite is weaker compared to phenol on the same two
surfaces. We attribute this difference to the fact that phthalimide is a larger molecule
containing two rings, which enhances its rigidity and steric hindrances, especially
for less planar surfaces. Notice the difference between phenol and phthalimide
on the hydroxylated quartz surface. Here, the adhesion energy is similar (phenol
−15.3 kJ/mol vs phthalimide−16.3 kJ/mol) but the angle, which the subunit makes
with respect to the surface, is very different (35◦ for phenol vs. 16◦ for phthalimide).
This difference in orientation is driven by the fact that phthalimide makes three
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hydrogen bonding contacts with the surface while phenol makes only one. These
additional bonds restrict the orientation on the surface increasing the planarity of
the molecule.

When we examine the behavior of phthalimide on hydroxylated quartz and
hydroxylated albite, we see that phthalimide finds these two surfaces highly
adhesive. On hydroxylated quartz, the presence of the surface hydroxyl groups
clearly mediates at least 3 hydrogen bonds, resulting in a much flatter orientation
of the phthalimide with respect to the surface. This change in orientation clearly
allows more of the phthalimide groups to interact with the surface, which results in
an increase of adhesion energy by 1 kJ/mol compared to phenol. On hydroxylated
albite, the presence of the positively charged cation appears to increase the overall
electrostatic interactions between the two negatively charged carbonyl oxygens on
phthalimide and the electronegative nitrogen atom and contribute to an 8 kJ/mol
increase in the adhesion. This is greater than the 5 kJ/mol increase we saw with
phenol’s adhesion moving from hydroxylated quartz to hydroxylated albite.

These two comparisons bring out some of the fundamentals of adhesion of
organic molecules onto surface. There is a balancing act between the polar groups’
nonbonded interactions and the subunit’s planarity/rigidity that drives how close
the adhered molecule can approach the surface. From the surface perspective,
composition changes can alter both structure and electrostatic environment as seen
from both the Si kaolinite and the Al kaolinite surfaces. Understanding these
adhered configurations with respect to surface and subunit characteristics, one
could possibly formulate an optimized adhesive material by manipulating either the
inorganic surface attributes like type of cation or tailoring the organic moieties like
presence/absence of ring like structure, nature of chemical groups, size, etc., through
computer-aided material design techniques.

2.6 Differences in Adhesive Behavior of the Five Different
Organic Molecules on Hydroxylated Inorganic Surfaces

2.6.1 Behavior of Single Ringed Organic Molecules
When we compare the behavior of benzene and phenol adhesion to the two hydrox-
ylated surfaces, it is to be expected that phenol binds more strongly on both these
surfaces (due to hydrogen bonding) and further overall adhesion to hydroxylated
albite is tighter. This is in line with the analysis presented in the earlier section where
the presence of surface hydroxyl groups, sodium cations, and aluminum were all
involved with enhancing the adhesion energy of hydroxylated albite. The increase
in adhesion energy between phenol and benzene is −12.2 kJ/mol on hydroxylated
quartz, while on hydroxylated albite it is −12.5 kJ/mol. The overall adhesion of
both benzene and phenol individually increased on hydroxylated albite, while the
net difference in adhesion was comparable to that observed on hydroxylated quartz.
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2.6.2 Behavior of Double Ringed Organic Molecules
With respect to the double-ringed structures, we explained earlier that phthalimide
has three key atoms that play a role in enhancing the adhesion: the two carbonyl
oxygen atoms and the nitrogen atom. When we compare the N-phenylmaleimide
structure with the phthalimide structure, we note that they both contain these two
carbonyl oxygen atoms and the nitrogen atom. However, N-phenylmaleimide’s
nitrogen serves as the linker atom between the 5 membered ring structure (forming
tertiary amine) and the phenyl group while in phthalimide the nitrogen atom is
freely available (forming secondary amine) and is bonded to a hydrogen atom. This
small but subtle change from a tertiary to secondary amine is likely to result in
differences in the adhesive behavior because the nitrogen can access the aromatic
ring’s delocalized π cloud (lowering nitrogen’s affinity to any surface group) and
this is a planar sp2 imide nitrogen.

Diphenyl ether has two aromatic rings that are linked by the ether bond
through the oxygen atom. This oxygen has reasonable access to the delocalized
pi electrons from either of the aromatic rings, and the ether bond is known to
be less rigid than the nitrogen-carbon bond seen in N-phenylmaleimide. This is
likely to confer overall a slightly larger flexibility for the two aromatic rings that
constitute the ether, which could potentially handle steric hindrances a bit more
effectively. When we look at N-phenylmaleimide and diphenyl ether, one might
have expected that the N-phenylmaleimide should have had stronger adhesion
given that functionally it has the two carbonyl oxygens and the nitrogen atom. We
however observe that the adhesion energy is comparable to that of diphenyl ether
and perhaps just a bit higher (−0.8 kJ/mol) on hydroxylated quartz while actually
being a bit lower on the albite surface (−0.5 kJ/mol). These results in light of
the earlier analysis reinforces that the electronegativity of the N-phenylmaleimide
while helping adhesion is perhaps being limited by its intrinsic rigidity or limited
conformational flexibility.

The chemical nature of the organic molecules plays a large role in modulating
the adhesion. Specifically, certain locations can alter the chemical environment
significantly. For instance, N-phenylmaleimide has the same three chemical groups
as phthalimide, but changes in rigidity and limited availability of all the atoms to
participate in the surface interaction limit the overall adhesion. In addition, the size
of molecules affects adhesion and smaller molecules have lower steric hindrances
and hence greater access to the surface, but the presence of certain functional
groups like the carbonyl oxygens and nitrogens can enable better interactions with
surface groups, which could offset the steric hindrances with heightened adhesive
interactions. In other words, larger molecules may experience larger steric hindrance
but can adhere more tightly due to the increased interactions of the additional
functional groups. These trends help in explaining the fundamental nature of
what drives the interactions and what can be leveraged to modulate the surface
interactions.
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2.7 Summary and Conclusions

The overall result summary is shown in Fig. 3. Benzene is found to have the
weakest adhesion which is understandable given that it is an aromatic molecule with
very little to no groups that can have nonbonded interactions with our inorganic
surface either through hydrogen bonding or electrostatic interactions. Having an
easily rotatable bond, phenol has relatively strong adhesion on all surfaces and
does follow the progressive trend from 2D silica to hydroxylated albite. Being able
to both hydrogen bond donate and accept is a key attribute to increase adhesion
on hydroxylated surfaces as seen by phthalimide. From the most complex in
compositional space and being hydroxylated, albite was the most adhesive surface.
To summarize, we observe four points that mediate interactions at the organic-
inorganic interface;

1. Hydrogen bond formation is a critical factor in mediating the nonbonded
interactions.

2. Electrostatics can play a significant role as seen from the role of sodium in the
presence of negatively charged groups like hydroxyl.

3. Changes in surface composition can alter both structure and electrostatic envi-
ronment as seen from both the kaolinite surfaces which hydrogen bond accepting
subunits are favored to bind on the alumina side.

Hydrogen
Bonding:

N/A
Benzene

Donate
Phenol

Donate & 
Accept

Phthalimide
Accept

N-Phenylmaleimide

Accept
Diphenyl

ether

A
dh

es
io

n 
(k

J/
m

ol
)

0

–5

–10

–15

–20

–25

–30
2D Silica Si Kaolinite Al Kaolinite Hydroxylated Quartz Hydroxylated Albite

Fig. 3 Plot showing the combined trends of hydroxylation, aluminol addition, and cation across
all surfaces and subunits. Arrows indicate the adhesion trends going from 2D silica to kaolinite
(blue arrow), to hydroxylated quartz (red arrow), then to hydroxylated albite (green arrow)
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4. Rigidity of the organic subunit can enhance the adhesive contact by lowering the
conformational degrees of freedom, which allows for additional stability with
respect to the surface interactions. For instance, N-phenylmaleimide has the same
three groups as phthalimide, but changes in rigidity limit the availability for all
the atoms to participate in the surface interaction thereby limiting the overall
adhesion.

Lastly, our analysis shows good agreement between classical and DFT-based
reconstituted monomer adhesion ratios of Kapton to BPDA 1,4,4-APB, which
also gives us some confidence in the classical Interface force field (Brown
2000). Our future work will involve using DFT to characterize the torsional
potentials for the nitrogen groups in the Interface potential. We believe this can
potentially help better characterize the stacking observed with these kinds of
polyimides.

3 Atomistic Methods

3.1 Monomer-Glass Adhesion

3.1.1 Simulation Details
The specific steps that we follow in setting up our simulations are described in this
section. First, we create and validate silica structures. We then combine polyimide
monomers with silica structures to form the interfacial system and use Steered
Molecular Dynamics (SMD) to calculate the adhesion between them. We describe
the details of the methods for each of these steps in the sections below.

Force Field
The interface force field, developed by the Heinz group in the past few years, is
a classical force field for organic, biomolecules, and inorganic components at the
1–100 nm scale (Heinz et al. 2013). The core of this force field is based on the
consistency of classical Hamiltonians for organic and inorganic force fields like
PCFF, CVFF, CHARMM, etc., and has been extended to accurately model interfaces
for surface energy (Heinz et al. 2013), biomaterials (Patwardhan et al. 2012), and
polymers (Emami et al. 2014a). This extension has been carried out by tuning force
field parameters to match experimental and ab initio results for surface phenomenon
like hydration energy of a silica surface in water (Xia et al. 2014), adsorption
isotherms of water on silica (Xia et al. 2014), and selective peptide recognition
and binding to silica surfaces (Emami et al. 2014b). The Interface potential consists
of Lennard Jones and Columbic interactions as nonbonded interactions, harmonic
bonds to mimic covalent bonds, and harmonic angles to model the structure of
polymers more accurately.

In our work, we have used the PCFF-interface potential, which is an extension of
the well-established PCFF potential. This is a class II potential and has the form
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More details on the formulation and the description of individual terms can be
found in the original paper (Heinz et al. 2013).

Creating Silica Structures
The Interface FF requires the bonds and angles between atoms to be explicitly
defined, which makes generating a silica structure slightly more complex than when
using a nonbonded potential. To ensure that our approach can readily be extended
to other inorganic materials, we start by generating the silica glass structure using
the well-established nonbonded Pedone potential (Pedone et al. 2006, 2008) and
a simulated annealing procedure (Tandia et al. 2012). A flat surface is created
by opening the simulation box and hydroxylating the under-coordinated oxygen
atoms exposed to the surface to achieve a surface density of ∼ 4.7 OH/nm2. A
corresponding nonhydroxylated surface was made by deleting –H and –OH pairs
and introducing Si-O-Si bonds, followed by energy minimization. This method
mimics the extreme condition of dehydration and provides a surface that is free
of high-energy dangling bonds. The crystalline silica under study is the α-quartz
structure obtained from the model structure database shared with the interface
potential (Emami et al. 2014a). This structure is generated by cleaving bulk α-
quartz along the (001) plane, which creates a perfect Q3 surface (where each silicon
at the surface is bonded to three bridging oxygen atoms), and on hydroxylation
of these silica surfaces, a system with 4.7 OH/nm2 hydroxyl density is obtained.
The size of the glassy silica surface is 4.03 nm ×4.14 nm and for α-quartz it is
3.33 nm ×3.34 nm.

Polyimides Under Study
We choose four different polyimide monomers for this study. Three of them have the
same 3,3′4,4′-biphenyl tetracarboxylic dianhydride (BPDA) with one of three dif-
ferent APB isomers: 1,3-bis(3-aminophenoxy)-benzene, 1,3-bis(4-aminophenoxy)-
benzene, or 1,4-bis(4-aminophenoxy)-benzene. BPDA has been chosen as the
benchmark reference case for its bulk properties and microstructure is available in
the literature. The final polyimide under study is pyromellitic dianhydride and 4,
4′-oxydiphenylamine (Kapton) which is one of the most commonly used polyimide.
Throughout this chapter, they will be abbreviated as BPDA 1,3,3-APB, BPDA 1,3,
4-APB, BPDA 1,4,4-APB, and Kapton, respectively. Among them, the first three
BPDA series have the same chemical compositions except for the oxygen linkage
connecting the benzene rings in the APB section. BPDA 1,3,4-APB has one meta
linkage and two para linkages, while 1,3,3-APB and 1,4,4-APB have three meta
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Fig. 4 Repeat units for the Polyimide monomers for three BPDAs (left) and Kapton (right)

and three para linkages, respectively. Kapton has a different chemical structure
from the BPDA series (See Fig. 4 for the structure in detail). By choosing these
polyimide sets, we expect to see the effect of conformational variability (BPDA)
and in chemical composition (BPDA vs. Kapton) on adhesion. Details for creation
of the bulk polymer are provided in literature (Goyal et al. 2016).

Modeling the Composite System
We model the polyimide-silica composite to consist of the silica surface with and
without hydroxylation (0% and 100%) and a polymer phase. The silica surfaces
considered are the α-quartz crystalline surface and the glassy silica surface. The
polyimide monomers considered are BPDA 1,3,3-APB, BPDA 1,3,4-APB, BPDA
1,4,4-APB, or Kapton. We use thermal annealing to equilibrate the polyimide
monomers on the silica. In order for the monomer on the silica to arrive at
the equilibrium conformation completely, the thermal annealing and relaxation
procedures are performed by MD simulation with the Interface-CVFF force field.
The composite structure is relaxed at 500 K for 500 ps followed by annealing to
300 K for 500 ps with the NVT ensemble using the Nosé-Hoover thermostat. Then,
the final equilibration is performed at 300 K for 500 ps with both NVT and NPT
ensembles. This procedure helps the monomer to overcome the local minima in the
free energy landscape and thus quickly reach the global equilibrium state. The time
step was 1 fs, the cutoff for van-der-Waals interactions was 12 Å, and the Particle-
Particle Particle-Mesh (PPPM) solver was used for the summation of long-range
Coulomb interactions with the precision of 10−4.

3.1.2 Steered Molecular Dynamics
Calculations for the work of adhesion as well as the investigation of the local
chain relaxation require performing simulations for a system with more than
several hundred atoms as well as considerable relaxation time. In addition,
the adhesion behavior between polymer and glass is highly affected not only by
their interfacial interactions, but also by the strength of interactions within polymer
chains themselves. Within these considerations, the classical Molecular Dynamics
(MD) method is a suitable tool for the examination of dynamics at the atomic level
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accounting for energy contributions of the interfacial strength and chain dynamics.
Within the MD framework, the SMD methodology can be used to examine the
chain conformational behaviors at the interfacial region (Park et al. 2003; Jarzynski
1997; Park and Schulten 2004). The SMD method has been widely utilized for
investigation of various materials such as polymeric systems and bio-materials
(Hamdi et al. 2008; Isralewitz et al. 2001; Davis et al. 2009; Chabria et al. 2010).
It is particularly useful to provide insights for deformation-induced conformational
changes and subsequent energetic variations in the system.

During SMD simulations, atoms are attached to so-called dummy atoms via a
virtual spring. The dummy atoms are displaced by applying a constant velocity (v)
to them. A harmonic spring model is used to generate the potential (U), which is
defined as

U = 1

2
k
[
vt− (−→r −−→r 0

) · −→n ]2
(1)

where k is the spring constant, t is time, −→r and −→r0 are the current and the initial
positions of the atoms, and −→n is a unit vector in the direction of pulling. While the
pulling test is being performed, the atoms are still allowed to relax. The generated

force (
−→
F ) due to the applied velocity is defined as,

−→
F = −∇U (2)

The averaged work of adhesion is based on Jarzynski’s equality, which relates the
equilibrium quantity (i.e., the potential of mean force (PMF)) to the nonequilibrium
process (Park et al. 2003; Jarzynski 1997; Park and Schulten 2004). The PMF value
is computed from the following Eq. (Ghosh and Mittal 1996).

PMF = −1

β
log

〈
e−βW

〉
(3)

where β = 1/(kBT) with the Boltzmann constant kB and the temperature T of
the system, W is the work done during the pulling test, and the angular bracket
indicates the ensemble average of the given quantity. T is the temperature which is
300 K for our simulations. In our simulations, we use a spring constant, k, equal to
100 kcal/mol/Å2.

To obtain accurate evolution of the PMF with polyimide on silica, the SMD
simulation should be maintained in the quasi-equilibrium state during the entire
process. In this regard, as stated above, testing the effect of pulling velocity is of
great importance for the precise calculation of the adhesion between the polyimides
and silica substrates. It is particularly true for the monomer structures, which are
very sensitive to any driving force toward a nonequilibrium state.



83 Fundamentals of Organic-Glass Adhesion 2069

Fig. 5 (a) The distance at which BPDA separates from the silica surface. We observe that
hydroxylated and glassy surfaces need higher separation for completely detaching. The reason
for the larger separation distance is the extended hydrogen bonding which can be observed in
hydroxylated surfaces as shown in (b) but is absent in nonhydroxylated surfaces as shown in (c)

3.1.3 Effect of Surface Hydration and Silica Structure
We start our analysis by studying the adhesion of BPDA 1,4,4-APB on various
silica structures and surface hydroxylation. First, we analyze the effect of hydration
on adhesion for both the crystalline and glassy silica surfaces. We observe that
hydroxylated silica has higher adhesion by 50 kJ/mol for α-quartz and 100 kJ/mol
for glassy silica; the PMF curve is shown in Fig. 5a. This trend is independent
of silica structure as this result holds true for both crystalline silica as well
as glassy silica. We find that the enhanced adhesion of hydroxylated silica vs.
nonhydroxylated silica can be explained by the extended interactions between the
silica surface and the polyimide. The presence of surface hydroxyl groups causes
an increase in hydrogen bonding between the polyimide and surface hydroxyls,
resulting in an increased adhesion, as well as a longer pulling distance.

In addition, we observe that the adhesion for glassy silica is always higher than
that for their crystalline counterparts by ∼75 kJ/mol for fully hydroxylated surfaces
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and ∼25 kJ/mol for nonhydroxylated surfaces. To understand the detachment
process, we next analyze the distance at which the monomer completely detaches
from the silica surface. From Fig. 5a, we can see that a longer separation distance is
required to detach the monomer from glassy silica when compared to crystalline sil-
ica, and for hydroxylated structures when compared to nonhydroxylated structures.
This is illustrated in the snapshots of the systems shown in Fig. 5b and c where due to
the presence of hydroxyl layers and glassy structure, the polyimide monomer clearly
has a stronger interaction with silica. Furthermore, the glassy silica structure has a
higher adhesion and a larger saturation distance than crystalline silica. We speculate
this occurs due to the increased sites for polymer-surface interaction for the random
surface of glassy silica as compared to a uniform surface for the crystalline α-quartz.
We find that these results are influenced by the silica structure and hence do not
deviate upon changing polyimide chemistry.

3.1.4 Effect of Polyimide Chemistry
To understand the effect of polymer chemistry on adhesion, we compare the
adhesion of BPDA 1,4,4 and Kapton monomers on various silica structures with
and without hydroxylation. The results are shown in Fig. 6 which shows the results

Fig. 6 Comparison of adhesion of polyimide and silica for BPDA (black) and Kapton (red) per
projected surface area for (a) crystalline silica fully hydroxylated, (b) crystalline silica with no
hydroxylation, (c) glassy silica with full hydroxylation, (d) glassy silica with no hydroxylation
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for the normalized adhesion and Kapton adheres more strongly than BPDA for every
silica structure interaction.

To understand the molecular origin of this discrepancy, we split the polyimide +
hydroxylated silica system into multiple subsections and track the potential energy
change during the SMD process. This allows us to understand the evolution of
interactions between the silica and polyimide surfaces during the detaching process.
The system is broken up into the following subgroups: (1) the bulk silica system,
(2) the surface atoms for hydroxylated silica, (3) carbon backbone of polyimide, (4)
hydrogen attached to polyimide, (5) nitrogen in polyimide, and finally (6) oxygen
on the polyimide. It should be noted that all oxygen, carbon, and hydrogen atoms
on the polymer are not identical, and hence this analysis is only useful to obtain
a qualitative contribution to adhesion by each element. To understand the effect of
monomer constituents on adhesion, we normalize the potential energy change by the
net surface area of the respective groups of atoms, calculated using the van-der Waal
radii. The results are shown in Fig. 7, and we find that the major contributor to the
potential energy change per unit area is in the following order: oxygen > carbon ∼
nitrogen > surface hydroxyls > hydrogen in polyimide. This clearly suggests that for
a given surface area of polymer, the higher the number of oxygen atoms, the higher
will be the net adhesion with silica. On comparing BPDA to Kapton, we find that the
concentration of oxygen is significantly higher in Kapton (almost 1.5 times), which
leads to a higher adhesion per unit area when compared to BPDA. The higher net

Fig. 7 The adhesion per atom per unit area for each of the subgroups studied in Fig. 8. Note that
bulk silica has been omitted due to its minimal effect on adhesion. We can clearly see that oxygen
has the largest effect on adhesion followed by carbon, nitrogen, surface hydroxyls, and finally
hydrogen
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adhesion of BPDA is due to a longer carbon chain (34 for BPDA vs. 22 for Kapton)
which is the second highest contributor to potential energy. However, the number
of carbon atoms per unit area is similar between Kapton and BPDA, and therefore
carbon does not contribute to the overall trend for adhesion per unit area. Hence, we
conclude that due to the higher concentration of oxygen in Kapton, the adhesion per
unit area is higher than BPDA.

3.2 Polymer Glass Adhesion: REAXFF

We next study the adhesion between silica glass and polymer film to understand the
effect of chain rigidity.

3.2.1 Simulation Details with REAXFF
The Reactive Force-Field (ReaxFF) was proposed by van Duin and has been recog-
nized to accurately define the bond formation and dissociation with consideration
of bond order at every time step (Liaw et al. 2012; Chen et al. 1995). Hence, this
potential is expected to capture the complex adhesion behavior at the interfacial
region of PIs and SiO2. ReaxFF describes the connectivity between atoms by the
following energy terms:

Esystem = Ebond + Eval + Etors + Eover + Eunder + Epen + Econj + EH−bond

+ EvdW + ECoul
(4)

Each term in Eq. (4) represents bond (Ebond), valence-angle (Eval), torsion (Etors),
over-coordination (Eover), under-coordination (Eunder), penalty (Epen), conjugation
effect (Econj), hydrogen bonding (EH-bond), van der Waals interaction (EvdW), and
Coulomb interaction (ECoul) energies, respectively.

Initial atomic structures of PIs are constructed using the Amorphous Cell
generator in Materials Studio. All PIs are built from five chains of linear PI, each six
monomers long. The PIs and glassy SiO2 structures are confined in the z-direction to
have a surface area of 28.51 Å by 28.51 Å in x-, y-direction with periodic boundary
conditions along those axes. The layer thickness of both structures is around 20 Å.
After PI construction, it is placed onto the surface of SiO2 with a vacuum distance
of 100 Å in the z-direction, followed by structural relaxation. The hybrid structure is
first relaxed with the NVT ensemble for 1 ns at 300 K then with the NPT ensemble
for another 1 ns at 1 atm and 300 K. The NPT ensemble is applied only along the
x- and y-directions to preserve the vacuum in the z-direction. MD simulations are
conducted using the LAMMPS package (Gruenhut et al. 1997). The Nosé-Hoover
thermostat and barostat are applied for the temperature and pressure control with
damping parameters of 100 fs and 1000 fs, respectively. The velocity-Verlet time
integration scheme is used with a time step of 0.5 fs. After structural relaxation,
the pulling test using SMD is performed under the NVT ensemble with a constant
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Fig. 8 (a) The schematic description for adhesion properties of PMFmax, maximum force, and
plateau distance. (Inset) Schematic view of pulling process. (b) The PMF convergence as a function
of SMD rate for DHBZ-BTDA on SiO2

velocity of 50 m/s. The pulling force is applied perpendicular to the interface of
SiO2 and PI with a spring constant of 100 kcal/mol/Å2.

The adhesion behavior at the interface can depend on the velocity used for
the SMD simulation; thus, it is critical to ensure that the adhesion properties are
converged under various ranges of velocities. Here, the convergence behavior of the
PMF for BTDA is obtained when an applied velocity is decreased from 200 m/s
to 1 m/s, as shown in Fig. 8. At velocities slower than 50 m/s (i.e., 25 m/s and
1 m/s), PMF responses are observed to be independent of SMD rates. Consequently,
a velocity of 50 m/s is chosen as an optimal value and applied to the rest of the
simulations.

3.2.2 Structural Properties
Initial (bulk) structural properties for all PI structures are shown in Table 2. An
initial density is computed to be 1.25–1.32 g/cm3 for all structures. In addition, the
radius of gyration (Rg) and the end-to-end distance of a chain (REE) are calculated
to compare differences in initial chain conformation between PI structures. Rg is
defined as

Rg =
√√√√ 1

N+ 1

N∑

i=0

〈(−→ri −−→rG
)2
〉

(5)

rG = 1

N+ 1

N∑

i=0

ri (6)

where N is the number of atoms, ri is the location of the ith atom, and rG is the
center of mass.

REE is defined as REE = |rN – rn|, where rN and r0 is the coordinate of the
atom at both ends in the polymer chain. Rg and REE values are averaged over all
individual chains.
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Table 2 Temperature dependent adhesion properties for DHBZ-BPDA and DHBZ-DTDA on
a-SiO2

Structure [DHBZ-BPDA] + SiO2 [DHBZ-DTDA] + SiO2
300 K 450 K 550 K 300 K 450 K 550 K

Adhesion
energy
[kcal/mole•Å2]

0.1787 0.0983 0.1023 0.1673 0.1132 0.1031

Plateau
distance [Å]

5.01 8.37 8.24 22.46 17.59 15.20

Maximum
force
[kcal/mole•Å]

76.12 49.35 48.807 39.60 37.949 32.48

Fig. 9 The molecular structure of (a) DHBZ + BPDA, (b) DHBZ + BTDA, and (c) DHBZ +
DTDA. (d) The coefficient of thermal expansion (CTE) for polyimide structures from experiment.
The solid line is the experimental data and the dashed line is the fitted data to obtain CTE values
between 50 ◦C and 150 ◦C

Rg and REE values provide qualitative information that can be used to describe
flexibility/rigidity of polymer chains (Yang et al. 2016; Priezjev 2016). For example,
BPDA exhibits the largest Rg and REE, indicating that its chain is easily bent or
twisted under external force when compared to other types of polymer chains having
smaller values of Rg and REE. The rigidity of polymers can be further characterized
by experimental CTE values shown in Fig. 9, since polymers with higher rigidity
tend to exhibit lower CTE values (Luo et al. 2016; Zhao et al. 2016). As expected,
BPDA has the smallest CTE value, which is consistent with its larger values of Rg
and REE. Finally, to explain the rigidity difference in polyimides, Young’s modulus
(E) is obtained based on the stress-strain curve.

E values at 300 K for BPDA, BTDA, and DTDA are computed to be 8.2 ± 0.5,
5.3 ± 0.3, and 3.2 ± 0.2 GPa, respectively. This means the structures with
lower CTE values exhibit the superior mechanical property. This demonstrates the
correlation between CTE, Rg, REE, and the mechanical property in a consistent
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manner. Accordingly, we associate these four properties to represent the chain
rigidity and explain subsequent differences in adhesion properties for PIs.

3.2.3 Adhesion Properties and SMD Rate Dependency
Calculation of the binding energy at the PI/glass interface is a common way of defin-
ing how strongly they interact. However, it cannot provide atomistic information to
predict the actual dynamic behavior such as how the chain conformation would
evolve when entangled polymer chains are being separated from the glass. In this
regard, it is essential to introduce properties that can broaden the understanding
of interfacial behaviors. For a quantitative comparison of the adhesion behavior
between PI and SiO2 glass, three descriptive properties are introduced in this study.
These are shown in Fig. 10a and include adhesion energy (EAdh), maximum force
(FMax), and pulling distance (Dp) at the plateau of EAdh. The EAdh is defined as
the potential of mean force (PMF) divided by the projected interfacial area when
PI and SiO2 are fully separated from each other. FMax is the maximum force that
the system reaches during detachment. Dp is the center-of-mass distance between
PI and SiO2 when they are completely detached.

The adhesion behavior at the interface could be dependent on the velocity used
for the SMD simulation; thus, it is critical to capture the converged value of
the adhesion properties under various ranges of velocities. Here, the convergence
behavior of PMF for BTDA is obtained when an applied velocity is decreased from
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Fig. 10 (a) Maximum force, (b) plateau distance, and (c) adhesion energy for all structures of the
polyimide on SiO2. The black lines represent the average values
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200 m/s to 1 m/s, as shown in Fig. 10b. At velocities slower than 50 m/s (i.e., 25 m/s
and 1 m/s), PMF responses are observed to be independent of SMD rates.

Consequently, a velocity of 50 m/s is chosen as an optimal value and applied
to the rest of simulations. Calculated adhesion properties for different types of PIs
are presented in Fig. 10c. For better statistical results, pulling tests are repeated for
three samples of each PI structure. First, it clearly indicates that results from the
same type of the PI exhibit consistency for all adhesion properties (i.e., no outliers
appear). More importantly, each adhesion property shows a distinctive trend as the
CTE value is lowered (the order of CTE values: BPDA < BTDA < DTDA). For
example, the largest value of FMax is required to detach BPDA from the SiO2
surface, while the shortest value of required DP for BPDA. On the other hand,
the DTDA structure displays the smallest value of FMax but the largest pulling
distance when two substrates are completely detached. To summarize, a more
rigid PI needs a larger force for detachment (FMax: BPDA > BTDA > DTDA),
while a less rigid PI requires a longer pulling distance (Dp: DTDA > BTDA >
BPDA). It means that the PI with a lower value of CTE requires a larger force
to detach from SiO2, but detachment occurs at the shorter distance. Since the
structure with a larger CTE value has the weaker interaction between chains based
on the nature of the CT complex, it is reasonable of DTDA exhibiting a larger
pulling distance (Choi et al. 2010; Chaudhury et al. 1987). The larger pulling
force shown in BPDA can be explained from investigation on Coulomb energy
changes during detachment, which is covered in Sect. 3.3. However, in terms of the
adhesion energy, it is interesting to note that its value is almost equivalent among all
structures.

For further analysis of the temperature effect, adhesion properties at 450 K and
550 K for BPDA and DTDA structures are obtained (Table 2). It shows that even
at higher temperatures, the same adhesion behavior, i.e., a shorter plateau distance
and a larger maximum force in BPDA, and comparable adhesion energy for both
structures, is obtained comparing to the case at 300 K. It is also important to mention
that the adhesion energy at higher temperatures is lower than that at 300 K, which
is associated with a smaller force required to detach PIs. This could be because
the atomic thermal vibration at the interface is amplified at the higher temperature.
Therefore, an important perspective can be obtained from the above results that
although the same work of adhesion (PMF) is required for full detachment of
any structures considered here, the underlying mechanism is different depending
on structural characteristics; thus, the further analysis performed provides detailed
insight on the nature of adhesion.

3.2.4 Structural Changes During Pulling Process
During the pulling process, it is highly probable that polymer chains located closer
to the interfacial region would play an important role in determining adhesion
properties. Hence, understanding the underlying mechanism of adhesion between
PIs and SiO2 glass at the atomistic level is of importance because the inter- and
intra-material interaction inside bi-materials governs the adhesion failure mode at
the interface. Accordingly, it is critical to perform an analysis for the response of
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each chain in detail to elucidate relevant physics and dynamics. For comparison, the
most thermally stable/high rigidity (BPDA) and the least thermally stable/least rigid
(DTDA) PIs are chosen.

First, an overall outlook of the detachment process can be provided from
atomic snapshots. For a case of BPDA, geometric configurations in polymer
chains at the interface are not strongly affected during detachment. On the other
hand, for DTDA structure, polymer chains located nearer to the SiO2 surface are
stretched in the direction of pulling and experience significant modification in the
chain conformation. A detailed insight into the variation of chain conformation is
examined from computing the variation of Rg and REE during pulling process as
shown in Fig. 11. This can provide direct information how an individual chain in
PIs is deformed during detachment. First, initial Rg and REE values and initial
conformation from each chain in BPDA and DTDA are presented in Fig. 10. It
should be mentioned that for all chains, averaged values of initial Rg and REE
obtained from DTDA are smaller than those from BPDA. This result indicates that
DTDA is more deformable/flexible, which is consistent with results from the bulk
system of PIs. In addition, the standard deviation of Rg (2.72 Å) and REE (12.03 Å)
from DTDA is more than three times larger than those from BPDA (it is 0.87 Å
and 3.00 Å for Rg and REE, respectively), which could be another indication of the
higher chain flexibility in DTDA. Further analysis can be found in our publication
(Kyoungmin et al. 2016).
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3.2.5 Failure Mode
Finally, the failure mode at the bi-material interface is investigated to determine
whether it exhibits adhesive or cohesive failure over the course of detachment.
In general, adhesive failure occurs when two materials are completely detached
without internal failure in either material; hence, a “clean” surface at the interface
is formed. In contrast, cohesive failure occurs when a polymer experiences internal
chain breaking at failure due to the overly strong adhesion at the interface. In order
to examine the failure mode, we modified the region where the pulling force is
applied, i.e., the force is applied to only the half region from the top of PI in z-
direction (denoted case H for “half”), whereas for all previously discussed systems,
the force was applied to all atoms in PI (denoted case A for “all”). For case H, PI
chains near the surface are being pulled by the other PI chains at the top. Therefore,
it is possible that PI chains would experience cohesive failure if their inter-chain
interactions are weak or their adhesion to the SiO2 surface is too strong. However,
for the current study, the cohesive failure is not observed for either BPDA or DTDA
structures; a clean interface is always formed when PIs are fully detached. It should
be noted that all PIs in this study possess very low CTE values compared to other
types of polymers. Considering the fact that the charge transfer complex between PI
chains is very strong, there are strong attractive forces between chains, preventing
cohesive failure (Choi et al. 2010; Chaudhury et al. 1987).

3.3 Effect of Glass Roughness on Adhesion

Creating flat surfaces for molecular modeling is perhaps trivial. For cleaved
crystalline surfaces with small unit cells, the manual operation of adding hydrogen
to the surface oxides can be done without much difficulty (Mishra et al. 2013).
In most studies flat surfaces are primarily used, there are several advantages of
flat surfaces: They lend themselves well to the use of density profiles, as most
species form orderly structures as a function of distance from the surface, and the
explanation that surface roughness features tend to be perceived at wavelengths
longer than the simulation length. When considering a glass or other amorphous
structure, even the flattest surface has heterogeneities that cause a certain degree
of atomic level roughness. With amorphous structures and nanoscale roughness, it
becomes less obvious how to create or manage the surface. In some of these cases,
the surface configuration with minimum energy can be used, some can be found with
temperature gradient protocols (Mishra et al. 2013, 2014). But without a reacting
force field, such as reaxFF (Manzano et al. 2012), these approaches are of limited
use. The underlying chemical nature of the structure must be understood to properly
select for minimum energy surfaces.

3.3.1 Method for Creating Surface Roughness on Glass
To create roughness on the surface, we cut a bulk glassy silica with a predefined
surface. As shown in Fig. 12, we firstly define a shape of the surface by a specific
mathematical function and then cut an initial bulk structure along the surface.
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Fig. 12 Schematic procedure of generating rough surface. (a) Initial bulk glassy silica, (b)

predefined surface with sine function, z = Asin
(

2πx
Lx

)
sin

(
2πy
Ly

)
, (c) prepared rough glassy silica

surface, blue shaded area represents cut surface by sine function

Roughness can be adjusted depending on the defined surface function. Since nano-
sized roughness is formed by varying amplitudes and spacing (Chen et al. 2007),
we applied a sinusoidal function to adjust both parameters as follows,

z = Asin

(
2πx

Lx

)
sin

(
2πy

Ly

)
+ z (7)

where A, Lx, and Ly represent roughness amplitude and spacing of each axis,
respectively. Various amplitudes (A= 0, 5, 10, 15, 20 Å) and spacings (Lx = Ly
= 20, 30, 60, 120 Å) are considered to analyze the effect of each parameter in this
work. Experimentally, the amplitude parameter is usually represented as the height
variation of the surface compared to a reference plane, and arithmetic average, Ra, is
the most common parameter to represent the amplitude of the roughness. Thus, Ra
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is measured for the prepared structure and listed as an amplitude parameter instead,
A in this work. Ra is calculated using atomic coordination of surface atoms with the
following equation,

Ra = 1

n

n∑

i=1

|zi − z| (8)

where zi is the z coordinate of each element and z is average value. Due to the
symmetric shape of a sine function, Ra is almost half of the amplitude value (A).
As the amplitude values increase from 0 to 5, 10, 15, and 20 Å, Ra varies from 1.0
Å to 2.4, 4.4, 6.5, and 8.4 Å, respectively. The spacing of roughness corresponds to
the period of a sine wave (Lx or Ly in the function) and hence, period is listed as
the spacing parameter of the roughness. More specific details on this approach can
be found in literature.

3.3.2 Results
For the systematic analysis of roughness, both amplitude and spacing parameters of
roughness are considered with various hydroxylation densities. Figure 13a presents
the adhesion energy variation with different Ra and hydroxylation densities. As
the Ra or hydroxylation density increases, adhesion energies increase. When
hydroxylation density is increased from 2.4 OH/nm2 to 4.8 OH/nm2, the number
of hydroxyl groups becomes two times larger, i.e., 100% increase, but increased
adhesion energies by 10 ∼ 20% for any given Ra value. On the other hand, when
Ra is changed from 1.0 Å to 8.5 Å with the same hydroxylation density of 4.8
OH/nm2, adhesion energy is increased about 89%. Adhesion energy continuously
increases with Ra higher than 8.5 Å, and thus we can conclude that the amplitude
of roughness, Ra, is more effective to enhance adhesion between glassy silica and
polymer than hydroxylation density in nano-scale roughness.

Fig. 13 (a) Variation of adhesion energy as a function of Ra (1.0 ∼ 8.4 Å) and hydroxylation
density (2.4 and 4.8 OH/nm2), (b) increment (%) of adhesion energy, number of hydrogen bonds,
surface area of glassy silica, and PI
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For the analysis of the hydrogen bond contribution to the adhesion, we counted
hydrogen bonds at the interface (exhibited as red circles in Fig. 13b). Hydrogen
bonds gradually increase with Ra due to the expansion of the surface area, but
the amount of increased adhesion energy is always higher than that of increased
hydrogen bonds. When the adhesion energy is enhanced about 89%, the number of
hydrogen bonds increases only 45%. Thus, the effect of Ra on adhesion is the sum
of the increased hydrogen bonds and additional nonbonded interactions by surface
expansion. Adhesion energy variation depending on Ra follows two steps. As shown
in the figure, both glassy silica and PI surface areas (blue and purple triangles) match
well with each other when Ra is lower than 4.4 Å and hence, the effect of roughness
might be maximized within this range. However, when Ra is larger than 4.4 Å, the
two surfaces begin to mismatch due to the high amplitude of roughness. PI is not
completely attached on the glassy silica surface, and thus the effect of roughness on
the adhesion declines and adhesion energy saturates at a higher Ra value.

Figure 14 represents the calculated adhesion energy variation on Ra and period.
Considering the slope change of the adhesion, it is concluded that period is less
effective on the adhesion than Ra within the considered conditions. Adhesion energy
can be enhanced by expanding surface area with a reduced period, but maximum
adhesion is observed with the longest period (120 Å) in this work. Thus, for an
increment of surface area with a reduced period may not be directly related with
the adhesion enhancement within the considered period range. For the detailed
analysis of reducing adhesion with decreasing period, vacant volume at the interface
is measured and presented in Fig. 14b. When the period is 120 Å, the vacant volume
is negligible. However, as the period decreases, there exists a distinctively increasing
amount of vacant pores at the interface, and due to the vacant pores, contact area
between the two surfaces is lowered and hence, adhesion energy is decreased.

Figure 15 shows a schematic trend of adhesion energy between glassy silica and
PI depending on period. The adhesion energy trend with period is affected by both
surface area and vacant volume at the interface. As the period decreases, surface
area expands, and thus adhesion energy increases (blue solid line). However, if

Fig. 14 Variation of (a) adhesion energy and (b) surface area as a function of Ra and period of
roughness
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Fig. 15 Schematic trend of adhesion energy as a function of roughness period. Black dotted line
represents variation of adhesion energy, and blue and red lines represent variation of adhesion
energy due to surface area or vacant volume, respectively. Green dotted line represents adhesion
energy for flat surface (Ra = 1 Å with infinite period). Adhesion energy increases at Region I and
decreases at Region II

vacant volume exists at the interface, adhesion energy decreases (red solid line). The
overall adhesion energy reflects both effects, and hence one can predict the trend of
adhesion energy (black solid line) in two separate regions as follows. In region I,
adhesion energy increases with decreasing period which implies the surface area
expansion is dominant, and adhesion energy decreases in region II which indicates
that vacant volume is critical for these periods. At the border of the two regions,
there is a specific period which provides the maximum adhesion energy of a system.
A black dotted line in Fig. 15 presents the adhesion energy trend of this work,
and maximum adhesion energy is observed with a period of 120 Å. The existence
of vacant volume varies depending on Ra and flexibility of polymer, and hence
maximum adhesion energy can change with these conditions. If we introduce higher
Ra than 8.5 Å or a more rigid polymer than the current PI, the period for maximum
adhesion will be longer than 120 Å.

3.4 Conclusion

In this book chapter, we have presented a multiscale modeling approach which
established methods, and some guiding principles for modulating adhesion between
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organic. Electronic structure calculations revealed the importance of hydrogen
bonding and of sodium cation in increasing adhesion. Furthermore, the organic
subunit rigid can enhance the adhesion by decreasing the conformational degree
of freedom.

On investigating monomer glass adhesion, we find that hydroxylated silica
surfaces have higher adhesion than nonhydroxylated surfaces. We also find that
glassy silica has a higher adhesion than crystalline silica. The reason for this appears
to be the additional hydrogen bonding interactions possible in the presence of
surface hydroxylation and due to a rougher surface for silica glass allowing more
interactions. On decoupling the interaction forces, we find that adhesion with silica
for polyimides with higher oxygen density would be higher.

Scaling up to polymer interaction on glass, we find that PI materials with lower
CTEs require a larger maximum force to detach them from the glass substrate.
In addition, the pulling distance for complete detachment is shorter for the lower
CTE polymers. A detailed analysis for the chain conformation change confirms
that during the pulling process, the polymer chains near the surface region mainly
determine the interfacial adhesion behavior. When pulled, the conformation of
BPDA chains at the interface is not significantly affected, while those of DTDA
experience substantial changes. This is the cause of a larger pulling distance required
for complete detachment for DTDA compared to BPDA. Furthermore, the variation
in decomposed energy terms during detachment indicates that the main factors
determining the adhesion behavior are bond and coulomb interactions. Finally, the
current systems under study are always expected to experience adhesive rather than
cohesive failure when detached.

Finally, upon investigating the role of nanoscale roughness on glassy silica, and
the calculated results reveal that Ra exhibits the highest effect on the adhesion
change among the parameters considered. The energetic contribution to the adhesion
is analyzed with energy decomposition during the pulling process, and it is revealed
that not only the increase of hydrogen bond but also the increase of Coulomb energy
contributes to the adhesion energy variation by Ra. The contribution of Coulomb
energy becomes more significant when Ra is higher. From the structural analysis, the
trend of adhesion energy variation depending on Ra and period is predicted. Ra can
enhance adhesion energy, but the impact of Ra on the adhesion is also determined
by the period. When the period is the shortest, normalized adhesion energy by PI
surface is similar for any value of Ra.

4 Potential Vistas in Interface Modeling

We have so far discussed adhesion of physisorption of nanometer thick polymer
films on glasses, which are bound by columbic and van der Waals interactions.
There is a pertinent need to extend this study to be able to incorporate reactions at
the interface and to perform simulations that scale larger length scales. To achieve
this, there is a need to develop coarse grained models for interfaces which capture
accurate polymer and glass physics, along with chemistry of interface evolution.
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Recently developed has focused on incorporate bonding at the interface in classical
MD and evaluating the potential of coarse-grained simulations (Bulacu 2008; Yang
and Qu 2014; Xia et al. 2014) to traverse our understanding to larger length and
timescales.
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Abstract

Development of high-strength, scratch-resistant and highly transparent glass
with good sound isolation properties is necessary for automotive, industrial and
architectural applications. While major progress has been achieved in developing
the mechanical strength, scratch resistance and elasticity of highly transparent
glass compositions, achieving broadband sound isolation in glass has remained
a challenge due to the intrinsic thicknesses and the phonon band structure of
the glass layers used. Since phonon band structure of high-strength glass limits
the tunability of its acoustic transmission spectrum, composite multilayer glass
designs need to be used to enhance sound transmission loss while maintaining
the mechanical and optical merits. In this chapter, the design of high-strength,
highly transparent and sound isolating glass is posed as a composite acoustic
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(meta)material design and optimization problem. Sound transmission loss within
human audible range, particularly within 1–10 kHz, must be maximized toward
30 dB or more for good sound isolation while maintaining good optical and
mechanical properties over large areas. Next, constitutive and wave equation
relations for acoustic modeling of sound transmission loss are presented with
example results for polymer/glass sandwich layers. Finally, future research
opportunities on new glass materials with tunable phononic band structures, new
metamaterial topologies and modeling methods are discussed.

1 Introduction

Glass is a multifunctional material that could be made transparent in optical, radio-
frequency, or infrared bands, mechanically strong, highly elastic, and thermally
insulating over large areas. These functionalities and the low cost of glass make
this material be used ubiquitously. Glass is used in large volumes and areas in
automotive, industrial, photovoltaic, and architectural applications, which demand
glass to be mechanically strong, scratch-resistant, and highly transparent (Pam-
bianchi et al. 2016). Glass must also have sound isolation capabilities for residential
or commercial office user comfort, industrial process control, and driver safety.
For instance, the windshield and the side and rear glass of a vehicle both protect
drivers from particles or wind and isolate from thermal climate from the outside.
In addition, these glass pieces must also isolate from noise originating from other
vehicles, which may become a road hazard on highways or noisy urban settings
(Leonhard et al. 2015). Some of the major glass manufacturers have developed
mechanical properties through experimental and data-driven glass composition
development (Mauro et al. 2016; �Chap. 81, “Mechanical and Compositional
Design of High-Strength Corning Gorilla� Glass”). These examples show that
state-of-the-art glass compositions and manufacturing processes can yield scratch
resistance and superior strength in large volumes at low cost.

While mechanical properties mentioned above have been developed significantly
with respect to those of soda lime glass through composition research (Tandia et al.
2019), sound isolation of glass has not been developed enough for rational design of
acoustic transmission spectrum and enhanced sound transmission loss (Shengchun
et al. 2010). These properties need to be developed with a materials modeling
and engineering methodology while meeting manufacturability and mechanical and
optical end property requirements simultaneously. These simultaneous requirements
limit the flexibility in engineering sound absorption and reflection properties of
glass. Engineering glass compositions do not yet seem to be a feasible direction
toward optimizing acoustic phonons. In this chapter, I pose this challenge as a multi-
constraint optimization problem and multilayer solution methods and examples
are presented for enhancing sound transmission loss, particularly within 1–10 kHz
(Leonhard et al. 2015). For good sound isolation, sound transmission loss within
human audible range, particularly within 6–9 kHz, must be maximized beyond
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30 dB or more. Acoustic constitutive relations and numerical models are presented
to describe some of the multilayer solutions to this multi-objective materials
optimization problem.

Sound signal is a time-dependent vibration of molecules in space, and this
vibration brings a change in particle velocity when sound signal hits molecules.
For solids such as a glass slab, due to limited particle displacement in compact
molecular arrangement, a pressure gradient through the thickness of glass can be
observed. In addition to this pressure gradient, the intrinsic molecular absorption
due to acoustic phonon bands of the material leads to phase shift and absorption
of the sound energy impinging on the glass slab. As a result, the transmitted
acoustic signal is partially reflected and attenuated. This reflection and attenuation
determines the fraction of sound energy that is transmitted through glass panes
such as windshields and auto glass. The molecular vibration frequencies in the
transmitted sound energy constitute the transmission spectrum of sound. When the
transmitted sound power intensity is normalized with respect to the incoming sound
power, one can determine the frequency response of glass panes. This frequency
response is determined on a decibel (dB) scale, and thus sound transmission
loss (STL) is defined as STL = 10 × log10(Ptransmitted/Pin). The purpose in this
chapter is to overview composite glass pane designs for enhanced STL. Typically,
multilayer planar glass/polymer/glass sandwiches are used for sound isolation. The
polymer in most cases is polyvinyl butyral (PVB), which is a transparent resin that
binds strongly on glass. Hence, the optical and mechanical properties of laminated
composite glass-PVB structure help approach the desired specifications (Leonhard
et al. 2015).

The acoustic transmission behavior of glass is determined by the mechanical
properties, density, thickness, and elastic moduli of glass materials. The intrinsic
acoustic scattering behavior of a single sheet of glass is determined by the electronic
and phononic band structure of glass. In particular, acoustic phonons play a key
role in absorption and scattering of incoming sound intensity and make up the
intrinsic glass behavior. These band structures depend strongly on the composition
and microscopic glass topology. Since glass is an amorphous material, rational
design of phonon band structure of glass has been difficult. As a result, the intrinsic
specific sound transmission loss behavior of a glass sheet is traditionally taken as a
function of glass composition. Since glass composition leads to an essentially fixed
acoustic transmission behavior, composite multilayer sandwich structures have been
investigated more rigorously (Leonhard et al. 2015) for simultaneously optimizing
mechanical, optical, and acoustic properties.

A key requirement in automotive glass design for windshields is lightweight,
and this requirement is imposed on automotive industry by US regulations FMVSS
205 (ANSI Z26.1) and European requirements as defined in ECE R43 Rev. 3
for windshield applications. As a result, the auto glass panel designs should be
as thin as possible. The automotive glass industry has traditionally been using
trilayers of glass/polymer/glass-laminated composites for high strength, high optical
transparency, and good sound and thermal isolation. Glass layers depend on the
specific glass compositions developed by each glass manufacturer, and they can
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be annealed soda-lime glass or other proprietary compositions. Polymer layer is
typically chosen as standard polyvinyl butyral (SPVB), which binds strongly on
glass and retains mechanical strength of the structure while providing good optical
transparency. While fundamentally new glass compositions may emerge, end user
windshield applications are most likely going to contain glass/polymer composites
as the industry is strongly driven by high-volume manufacturability and well-
established standards. As a result, successful glass models should be able to solve
for sound transmission loss of multilayer composites in time, frequency, and real
space domains. New emerging physics of acoustics and wave phenomena indicate
that fundamental breakthroughs in sound isolation are also imminent (Yang and
Sheng 2017).

In the following part, constitutive material relations and the wave equations used
for acoustic modeling of sound transmission loss are presented with example results
for polymer/glass sandwich layers. In the final part, future research opportunities
on new glass materials with tunable phononic band structures, new (meta)material
topologies, new mechanisms, and modeling methods are discussed.

2 Auto Glass Design: Materials and Acoustic Modeling

The second part of this chapter covers the acoustic wave equation formalism,
model details, and example results on the sound transmission behavior of laminated
glass/polymer composites. In the first subsection of the second part, the equations
used for modeling the constitutive relations of glass/polymer composites are
presented with a brief discussion of each term in the wave equation for sound
transmission, boundary conditions, source definitions, and the details of finite
element modeling steps. In the second subsection, example results on the sound
transmission behavior of laminated glass/polymer composites are presented and
discussed.

2.1 Constitutive Relations and Modeling Sound Transmission
Loss

Sound transmission loss of laminated glass composites are modeled with finite
element modeling using linear acoustic wave equations and material constitutive
relations. In order to understand the acoustic transmission, reflection, and attenua-
tion behavior of materials, one may use commercial acoustic finite element method
solvers such as ANSYS MAPDL, ANSYS Acoustics ACT, Siemens LMS, MSC
ACTRAN, or COMSOL Multiphysics Acoustics module. In the finite element
model, first, the geometry of the structure to be simulated is defined. The sound wave
or the pressure oscillates inside the enclosed structure and then exits the structure to
the exterior medium.

In linear acoustics, pressure changes are assumed to be small with respect to the
mean pressure:
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p = p0 + p′, p′ � p0 (1)

Momentum and mass are conserved as described by Eqs. (2) and (3):
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where ρ0 is the mass density of the medium (kg·m−3), pa is the acoustic pressure
(N·m−2), va is the sound velocity (m·s−2), and the Q/ρ0 term (s−2) is that captures
mass loss due to sound wave-medium interaction. SI units are typically used. Here,
constant and ambient temperature is assumed. Using Eqs. (2) and (3), the governing
equation that describes the spatial and time dependence of linear acoustic pressure
profile is found:
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In the models presented here, while no acoustic fluid-structural interaction is
assumed, polymers may undergo glass transition with temperature, and their elastic
moduli may change. As a result, temperature variations must also be modeled. This
investigation is, however, beyond the scope of this chapter. For a deeper analysis
of acoustic fluid-structural interaction with example cases, readers may refer to
(Bouayed and Hamdi 2013; Kinsler et al. 2000; Kruntcheva 2007; Todo 2005).

2.1.1 Solution Types
Equations (2), (3), and (4) are solved for each node in the linear finite element
acoustic model. The model types can be classified into three categories:

• Modal solutions, in which eigenmodes of the system are found. Understanding
the modes of a given geometry could be important when unintentional resonances
can emerge within the structure. These resonances may localize sound pressure
and cause potential nonlinear structural damage. Therefore, one needs to avoid
resonances within the audible range inside the glass/polymer composites to
eliminate nonlinear sound localization and structural damage.

• Harmonic solutions, in which sound pressure level and power distribution at each
port are found. This helps understand the sound transmission loss spectrum of a
laminated windshield glass. In this chapter, we focus on harmonic solutions.
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• Transient solutions, in which time evolution of the spatial dependence of sound
pressure or acoustic energy density profile is solved. These solutions could
be important in automotive glass product development as the windshield of a
vehicle or the sound source is a moving part and the actual behavior of sound
transmission loss may need to be accounted for using transient simulations of
different angular orientations, relative velocities, and temperatures. In transient
solutions, the temporal spacing between each sample is typically defined as
�t = 1/(2fmax), where fmax is the maximum frequency component of the sound
wave incident on the structure. This definition originates from Nyquist theorem,
which requires sampling a signal of maximum frequency fmax using a sampling
rate of 2fmax in order to avoid aliasing. Aliasing is a misidentification of the
frequency of a sound signal.

2.1.2 Material Properties
The material properties that govern sound isolation simulations include mass
density, sound speed in the material, and dynamic viscosity. Density and the sound
speed are fundamental material properties, which generally depend on temperature
and sound frequency. Dynamic viscosity is defined as η = F/(A × SR), where F
is the force, A is the area, and SR is the shear rate. Dynamic viscosity is a term in
units of Pa·s, and it introduces dissipative effects and sound absorption losses. This
viscosity term is both frequency and temperature dependent.

Sound wave propagation in outer medium such as air is modeled as a nonuniform
ideal gas. In such media, the spatial and temporal evolution of sound waves is
described using Eqs. (5), (6), and (7), which describe the pressure state and speed
of sound (Kinsler et al. 2000):
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c2 (−→r ) = γRT
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(−→r ) = ρ

(−→r )RT
(−→r ) (7)

While these equations capture the dynamics of sound transmission, the inter-
action of pressure gradient with a rigid wall needs to be modeled using boundary
conditions. For cases where temperature differences are also considered, viscous-
thermal effect (pressure wave interaction with a perfect rigid wall or flexible wall)
is introduced by solving the pressure equation coupled with Navier-Stokes equation
(Zhao 2017).

2.1.3 Boundary Conditions
The boundary conditions in acoustics are defined by first introducing the following
terminology:
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• Perfectly matched layer boundary (PML): absorbs incoming pressure waves.
• Sound-hard surface: A surface on which particle normal velocity is zero (or

Neumann boundary with n̂ · ∇p = 0).
• Sound-soft surface: A surface on which sound pressure is constrained (also

known as Dirichlet boundary, where p = p0 fixed pressure).
• Mixed boundary: The surface whose frequency-dependent wave transmission

properties are modeled using a mixed impedance mismatch model, where
acoustic impedance is defined as Z = p/(vS), with p being the pressure, v being
the sound velocity, and S being the surface area.

• Port: An exterior surface on which incident pressure is launched into the model.
• Transparent port: The pressure is reflected back to the infinity through this port.
• Boundary layer impedance model: Boundary layer thickness is much lower than

the thickness of domains (or actual materials). The wavelength is also much
greater than these layers (Zhao 2017).

• Low reduced frequency model: When the sound wavelength is much greater than
the geometric feature sizes and boundary layer thicknesses, one can simplify the
sound wave equation into:
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• Wave absorbing boundary conditions: The domain or open medium is terminated
with infinite, homogeneous, inviscid fluid (gas), and, thus, outgoing propagating
waves keep propagating outward and do not reflect back.

Among these boundary conditions, radiation and absorbing fluid element bound-
aries are used for all types of analyses (modal, harmonic, and transient), and
perfectly matched layers are used for harmonic analysis. In the calculations of
pressure profile on boundaries and inside materials, finite element mesh sizes are
typically chosen as λ/10-λ/5 where λ = c0/f.

2.1.4 Definition of Sources
The sound wave source is defined in different forms including incident pressure

plane wave Pinc = Pinc,0ejϕe−j
−→
k i (

−→r −−→rs ) and particle velocity vn,f = 1
ωρ0

n̂ ·−→k ipinc.
Here, the mass density and the sound speed in the given environment must be known
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for numerical calculation of sound transmission loss. While plane wave is the most
fundamental source, other sound pressure sources are also used:

• Monopolar or spherical incident waves for a sphere of radius a

Pinc = aPaejka e−j
−→
k i (

−→r −−→rs )

| −→r −−→rs |
(8)

• Dipolar waves as a combination of two monopoles with opposite signs and
separation of distance d.

• Loudspeakers with monopole or dipole circular pressure radiators.
• Diffuse sound fields where pressure waves are launched with amplitude An(ω),

distance dn along N directions, and phase angles #n = 0–2π

p (r,ω) =
N∑

n=1

An (ω) ej#n e−j
−→
k ndn (9)

The last source type can also be used for studying the angular dependence of
sound transmission loss. With the definitions of sources, we also define acoustic
port modes, which are the junctions of entry and exit of the sound pressure waves.
For a two-port structure, the amplitudes and phases of the incoming/outgoing sound
pressure waves are defined as follows: P11 (wave incident from Port 1, reflected from
Port 1), P21 (wave incident from Port 1 and exits from Port 2), P22 (wave incident
from Port 2, reflected from Port 2), and P12 (wave incident from Port 2 and exits
from Port 1). These parameters are used for describing the sound transmission loss
in decibel scale by calculating P21 in postprocessing.

2.1.5 Postprocessing
After the simulations are completed, sound pressure level and sound transmission
loss are calculated:

SPL (dB) = 10log10

(∑N
i=1 p2

i

p2
ref

)
(10)

Here, sound pressure level at the threshold of human hearing is 0 dB, which has
the same pressure as the reference pressure, pref = 2 × 10–5 Pa. Here, pi terms are
pressures at the sampled frequencies. To calculate sound transmission loss, time-
averaged sound power through an area S must be calculated:

PW = 1

2

∫∫

S

p−→v ∗ · n̂ds (11)
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Sound transmission loss (TL) (dB) = 10log10

(
Pin

Pt

)
(12)

Sound reflection loss (RL) (dB) = 10log10

(
Pin

Pref

)
(13)

The wave description can also be viewed as a network of acoustic impedances
connected to each other, where each layer or mesh’s acoustic impedance Z is defined
as Z = p/(vS), where p is the pressure, v is the sound velocity, and S is the surface
area. The reflections occur due to impedance mismatch between two dissimilar
layers.

When reflections are calculated, one can plot the frequency dependence of sound
pressure level and transmission loss on a given port based on Eqs. (10) and (12).
By using symmetry of the geometry, one can also simplify the calculations and
find far-field parameters, reflection, and sound transmission loss outside the finite
element mesh region. Symmetry considerations also simplify the calculations of
angular dependence of transmission loss, far-field sound power level, and sound
pressure levels over multiple octave bands at far-field points.

2.1.6 High-Performance Computing (HPC) Considerations
As sound transmission loss simulations for automotive glass applications involve 3D
mesh and calculations, high-performance computation is necessary. The commercial
solvers can easily reduce solution times by an order of magnitude with respect to
typical workstation computers with single-core central processing units. HPCs can
reduce calculation times by using optimal mesh sizes, multiple acoustic models for
different parts of the model structure, and efficient job distributions on HPC cores.

2.2 Sound Transmission Loss Models in PVB-Glass Multilayer
Composites

Glass industry has well-established fabrication methods of fabricating polyvinyl
butyral (PVB) layers on glass for acoustic and thermal isolation. This polymer is
an optically transparent resin, which binds strongly on glass surfaces, thus retaining
the mechanical strength and optical transparency of multilayer laminate composite
materials (Pambianchi et al. 2016). Polymeric inner layers are used for composites
because of their density and elastic modulus contrast with glass and because of their
lightweight. Automotive emission regulations require each part in the automotive
to be lighter, and thus polymers are preferred by glass industry for more than the
past five decades. For instance, Corning Incorporated, which is one of the leading
glass research and manufacturer companies, develops structures as thin as 3.56 mm
using Corning’s Gorilla Glass for Automotive (GGfA) applications. These glass
layers are combined with annealed soda-lime glass (ASLG) and standard PVB
layers (SPVB). Traditionally, glass laminate composite windshields are fabricated
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as ASLG/SPVB/ASLG layers with 4.96 mm thickness. By substituting one of the
ASLG layers with GGfA, the total glass layer thickness required for achieving
similar strength is reduced as GGfA is strengthened using Corning’s ion exchange
process (Leonhard et al. 2015) as shown in Fig. 1. This process is a glass strength-
ening method, which prevents crack propagation due to Na/K ion concentration and
stress gradient near glass surface. These layers are then tested and qualified to meet
US regulations FMVSS 205 (ANSI Z26.1) and European requirements as defined
in ECE R43 Rev. 3 for windshield applications.

While state-of-the-art glass composition engineering enables improvements in
scratch resistance and mechanical strength of glasses, modeling the sound transmis-
sion loss of laminated sandwich panels is necessary in achieving enhanced sound
isolation. In the rest of this part, sandwich panel modeling results are presented for
laminated sheets of glass and a structural middle layer. These modeling results are
representative of common sandwich panel design trade-offs in STL.

In this part, the sound transmission loss spectra of unbounded orthotropic
sandwich panels shown in Fig. 2 are investigated. The modeled structure is a three-
layer sandwich of glass top and bottom face sheets and a honeycomb structural core.
Sound waves impinge on the top face sheet and cause transverse shear deformation
in the layers. As a result, the thickness, rigidity, and other mechanical properties
of the layers become important. In this model, Young’s modulus of the face sheet

Fig. 1 Automotive
windshield glass is
traditionally designed as
sandwiches of annealed
soda-lime glass (ASLG) and
standard PVB layers (SPVB).
Using Corning’s ion
exchange process, one can
strengthen glass and
substitute one of the glass
layers with Corning’s Gorilla
Glass for Automotive (GGfA)
applications. As a result, the
total windshield thickness is
reduced from 4.96 to
3.56 mm (Leonhard et al.
2015, reprinted with
permission from SAE
International)
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Fig. 2 Structure of the multilayer orthotropic sandwich panel (glass/honeycomb core/glass) under
acoustic excitation. Here, sound transmission loss (STL) is defined as STL = 10 × log10(Pt/Pin)
(Shengchun et al. 2010, reprinted with permission from Elsevier Ltd.)

has been taken as 6.37 GPa, face sheet’s density as 630 kg/m3, face sheet thickness
as 6.35 mm, Poisson’s ratio of face sheet as 0.33, shear modulus of the core as
Gxz = 23 MPa and Gyz = 50 MPa, core density as 28 kg/m3, and core thickness as
73.5 mm.

Parametric studies were done to determine the effects of shear rigidity and
thickness of the panel face sheets on STL. The acoustic wave equation solutions
have been calculated based on FEM discussed in Part 2.1. Shear rigidity of the
honeycomb layer transforms an incoming longitudinal acoustic pressure wave into
an in-plane transverse stress gradient, and, thus, STL is enhanced at a wide range of
frequencies. A caveat of this approach has been found in the low-frequency regime,
in which STL decreases to a few dB when shear rigidity increases from 106 to
107 N/m as shown in Fig. 3. Figure 4 shows the dependence of STL on the top
glass sheet thickness, which yields an STL dip for higher frequencies (1–10 kHz)
due to resonant coupling and transmission of sound pressure waves. Since these
thicknesses are necessary for structural and mechanical strength of the layers, a
trade-off in STL at higher frequencies emerges. This trade-off could be overcome
by adding further layers into the structure and reducing the resonance strength of
the dips shown in Fig. 4.

3 Conclusions and Future Work

3.1 Glass Composite Models for Enhanced Sound Isolation Loss

Glass industry is highly conservative in the manufacturing processes and layer
structures for windshields. As a result, glass models for enhancing sound transmis-
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Fig. 3 The effect of increasing shear rigidity of the core on field STL of orthotropic sandwich
panel. Higher rigidity shifts STL dip to lower frequencies (Shengchun et al. 2010, reprinted with
permission from Elsevier Ltd.)

sion loss must continue to follow laminated glass/PVB/glass or similar multilayer
composites. While simplified models may assume infinitely long composite sheets,
realistic models need to account for the finite size effects as well. In addition,
the angular uniformity of STL of curved composite windshield layers becomes
another important figure of merit, which should be maximized. Since both geometric
and material properties become important in these laminated composite structures,
simultaneous iterative models of both material properties and windshield geometry
should be developed.

3.2 Opportunities for New Glass Models and Materials
with Improved Sound Isolation

Simultaneous optimization of mechanical strength, scratch resistance, optical trans-
mission, and sound isolation is a challenge due to the intrinsic trade-offs imposed
from the phononic band structure, microstructure, and geometric requirements. For
high mechanical strength and elastic modulus, the glass composition space must
include some key dopant constituents to allow for wide dynamic range for strain
in the elastic deformation regime. In addition, since auto glass applications also
demand fabrication of clear sheets of glass over large areas, one needs compatibility
with large-area and large-volume manufacturing methods such as Corning’s fusion
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Fig. 4 Effect of face glass sheet thickness on STL of the sandwich panel. Increasing glass panel
thickness shifts the STL transmission spectrum dip from about 8 to 2.5 kHz (Shengchun et al.
2010, reprinted with permission from Elsevier Ltd.)

draw process or other large-volume production methods (�Chap. 81, “Mechanical
and Compositional Design of High-Strength Corning Gorilla� Glass”). While
these simultaneous requirements pose a complex challenge, researchers have been
addressing some of these complexities by introducing new fundamental composite
structures with unique effective mechanical and optical properties as well as design
paradigms. Below is a list of fields in acoustics and wave phenomena in general
which are promising in developing models and composites that could address the
sound-isolating, strong, elastic, and transparent glass design problem with a few
constraints at a time.

Acoustic Metamaterials: Metamaterials are composites, which are rationally
designed with key geometric features to achieve desired effective Young’s moduli
and Poisson’s ratios not found in nature. In metamaterials, the overall material prop-
erties become strong functions of geometry, symmetry, and microscopic composite
periodicity than would otherwise be in a regular single-phase structural material. As
a result, one can engineer the density (ρ) and compressibility (C) of the effective
metamaterial structure. For instance, resonant coupling of materials in a Helmholtz
coil configuration may lead to negative dynamic C (C < 0, ρ > 0), or materials
could be engineered to oscillate in or out of phase with the force when the drive
frequency is below or above the resonance frequency, respectively. Thus, negative
dynamic density could be achieved through out-of-phase time harmonic motion
of the moving mass. Evanescent acoustic modes can be engineered to have much
stronger effects by design to achieve negative C or ρ or both. For further overview,
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readers are referred to excellent reviews on this subject (Wu et al. 2018; Yang and
Sheng 2017; Fang et al. 2006; Ma and Sheng 2016; Cummer et al. 2016; Maldovan
2013; Greaves et al. 2011; Yamamoto 2018). With resonant metamaterial structures,
giant sound loss enhancements could be engineered at the desired sound frequencies
by design. As the components of metamaterials could also be optically transparent,
metamaterial design strategy could be a solution to the sound isolation loss problem.
For engineering of the intrinsic glass properties, readers are referred to the other
glass design chapters in this section (�Chaps. 83, “Fundamentals of Organic-Glass
Adhesion,” and � 81, “Mechanical and Compositional Design of High-Strength
Corning Gorilla� Glass”).

Simultaneous Sound and Heat Isolation: Since acoustic transmission is deter-
mined by electron and phonon band structure, transmission of sound and heat
waves through glass composites are tightly coupled. Therefore, a natural outcome
of designing for high sound isolation loss could be enhanced thermal insulation as
well. Previously, Raman and Brillouin scattering studies experimentally indicated
the coupling of phonons and photons, but, recently, a mechanism involving the
simultaneous localization of mechanical and optical waves by using acoustic and
optical cavities has been introduced to significantly enhance sound and light
interactions (Maldovan 2013). As a result, one may design and use a new class
of acousto-optical crystal that can integrate the combined management of phonons
and photons (Maldovan 2013). Acoustic transmission spectra can be controlled
using nonlinear acousto-optic metamaterials whose phonon band structures are a
strong function of “capacitive and inductive” behavior of the vibration spectrum
of the periodic lattice. As a result, one can achieve large-scale thermal diode
behavior with large sound isolation loss. An excellent review paper (Maldovan
2013) describes phonon cavity engineering principles and presents examples for
bridging mesoscopic and microscopic designs of phononic band structures for the
desired sound and heat transmission loss. The engineering of phonon band structure
may help simultaneous achievement of strength and sound isolation loss in glass
composites.

Active Control of Sound Transmission Loss: Acoustic transmission spectra
could also be controlled on demand by applying voltage. If mechanical properties
of one of the layers in a glass/polymer composite depend on voltage, then sound
transmission loss could be enhanced by voltage bias to stiffen or soften the structural
layer within laminated glass sheets. As a result, glass could be operated in “silent
mode” with voltage bias (Zheludev and Kivshar 2012). Two key requirements
for such a design are, first, a sizable elastic modulus and density change upon
voltage for sound isolation enhancement and, second, a negligible or no change
in optical transparency. In order to achieve such demanding properties, one may
use 2D materials with transparent contacts or functionalized PVB layers (Kraft
et al. 2006). While major research on electrochromic windows progressed enough
for commercialization (Wang et al. 2016), electroacoustic glasses may become an
emerging area for research.

Elastic Wave Manipulation with Nonreciprocity and PT Symmetry: Recent
investigations in wave phenomena indicate that one can engineer the photonic,
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electronic, phonon, and spin-resolved band structures with certain symmetries.
These symmetries include point or planar inversion, parity, time-reversal, rota-
tional, and translational symmetry. Some of these symmetries such as rotational,
translational, and inversion symmetries are observed in real space, while time-
reversal symmetry is observed in time or wave vector (or frequency) space. When
these symmetries are broken, one can control the propagation and attenuation of
photons, phonons, spins, and wave particles on demand. For instance, introducing
a magnetic dopant into a material and applying magnetic field in a direction allows
for asymmetric photon and phonon transport for positive and negative wave vectors
of the same frequency, and thus ω(k) �= ω(−k). A time-dependent control of
density or elastic modulus of glass layers can also enable time-reversal symmetry
breaking. Using these symmetry-breaking principles, one can engineer one of the
layers in glass pane composites to yield nonreciprocal sound transport properties,
thus yielding high sound transmission loss. Since glass and PVB are amorphous
materials, there are no real space lattice symmetries to break. On the other hand, one
can use time or frequency domain symmetry-breaking methods such as controlling
density or elastic modulus of one of the layers using time-dependent voltage or
magnetic field. This control allows for nonreciprocal propagation of sound. Thus,
glass/PVB laminate composites could be engineered for high nonreciprocal sound
transmission loss and isolation (Ma and Sheng 2016; Haberman and Norris 2016;
Yang and Sheng 2017; Fang et al. 2006; Cummer et al. 2016; Popa and Cummer
2014; Greaves et al. 2011; Krushynska et al. 2018; Yan et al. 2018; Kushwaha et al.
1993).

Bioinspired Acousto-optic Structural Materials Engineering: Natural struc-
tural materials are formed out of a limited number of organic/inorganic compounds
at room temperature. These layers consist of hard and soft materials organized in
complex hierarchical architectures, with characteristic dimensions ranging from
the nanoscale to the macroscale. As a result, these materials are lightweight and
commonly have unique combinations of strength and toughness, although synthetic
replication of these materials has been challenging (Fig. 5).

The room temperature formation kinetics, the hierarchical structure, and the
unique mechanical properties of biological materials may enable enhanced sound
transmission loss.

Hybrid-Nonlinear Acoustic Materials: In this chapter, the intensity of sound
pressure level has been assumed to remain small enough with respect to mean
pressure as shown with Eq. 1, such that wave transport always remains in the linear
regime. On the other hand, when this assumption is relaxed, acoustic transmission
spectra can be controlled using nonlinear acousto-optic filtering. In nonlinear
acoustic transmission, sound isolation and nonreciprocal sound transmission can be
achieved through asymmetric frequency conversion and filtering the fundamental
frequency.

To exploit nonlinearities in sound isolation, the medium needs to be a nonlinear
acoustic material and a frequency-selective mirror (i.e., a periodic phononic crystal).
These two layers need to be used together as shown on Fig. 6. The structure consists
of a frequency-selective surface (FSS) and a nonlinear acoustic layer. The mirror
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Fig. 5 Ashby plot for classes of structural materials with respect to their specific strength and
specific stiffness values. Naturally occurring biological materials (shown in pink) yield unique
strength/stiffness combinations (Wegst et al. 2014). (Reprinted with permission from Springer
Nature)

reflects the fundamental frequency (f0) but transmits the second or higher-order
harmonic (2f0 or nf0). The nonlinear acoustic layer is first excited from the left side
(i.e., from inside windshield) of the filter at fundamental frequency in the audible
range, and sound waves are reflected by the structure as shown on Fig. 6. When
the structure is excited from the right-hand side of the structure (from outside),
the nonlinear layer converts most of the incoming acoustic energy to the second
or higher harmonic frequency, which is transmitted through the frequency-selective
mirror. Thus, the sound frequencies transmitted from outside (right) to inside (left)
could be tuned to beyond audible range (Fig. 6).

Nonlinear acoustic materials are modeled using non-Hermitian Hamiltonians,
which describe systems with loss and/or gain or other higher-order effects, which
may upconvert incoming sound frequencies to beyond audible range and help
enhance sound isolation below 20 kHz.
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Fig. 6 Bilayer of frequency-selective surface (FSS) and nonlinear acoustic layer helps eliminate
sound transmission at audible frequencies from outside (right) to inside (left of the structure).
The FSS reflects sound back inside at the fundamental frequency, while the incoming sound from
outside is upconverted to second- or higher-order harmonics with high efficiency to avoid audible
range (Cummer et al. 2016). (Reprinted with permission from Springer Nature)
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Abstract

The performance of materials used in nuclear technologies is controlled by
mechanisms that have their origin at the atomic level. Materials modeling is
needed in conjunction with theory and experimental observations to develop
fundamental understanding of energetic processes that span disparate scales in
space and time. Modeling of nuclear materials has been in use continuously
since the early developments in the 1950s. It is by no means a mature field, with
constant advances still being made on many levels, including theory, simulation,
and algorithms. This can be ultimately linked to the fact that we do not currently
have a complete theory of irradiation damage in materials. Multiscale materials
modeling has stepped up to fill that gap and continues to address the research
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needs of the nuclear materials community. This section provides the reader
with a rigorous and practical description of the different elements of multiscale
modeling that have had and are having the broadest impact on the field.

1 Introduction

The chapters in this section provide a detailed description of methods used to
model nuclear materials from the electronic to continuum scales. While modeling
of nuclear materials takes advantage of both established and novel techniques being
developed within the multiscale modeling framework (Curtin and Miller 2003)
for other purposes, the particularities of irradiation exposure and the associated
material property degradation effects demand specific modifications – if not full-
blown reformulations – that now make it a specific branch within multiscale
modeling of materials (MMM). This should come as no surprise, as it is well
known that energetic particle irradiation is an inherently multiscale process, acting
at the nanometer scale in its primary form and transferring its effects to the
engineering scales. Likewise, femtosecond-scale processes propagate themselves
through time until their effects are felt after hours and even months and years of
continued operation. This complexity is compounded by the fact that the effects
brought about by energetic particle irradiation are of strikingly varied nature: alloy
chemistry, heat transfer, mechanical behavior, melting, and diffusion, among many
others, are all known to play an important role at some point or another along the
spatiotemporal sequence (Zinkle and Busby 2009). This multidisciplinarity is an
inherent characteristic of multiscale modeling of irradiated materials and is reflected
in the group of authors contributing to this section. These contributions integrate
well with the chapters of Part VII of MTM, entitled “Modeling of Microstructure
Evolution: Mesoscale Challenges” edited by Stan and Sarrao in MTM, with Part
XIV “Modeling of Radiation Damage in Materials: Best Practices and Future
Directions” edited by Nordlund and Short and other stand-alone publications that
provide a foundational understanding of models of radiation-induced changes in
microstructure and properties of materials.

2 Contributions

This overview offers a brief commentary on the different chapters to introduce the
reader to the field. �Chapter 86, “Density Functional Theory Calculations Applied
to Nuclear Fuels,” by Andersson focuses on electronic structure calculations in
nuclear fuels. This is an extremely challenging problem due to the strongly
correlated nature of 5f electrons in uranium, which makes the use of standard
exchange-correlation schemes within density functional theory (DFT) insufficient
to capture the properties of fuels based on UO2. Advances in this field are critical
to push along in the development of advanced fuels such as metallic fuels, UN, or
U3Si2.



85 A Decade of Nuclear Materials Modeling: Status and Challenges 2113

The author discusses in detail calculations of point defects, both under thermal
equilibrium and under far-from-equilibrium situations (under irradiation), and the
structure and properties of Xe atoms generated as a fission product and its impli-
cations for fission gas accumulation in the fuel. This is one of the most important
issues in the long-term structural integrity of fuel elements in nuclear reactors, and
although semiempirical calculations are gaining traction for their ability to deal with
larger systems, DFT and its variants are still a fundamental piece in our modeling
portfolio to study the complex structure of U-based compounds.

Given the short length and time scales accessible to DFT-based methods, there is
a need to develop empirical potentials to study energetic radiation damage processes
in materials using molecular dynamics and Monte Carlo simulations. �Chapter
87, “Interatomic Potentials for Nuclear Materials,” by Devanathan provides an
overview of commonly used potential functions and reviews the suitability of
different potentials to model defects and radiation effects in materials, such as α-
Fe, SiC, pyrochlores, and UO2. This chapter serves as a bridge between Andersson’s
chapter devoted to DFT and subsequent chapters on molecular dynamics and kinetic
Monte Carlo methods. DFT data are often used along with experimental data to fit
interatomic potentials. In addition to fitting to elastic constants and lattice constants
from DFT, fitting to forces derived from DFT calculations for representative model
liquids is a promising strategy to develop reliable interatomic potentials. Several
interatomic potentials have been developed for commonly studied materials, such
as Fe and UO2. DFT results for defect properties not used to fit the potential can be
used as a standard against which the results of the potentials can be compared. Often,
no single potential stands out as being clearly superior for modeling dynamic defect
properties due to the limitations of the functional forms used. The combination of
high-throughput DFT calculations and machine learning has the potential to identify
new functional forms and parameters for potentials to simulate radiation damage.
Ultimately, the development of reliable interatomic potentials is closely tied to the
reliability of MD simulations of radiation damage presented in the next chapter.

Djurabekova and Nordlund provide a comprehensive overview of the uses of
molecular dynamics for simulations of energetic particle irradiation in �Chap.
88, “Molecular Dynamics Simulations of Non-equilibrium Systems.” Molecular
dynamics (MD) is a fundamental tool in the computational modeling portfolio
due to its intrinsic high temporal and spatial resolution, efficiency and scalability,
versatility to study all kinds of systems and geometries, etc. As it relates to bulk
irradiation damage from high-energy particles such as neutrons or heavy ions, MD
has provided key insights into the primary damage production process, including
the start of the displacement cascade, the thermal spike, quenching phase, and
defect survival phases. For example, MD conclusively showed that primary damage
production does not scale linearly with recoil energy, an assumption in place in
the irradiation damage community for decades, but that it follows instead a power
law due to breakup into subcascades or, in some selected cases, saturates above a
threshold energy. As well, it was through MD simulations that cornerstone theories
such as the production and dislocation bias models have been verified, a fact that has
had very large implications in our understanding of irradiation damage processes.
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This would not have been possible without the capability to simulate tens and even
hundreds of millions of atom systems, which are now routine in many research
groups thanks to very successful optimization efforts over the years to make MD
codes efficient and scalable on massively parallel architectures. The authors also
discuss the role played by electron-phonon coupling as a viable way of extracting
heat from the molten zone following the thermal spike. This is typically modeled
via two-temperature models cast over the underlying particle dynamics.

MD simulations have also proven critical to study light-ion deposition processes
on material surfaces, e.g., as in the case of fusion first walls exposed to H and He
plasma ions. Simulations have given researchers access to the mechanisms behind
physical and chemical sputtering in graphite surfaces, erosion in W and B materials,
and surface morphology evolution in W. The authors make a convincing case for
molecular dynamics to continue being an essential element of the modeler’s toolbox
for years to come to study irradiation processes in materials.

In �Chap. 89, “Kinetic Monte Carlo Algorithms for Nuclear Materials Appli-
cations,” Balbuena, Caturla, and Martinez cover the kinetic Monte Carlo (KMC)
technique and its application to irradiation damage accumulation in representative
structural metals. KMC simulations have established themselves in this field by
providing access to time and length scales that range between those covered in
molecular dynamics simulations and those accessible with mean field rate theory
calculations. As such, they are ideally suited to study post-primary damage kinetics
while retaining full three-dimensional spatial resolution. For example, they are able
to capture the fine details of defect evolution in stages II, III, and IV of resistivity
recovery experiments, including correlated recombination, cascade aging, and the
early stages of damage accumulation. Often, KMC is offered in contraposition to
rate theory calculations, which, although capable of reaching longer time scales
and irradiation doses, fail to capture the highly heterogeneous nature of irradiation
damage in metals. One of the reasons hindering progress in the time scale front
for KMC simulations is the disjoint nature of defect diffusion in metals, with self-
interstitials moving practically athermally along rectilinear trajectories at very high
rates and vacancy clusters displaying very low mobilities. This results in time
evolutions controlled by high rate processes with slow time progress. Another
difficulty intrinsic to the KMC method is the stochastic nature of time evolution,
which makes it difficult to take advantage of parallelization, in contrast with almost
all other methods. While new algorithmic advances have shown some promise, there
are opportunities for more improvement in this topic. The authors also discuss the
development of new methods that determine events “on the fly,” that is, calculating
locally in space and time the different transitions available to a given evolving
species. Following new efficiency improvements, these methods have opened the
door to unprecedentedly complex systems, such as neutron-irradiated materials
with changing chemical inventory as well as multicomponent alloys. The future
promises to be bright for KMC practitioners as more improvements are made and
the capabilities of the technique are expanded.

However, achieving the high doses required in power devices, or in next-
generation reactor concepts, is still an insurmountable task for direct KMC



85 A Decade of Nuclear Materials Modeling: Status and Challenges 2115

calculations. For that, one must give up some level of resolution in order to gain
computational expediency. In �Chap. 90, “Rate Theory of Radiation Damage,”
Ghoniem provides a rigorous overview of the “mean field” kinetic theory of
defects, identifying the steps taken to arrive at systems of rate equations describing
defect accumulation evolution. The mean field representation is accomplished by
spatial averaging of defect populations and treatment of those populations under
classical nucleation theory. This intrinsically assumes that all cluster species are
homogeneously distributed spatially, something dubious in the early stages of
cascade evolution, and evolve by either absorption or emission of monomers. This
is valid when clusters are assumed to be immobile, implying that growth/shrinkage
is mediated by the motion of single vacancies or self-interstitial atoms. The internal
microstructure is accounted for in terms of defect sinks such as dislocations, grain
boundaries, and/or inclusions and precipitates. The chapter discusses breakthroughs
in the application of rate theory models to radiation damage such as the production
and dislocation bias models, which have been instrumental in explaining features
such as swelling and hardening in nuclear materials. While rate theory methods
have become the de facto computational “workhorse” for radiation damage
accumulation calculations, they are nonetheless riddled by some strong limitations,
such as the absence of fluctuations in a highly heterogeneous scenario or the
phenomenon of “combinatorial explosion,” i.e., the nonlinear growth in the number
of equations with the number of distinct chemical species. This limits their
application to situations with a rich chemical diversity (e.g., as in the case of
nuclear transmutation). Despite this, these methods continue to be an essential tool
to provide us with long-dose estimates of defect evolution.

�Chapter 91, “Discrete Dislocation Dynamics Simulations of Irradiation Hard-
ening in Nuclear Materials,” by Marian, Fitzgerald, and Po provides a comprehen-
sive review of the use of the dislocation dynamics (DD) technique in the context
of irradiated materials. The authors discuss key features of the approach, and
specific enhancements both in terms of theory and implementation develop to study
hardening in irradiated microstructures. In addition to all the challenges surrounding
accurate and efficient DD simulations in unirradiated materials to study strain
hardening, the presence of irradiation defects adds yet another layer of complexity to
the approach. The main types of defects that emerge during irradiation of materials
can be broadly classified into three main groups. Dislocation loops can be treated
directly within linear elasticity, and in principle they require the least amount of
implementation effort. However, osmotic forces must be introduced to balance
elastic attraction forces which can result in artificial loop shrinkage if untreated. As
well, faceting of loops – a well-known feature in anisotropic crystals – has been dealt
with by developing efficient formulations of anisotropic linear elasticity. The second
type of defects considered is precipitates and/or inclusions. These are generally
treated using Eshelby’s solutions for elliptical inclusions in elastic media and are
now routine in most DD codes. Finally, voids and bubbles can be challenging to deal
with, as they involve free surfaces and image forces. However, recent finite element
implementations, albeit costly, are now also routinely employed for this purpose.
Present DD codes are now also capable of simulating plastic flow localization, a key
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feature of microstructural evolution in high-dose irradiation in metals. Challenges
remain, not the least of which is pushing the envelope in the amount of plastic strain
that can be simulated, and to formalize the coupling of DD with crystal plasticity
or continuum theories of deformation. From a physics point of view, perhaps, a
remaining challenge not yet tackled to the same level of other developments is
that of irradiation-enabled climb and its greater implications for creep at high
temperature. In all, the chapter highlights the state of the art of dislocation dynamics
simulations of irradiated materials as a healthy field that has and is contributing with
key findings to our understanding of nuclear and ion-implanted materials.

�Chapter 92, “Mesoscopic Modelling of Irradiation Damage Processes: Bridg-
ing Many-Body Mechanics and Thermodynamics in Rate Processes,” by Woo
explores the mesoscopic connection between statistical mechanics and macroscopic
thermodynamics. Progress in bridging the quantum mechanical world of discrete
energy and the engineering world of temperatures and thermodynamic functions is
assessed, and the effects of many-body dynamics and quantum statistics on reaction
kinetics are discussed. The discussion is centered on the basic assumptions that
underlie traditional efforts to model irradiation damage using continuum theory and
their limitations, especially when it comes to treating low activation barrier events.
To overcome these limitations, a Langevin equation scheme in the Mori-Zwanzig
formalism is presented. The approach is especially relevant to understanding
clustering of defects produced by radiation damage. The author identifies new
mesoscale science frontiers, such as materials response to extreme environments
and defect processes in ferromagnetic metals.

Spencer, Schwen, and Hales offer an overview of the governing equations for
modeling materials in nuclear reactor environments in �Chap. 93, “Multiphysics
Modeling of Nuclear Materials,” by Spencer et al. This chapter begins by reviewing
the physics behind the behavior of fuels and structural components in a reactor,
presents numerical methods and discretization techniques, and concludes with
examples of relevant multiphysics problems. For light water reactor fuel perfor-
mance modeling, the fuel microstructural evolution is of great interest. Thermal
and stress gradients present in the fuel affect the migration of chemical species
and defect clusters produced by irradiation. The modeling scheme has to consider
ballistic radiation damage, chemical mixing, added fission products, fission gas
resolution from bubbles, creep, and fracture. These conditions are clearly far from
equilibrium. The fuel centerline temperature is an important quantity of interest
because of its influence on neutronics and fuel performance. This temperature
depends on the thermal conductivity of the fuel, which is affected by the thermal
gradient in the fuel pellet and the extent of radiation damage. The heat transfer
equation is thus nonlinear, and there is a need to couple models of thermal
conductivity and mechanical behavior. The multiphysics approach includes models
for cladding creep and fission gas release. The models must deal with unusual
conditions, such as reactivity insertion accidents, localized stresses due to a chipped
fuel pellet, and stress corrosion cracking of cladding. In the case of cladding
embrittlement due to hydride formation, the modeling must account for volume
changes, misfit strains, stored mechanical energy, changes in the chemical potentials
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of the diffusing species, local plastic deformation, and microstructure evolution.
The chapter provides a good representation of currently used algorithms and
multiphysics codes.

When spatiotemporal information is of the essence for microstructural evolution,
phase field models provide a very good alternative to standard methods while
still keeping computational cost in check. �Chapter 94, “Phase-Field Modeling of
Microstructure Evolution in Nuclear Materials,” Ahmed and El-Azab describe the
potential of the method to simulate microstructure evolution in nuclear materials,
without a doubt one of the most challenging applications that phase field simulations
have had to tackle yet. Phase fields evolve according to a free energy functional that
represents bulk processes as well as interfaces separating spatial fields characterized
by different values of the order parameter. This order parameter can represent dif-
ferent solid phases, clusters of defects, bubbles or voids, different grain orientations,
etc. By way of their two main variants, the order parameter can evolve according to
an Allen-Cahn or a Cahn-Hilliard equation, both of which originate from rigorous
thermodynamic principles that satisfy the first and second laws of thermodynamics.
Familiar parameters, such as diffusivities, reaction coefficients, absorption coef-
ficients, etc., are all naturally part of the formulation, dictating the time scale
as they do in rate theory or kinetic Monte Carlo models. As well, thanks to its
thermodynamic formulation, driving forces such as irradiation, mechanical stresses,
and thermal gradients can be incorporated into the formulation in a straightforward
manner. The combination of all of these features has allowed researchers to study
phenomena such as irradiation-induced segregation and precipitation, formation of
voids/bubble formation, nucleation, growth, and coarsening of dislocation loops,
both in nuclear fuels and irradiated structural materials. Several limitations still
remain such as the theoretical treatment of homogeneous nucleation and artifacts
introduced by the smoothening of nominally sharp interfaces. In addition, resolution
of interfaces via smooth gradients comes at a price in terms of computational
cost, although much progress has been achieved over the last few years by way
of application of spectral solvers, finite elements, and others. Finally, phase field
simulations must be fed parametric information from lower scales, which calls for a
tighter coupling with atomistic simulations before the predictive capabilities of the
method can be brought to quantitative standards.

In �Chap. 95, “Thermodynamic Modeling of Nuclear Fuel Materials,” McMur-
ray and Besmann describe the framework of classical and computational thermody-
namics leading to predictions of phase diagrams for complex systems. The problem
of predicting stable phases of fuel materials is extraordinarily complex due to its
highly dynamical nature, governed by burnup, transmutation, and temperature, and
the high number of components present at any given point. The authors first give
an overview of classical thermodynamics, with special emphasis on pointing out
the corrections and correlations used in practice to calculate free energies of mul-
ticomponent systems. They then introduce the CALPHAD approach, a technique
that has enjoyed great success over the last few decades to furnish approximate
phase diagrams of systems of – practically – arbitrary complexity. While fuels under
service are assumed to not reach equilibrium at any given moment, and thus not
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expected to attain any one of the phases present in the predicted phase diagrams,
knowledge of these is important to define the driving forces that govern the evolution
of these materials under irradiation conditions. Of particular interest is the role
played by electronic structure calculations in parameterizing CALPHAD, which
is bringing in a level of unprecedented predictive potential to these calculations.
The authors discuss unary, binary, and ternary diagrams for selected systems,
including uranium-based fuels such as U-C, U-N, and UO2. In all, thermodynamic
modeling is a fundamental piece of radiation damage modeling, particularly as it
concerns expected states of solid and liquid fuels to further define and refine other
multiphysics models.

3 Summary and Outlook

Treatises discussing the state of the art in the field of multiscale modeling of nuclear
materials are a relatively recent occurrence. Their genesis can probably be tied to
efforts by ASTM in the early 2000s to compile papers presented at specialized
conferences into a single reference bound volume for researchers to use (e.g., Kirk
and Natishan, 2003). While specific topics related to nuclear materials modeling
were included in Parts A and B of the first edition of the Handbook of Materials
Modeling (Yip, 2005), where multiscale materials modeling at large was covered,
(i) the renewed interest in nuclear energy as a mitigatory source of energy of the
effects of climate change and (ii) recognition that the field has grown over the last
decade to extents deserving of its own section in the handbook are the main drivers
behind the present collection of chapters.

The growth of the field is readily appreciable by looking at the number of
workshops, symposia, and conferences available to the nuclear materials modeling
community today, ranging from general professional conferences, such as TMS and
MRS, to significant portions of modeling-specific international conferences such
as MMM, to specialized technical meetings such as NuMat. This interest has been
galvanized by the community in the form of publications as well, among which
probably stands out Comprehensive Nuclear Materials (Konings 2012), where
modeling techniques are brought into the limelight of fission and fusion reactor
material research and accelerator systems. The contents of this section must be seen
as one more effort by the community to organize their thoughts and compile the
existing state of the art into a series of chapters that can help researchers mount
future efforts or maximize ongoing ones.

While there is considerable potential for applying the methods discussed here to
extend the life span of existing nuclear reactors, develop accident-tolerant nuclear
fuel and cladding, and design new materials for advanced reactors, the contents of
this section also reflect the growth of a field over the last several years and the
continuing challenges in an era of exceptional computational resources and method
development. These remaining challenges are in fact testimony to the tremendous
difficulties associated with the field of irradiation damage and the progress made by
the community to solve them. In this sense, this section will give the nonspecialist
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reader a broad overview of the catalog of methods available for studying the
behavior of irradiated materials across the entire spatiotemporal spectrum, while,
for the specialist, it can serve to judiciously select from among the methods at our
disposal depending on the relevant conditions and material class and to steer them
along defined research directions to augment specific capabilities.
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Abstract

The goal of nuclear fuel performance modeling is to assess the margin to
failure, and it is used by researchers, industry, and regulators to develop fuel
designs, optimize reactor operation, and evaluate accident scenarios. Accurate
models of material properties and the evolution of material properties as a
function time in the reactor (burnup) are critical for accomplishing predictive
fuel performance simulations. Historically, these models were fitted to reactor
test data and they were empirical in nature, which limited their application to the
range of conditions covered by the available test data. By developing mechanistic
models that resolve the microstructure, its evolution, and impact on properties,
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predictive simulations can be achieved. This requires a multi-scale modeling
framework that at the atomistic scale uses density functional theory (DFT)
calculations to determine model parameters governing, for example, point defect
and fission gas thermodynamics and kinetics as well as thermal conductivity.
This chapter reviews DFT methods applicable to these problems and exemplifies
results for primarily UO2, which is the most common fuel in light water reactors.
Additionally, advanced fuels such as U3Si2, metallic uranium, and UN are briefly
discussed. Challenges, opportunities, and limitations as well as the role of DFT
calculations in the multi-scale modeling framework are also covered.

1 Introduction

Density functional theory (DFT) calculations start from a quantum mechanical
description of the interaction between electrons, and at the most fundamental level,
they predict the density distribution of electrons in a material and the corresponding
total energy (Jones 2015). The electron density governs bonding. Many other
properties are functions of the electron density and the total energy. They can
be attained through perturbations of the material, such as changing the volume
or shape of the unit cell (which gives access to equilibrium lattice constants and
elastic constants), displacing atoms (which enables calculation of phonons and
migration barriers), and removing or adding atoms (which provides defect formation
energies and information about phase diagrams). Phonons and defect thermody-
namics and kinetics are important properties underlying nuclear fuel performance.
DFT calculations have become an important and reliable tool for studying these
properties, often leveraged in a multi-scale modeling and simulation framework to
connect the fundamental properties accessible from this computationally expensive
technique with more complex properties governing materials performance in reactor
applications (Tonks et al. 2017; Devanathan et al. 2010).

DFT maps the vast quantum mechanical many-body electron problem in a
material into a set of single-particle equations, which typically rely on a periodic
representation of the material to further reduce the computational cost (Jones
2015). The key theorems underlying DFT state that the ground-state properties
of a many-electron system are uniquely determined by the electron density and
that this ground-state density minimizes the total energy functional of the system
(Hohenberg and Kohn 1964; Kohn and Sham 1965). In this formalism, the difficult
many-body effects that arise from the electron-electron interactions are captured
by the so-called exchange-correlation potential (Kohn and Sham 1965). Accurate
representation of materials properties requires a good approximation for the many-
body electron effects. Over the years, several of the improved predictive capabilities
of DFT calculations have been accomplished by developing better approximations
for the exchange-correlation potential. The local density approximation (LDA)
was the first major step (Kohn and Sham 1965), which was followed by gradient
corrected versions (the generalized gradient approximation, GGA) (Langreth and
Perdew 1980; Langreth and Mehl 1983; Perdew 1985; Perdew and Wang 1986;
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Becke 1988; Perdew et al. 1996). Systems that exhibit strong correlations among the
electrons, which include actinide materials and nuclear fuels, often need additional
model refinement to describe the physical properties correctly. Popular approaches
include the Hubbard U method (adding Hubbard U and J terms to the standard
Hamiltonian in order to capture electron localization) (Anisimov et al. 1997), hybrid
functionals (incorporating a portion of exact exchange from Hartree-Fock theory)
(Heyd et al. 2003), and dynamical mean field theory (DMFT) (Georges et al.
1996). Nuclear fuel performance properties are in most cases closely related to
defects, which imply large system sizes (number of atoms) extending beyond the
crystallographic unit cell. The added computational expense from having to consider
strong correlations in nuclear fuels simulations is a major challenge, which favors
the Hubbard U model, often labeled as DFT + U, over other potentially more
rigorous but computationally costly methods.

DFT and the application of periodic boundary conditions help to make the
many-body electron problem tractable. Further efficiency gains are possible by
replacing the explicit treatment of core electrons with a smooth pseudopotential
(Vanderbilt 1990) or related ideas implemented in the projector augmented wave
(PAW) method (Blöchl 1994; Kresse and Joubert 1999). This is important for
nuclear fuels since uranium has 92 electrons. Typical DFT calculations for uranium
only treat the outermost 14 valence electrons explicitly, which is a huge benefit since
the computational expense scales as ∼N3, where N is the number of electrons, and
absolutely necessary in order to be able to study defects.

Compared to empirical or semiempirical force-field descriptions of the interac-
tion between atoms, the main benefit of DFT is much better control of the accuracy
and having a predictive capability without any need for fitting to experimental data.
For UO2, one important feature of DFT compared to most semiempirical potentials
is the ability to treat varying charge states, that is the formation of U3+, U4+,
U5+, and U6+ ions. The improved accuracy, unfortunately, comes with a much
higher computational cost, which limits the number of atoms that can be studied
to somewhere between 100 and 1000 depending on the material and the particular
flavor of DFT being applied. Even though fitting to experimental data is not needed
in DFT, validation against experiments is key for reliable prediction of materials
properties.

This chapter focuses on using DFT calculations to model nuclear fuels and in
particular a few key properties that are critically important for the performance
of nuclear fuels in reactor applications. The most common type of nuclear fuel
in the current fleet of light water reactors (LWRs) is uranium dioxide, UO2. It is
a semiconductor with low thermal conductivity, which is undesirable, but it has
excellent performance under irradiation and a high melting temperature. Other
options include metallic fuels based on uranium with added alloying elements such
as zirconium, which have higher thermal conductivity than UO2 but a lower melting
point. They also tend to be less radiation tolerant, which can lead to significant
swelling. Metallic uranium reacts very rapidly with water and nuclear reactors that
would use metallic fuel thus rely on a different coolant than standard light water
reactors, for example, liquid sodium, in order to avoid uncontrolled reaction with
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the coolant in case of a clad breach. UO2 with zirconium cladding has been a very
successful fuel in LWRs, and it has been optimized for performance, reliability,
and safety. However, there are fundamental limitations that have motivated interest
in alternative advanced fuels and reactor designs, which encompass the metal fuels
mentioned above as well as silicon (U3Si2)-, nitrogen (UN)-, and carbon (UC)-based
uranium compounds. These alternatives address the two major drawbacks of UO2:
low uranium density and poor thermal conductivity. The new fuel concepts and the
associated reactor designs also aim at providing additional safety margins, leading
to better accident tolerance.

The remainder of this chapter will review the role of DFT in modeling nuclear
fuel performance and discuss the unique challenges with applying DFT to nuclear
fuels, in particular the impact of strong correlations caused by the uranium 5f
electron, followed by case studies of using DFT to investigate point defects, fission
gas behavior, and thermal conductivity in nuclear fuels. The main focus of our
discussion is on UO2, but other fuels will also be examined.

2 Nuclear Fuel Performance Modeling, Multi-Scale
Simulations, and Role of DFT Calculations

The design and choice of materials for nuclear fuels vary between reactor types, but
in general fuel elements with fissile material are enclosed in a protective cladding
or in some cases a coating in order to prevent release of radioactive materials to
the coolant, with exception for certain molten salt reactors where the coolant itself
contains the fuel. The coolant transfers the heat generated in the fuel element from
the cladding or coating surface to either a steam generator or directly to a turbine
for production of electricity. In light water reactors, the fuel is in the form of small
UO2 pellets stacked on top of each other, with cladding made of a zirconium alloy
shaped in the form of a long tube (fuel rod), which are assembled in bundles
and placed in the reactor vessel. The goal of nuclear fuel performance modeling
is, in essence, to assess the margin to failure of the fuel rod (Rashid et al. 2011;
Williamson et al. 2012). This analysis includes both the fuel pellet and the cladding
separating the fuel from the coolant. Fuel performance simulations are used by the
industry to develop fuel designs, optimize reactor operation, and evaluate accident
scenarios. These simulations are also used extensively by regulatory authorities.
Fuel performance modeling is performed at the finite element level and resolves
the full pin dimensions, with legacy codes being 1D (radial) (Berna et al. 1997) or
in some cases 2D (radial and axial) (Rashid et al. 2004) and modern codes, such
as the Bison fuel performance code, having the capability to also perform full 3D
simulations (Williamson et al. 2012).

Accurate models of material properties and the evolution of material properties
as function time in the reactor (burnup) are critical for accomplishing predictive
fuel performance simulations. The relation and interlinkage between properties
and fuel performance is famously complex (Rashid et al. 2011; Lassmann 1980).
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Historically, these models were fitted to reactor test data and they were empirical
in nature, which limited their application to the range of conditions covered by
the available test data. These models should ideally be mechanistic by captur-
ing the microstructure evolution during reactor operation and the effect of the
microstructure on the properties of the fuel (Tonks et al. 2017). The idea is that such
models would possess a higher degree of predictive power. Due to the challenge
and expense of performing irradiation testing, development and parametrization
of said models would almost certainly entail a strong component of multi-scale
modeling and simulations. This is especially the case for new advanced fuels
that have not been through the same historical testing programs as UO2. There
are several efforts around the world working toward the goal of mechanistic fuel
performance modeling supported by multi-scale materials modeling. For example,
the approach of Tonks et al. (2017) aims at predicting the microstructure and
chemical evolution of fuels under irradiation, as described by a set of state variables,
and then connecting the microstructure and chemical state of the fuel to materials
properties governing fuel performance at the macroscale. This is in contrast to
current empirical models that, instead of using the microstructure as the reference
state for material properties, correlate them to burnup. The latter is not a unique
measure of the actual microstructure, because all burnups do not lead to the same
microstructure state. The proposed state-variable approach requires a multi-scale
simulation framework starting from the electronic or atomistic scale, then going
to mesoscale simulations involving among others Monte-Carlo techniques, cluster
dynamics, rate theory, and phase field simulations to finally inform continuum level
finite element simulations of macroscale fuel performance (Tonks et al. 2017). To
this date, the most important role of DFT calculations in this multi-scale framework
has been to study thermodynamic and kinetic properties of point defects (Andersson
et al. 2009, 2011; Dorado et al. 2009; Dorado et al. 2011; Dorado et al. 2012;
Crocombette 2012; Vathonne et al. 2014) and fission gas/product atoms (Yun
et al. 2008; Nerikar et al. 2009; Andersson et al. 2011, 2014, 2015; Thompson
and Wolverton 2011; Thompson and Wolverton 2013; Vathonne et al. 2017) in
the fuel as well as chemistry manifested by non-stoichiometry and phase evolution
(Andersson et al. 2012, 2013; Yu et al. 2009; Geng et al. 2008; Brincat et al. 2015).
Thermal conductivity has also been predicted from DFT (Pang et al. 2013), but so
far effects of microstructure and defects on thermal conductivity have only been
assessed by empirical potentials.

3 DFT Calculations for Nuclear Fuels

Nuclear fuels rely on fission of 235U to produce heat. From a DFT perspective,
uranium atoms require special attention since the 5f electrons are strongly correlated
and must in many cases be treated with advanced exchange-correlation schemes to
capture the properties correctly. For example, both LDA and GGA predict UO2 to be
a metal instead of a semiconductor. This can be corrected by applying, e.g., Hubbard
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U (Dudarev et al. 1997), hybrid functional (Kudin et al. 2002), or DMFT (Yin and
Savrasov 2008) models. Most existing studies on defects in UO2 use the DFT + U
methodology due to its higher computational efficiency. For UO2, the values of the
U and J parameters, representing the onsite Coulomb and exchange parameters,
respectively, are taken from experiments (Dudarev et al. 1997). The DFT + U
method is available in many different DFT codes. The Vienna ab initio simulation
package (VASP) (Kresse and Furthmüller 1996) is the most popular choice in the
literature. The DFT + U method has been shown to reproduce the measured band
gap of UO2 rather accurately, but, as expected, that does not necessarily imply
that all thermodynamic and thermophysical properties are perfectly captured. As
an example, the lattice parameter is pushed up above the experimental value by
GGA + U (Dorado et al. 2009; Sanati et al. 2011), while LDA + U predicts a
smaller lattice constant closer to the experimental value (Wang et al. 2013; Sanati
et al. 2011) but instead slightly overestimates the elastic constants (Sanati et al.
2011). The tendency of LDA(+U) to overbind and GGA(+U) to push in the
opposite direction is well established in DFT. The difference in the predicted
lattice constant between GGA + U and LDA + U carries over to defect migration
barriers, with GGA + U predicting lower barriers than LDA + U, which has been
hypothesized to be a result of the increased space for the migrating ion due to
the larger lattice constant predicted by GGA + U (Andersson et al. 2011; Dorado
et al. 2012). Even though trends in thermodynamic properties are similar between
LDA + U and GGA + U, there are certainly quantitative differences, and the
agreement with experimental data is in general qualitative rather than quantitative.

UO2 is antiferromagnetic below the Néel temperature of 30.8 K. The magnetic
structure is non-collinear with a 3 k pattern and can only be reproduced if spin-orbit
coupling is included in the DFT + U calculations (Laskowski et al. 2004). This can
be done for perfect UO2, but it presents severe computational challenges for defect
studies involving supercells. Consequently, it is common practice to approximate
the ground-state 3 k structure of UO2 with a simpler 1 k structure where the
magnetic moments are antiferromagnetically aligned on the (100) planes of the
fluorite structure. Of course, at temperatures of relevance to reactor applications,
UO2 is paramagnetic. This state can be approximated by, for example, applying the
SQS method to randomly distribute the localized magnetic moments in a supercell
(Dorado and Garcia 2013). However, it has been shown that the 1 k AFM structure is
a good approximation of the paramagnetic state with respective to defect properties
and that assumption is implicit in a majority of UO2 defect studies (Dorado and
Garcia 2013).

One issue that was revealed in early studies on UO2 employing the DFT + U
method was the propensity to obtain metastable electronic solutions due to different
orbital occupations for the uranium 5f electrons (Dorado et al. 2009). This com-
plicated prediction of accurate defect properties and created a surprisingly large
spread among defect energies reported in the literature. Several approaches have
been developed to control the electronic solution and increase the likelihood of



86 Density Functional Theory Calculations Applied to Nuclear Fuels 2127

reaching the lowest energy ground-state orbital configuration. The two most popular
choices are probably the occupation matrix control (Dorado et al. 2009) and the U
ramping methods (Meredig et al. 2010). The first relies on prescribing the initial
orbital occupation matrix, which helps the minimization algorithm to find the correct
solution. This requires a search over the full range of possible occupation matrices.
For structures with low symmetry that can be a laborious task. Alternatively, the U
ramping method relies on a slow increase of the U value from zero to the nominal
value for UO2, which has been shown to increase the chances of finding the correct
solution. Even though this does not guarantee that the lowest energy solution is
obtained, practical experience has shown that the method is quite reliable.

U3Si2 is a metal, which is captured by regular LDA/GGA. However, there is
another important issue for U3Si2. Standard GGA predicts the ground-state U3Si2
crystal structure to be thermodynamically as well as dynamically unstable with
respect to alternative phases identified by combining DFT calculations with a
structure optimization algorithm (Noordhoek et al. 2016). None of the new phases
have been observed in experiments and they are likely artifacts. This behavior
can be rectified by introducing a small Hubbard U parameter, although this gives
rise to ferromagnetism that is not reproduced in experiments (Noordhoek et al.
2016). However, existing studies have not fully explored the competition between
ferromagnetism and paramagnetic structures based on disordered local moments.
Even though metastable electronic solutions exist also in the U-Si system, the
resulting variation in energy is much smaller than for UO2, and existing studies
do not apply any of the special methods developed for UO2 to control the orbital
occupation.

When used as a nuclear fuel, the high-temperature bcc γ phase of uranium is
most relevant. It may also be stabilized by alloying. Metallic uranium exhibits
complicated bonding with many allotropes as function of temperature. Most studies
apply regular GGA for this material, and the need for schemes accounting for
strong correlations is less obvious than for UO2 and U3Si2. However, there are still
challenges that complicate DFT studies of this material. Similar to the bcc phase for
many transition metals, DFT predicts the bcc phase of uranium to be mechanically
unstable due to a negative shear elastic constant at zero Kelvin (Beeler et al. 2010;
Beeler et al. 2013). This implies that DFT cannot easily be used for studying the
properties of the bcc phase, in particular studies of defects are problematic since they
will induce sufficient symmetry breaking for the lattice to spontaneously relax into a
new or severely distorted structure. The bcc phase is stabilized by anharmonicity at
high temperature. Methods have been developed to account for this physics, mainly
in transition metals (Souvatzis et al. 2008). The basic idea is to superimpose the
phonons that stabilize the bcc phase at high temperature on the static structure
and thus capture the anharmonic effects leading to stability at high temperature
(Söderlind et al. 2012). Another option is to run molecular dynamics simulations
at high temperature (Hellman et al. 2011), which automatically accounts for the
anharmonicity and stabilizes the bcc phase.
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4 Thermodynamic and Kinetic Properties of Point Defects
in Nuclear Fuels and their Behavior under Irradiation

The behavior of point defects in nuclear fuels governs some of the most important
fuel performance properties. First, radiation damage creates a cascade of interstitials
and vacancies, some of which recombine with each other and some of which
agglomerate into voids and interstitial loops. The latter causes fuel swelling
and may lead to the fuel element coming into contact with the cladding, thus
impacting mechanical performance. The presence of point defects also reduces the
thermal conductivity of the fuel. Moreover, point defects govern diffusion and thus
impact any diffusion-controlled phenomena in the fuel, such as creep, fission gas
retention/release, and sintering. Consequently, it is essential to be able to predict
the equilibrium concentration of point defects as well as their evolution under
irradiation.

Prediction of non-stoichiometry and diffusion rates requires a point defect model,
and the behavior under irradiation requires a model that handles defect creation
and annihilation, such as rate theory or cluster dynamics. The main role for DFT
calculations is to provide input to these higher-level models. There are examples of
this work flow in the literature, most of them for UO2 (Andersson et al. 2014, 2015).
We refer to the literature for a discussion of the higher-level models and focus our
review on the underlying DFT calculations.

4.1 Point Defects under Thermal Equilibrium

In thermal equilibrium the concentration of point defects is determined by the ther-
modynamic properties of vacancies, interstitials, and possibly anti-site defects (not
important for UO2, though). For semiconductors such as UO2, it is also necessary
to account for the charge state of each defect (Nerikar et al. 2009a; Andersson
et al. 2011; Crocombette 2012), which for UO2±x corresponds to the number of
bound holes and electrons, and ensure that overall charge neutrality is maintained.
A thermodynamic model connects the defect properties to concentration. UO2
can maintain significant non-stoichiometry and it should be expressed as UO2±x
(Guéneau et al. 2002), with x ranging from slightly negative values to 0.25. The
exact value of x, as governed by the oxygen chemical potential or partial pressure,
is important since it directly couples to the concentration of oxygen and uranium
defects. The range of non-stoichiometry is much smaller for UN and U3Si2.

DFT calculations have been used extensively to study properties governing the
equilibrium thermodynamics in nuclear fuels, in particular for UO2. The most
straightforward quantities to calculate are defect formation energies and binding
energies of small defect clusters. The typical approach applies a supercell setup
based on at least a 2×2×2 expansion of the fluorite UO2 unit cell. Oxygen and
uranium vacancies and interstitials are introduced into the lattice, and the structure
is then allowed to relax in order to minimize the energy. Most calculations also
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relax the volume and shape of the supercell, consistent with zero pressure boundary
conditions. Adding an oxygen interstitial to a supercell would create two localized
holes in order to maintain overall charge neutrality in the cell, because the oxygen
interstitial forms an O2− ion. However, in many cases we are more interested
in the oxygen interstitial in itself without any bound holes, which corresponds
to a charged defect. For example, the oxygen Frenkel (creation of one oxygen
vacancy and interstitial) and Schottky (creation of two oxygen vacancies and one
uranium vacancy) defect reactions involve nominally charged defects and should be
calculated using charged supercell to avoid formation of holes and electrons. For an
oxygen interstitial, the charged defect can be studied by adding two electrons to the
supercell according to the standard approach of applying a compensating uniform
background charge, which fills the two holes that exist in the neutral calculation.
It is important to apply corrections for the long-range interaction between periodic
images of the defect and to align the electrostatic potential between the reference
defect-free structure and the charged supercell containing the defect. Approaches
to handle these corrections have been discussed extensively in the literature on
semiconductors (Lany and Zunger 2008; Taylor and Bruneval 2011; Freysoldt
et al. 2009, 2014). The calculation of the image charge correction at the monopole
level is well-defined, but there are still open questions about how to best apply the
potential alignment correction, especially for defect structures that include volume
relaxation (Bruneval et al. 2015). For UO2 close to perfect stoichiometry, all defects
are predicted to have formal charges, i.e., an oxygen interstitial has a charge of −2,
but if the material deviates from the stoichiometric point or equivalently the Fermi
level moves from the mid-gap position, the defects may take nonformal charge
states (Vathonne et al. 2014). Other charged defects are studied following the same
approach as outlined for oxygen interstitials above.

In agreement with experiments (Guéneau et al. 2002), DFT studies of the UO2
point defect thermodynamics have shown it is much easier to oxidize (form UO2+x)
UO2 than to reduce (form UO2-x) it (Andersson et al. 2011; Andersson et al. 2014;
Cooper et al. 2018). An extra complication for UO2 is that many point defects, in
particular oxygen interstitials in the UO2+x range, have a strong tendency to form
clusters, which culminates in the formation of ordered phases at the U4O9-y and
U3O7 stoichiometries. These reactions have been investigated by DFT and also in
experiments (Andersson et al. 2013; Desgranges et al. 2009, 2011). More work is
needed to reconcile the detailed experimental observations with predictions by DFT.
Even though oxygen defects are dominant in UO2±x, U defects are very important
for fuel performance since they diffuse slower and thus constitute the rate-limiting
step for mass transport.

Defect energies can be obtained from static single-point supercell calculations,
while entropies require calculation of phonons, which implies calculation of the
dynamical matrix from forces on atoms displaced from their equilibrium positions
or from perturbation theory. The finite displacement method has been used to
calculate phonon dispersion in perfect UO2 based on the GGA and GGA + U
for the exchange-correlation potential (Sanati et al. 2011; Pang et al. 2013; Yin
and Savrasov 2008; Wang et al. 2013). The predictions using GGA + U are in
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good agreement with inelastic neutron experiments. The low symmetry of defect
supercells requires many more displacements and force calculations to obtain the
phonon dispersion. This added computational complexity together with the chal-
lenge of using DFT+U in phonon calculations has so far precluded defect entropies
from being calculated. Existing studies of defect thermodynamics involving the
full free energy have relied on a combination of DFT calculations and empirical
potentials to access entropies (Andersson et al. 2014). The main conclusions from
studies of the UO2 point defect thermodynamics are that oxygen defects are more
prevalent than uranium defects; that UO2 is much easier to oxidize (UO2+x) than to
reduce (UO2-x) (Cooper et al. 2018), which favors oxygen interstitials and uranium
vacancies; and that the oxygen interstitials in UO2+x has a strong tendency to form
clusters (Andersson et al. 2013). Charge compensation for oxygen interstitials in
UO2+x is predicted to occur by U5+ ions (holes) (Cooper et al. 2018), and U6+ ions
are only form in U3O8 and compounds with higher oxygen content (Andersson et al.
2013), which do not form the fluorite structure.

The discussion about point defects under thermal equilibrium conditions above
refers to UO2, but similar work has been performed for other fuels, including U3Si2
(Middleburgh et al. 2016), UN (Claisse et al. 2016a, b; Mei et al. 2013), and metal
fuels (Beeler et al. 2013; Beeler et al. 2010). U3Si2 does not exhibit significant non-
stoichiometry, which could be a drawback since the chemical evolution happening
due to fission events may result in formation of new U-Si phases with different
volume. The fact that UO2+x stays in the fluorite structure with very little volume
change is beneficial for fuel performance.

4.2 Point Defects under Irradiation

Under irradiation, defects (vacancies and interstitials) are created by damage
events and may annihilate by recombining with each other or with various sinks,
such as surfaces, voids, grain boundaries, and dislocations. The balance between
defect sources and the reaction rate with sinks governs the irradiation-induced
concentration of defects. The reaction rate is a function of the sink strength, which
can be a complex function of several parameters of which concentration is always
going to be important, and the diffusion rate of defects. At high temperatures the rate
of diffusion is sufficiently fast to recover the thermal equilibrium concentrations of
point defects. In order to understand the materials response and properties under
irradiation below this temperature, the kinetic properties of point defects must be
calculated.

DFT calculations are a valuable tool also for the kinetic problem. As for
thermodynamics, a supercell setup is used to describe each point defect and the
barrier is calculated by using the nudged elastic band method or a variation of
this method (Millis et al. 1995; Henkelman and Jonsson 2000; Henkelman et al.
2000). Diffusion of oxygen defects is much faster than for uranium defects. The
oxygen defect barriers are in the range of 0.5–1 eV (Andersson et al. 2009,
2012, Dorado et al. 2011), while those for uranium defects are roughly 4 eV or
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higher (Dorado et al. 2012), with exception for some clusters of uranium vacancies
(Andersson et al. 2014). The fast diffusion rate of oxygen defects implies that their
concentrations will be close to thermodynamic equilibrium at reactor operating
conditions, while the concentration of uranium defects is increased at all but the
very highest temperatures. Interstitial diffusion of both oxygen and uranium ions
occurs by interstitialcy mechanisms, which means that, rather than performing a
direct jump to a vacant nearest neighbor site, the interstitial atom kicks out a lattice
atom into a neighboring interstitial position. Diffusion of uranium vacancies follows
a slightly curved path to a nearest neighbor site (Goyal et al. 2015). The curved
path reduces the barrier significantly by extending the distance to nearest neighbor
ions at the saddle point. The curved mechanism for uranium vacancies also means
that clusters of two uranium vacancies may diffuse with a lower barrier than single
vacancies, because in nuclear fuels a uranium ion in the saddle point position
experiences less repulsion from the nearest neighbors when a second vacancy is
nearby.

In addition to the barrier for migration, the diffusion rate includes a factor
that corresponds to the attempt frequency, which is related to the ratio between
the vibrational frequency for the starting and saddle points. As for the vibrational
entropy, the attempt frequency for diffusion in UO2 has to date only been obtained
from empirical potentials (Andersson et al. 2014).

Self-diffusion of uranium and oxygen is determined by the concentration and
mobility of point defects. The concentrations are given by the thermodynamic prop-
erties discussed in the previous section and the mobilities are obtained according to
the procedure reviewed above. For UO2, this results in uranium vacancies being
responsible for diffusion in nearly stoichiometric UO2 and hyper-stoichiometric
UO2+x (Dorado et al. 2011; Andersson et al. 2011), while uranium vacancies
with bound oxygen vacancies dominate diffusion in slightly hypostoichiometric
UO2-x (Andersson et al. 2011). The concentration of uranium interstitials is too
low according to DFT, but experiments have indicated that there could be a
contribution for highly substoichiometric samples. Correspondingly, oxygen self-
diffusion occurs by interstitials or clusters of interstitials in UO2 + x (Andersson
et al. 2009, 2012; Dorado et al. 2011), while oxygen vacancies are dominant in
UO2-x. Both mechanisms contribute in nearly stoichiometric UO2. It is interesting
that even the large oxygen interstitial clusters can migrate with a low barrier and
contribute to diffusion in UO2+x (Andersson et al. 2012).

5 Fission Gas Diffusion in Nuclear Fuels

Fissioning of 235U creates a number of fission gases and fission products, of which
Xe is the most important from a fuel performance perspective. Xe atoms are not
soluble in any nuclear fuel and thus want to escape from the lattice. This can
occur by forming bubbles within the grains or by escaping to the grain boundaries
and precipitating bubbles that decorate the boundaries. Finally, the gas may reach
a free surface and be released from the fuel. This step typically occurs by the
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concentration of gas at grain boundaries increasing until a bubble percolation
threshold is reached. When this happens, the gas may reach an already open grain
triple junction that vents to a crack or open surface, causing release. Bubbles within
grains are usually limited to a few nanometers in size due to continuous resolution
from fission fragments, while grain boundary bubbles can grow much larger. If the
gas is retained in the fuel element as small intragranular bubbles or, in particular,
large grain boundary bubbles, the fuel swells, and if it is released, the pressure
increases in the plenum. If there is a clad breach, the gas may escape to the outside
environment. Consequently, it is important to be able to predict the rate of gas
release. This is a notoriously difficult problem due to the coupling to chemistry,
defect dynamics, and microstructure evolution. It is one of the most uncertain and
impactful parameters in nuclear fuel performance models. The models are most
advanced for UO2. Even though they are based on years of testing, there is room for
improvements. The underlying diffusion mechanisms for Xe atoms in bulk UO2 are
still debated. Atomistic simulations and DFT calculations have been used to develop
mechanistic release models for UO2 (Andersson et al. 2014). For new advanced
fuels, fission gas release/retention models are rudimentary because of the lack of test
data. Simulations will play key role in the development of new gas release models
(Miao et al. 2017; Miao et al. 2018).

The rate of fission gas release is controlled by the steps outlined above. Of these,
the first step corresponding to diffusion of single gas atoms through the bulk grain to
intragranular bubbles or to the grain boundaries lends itself best to investigation by
DFT calculations, simply because the number of atoms required to describe grain
boundaries with fission gas atoms in the second step is too large for handling in
DFT. Since bulk diffusion of single gas atoms is the slowest step in the fission gas
evolution process, this sets the timescale for fission gas release.

The diffusion rate of fission gas atoms is determined by the location of gas
atoms in the lattice and how they interact with thermal- and irradiation-induced
defects. DFT and empirical potentials have been used to investigate the preferred
trap site of Xe atoms in the UO2 lattice (Andersson et al. 2011, 2014; Ball and
Grimes 1990; Grimes and Catlow 1991; Thompson and Wolverton 2011). The
calculations are performed by adding a Xe atom to a vacant uranium or oxygen
site (or a combination of uranium and oxygen vacancies) or to an interstitial site in a
supercell. The stability is then assessed from the energy required to add the Xe atom
to this supercell and the energy associated with creating the trap site (vacancies) that
the Xe atom occupies. That is, it is the sum of the trap site formation energy and
the incorporation energy of Xe into this site, which is referred to as the solution
energy. Several studies employing DFT and empirical potentials have shown that
large fission gas atoms such as Xe prefer uranium vacancy trap sites (Andersson
et al. 2011, 2014; Ball and Grimes 1990; Grimes and Catlow 1991; Nerikar et al.
2009b). These vacancy trap sites may also be coordinated with oxygen vacancies.
The number of oxygen vacancies bound to the trap site is a function of the total
concentration of oxygen vacancies in the material, which is governed by the oxygen
chemical potential or non-stoichiometry, represented as the x in UO2±x. For nearly
stoichiometric UO2 DFT studies have come to the conclusion that the preferred
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trap site is a divacancy (one uranium and one oxygen vacancy), while oxygen-poor
conditions (UO2-x) favor a bound Schottky defect (one uranium and two oxygen
vacancies) and oxygen-rich conditions favor a single uranium vacancy as the trap
site (Andersson et al. 2014). Because UO2 is a semiconductor, the preferred charge
state of each Xe trap site, or equivalently the number of bound holes and electrons,
must be calculated. This is done by following the same methodology as for point
defects described in the preceding section. For UO2-x and UO2, all trap sites are
in their nominal charge states (no bound holes) at the temperatures of interest for
nuclear fuel applications (Andersson et al. 2014), but a transition to partial charges
(bound holes) may occur for oxygen-rich conditions (UO2+x) (Andersson et al.
2014). This transition is consistent with the Fermi-level shifting from the top half
of the band gap in UO2-x close to the valence band edge in UO2+x. A complete
analysis of the preferred trap site for Xe atoms must involve both the energy and
the entropy contributions, but just as for point defects, DFT calculations of trap site
entropies have so far been deemed too costly or too difficult to pursue. Existing
studies of the full free energy have relied on a combination of DFT calculations
and calculations based on empirical potentials for the entropies (Andersson et al.
2014). As further discussed below, at low temperatures the high binding energies
of a uranium vacancy to the single uranium vacancy trap sites for Xe cause a
transition to the uranium divacancy (potentially with additional oxygen vacancies)
as the preferred trap site (Andersson et al. 2014).

Diffusion of Xe in an interstitial trap site occurs with a low barrier by temporarily
displacing a lattice oxygen ion into an interstitial site (Liu and Uberuaga 2011).
However, the Xe interstitial position is a high-energy state compared to vacancy
trap sites and that leads to a negligible contribution to diffusion under thermal
equilibrium conditions and probably also under irradiation.

Diffusion involving vacancy trap sites occurs by binding a second assisting
uranium vacancy (Andersson et al. 2011, 2014; Ball and Grimes 1990; Govers
et al. 2008; Thompson and Wolverton 2013, Vathonne et al. 2017) and potentially
additional uranium vacancies under irradiation. The binding energies are straight-
forward to calculate from DFT using supercells, but care must be applied to treat
the charge state of each cluster correctly. The corresponding entropies are more
challenging for DFT calculations and have so far only been investigated using
calculations based on empirical potentials. The second assisting uranium vacancy
has a negative binding energy (attractive) for all clusters and in many cases forms a
very stable cluster with the original trap site (Andersson et al. 2011, 2014). Diffusion
of these clusters involves two steps. In the first Xe moves between the two uranium
vacancies constituting the mobile cluster, which is a low-barrier event and in most
cases the Xe atom even occupies the central position of the cluster, in-between the
two constituent uranium vacancies. The second step is rate-limiting and it involves
migration of one of the vacancies to another nearest neighbor position. This step can
either occur by a direct mechanism involving a single migration jump to another
nearest neighbor site or by first jumping to a second nearest neighbor position
and then returning to another nearest neighbor site (Thompson and Wolverton
2013; Andersson et al. 2014). The barriers are obtained from nudged elastic band
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calculations. As for diffusion of point defects, the attempt frequencies have not yet
been calculated from DFT but rather rely on relating the phonon frequencies at the
saddle point and initial position obtained from empirical potentials. The resulting
diffusivity can be expressed by an Arrhenius relation with an activation energy given
by the sum of the effective vacancy formation energy, the binding energy to the trap
site, and the cluster migration barrier. If the binding energy is very strong for a
particular cluster and that cluster dominates over the corresponding trap site, the
diffusivity will simply be given by the mobility of that cluster. This occurs in UO2
at low temperatures. The total Xe diffusion rate is the sum of the individual cluster
diffusivities weighted by their relative concentration in lattice.

The resulting Xe diffusivities increase going from UO2-x to UO2 and UO2+x
(Andersson et al. 2011, 2014; Miekeley and Felix 1972). This is a consequence of
both an increase of the concentration of uranium vacancies and a reduction of the
migration barrier of clusters involving fewer oxygen vacancies, though the latter
effect is at least partially counteracted by a reduction in the binding energy of
vacancies to the trap site.

It is challenging to measure the fission gas diffusion rate experimentally. The
reasons are twofold. First, experiments primarily rely on measuring the gas release
in postirradiation annealing experiments, which involves more uncertainty than, for
example, tracer diffusion experiments, and, second, the diffusivity is very sensitive
to non-stoichiometry and thus the experimental conditions and how the oxygen
partial pressure is controlled in the experiment (Lawrence 1978). Xe diffusion
studies on nominally stoichiometric UO2 yield activation energies from 2.87 eV
to 3.95 eV and pre-exponential factors from 5 × 10−4 m2/s to 2.90 × 10−12 m2/s
(Andersson et al. 2014). Typically, higher activation energy is compensated by a
higher pre-exponential factor, which is expected since the stoichiometry is main-
tained close to UO2 for all cases. In order to systematically explore the variation of
the diffusivity with non-stoichiometry, experiments have been performed under the
same initial irradiation conditions for UO2-x, UO2, and UO2+x samples (Miekeley
and Felix 1972). These experiments established clear trends for the three ranges,
which provide data suitable for validation of DFT and atomic-scale simulations.
Calculations qualitatively capture the variation in the diffusivity as function of non-
stoichiometry (Andersson et al. 2011, 2014), though there are still questions as to
the quantitative agreement. The lack of quantitative agreement is at least partially
explained by the approximations applied in the DFT methodology, e.g., the choice
of exchange-correlation model and the assumption that properties acquired at zero
kelvin can be extrapolated to high temperatures where experiments are performed.

In fission gas release models, the intrinsic diffusion coefficient discussed so far is
only valid at high temperature (above approximately 1600 K) (Turnbull et al. 1982),
where the effects of irradiation are completely annealed. At lower temperatures, the
increased concentration of point defects must be accounted for. This gives rise to
radiation-enhanced diffusion dominating over intrinsic diffusion in an intermediate
temperature range (from about 1300 to 1600 K) (Turnbull et al. 1982). The
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activation energy observed in experiments is much lower than in the intrinsic
regime, and it has a very low pre-exponential factor. The mechanism responsible
for this diffusion rate is presently not known. DFT or atomistic simulations based on
empirical potentials are not able to reproduce this behavior, as the mobility predicted
by DFT and empirical potential calculations for the Xe defect clusters involving up
to two uranium vacancies is too low (Andersson et al. 2014). It is possible that
this discrepancy may be a consequence of neglecting the mobility of extended Xe-
vacancy clusters, i.e., clusters involving more than one bound uranium vacancy as
well as additional oxygen vacancies or possibly Xe interstitials which are known to
be highly mobile but also energetically very unfavorable. The hypothesis concerning
extended Xe-vacancy clusters implies that, in order to develop accurate models of
Xe diffusion under irradiation, it is critical to understand the interaction between
Xe and vacancies leading to the formation of extended clusters with potentially
increased mobility.

6 Thermal Conductivity of Nuclear Fuels

Thermal conductivity is one of the most important properties for nuclear fuel
performance. The most challenging part of the problem is to predict the degradation
as a function of damage and chemical evolution in the fuel. For an insulator or
semiconductor like UO2, this implies calculating phonons and phonon scattering
parameters. DFT has been used to estimate the conductivity of pure UO2 (Pang
et al. 2013), which leads to a slight overestimation that is highest at low to interme-
diate temperatures. Phonon-phonon interaction is the main scattering mechanism
according to these simulations. There are indications that the discrepancy between
simulations and experiments for the thermal conductivity is due to the lack of a
mechanism for phonons to be scattered by spins or electronic excitations in the DFT
simulations (Gofryk et al. 2014). The importance of spin scattering is emphasized
by comparing the experimental thermal conductivity of ThO2 and UO2 (Gofryk
et al. 2014). Even though the DFT phonon calculations may include spins, capturing
this mechanism would require solving the dynamic evolution of spin configurations
coupled to the lattice dynamics. This problem has been addressed for a few materials
by coupling molecular dynamics simulations based on empirical potentials with a
spin Hamiltonian (Ma et al. 2008; Ma and Dudarev 2014), but this treatment has not
been applied to UO2 and extending it involves several additional challenges.

The thermal conductivity of U3Si2 and UN fuels is both metallic, and estimating
the thermal conductivity from DFT entails solving the transport problem for
electrons, rather than for phonons as in UO2. This has not been attempted in the
literature, but the theory for addressing the problem is in place, even though the f
electrons in uranium may present some obstacles for the band structure calculations
needed to solve the Boltzmann transport problem.
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7 Summary and Outlook

We have reviewed applications of DFT calculations to study nuclear fuels and
the role of DFT calculations in multi-scale modeling of nuclear fuel performance.
UO2 fuel for light water reactors was emphasized, because of the large body of
work performed on this material. Advanced fuels such as U3Si2 and UN were
also briefly discussed. The uranium 5f electrons are strongly correlated, which
leads to regular GGA failing to capture the semiconducting nature of UO2. This
can be rectified by applying exchange-correlation schemes designed to treat this
type of material. The Hubbard U model is the most popular choice for defect
studies due to its computational efficiency. Other more cutting-edge approaches
to treat strong correlations, for example, DMFT, will continue to evolve and
be applied to UO2 and other fuels but may be too expensive for the type of
calculations needed to assess nuclear fuel performance properties. Examples of
studying point defect thermodynamics and kinetics as well as the behavior of
fission gas and thermal conductivity were given. Present DFT calculations of point
defect properties only address the energy contribution to the free energies, and the
entropies are obtained from empirical potentials. Future work should remove the
reliance on empirical potentials for calculating defect entropies. We also expect DFT
calculations to be applied or continue to be applied to new advanced fuels, including
metal fuel, U3Si2 and UN. Further advancements are expected for the multi-scale
modeling frameworks, which should increase the use for DFT calculations and
thus their value. Experimental validation will be important to assess uncertainty
in the calculations. Uncertainty quantification should enable evaluation of how the
uncertainty at the electronic and atomistic levels translates through a multi-scale
simulation framework to impact fuel performance simulations.
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Abstract

The interatomic potential is a mathematical function that represents the potential
energy of a collection of interacting atoms as a function of geometric variables,
such as distance and angle. The potential provides the underpinning physical
basis for molecular statics, molecular dynamics, and kinetic Monte Carlo
simulations of radiation effects in materials. The validity of these simulations
is governed by the fidelity of the potential. The functional form of the potential
is chosen based on the type of interaction, e.g., metallic, covalent, or ionic. The
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parameters of the function are optimized by fitting to properties of the system
of interest obtained from experiment or density functional theory calculations.
Caution should be exercised when applying interatomic potentials to conditions
that are quite different from the ones used to fit the potential. Charge transfer
processes, dissimilar material interfaces (e.g., metal-ceramic interfaces), and
multicomponent alloys are challenging to represent using potentials. This chapter
introduces potential functions, offers examples of the application of potentials to
understand the primary damage state, and presents an assessment of potentials
for studying the radiation response of materials.

1 Introduction

Atomistic computer simulation, when used in conjunction with experimental val-
idation, can offer predictive understanding of the performance and degradation
of nuclear materials. Simulations can shed light on the early stages of radiation
damage, mechanical degradation, species diffusion, gas bubble formation, nucle-
ation and growth of phases, chemical segregation, phase transformation, interface
restructuring, corrosion, and fracture of materials under the combined effects of
mechanical stress, corrosives, extremes of temperature and irradiation by energetic
particles. Often, this information is challenging to obtain by experiment alone.
Classical molecular dynamics (MD) and Monte Carlo (MC) simulations require a
rigorous description of the potential energy of the system. The widely used MD
simulation method involves the numerical integration of Newton’s equations of
motion for a system of interacting atoms given by Eq. (1).

mi
d2−→r l
dt2

= · − ∇−→r l V (1)

mi is the mass of atom i, −→ri is its position vector, t is time, and V is the potential
energy, which is a function of geometric variables such as the interatomic distances
and bond angles. The potential function consists of a sum of terms that represent
different interactions relevant to the material system of interest. These interactions
can involve one, two-, three-, or many-body terms. For computational efficiency, the
interactions are often limited to a sphere around each atom with the radius being the
interaction cutoff distance.

The predictive power of the simulation depends on the reliability of the inter-
atomic potential. The parameters of the potential function are derived by fitting to
known experimental properties, such as lattice constants and elastic constants. In
addition, point defect properties calculated using density functional theory (DFT)
can be used to optimize the potential parameters. The application of DFT to nuclear
materials is discussed in detail by Andersson (�Chap. 86, “Density Functional
Theory Calculations Applied to Nuclear Fuels”) in this volume. There is no perfect
potential for a material. In selecting functional forms and optimizing parameters
to simulate materials phenomena of interest, trade-offs are made by balancing
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accuracy, development time, computational cost, ability to represent problem of
interest, and transferability to other problems. It is important to understand the
limitations imposed by the choice of a function to avoid using potentials outside
their range of applicability. In the following sections, we present commonly used
functional forms and discuss the emerging trends in potential development.

2 Potential Functions

The functional form of the interatomic potential, also known as the force field,
depends on the dominant type of interaction present in the material, e.g., metallic,
covalent, or ionic. This function is chosen typically based on physical intuition about
the nature of the interaction.

2.1 Intra-molecular Functions

Intra-molecular potentials operate between atoms in a molecule. They are com-
monly encountered in simulations of polymers and liquids, for instance, simulation
of the interaction of water with nuclear waste glass. There are several well-known
examples of these potentials, including OPLS (Jorgensen et al. 1996), AMBER
(Wang et al. 2004), and DREIDING (Mayo et al. 1990).

Covalent bonds between adjacent atoms are represented by a bond potential that
minimizes the energy at an experimentally determined bond distance, r0. There
are many functional forms for this bond potential. The most common one is the
harmonic bond potential, where the bond energy VB between atoms i and j is
summed over all bonds in the system. kij is the force constant and rij is the bond
length between atoms i and j.

VB = kij
(
rij − r0

)2 (2)

Similarly, one can constrain the angle θ ijl between bond vectors −→rij and −→ril ,
around a central atom i between atoms j and l to approach the experimentally
determined bond angle θ0. Here again, the harmonic form of the angle potential
VA with a force constant kijl is the most common form.

VA = kij l
(
θij l − θ0

)2 (3)

For four consecutive bonded atoms i, j, l, and m, the torsion around the jl bond
can be constrained, typically using the cosine of the angle φijlm between the plane
containing the ij and jl bonds and the plane with the jl and lm bonds. This is called
a dihedral or torsion potential, and it can also assume the harmonic form similar
to Eq. (3). More complex intra-molecular interactions can also be included but will
not be discussed here. These intramolecular functions are relevant to the simulation



2144 R. Devanathan

of radiation effects in polymers (Polvi et al. 2012). The rest of the discussion will
focus on intermolecular or interatomic interactions that are especially important for
metals, semiconductors, and ceramics.

2.2 Simple Pair Potentials for Model Systems

The Lennard-Jones (LJ) potential (Lennard-Jones 1931) is one of the simplest
interaction models. It is a summation of the energies of bonds between pairs of
neutral entities (atoms or molecules). It is also known as the 12-6 potential because
of its functional form shown in Eq. (4).

VLJ
(
rij
) = 4ε

[(
σ

rij

)12

−
(
σ

rij

)6
]−

(4)

This energy is summed over all the bonds present in the system to get the
potential energy. The potential has two adjustable parameters, σ representing the
finite interatomic separation at which VLJ becomes zero and ε representing the depth
of the potential minimum that occurs at an interatomic distance rij of 21/6σ . The
first term in Eq. (4) represents Pauli repulsion and the second term represents van
der Waals attraction. The LJ potential has been used to model noble gases and has
the advantage of computational efficiency. The potential is too simple by itself to
model the behavior of solid systems, especially those relevant to nuclear energy
technology.

The repulsive part of the LJ potential was changed to an exponential term by
Buckingham (Buckingham 1938) as shown in Eq. (5).

VBuck
(
rij
) = Aij e−Bij rij − Cij

r6
ij

(5)

This potential lacks directionality and is spherically symmetric as the LJ
potential. It includes 3 adjustable parameters, namely, A, B, and C. The repulsive
term converges to A as rij approaches zero while the magnitude of the attractive term
increases leading to unphysical attraction at small values of rij. This can make MD
simulations using the Buckingham potential unstable. The repulsive part must be
modified for use in simulations of energetic events, such as displacement cascades
(Dong et al. 2016).

2.3 Potentials for Metals and Alloys

The summation of pairwise bond energies over all bonds present in the system is
simplistic, because it assumes that a given bond is not influenced by the presence
of other bonds in the system. In reality, when the coordination number is increased,
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the new bond contributes a smaller value to the cohesive energy than the original
bond. It is known that pairwise potentials satisfy the Cauchy relation for elastic
constants (C12 = C44), which is not true for most metals. Moreover, the vacancy
formation energy is comparable to the cohesive energy for pair potentials and this
does not hold for metals (Ercolessi et al. 1988). To overcome the deficiencies of
pair potentials, effective medium potentials have been developed for metals under
the Finnis-Sinclair (Finnis and Sinclair 1984) formalism or the embedded atom
method (EAM) (Daw and Baskes 1984; Daw et al. 1993). The EAM potentials can
be expressed as follows:

VEAM =
∑

i
F
(∑

i
ρi
(
rij
))+ 1

2

∑
i,j (i �=j) Vrep

(
rij
)

(6)

The first term is the attractive embedding energy, which is a functional that varies
nonlinearly with the coordination number. It is a function of the electron density, ρ.
This electron density is in turn expressed as a function of rij. The second term is
the pairwise repulsive term. In a similar way, the Finnis-Sinclair potential energy
is the sum of two terms, an attractive term that is proportional to the square root
of the electron density and a pairwise repulsive potential. The square root form
was inspired by the second moment approximation to the tight-binding density
of states and may not necessarily have a physical significance. The EAM-type
potentials have been successfully applied to simulate the behavior of several metals.
The EAM method has been extended to covalent materials through the modified
EAM (MEAM) approach, where angle-dependence was introduced into the density,
ρ (Baskes 1987). MEAM potentials have been developed for C, Al, Si, Ti, V, Cr,
Mn, Fe, Ni, Cu, Zr, Nb, Mo, Pd, Ag, Ta, W, Pt, Au, Pb, and various alloys of these
elements (Lee et al. 2010).

For nuclear energy applications, we will consider three metals, namely Zr, U,
and Fe. We pick these cases as illustrative examples from the large body of work
on potentials for metals and alloys. Zr-based alloys are used as fuel cladding in
nuclear reactors. Several potentials have been developed for Zr, but they do not
reproduce the high stacking fault energy and phase transformations with increasing
temperature. Mendelev and Ackland have developed a reliable MEAM potential
for hexagonally close packed Zr by using defect formation energies and stacking
fault energies from DFT in the fitting procedure (Mendelev and Ackland 2007).
This work is interesting for three reasons. First, it links DFT and MD simulations
by using DFT results to parameterize potentials. Second, it clearly illustrates the
tradeoffs in potential development, by generating two potentials that reproduce
different sets of properties. The authors emphasize the need for care in selection
of properties to which the potential is fitted. Third, it raises questions about the
ability of the EAM functional form to capture the full range of properties of metals.
In a similar vein, a MEAM potential has been developed to represent the body
centered cubic (bcc) phase of U-Zr alloys (Moore et al. 2015). Alloys of U and
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Zr have potential applications as metallic fuel in advanced nuclear reactors. Defect
formation energies from DFT calculations were used along with experimental values
of the elemental elastic constants in the fitting.

One of the important advances in potential fitting is the Force-Matching method
(Ercolessi and Adams 1994). This approach uses DFT to obtain forces for many
atomic configurations of interest, including crystals, liquids, surfaces, and atomic
clusters, and then fits potentials by matching these forces. An EAM potential for
Fe has been developed using force-matching (Mendelev et al. 2003). The authors
generated a simple model of liquid Fe at the known density and determined forces
for this model using DFT. The EAM potential was fit to these forces, lattice
constants of bcc and face centered cubic (fcc) Fe at 0 K, vacancy formation energy,
and energy difference between bcc and fcc phases. The potential was found to
reproduce properties such as the lattice constant, elastic constants, point defect
energies, liquid density, and melting temperature better than existing potentials for
Fe. Despite these advances, the empirical potential approach is severely limited for
the simulation of a real alloy, such as stainless steel. This task requires potentials
that describe the interactions of Fe, Cr, Ni, C, and minor alloying elements that
contribute to precipitation hardening and solid solution strengthening. It is also
challenging to develop a potential that stabilizes the fcc phase in the composition
range of interest. Bonny et al. (2013) have developed an EAM-type potential
for FeNiCr that may be a good starting point for modeling radiation damage
in austenitic stainless steels. The potential stabilizes the fcc phase. It has been
benchmarked against DFT data and experimental observations.

2.4 Potentials for Covalent Materials

The Stillinger-Weber (S-W) potential for Si presents another good example of
going beyond the limitations of pair potentials (Stillinger and Weber 1985). In this
case, the potential met a need to stabilize the diamond structure and reproduce the
densification of Si and Ge on melting. The S-W potential is a sum of two-body and
three-body terms as shown in Eq. (7). The latter introduces dependence on the angle
between ij and ik bonds, θ ijk.

VS−W =
∑

i

∑
j>i
V2
(
rij
)+

∑
i

∑
j �=i

∑
k>j

V3
(
rij , rik, θijk

)
(7)

This potential has been applied to the study of Si, Ge, III-V, and II-VI compound
semiconductors.

The Tersoff potential brings in the angular term in the form of bond order
parameter, bij (Tersoff 1988). The idea is that the strength of a bond depends on
its environment, namely, the number of bonds, bond lengths, and bond angles. This
dependence is introduced through bij. The general form of the Tersoff potential can
be written as follows.
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VTers =
∑

i

∑
j>i
Vrepulsive

(
rij
)+ bijVattractive

(
rij
)

(8)

The Tersoff potential has been widely used to study radiation effects in covalently
bonded materials, including Si and SiC. The latter is a component of TRISO
nuclear fuel and is also a fusion reactor material. Brenner has developed bond
order potentials that are especially tailored for carbon-based materials (Brenner
1990). This work has been developed further in the form of reactive empirical
bond order potentials (REBO) that are well suited to model solid carbon-based
materials (Brenner et al. 2002). Another key development in this area is the
Environment Dependent Interatomic Potential (EDIP) that inverts cohesive energy
curves obtained from first principles data to derive many-body potentials (Bazant
et al. 1997). The bond order potentials can accommodate multiple bonding states
but not changes in the charge state. To understand this issue, we will discuss ionic
materials next.

2.5 Potentials for Ionic Materials

We have seen that the interatomic potential can be expressed as a sum of one-,
two-, and many-body terms. Terms higher than three-body will be challenging to
evaluate computationally. The three body terms are needed for covalent materials as
discussed above. For ionic materials, many-body terms are implicitly incorporated
into an effective pair potential, which is typically a sum of long-range Coulombic
interaction between charges q̄i and qj separated by a distance rij, VLR, and short-
range interactions, VSR.

VLR
(
rij
) = 1

4πε0

qiqj e
2

rij
(9)

ε0 is the permittivity of vacuum.

VSR
(
rij
) = Aij e−Bij rij − Cij

r6
ij

+Dij
[
e
−2mij

(
rij−r0

ij

)

− 2e
−mij

(
rij−r0

ij

)]
(10)

The short-range potential in this case is the sum of the Buckingham potential in
Eq. (5) and the Morse potential with 3 additional fitting parameters, D, m, and r0.

The short-range potential can become attractive at close separations less than 0.1
nm. The Ziegler-Biersack-Littmark (ZBL) repulsive potential (Ziegler et al. 2010),
VZBL, is based on a universal screening function and is often smoothly splined to the
Buckingham potential for MD simulation of energetic recoils (Dong et al. 2016).
The combined potential remains repulsive at very small values of rij.
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VZBL
(
rij
) = 1

4πε0

ZiZje
2

rij
ϕ
( rij
a

)
(11)

ϕ(x) = 0.1818e−3.2x + 0.5099e−0.9423x + 0.2802e−0.4029x + 0.02817e−0.2016x

(12)

a = 0.8854a0

Z0.23
i + Z0.23

j

(13)

Here, Zi and Zj are the charges of the nuclei of atoms i and j, respectively, and a0

is the Bohr radius.
The potentials for ionic systems can include rigid-ion models or core-shell mod-

els (Dick and Overhauser 1958). The former treat ions as fixed point charges, which
ignores polarization. The shell models treat ionic polarizability by considering ions
as cores connected to shells (Lewis and Catlow 1985). Each ion is represented by
two particles of opposite charge, namely, a core and a shell connected by a harmonic
spring. The sum of the core and shell charges is the ion charge. The original core-
shell model of Dick and Overhauser (1958) was based on massless shells. At each
MD step, one needs to perform an optimization to restore the shells to their zero-
force positions. This creates a significant computational overhead. Due to residual
forces, there can be small energy drifts even after careful optimization of the shells.

In the dynamical core-shell model, the shells are treated as particles with very
small mass compared to the mass of the corresponding core particle. The sum of
the core and shell masses is equal to the atomic mass. The more massive core
represents the nucleus and its inner electron shells, while the shell represents the
valence electrons. The electrostatic interaction between ions i and j is made of four
terms instead of one – core i-core j, core i-shell j, core j-shell i, and shell i-shell j
terms. There is no electrostatic interaction between the core and shell of the same
ion. The short-range potential acts only between the shells.

The shells are propagated concurrently with the cores during each MD time step.
The movement of the lighter shell in response to changes in the electric field acting
on the ion produces a dipole, which represents the polarization of the electron cloud
by the external electric field. The extent of the core-shell motion limits the size of
the MD time step. The core-shell model requires the use of a smaller MD time step
compared to the rigid-ion model to ensure energy conservation and stability of the
simulation.

MD simulations of energetic processes, such as recoil damage events, can
become unstable if a shell model potential is used. In such simulations, dynamic
processes can drive two ions to approach each other closely leading to a polarization
catastrophe. At short separations, the strong Coulomb attraction between the core of
one ion and the shell with opposite charge of a nearby ion can cause the simulated
structure to collapse. This instability limits core-shell potentials to low-temperature
simulations, and these models are not used in simulations of displacement cascades
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and thermal spikes. For such simulations, rigid-ion potentials offer the advantages
of lower computational intensity and greater stability. In rigid-ion models, the ions
can be assigned formal charges (+4 for U and−2 for O) or partial charges based on
fitting to experimental data. However, the shell models give a better representation
of the equilibrium properties including the elastic constants in static calculations.
The choice of rigid ion or shell model will be based on the phenomena of interest.
These ionic potentials have the limitation that the charge of the ion is held fixed.
The charge cannot be changed in response to changes in the local environment. This
fixed charge model reduces the fidelity of the simulation and imposes restrictions
on the types of materials or processes that can be simulated.

2.6 Charge Optimized Potentials and Reactive Force Fields

Reactive force fields are needed to model dissimilar material interfaces, for instance,
to simulate corrosion of metals and alloys. In addition, materials used in nuclear
technologies are composed of multiple phases, for instance, carbide precipitates in
steel or oxide phases in oxide dispersion strengthened steel. In the last two decades,
new approaches have been developed to treat these types of interfacial problems.
There are two key concepts underlying these approaches. One of these concepts,
bond order, has been presented in the previous section in the context of potentials
developed by Tersoff and Brenner. The bond order can be used to self-consistently
identify the type of interaction present in the simulation. The other concept is the
self-consistent equilibration of charge (Phillpot and Sinnott 2009).

A series of charge optimized many-body (COMB) potentials have been devel-
oped by Phillpot, Sinnott, and coworkers (Liang et al. 2013) to simulate multiphase
materials. The charge state of an ion is dynamically determined based on the local
environment using the principle of electronegativity equalization. The charges are
iteratively optimized, which imposes an order of magnitude higher computational
cost than using fixed charge potentials. The fidelity and cost of simulations with such
potentials lie somewhere between those of molecular dynamics with fixed charges
and density functional theory. The potential energy in the COMB formalism is the
sum of electrostatic, short-range, van der Waals, and correction terms as shown in
Eq. (14).

VCOMB (q, r) = Velectrostatic (q, r)+ VSR (q, r)+ VVDW ( r)+ Vcorrection(r)
(14)

The first two terms depend on ionic charges q and positions r, while the last two
depend only on positions. The electrostatic energy is a sum of the self-energy to
form a charge, the charge-charge (qq) interaction energy, the charge-nucleus (qZ)
interaction energy, and an energy related to polarizability.

Velectrostatic (q, r) = Vself (q, r)+ Vqq (q, r)+ VqZ (q, r)+ Vpolar (q, r)
(15)
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The short range term is a bond order potential that is charge dependent. The
Van der Waals term has been discussed previously. The correction term is included
to eliminate unphysical interactions and add new functionality. In addition, this
term can be modified to reproduce experimentally determined lattice constants.
COMB potentials have been used to simulate metal-oxide and semiconductor-oxide
interfaces and the oxidation process at the surface of Cu.

The bond order formalism has been used by van Duin and coworkers (Senftle
et al. 2016) to develop reactive force fields, ReaxFF, that allow for dynamic bond
breaking and bond formation during the simulation. The potentials have a good
degree of transferability, because a given element is treated the same way regardless
of whether it is in the gas phase, liquid phase, or a dissimilar material interface.
The ReaxFF potential energy is the sum of the following terms: bond energy, bond
angle, torsion, over-coordination penalty, van der Waals, Coulomb interaction, and
a specific energy term.

VReax = VB + VA + VT + Vover + VVDW + VCoulomb + Vspecif ic (16)

The first four terms are bond order dependent, and the next two terms are charge
dependent.

ReaxFF started as a hydrocarbon potential but has been adapted to simulate
many different classes of materials, including metals and ceramics. Over the years,
different parameter sets have been developed for different materials families, and it
is important to choose the set that is relevant to the problem at hand. Despite the
previously mentioned transferability of ReaxFF, parameters developed to study O
for a combustion chemistry problem may not be appropriate for O at a mineral-water
interface. ReaxFF has been developed by chemists interested in reactive processes
and may be a good choice to model catalysts. Elastic properties of interest to
metallurgists have not been usually included in the force field fitting. However, there
is nothing that precludes the use of elastic properties to reparameterize ReaxFF to
study thermo-mechanical degradation of alloys for energy technology applications.
Shin et al. (2012) have developed a ReaxFF parameterization for binary alloys in the
Fe-Ni-Al system using data from first principles calculations. The fitting procedure
considered elastic properties of various phases, surface energies, adatom binding
energies, and diffusivities. Simulations performed with this force field have provided
insights into segregation in Fe-Ni-Al alloys.

3 Application of Potentials to Simulate the Primary
Damage State

There is a long history of using interatomic potentials to study the dynam-
ics of radiation damage in materials (Gibson et al. 1960; Robinson and Tor-
rens 1974; Guinan and Kinney 1981). This section presents recent examples
of the use of interatomic potentials to study the primary damage state in a
variety of materials mainly using MD simulations. Djurabekova and Nordlund
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(�Chap. 88, “Molecular Dynamics Simulations of Non-equilibrium Systems”)
provide a detailed discussion of MD simulations of collision cascades and swift
heavy ion damage elsewhere in this volume. Given that the radiation damage
resistance of a crystalline material is dictated by the competing effect of short-
range covalent and long-range ionic forces (Trachenko et al. 2005), it is evident
that MD simulations of radiation damage will strongly depend on the choice of
interatomic potential. In the last decade, there has been considerable interest in
evaluating the fidelity of potentials for simulating radiation damage in a material,
usually by comparing defect properties to DFT calculations or experimental data.

3.1 Defects in Metals and Alloys

There is a large database of DFT defect energies in α-Fe, and many potentials have
been developed to simulate radiation damage in α-Fe (Malerba et al. 2010). This
combination makes this material a good test bed for evaluating the effect of the
features of a given interatomic potential on the ability to match defect energy data
from DFT studies. Malerba et al. (2010) compared five semi-empirical potentials
by studying point defect properties and defect cluster distributions. These included
Mendelev-type potentials (Mendelev et al. 2003) as well as magnetic potentials
that modify the embedding term in EAM using a combination of Stoner and
Ginzburg-Landau models (Dudarev and Derlet 2005). They found that Mendelev-
type potentials match DFT results most closely and thus are ideal for extending
the scale of DFT calculations to simulate radiation damage. This finding is not
surprising given that the fitting of the Mendelev potential was informed by DFT
calculations. Gao et al. (2017) have simulated displacement cascades with energy
up to 20 keV in α-Fe using three magnetic potentials and a Mendelev-type potential.
For the same recoil energy, they found differences in defect production and cascade
volume between these potentials. The magnetic potentials gave a larger interstitial
formation energy than the Mendelev-type potential, which resulted in smaller self-
interstitial clusters in the former. If the cluster size distribution is used as input in
coarser grained simulations, the evolution of the radiation damage will be quite
different for these potentials. Malerba et al. (2010) have concluded that none of
the potentials they studied were satisfactory for describing self-interstitial clusters
and dislocation interactions in Fe. There is a need to improve the fidelity of these
potentials to make them more reliable for the study of radiation damage evolution.
This conclusion is consistent with a recent finding of Klaver et al. (2016) based on
a study of the FeCr system.

FeCr alloys are promising candidates for structural applications in nuclear
reactors due to their radiation tolerance and corrosion resistance. The addition of
Cr to Fe changes the radiation response. The combined effects of radiation, stress,
and elevated temperature can accelerate the precipitation of a Cr-rich α’ phase in
FeCr alloys. Such precipitates have the potential to cause embrittlement of the
material. The sign of the mixing enthalpy in this system changes with increasing Cr
concentration (Malerba et al. 2008), which presents a challenge for EAM potentials.
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Efforts have been made to refine the FeCr interaction and reproduce the change in
the mixing enthalpy. These modifications include multiplying the repulsive term
in q. (6) by a local concentration-dependent term and the introduction of two
embedding terms – one for the s band and another for the d band. These potentials do
not explicitly account for an important property of this system, namely, magnetism.
The development of a spin-polarized potential will require a new functional form
and a new algorithm to handle spin dynamics in MD simulations (Malerba et al.
2008).

Klaver et al. (2016) have evaluated the ability of four FeCr potentials to model
interstitial formation and binding energies in FeCr alloys containing 8 at.% and
16 at.% Cr. The energies were compared to corresponding values from DFT
calculations. Getting the defect energies correct is key to reliably simulating the
primary damage state produced by energetic recoils. These recoils initiate atomic
displacement cascades that displace many atoms within 1 ps followed by dynamic
vacancy-interstitial recombination and defect clustering on the scale of tens of
ps (Devanathan 2009). The size distributions of the resulting vacancy clusters
and interstitial clusters are different, and their thermal evolution is also different
due to differences in migration energies. These differences in cluster fractions,
defect stability, segregation at interfaces, and cluster lifetime can lead to large
differences in the numbers of freely migrating vacancies and interstitials known as
defect production bias. This bias can influence the long-term evolution of radiation
damage and observed properties such as swelling. The work of Klaver et al. (2016)
shows inconsistencies between defect energies calculated using empirical potentials
and DFT. This discrepancy raises questions about the ability to reliably model
radiation damage in FeCr alloys with high Cr content using existing empirical
potentials. While it is possible to refit potentials to improve the agreement with
defect properties from DFT, there is practically no wiggle room for improving the
fitting using current functional forms. One must look beyond the EAM formalism
to model radiation effects in binary and multicomponent alloys.

3.2 Radiation Damage in a Covalent Material

SiC is a covalent material that has potential applications as a structural material
in fusion reactors and a fuel cladding in advanced fission reactors. Crystalline SiC
is known to be amorphized under energetic particle irradiation. Gao, Weber, and
Devanathan (2002) have reviewed fundamental mechanisms of radiation damage
accumulation in SiC based on the findings of MD simulations using bond-order
potentials. In this material, the minimum energy needed to displace an atom from
its lattice site, known as the displacement threshold energy (Ed), is quite different for
Si and C regardless of the potential used. The threshold energy surface is also highly
anisotropic. The Ed values serve as important input parameters for coarser-grained
simulations of radiation damage. MD simulations with empirical potentials show
that the defect production in SiC is dominated by C interstitials and vacancies. The
damage produced by energetic recoils consists of a central vacancy-rich region and
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an interstitial-rich periphery. The primary damage state consists of isolated inter-
stitials and vacancies and small defect clusters. In contrast to the primary damage
state in alloys with defect clusters containing tens of defects, in SiC defect clusters
containing more than three defects were rarely seen. The amorphization of SiC
proceeded by the gradual accumulation of clusters or the overlap of displacement
cascades instead of direct amorphization within the cascade. The damage dose in
displacements per atom for complete amorphization and the swelling behavior of
the material showed good agreement with experiment, which provides validation
for this bond-order potential. High-resolution transmission electron microscopy
(HRTEM) images calculated from the MD simulation cells also showed agreement
with corresponding experimental images of irradiated SiC and provided insights
into atomic-level mechanisms behind the experimental observations.

Subsequent MD simulations showed that chemical short-range disorder (site
exchange between Si and C) measured by the fraction of homonuclear (C-C)
bonds may play an important role in the amorphization of SiC (Devanathan
2009). The increases in enthalpy and volume of the system with the introduction
of atomic displacements or Si-C exchanges closely followed the increase in the
C-C homonuclear bond ratio regardless of the sublattice in which displacement
was introduced. Interestingly, the simulated amorphous states produced by radiation
damage accumulation and melt quenching had slightly different densities and
homonuclear bond ratios. This points to the existence of different amorphous or
highly damaged states in SiC. Debelle et al. (2014) have used MD simulations with
the Gao-Weber bond-order potential (2002) to shed light on recrystallization by
swift heavy ion energy deposition in SiC with different levels of preexisting damage
or amorphization. The simulated recrystallization behavior was quite different
depending on the extent of amorphization and the findings were in agreement with
experiment.

Recently, Samolyuk et al. (2015) have studied the migration barrier for carbon
interstitials in SiC using three commonly used potentials and compared the results
to DFT calculations. Two of the potentials yielded a migration barrier that was much
higher than DFT results, while the third potential by Gao and Weber (2002) yielded
a migration barrier closer to the DFT result. When 10 keV and 50 keV displacement
cascades were simulated with these potentials, the Gao-Weber potential produced
fewer defects in the primary damage state due to more effective damage annealing
by the rapid migration of carbon interstitials. This study has identified the source
of differences in the damage state produced in SiC with different potentials, by
benchmarking defect energies from these potentials against DFT results.

3.3 Radiation Effects in Ionic Materials

Sickafus et al. (2000, 2007) have performed molecular statics calculations with a
set of shell model potentials (Minervini et al. 2000) to shed light on the radiation
tolerance of pyrochlore oxides. These potentials are transferable across a wide
range of pyrochlore oxides, which makes it possible to evaluate trends in the



2154 R. Devanathan

radiation response as A and B cations are varied in A2B2O7 pyrochlore. Sickafus
et al. (2007) concluded based on their calculations integrated with experiments that
better radiation tolerance is expected in materials with inherently disordered phases
with wide ranges of stoichiometry. Devanathan et al. (2010a) have used a rigid
ion potential based on the Minervini potential to study radiation-induced defect
accumulation in gadolinium zirconate and titanate pyrochlores. The study showed
that cation Frenkel pair accumulation played a key role in the amorphization of
Gd2Ti2O7. The simulations also quantified the swelling accompanying the damage
accumulation and amorphization. In contrast, when defects were introduced in
Gd2Zr2O7, there was efficient dynamic annealing and no amorphization. Zhang
et al. (2010) integrated experimental swift heavy ion irradiation and HRTEM
characterization of pyrochlores with MD simulation of thermal spike damage using
these potentials. The morphology of individual ion tracks produced by 2.2 GeV
Au ions in Gd2Ti2O7, Gd2TiZrO7, and Gd2Zr2O7 as revealed by HRTEM was
reproduced by the thermal spike simulations in these materials. The simulations
provided insights into the time evolution of ion tracks and revealed the phase tran-
sition pathways leading to the concentric track structures observed experimentally.
In Gd2Ti2O7, the simulations showed an amorphous core for the ion track core,
which was surrounded by a concentric shell of defect fluorite, and an outermost
shell of defective pyrochlore, consistent with the nanoscale core-shell structure seen
in HRTEM images. In Gd2Zr2O7, rapid recrystallization of the ion track prevented
amorphization and instead led to a defect fluorite core consistent with experimental
observation. The reproduction of the experimentally observed morphology by the
simulation for three different compositions provides validation for the potential.
At the same time, the simulation has revealed atomic-level mechanisms behind the
different responses of these pyrochlore to the passage of swift heavy ions. These
pyrochlores have potential applications as waste forms for immobilization of high-
level nuclear waste.

Devanathan (2009) has used MD with a partial charge model and Buckingham-
type potentials to simulate energetic recoils in zircon (ZrSiO4), which is also a
nuclear waste form. The simulations revealed that about 5000 atoms were displaced
by 30 keV U recoils consistent with the findings of a nuclear magnetic resonance
experiment (Farnan et al. 2007). The simulations showed that direct amorphization
occurred in the cascade. The amorphous core was relatively enriched in Si, while the
periphery of the cascade was enriched in Zr. The experimental study by Farnan et al.
(2007) assumed that Si displacements were about one-sixth of total displacements
according to stoichiometry. The simulations confirmed that this is indeed the case.
The simulations also revealed the occurrence of Si-O-Si polymerization and under-
coordination of Zr in the displacement cascade.

In contrast to the amorphization by direct impact in zircon and by damage
accumulation in SiC, UO2 and its fluorite structured surrogate CeO2 are not
amorphized by swift heavy ions. MD simulations of swift heavy ion damage
in CeO2, simulated using thermal spikes, showed that the primary damage state
consisted of point defect clusters with no amorphization (Yablinsky et al. 2015).
The results were consistent with experiments carried out by these authors. CeO2
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remained crystalline following irradiation with 940 keV Au gold ions. Experimental
results suggested a small reduction in density at the center of the ion track.
Simulation results showed a lower density track core and indicated the formation
of interstitial loops at the periphery of the track consistent with experimental
findings.

MD simulations of U recoils with energies in the range of 0.5–80 keV in UO2
have been performed with rigid ion potentials (Devanathan et al. 2010b). Regardless
of the recoil energy, there was no amorphous zone in the primary damage state
of UO2. Vacancies were preferentially created at the center of the cascade and
interstitials at the periphery. The cluster size distribution was quite different for
vacancies (large clusters) and interstitials (smaller clusters). In addition, swift heavy
ion simulations in UO2 (Devanathan et al. 2010b) have shown that the radiation
response depends on the linear energy transfer (LET). Defects were not produced
for LET less than 4 keV/nm. From 4 to 16 keV/nm, isolated point defects were
produced. At much higher LET (66 keV/nm), dislocation loops were produced with
Burger’s vector along the <110> direction. When the simulations were extended to
nanograined material, defect production was dominant near the grain boundaries.
The boundaries also acted as a sink for point defects produced. The ability of
MD simulations to reproduce the experimentally observed radiation response of
different materials shows that the potentials are sensitive to the characteristic
behavior of the material even though radiation response was not used to fit the
potentials.

Govers et al. (2007) performed a comprehensive evaluation of 19 potentials for
UO2 by carrying out static calculations of elastic constants, lattice constants, and
defect formation, migration, and binding energies. These values were benchmarked
against experimental data or DFT results. The study considered core-shell potentials
and rigid ion models. The potentials reproduced lattice constants and elastic
constants well as they were fitted to these properties. The agreement with DFT
data on defect energies and configurations was dependent on the type of defect
considered. No single potential emerged as the best choice for simulating defects
and radiation damage in UO2 based on static calculations. The class of potential,
the functional form, or the charges of the ions did not have a strong influence on the
ability of the potential to reproduce defect properties. In a subsequent study, Govers
et al. (2008) also studied the evolution of the lattice parameter, specific heat, bulk
modulus, and Gruneisen parameter with temperature and calculated the bulk melting
temperature for 16 UO2 potentials. The study concluded that rigid ion potentials
with nonformal charges provide the best agreement with experimental data but may
be unsuitable for the study of charged defects.

Devanathan et al. (2009) performed MD simulations of the premelting transition,
melting temperature, and defect production by 1 keV U recoils in UO2 using
five different rigid ion potentials. For all the potentials studied, the experimentally
observed premelting transition was reproduced, dynamic defect annealing in the
displacement cascade was highly effective, and anion sublattice replacements were
dominant. The primary damage state included isolated Frenkel pairs and interstitial
and vacancy clusters of various sizes. The average displacement energy varied by a
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factor of three and the number of stable Frenkel pairs in the primary damage state
was also different by a factor of three depending on the choice of potential. The
vacancy and interstitial cluster sizes and their spatial distribution were significantly
different for the potentials studied.

Interatomic potential development is an ongoing activity with tremendous
intellectual effort devoted to developing new functional forms and parameter
optimization methods. As computing power moves from the Petascale to the
Exascale (1018 floating point operations per second), large scale DFT calculations
will become more and more accessible. One can develop a large database of defect
properties to be used in potential fitting or to evaluate the fidelity of the potentials.
It will also be possible to use complex functional forms, such as ReaxFF, in large
scale MD simulations of interfacial processes in multiphase materials. Recently,
low-energy displacement cascades in graphite have been simulated using ReaxFF
and the resulting defects have been compared to the findings of DFT calculations
(Smith et al. 2017). Such reactive MD simulations are in the early stages. There is
considerable room for improving potentials even in well-studied materials to make
them suitable for simulation of defect processes initiated by radiation interactions
with matter.

4 Summary and Outlook

Despite the tremendous progress that has been made in the last two decades in
developing bond order and charge-optimized potentials, considerable work remains
to be done in developing potentials for materials used in nuclear technologies.
This wish list includes the UO2/Zr interface, stainless steel, oxide dispersion
strengthened alloys, Ni-based superalloys, and glasses for nuclear waste disposal.
The challenges associated with potential development include generating a large
database of relevant properties from experiments and DFT calculations, assigning
a weight to each property of interest based on its significance (almost an art form),
and painstakingly minimizing the weighted square of the difference between the
simulated value and the target value (Martinez et al. 2013). Since the properties
fitted are often static, dynamic simulations (e.g., heating to different temperatures
and going beyond the melting point) are needed to ensure that the simulated system
is stable and the phase transitions and defect properties from DFT calculations are
reasonably reproduced. There is invariably a tradeoff due to balancing accuracy,
transferability, computational intensity, and the effort needed to develop the poten-
tial. Increasingly the power of machine learning from massive DFT data sets is
being put to use to identify new functional forms and parameters for interatomic
potentials (Behler 2016). With such an approach, the force acting on an atom can be
predicted by the machine-learning algorithm based on the training set or computed
on-the-fly for unusual environments using an ad hoc DFT calculation. When the
results of this calculation are added to the machine learning database, the need
to call upon DFT decreases progressively as the simulation proceeds (Li et al.
2015). While this approach holds promise, there are questions about the physical
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basis of functional forms chosen through machine learning and the transferability
of potentials developed from a small training set. With ongoing advances in data
analytics, machine learning, and computing power, there is cause for optimism
that reliable and transferable potentials for studying radiation effects multiphase
materials will be developed by combining the best of physical intuition-based
approaches and machine learning methods.
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Abstract

The materials in nuclear reactors are subject to several radiation damage
mechanisms. High-energy neutrons can give high (keV) recoil energies to nuclei
via elastic collisions, many different nuclear reactions can also lead to lower
recoil energies to nuclei, and nuclear fission fragments can get MeV kinetic
energies from the fission process. The nuclei with high kinetic energies can
damage the material both via nuclear and electronic excitations. In this chapter,
we first overview briefly the nuclear damage mechanisms and then discuss how
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molecular dynamics methods can be used to model the ensuing damage, both
in the nuclear and electronic collision regimes. Some examples of recent results
from both the nuclear and electronic regime are provided in the end.

1 Introduction

Nuclear reactor systems involve a large number of non-equilibrium effects that can
affect the materials in the reactors. The neutrons coming from a fission or fusion
reactor can damage materials in many ways. When they have high (MeV) energies,
they will occasionally collide strongly with nuclei in the materials and transfer a
high amount of energy to these. The maximum energy can easily be estimated from
the classical kinematics equation of energy transfer between particles of masses m1
and m2 in a head-on collision:

Etransferred = 4m1m2

(m1 +m2)2
Einitial (1)

For a neutron energy of 2 MeV moving in Cu, this amounts to a maximum energy
transfer of about 120 keV. More accurate calculations, considering that not all
collisions are head-on, show that the typical transferred energies are lower but still
tens of keV’s (Averback and Diaz de la Rubia 1998). These energies are about four
orders of magnitude higher than the cohesive energy of the material, making it clear
that they can lead to considerable damage in the materials. The atomic collisions
induced by such high-energy ions are known as collision cascades and the slowing
down by these collisions as nuclear stopping.

Also neutrons at lower energies can lead to damage in the materials. Damage
production by the direct collision mechanism is possible down to energies of the
minimum threshold displacement energy (Nordlund et al. 2005) of the material, i.e.,
neutron energies of a few hundred eV. When the neutron is thermalized to even
lower energies, it will eventually undergo a nuclear reaction. These reactions almost
always lead to another recoil energy. For instance, in (n, γ ) reactions, the emitted γ
particle has enough momentum to give the nucleus a recoil energy of a few hundred
eV, enough for damage production (Raman et al. 1994). Naturally, if the emitted
particle has a mass, such as in (n, α) reactions, the energy transfer is even higher,
and also the emitted massive particle can cause damage.

Finally, if the neutron causes a fission reaction, the fission fragments can have
energies of hundreds of MeV’s (note that this energy release is the origin of energy
production in normal nuclear power plants). At these very high energies, the fission
fragments slow down mainly by collisions with electrons, known as electronic
stopping (Ziegler et al. 1985). On the other hand, the nuclear collision energy
transfer is much reduced at these high energies, and hence the electronic stopping
dominates the energy loss. Heavy ions that slow down mainly by the electronic
stopping are commonly called swift heavy ions. This interaction excites a large
number of electrons into the conduction band. Since the energy loss to electrons
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does not alter the path of the ion appreciably, the swift heavy ions move in straight
paths, and the damage they produced is in straight cylindrical regions called ion
tracks (Lang et al. 2008). De-excitation of the excited electrons in the insulating
materials takes place within the limited region around the ion track. The released
energy can then be transferred to the atoms in the lattice, known as “electron-
phonon” coupling, leading to damage production. This damage can be produced
via different atomic-level mechanisms.

Naturally, both mechanisms of damage production either in collision cascades
or by swift heavy ion (via nuclear or electronic stopping powers, respectively) are
relevant also in other systems. Ion implantation is a routinely used approach to
dope silicon in the semiconductor industry, and the ions induce collision cascades
that produce damage with mechanisms very similar to the neutron-induced ones
(Chason et al. 1997). Ion tracks, on the other hand, are also naturally present in
many minerals, produced in these by fission fragments from radioactive decay. The
density of these is used routinely as a dating technique (Gallagher et al. 1998).
They can also be produced deliberately by high-energy particle accelerators and are
a basis of many promising nanoscience applications (Apel 2003; Toimil-Molares
2012). Such very high-energy particles are also present in space and can be a serious
issue for reliability of electronics in space (Fleetwood et al. 1994).

Experimentally, the radiation damage can be detected in many different ways,
and we mention here only a few key methods. As collision cascades only exist for
a few ps, the atom motion in them cannot be directly detected. However, there is a
special nuclear approach that has been used to determine the lifetime of a cascade
in Fe to be 6 ps (Stuchbery and Bezakova 1999). Transmission electron microscopy
(TEM) observation of amorphous pockets in semiconductors (Ruault et al. 1984;
Bench et al. 2000) and local phase transitions in ceramics (Meldrum et al. 1998)
also provide compelling evidence of dense regions of collision associated with the
nuclear stopping. Moreover, field ion microscopy experiments have shown that 20–
30 keV heavy ion irradiation can lead to dense regions of vacancies in W (Current
et al. 1983), and more recent transmission electron microscopy has shown that
150 keV W cascades can directly produce dislocation loops in this material (Yi et al.
2015).

Ion tracks can also be detected experimentally in many different ways. In initially
crystalline materials, chemical etching can reveal the location and areal density of
tracks, since the damage track core etches faster than perfect crystal (Skupinski et al.
2005). However, this method does not tell anything about the atomic structure of the
tracks. Cross-sectional TEM can be used to image tracks on the atomic level, either
from the sides or as a cross section. TEM experiments have shown that the core of
a track is amorphous (Meftah et al. 1994; Toulemonde et al. 2006). Rather recently,
small-angle x-ray scattering experiments have revealed that the core of an ion track
is underdense (Kluth et al. 2008).

In this chapter, we focus on computational methods for collision cascades and
ion tracks, with some emphasis on new developments during the last 10 years.
We review the methods of atomistic simulations of such high-energy irradiation
effects relevant in nuclear systems, both in the nuclear collision and swift heavy ion
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regimes. In both cases, standard molecular dynamics simulation approaches will not
work directly, since the high kinetic energies involved may lead to serious energy
nonconservation issues.

2 Modeling Approaches

The computer simulation approaches, developed to simulate materials in out-of-
equilibrium conditions, are similar to those used for thermodynamically equilibrated
systems. The latter, however, must be adjusted to capture the physics of processes
taking place under irradiation with energetic ions. Every energetic ion passing
through the surface transfers the energy and the momentum to the atoms of the
irradiated material in a cascade until all the energy, which was brought in by the
ion, dissipates inside the material. A prolonged ion irradiation with a high fluence
(number of ions arriving at a unit surface during the entire irradiation time) may
cause appreciable damage; however, the experimental rates – ion fluxes given by
the number of ions per unit surface per unit time – are usually very low. The actual
time interval between two subsequent cascades is much longer than the duration of
a single cascade, and hence, any temporal (and/or spatial) overlap of the cascades
is routinely neglected. If the fluxes are very high, and the subsequent ion arrives
at the surface while the previous cascade is still not extinguished, the temporal
and spatial overlap of simultaneous multiple cascades may lead to strong nonlinear
effects. This situation is common during arc plasma-surface interaction (Timkó et al.
2010; Djurabekova et al. 2012) and needs to be taken a special care by adjusting the
size of the simulation box. However, in this chapter, we will not consider the dense
ion fluxes, but rather focus on individual cascades, which can be simulated one at a
time. Bearing in mind that the size of a single cascade depends on the energy of an
ion, the size of the simulation box can also be selected by using a simple empirical
expression:

Nat = 20 · Ekin

1 eV
(2)

This expression guarantees that the energy can be absorbed by the simulation box
and dissipated gradually in a quasi-microcanonical ensemble. The latter requires
additional clarification.

If a system of atoms is in a thermodynamic equilibrium, the properties of such a
system can be described as averages of different thermodynamic ensembles (Allen
and Tildesley 1989), depending on the property of interest. By fixing different
external conditions, one can consider the micro-canonical (NVE) ensemble of an
isolated system with the fixed number of atoms, N , within the fixed volume, V ;
the canonical (NVT) ensemble, connected to a heat bath of temperature T; and the
isobaric-isothermal ensemble (NPT), which is connected to the heat bath and the
volume of the system is flexible to keep the pressure P at a given value.
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The control of temperature or pressure affects the velocities of the atoms. If baro-
and thermostats are used during irradiation event simulations, the atom trajectories
are perturbed from the true ones. For a cascade to be simulated properly, one has
to allow a natural evolution of energy exchange in the system. In reality, the heat
generated in the system during the development of the cascade will dissipate through
the heat conduction to the bulk outside the actual cascade region. However, as it was
mentioned in the previous paragraph, the system to simulate a single cascade is not
large enough to dissipate all the energy, and if applying a fully NVE ensemble in
the simulations, the system will inevitably heat up. This is an artifact, which may
affect the results of the cascade. To avoid it, an emulation of thermal conduction
can be used, i.e., the side atoms outside of a cascade region can be connected to
a heat bath, providing a channel for energy dissipation in a reasonable manner,
removing the energy from the system, but not interfering with the atoms, which were
directly involved in the cascade. We call such an ensemble quasi-microcanonical,
since the energy is not fully conserved, although no scaling of the atom velocities is
performed in the actual cascade simulation zone.

Thus far, two basic atomistic approaches have been used to simulate irradiation
effects in large-scale systems with the considerable number of atoms, binary
collision approximation (BCA), and molecular dynamics (MD). Both approaches
employ the Born-Oppenheimer approximation, which allows separating nuclear
and electronic subsystems and taking into consideration the large difference in the
time and size domains of both subsystems. In this approximation, the equations
of motion are applied only to the massive and heavy nuclei, while the electrons
follow the former immediately. This simplifies the simulation task, and the atoms
in this approximation can be considered as spherical objects interacting between
themselves according to the forces. The latter are derived from potential functions,
which are described in greater detail in Sect. 3.

Both BCA and MD were developed initially to simulate the materials in two
different limits. The BCA approach describes the radiation effects in materials, i.e.,
it follows the trajectory of energetic projectile (either the ion, which entered the
material, or the recoil atom, which received the energy in a cascade) and calculates
collision of this projectile and the encountered atom of the material at each BCA
step (see Fig. 1). BCA is designed to describe the short-range interactions, i.e., at
the distances between the colliding particles which are too short to be affected by
the other atoms in the material, so the collision is strictly binary and the interaction is
only repulsive. Since the BCA calculates the collision between two particles at each
simulation step, the simulations are very fast and do not require large computational
capacity. There exist many codes developed by different groups, which either use
a so-called magic formula replacing the exact solution of the collisional integral
for the universal ZBL potential at every BCA step (Ziegler 2013; Pugacheva et al.
1998) or precalculate all the scattering angles for each projectile-atom pair in the
system in advance and tabulate them as the function of impact parameter (Miyagawa
et al. 2002). However, the BCA is not valid at low energies; already at the energies
around 500 eV, the multi-body interactions between the atoms become important
and determine the dynamics of defect formation. Also the BCA approach is working
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Straight path
between collisions

Fig. 1 Illustration of collisions in the binary collision approximation. Note that the other atoms,
which are located near the knocked-on atoms, are not taken into account

well for linear cascades: the interaction between a projectile (energetic particle) and
the particle in rest. Strictly speaking, the particle in rest may be involved in thermal
motion, which is much less intense compared to the motion of the projectile particle.
In this case, it can be neglected at the moment of collision. In the dense cascades,
when many atoms are involved in the energy dissipation process (dense materials,
such as metals of heavy elements), the interaction may happen between both moving
atoms which leads to nonlinear cascades or thermal spikes, where the application of
BCA becomes questionable.

The MD method, on the other hand, was originally developed to describe
the materials in thermodynamic ensembles. Generally speaking, the MD method
solves the system of Newton equations, with the driving forces derived from the
potential. In other words, the interatomic potential for the material of interest is
the key function, which defines the accuracy of the MD simulations. Very careful
attention is usually paid to develop a potential, which is able to reproduce certain
properties, which the material exhibits in thermodynamic equilibrium conditions. If
the potential is able to reproduce all or some properties of materials, such as crystal
structure(s), lattice parameter, cohesive energy, melting and boiling temperatures,
elastic moduli, Young’s and shear moduli, etc., the MD simulation of this material
in a specific thermodynamic ensemble gives very reasonable results. Unfortunately,
under ion irradiation, the thermodynamic equilibrium condition does not hold. In
the process of momentum and energy transfer, the colliding atoms can approach
each other much closer, and the potential, which was fitted to reproduce the
thermodynamically equilibrated parameters, has no information about the nature of
interactions at these short distances. The best solution that can be used to circumvent
this problem is to spline the interatomic potential and the ZBL potential to introduce
strong repulsive interactions within MD.

The other feature of MD method, which also requires special attention, is the time
step, which is used in the MD iteration loop. Usually it is selected to be rather short
that the atom cannot advance too far during a single MD step. In the equilibrium
simulations, when the energies of atoms are varying only insignificantly, using a
fixed time step is reasonable. However, in the cascade simulations, a single particle
may have very high energy, which would allow it to move too far within a fixed time
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step, such that it would cause the nonconservation of energy and instability in MD
calculations. If the time step is fixed to a very small value, then after the ballistic
phase, the simulations will proceed very slowly, and the simulation time will be
unreasonably long. This is why the adaptive time step is necessary to advance the
time depending on the highest value of the energy in the system (Nordlund 1995).

3 Interatomic Potentials for Simulation of Non-equilibrium
Effects

Both the BCA and MD simulations rely on interatomic potentials that are discussed
in detail in the chapter on Interatomic Potentials in this volume. The solution of the
scattering integral in BCA relies on a repulsive interatomic potential:

VhighE,rep,ij (rij ),

and this part also dominates strong collisions (kinetic energy roughly >10 eV)
in MD. The procedures to obtain these are well established. Ziegler, Biersack,
and Littmark have from an averaging procedure formulated a simple analytical
“universal repulsive potential” for all atom pairs Z1–Z2, which is typically valid to
within∼5% in the high-energy region of interest (Ziegler et al. 1985). An alternative
universal analytical potential has more recently been developed by Zinoviev (2015).
Quantum chemical calculations specific to a given Z1–Z2 pair can be used to
calculate repulsive potential accurate to within∼1% (Nordlund et al. 1997) which is
comparable to the accuracy of the best experiments (Zinoviev and Nordlund 2017).

A typical curve illustrating the ZBL potential is shown in Fig. 2, which also
illustrates one of the quantum chemical potentials that also have an attractive part
(corresponding to the bound state of a dimer molecule).

The equilibrium potential required for MD simulations is far less accurately
known. For simulations of ion irradiation, it is crucial to use equilibrium potentials
where chemical bonds can break. Hence in this chapter, we only consider so-called
“reactive” potentials, i.e., potentials where all bonds between atoms can break and
reform (contrary to the case of almost all molecular mechanics force fields (Leach
2001). In general, these can be written in the form

Vi =
∑

j

Vrep,ij (rij )+
∑

jk

Vattr,ijk(rij , rik,Θijk) (3)

Here Vi denotes the energy of atom i and j and k indices of neighboring atoms.
Typically, the equilibrium potentials are constructed for near-equilibrium properties
and hence are not consistent with the high-energy repulsive part VhighE,rep,ij (rij ).
In MD simulations that involve also high-energy collision cascades, it is thus
customary to join the VhighE,rep,ij (rij ) and Vrep,ij (rij ) smoothly, e.g., with fifth-
order spline interpolation function or by summation with a function that goes
smoothly from 1 to 0 in a narrow distance interval (Nordlund et al. 1996). Usually
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Fig. 2 Interatomic potentials for a Si-Si pair. In the legend, ZBL is used to show the shape of the
universal potential developed by Ziegler et al. (1985), and DFT shows the density functional theory
potential from Nordlund et al. (1997). While ZBl potential predicts only repulsive interactions at
all distances, the DFT calculations show that beyond a certain distance, the interactions become
attractive

this joining is done just by finding a functional form that gives a smooth connection
between the two parts. However, recently the effect of the joining on damage
production has been examined systematically (Sand et al. 2016), and sometimes
it is carefully adjusted via DFT calculations (Belko et al. 2002; Stoller et al. 2016).

The swift heavy ion track formation induced by the electronic excitations leads
to kinetic energies of atoms of the order of 10 eV (although, as evident from the
discussion above, the exact mechanism of energy transfer to the atoms remains
unclear, the observations of destruction of even strong covalent crystals imply that
at least some atoms do get energies clearly above the cohesive energies, which are
of the order of 5 eV). Hence for swift heavy ion effects above the synergy regime,
it is in principle sufficient to have a good equilibrium potential. In the remainder
of this section, we discuss briefly some of the classes of interatomic potentials
that have been used in collision cascade and track simulations, as a comprehensive
review of the vast field of interatomic potential development is beyond the aims of
this chapter. Metals can be well described with so-called embedded-atom method
(EAM) potentials (Daw et al. 1993). These can, via effective-medium theory, be
motivated from fully quantum mechanical density functional theory (Puska et al.
1981; Manninen 1986). Originally (Foiles et al. 1986), they were formulated in the
form

Vi =
∑

j

Vrep,ij (rij )+ Fi(
∑

j

ρj (rij )) (4)
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Here ρj is the electron density from atom j, and Fi is the energy that the solid
gains when the ion core (metal atom without free electrons) is embedded in
this electron density. Originally the EAM potentials were constructed with actual
electron densities; however most recent implementations use ρj as fitting function
of arbitrary form. In many potentials, the functional form of Fi is simply the square
root function, which can be well motivated from the second-moment approximation
of tight-binding electron structure models (Finnis and Sinclair 1984; Brenner 1989;
Cleri and Rosato 1993; Albe et al. 2002). Regardless of exact physical motivations,
all potentials that share the basic functional form can be called EAM-like potentials.

Regarding ionic materials, it is natural to seek a description of them based on
the Coulomb potential between two different atomic charges qi and qj . These give
directly the Vattr attractive part as pair potentials, while the repulsive part Vrep

can, e.g., be a simple exponential, similar to the EAM-like potentials. For highly
ionic materials near equilibrium, such a simple pair potential description is well
motivated physically. However, one has to bear in mind that under irradiation, atoms
can come far away from their initial positions and, e.g., can start forming N gas
bubbles in some nitrides (Kucheyev et al. 2001). For describing such processes,
fixed-charge ionic potentials are completely inappropriate, as they predict that the
N-N interaction is completely repulsive. To circumvent this, one can (at least in
principle) use charge-transfer interatomic potentials, where the charge of atoms
depends on the local neighborhood, e.g., via electronegativity descriptions (Alavi
et al. 1992; Albe et al. 2009; Yu et al. 2007).

In materials where the bonding is a mixture of ionic and covalent bonding, a pure
pair potential is not likely to give a good description of the material. A prototypical
example of this is SiO2, which, while having a fairly high degree of ionicity, has
a complex low-symmetry crystal structure with tetrahedrally arranged O atoms
around the Si atoms. Such a structure cannot be described with pure pair potentials.
Instead, a combination of an angular three-body term and an ionic one has proven
to be suitable for describing at least the basic tetrahedral fourfold bonding of the Si
atoms (Feuston and Garofalini 1988).

Materials with predominantly covalent bonding such as C, Si, Ge, and organic
structures like hydrocarbons have a strong directional character of the bonds, due
to the quantum mechanical hybridization of the valence electrons into sp2 and sp3

configurations. This hybridization leads to a preferred angle between bonds (120◦
for sp2 and about 109.47◦ for sp3 ), and hence it is natural to formulate potentials
that depend on the angle between bonds Θijk and give an energy minimum at the
preferred angle.

One widely used potential that utilizes this approach is the Stillinger-Weber
potential originally made for Si (Stillinger and Weber 1985). It has in principle the
form

Vi =
∑

j

V2,rep,ij (rij )+
∑

jk

V3,ijk(rij , rik,Θijk) (5)

i.e., has separate two- and three-body terms, where the two-body term has both
repulsive and attractive parts and the three-body term has an explicit minimum at
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Θijk = 109.47◦. Although relatively simple in form and formulated more than
30 years ago, it is still widely used and been found to describe fairly well properties
far removed from its initial fitting database (Balamane et al. 1992; Sastry and Angell
2003; Holmström et al. 2010). It has also been extended for a wide range of other
materials (Wang and Stroud 1988; Pailthorpe and Mahon 1990; Oligschleger et al.
1996; Ichimura 1996; Aichoune et al. 2000), including giving a nonionic but rather
successful description of SiO2 (Ohta and Hamaguchi 2001; Watanabe et al. 2004;
Samela et al. 2008; Kluth et al. 2008). While rather successful for Si, Ge, and
tetrahedral compound semiconductors, the Stillinger-Weber potential clearly is not
suitable for carbon, which has the peculiar feature that the sp2 (the bonding type
in graphite and graphene) and sp3 (diamond) bonding environments are almost
identical in energy, i.e., two different bonding angles should have almost equal
energy. To be able to describe several different bonding environments, Abell (1985)
and Tersoff (1988) developed a formalism based on Linus Pauling’s theory of the
chemical bond (Pauling 1939). This formalism takes into account the observation
by Pauling that the energy/bond decreases with increasing coordination number
and allows having local energy minima at several different bonding configurations
– including the possibility to have the exact same energy for two of them. The
potential is written to formally appear like a pair potential:

Vi =
∑

j

Vrep,ij (rij )+
∑

j

gijkVattr,ij (rij ). (6)

However, the gijk term is constructed to also depend on the angle between bonds
Θijk and the coordination number of atom i. In effect, gijk modulates the strength
of the attractive part in a manner consistent with the Pauling theory. This “Tersoff-
like” general form, sometimes with slight variations in the functional form of the
three-body term gijk , has been parameterized for a very wide range of materials
(e.g., Ashu et al. 1995; de Brito Mota et al. 1998; Matsunaga et al. 2000; Humbird
and Graves 2004; Juslin et al. 2005; Billeter et al. 2007; Powell et al. 2007; Munetoh
et al. 2007 and interestingly has been shown to be with certain parameter choices
consistent with the Finnis-Sinclair and tight-binding-motivated EAM-like potentials
(Brenner 1989; Albe et al. 2002).

The Tersoff formalism has also been extended for hydrocarbons (Brenner 1990;
Brenner et al. 2002), giving an interatomic potential that is fully reactive and can
describe a wide range of carbon allotropes and hydrocarbon molecules. These
potentials, variably called Brenner, REBO, or AIREBO potentials, have been later
implemented to include long-range forces (Stuart et al. 2000) and also include
oxygen, to enable simulation of carbohydrates (Ni et al. 2004). They have been
used to model several different kinds of irradiation effects, such as plasma-wall
interactions (Salonen et al. 2001; Träskelin et al. 2004; Marian et al. 2007) and
low-energy recoil damage in polyethylene and cellulose (Polvi et al. 2012). The
Brenner carbon potential, without the complex bond-conjugation terms, has also
been found to be reasonably good in describing radiation effects in carbon nanotubes
and graphene (for a review of the extensive works in this area, see Krasheninnikov
and Nordlund 2010).
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Studying swift heavy ion effects in organic materials is challenging, in part
because it is likely that much of the damage is produced by electronic effects causing
bond breaking and in part because the atomic potentials for organic materials (like
the Brenner one) are rather slow. However, in many cases, organic materials can be
described also well by so-called coarse-grained models, in which the basic object
is not single atoms, but parts of, or a full molecule. The simplest variety of such
models is describing compact molecules as spheres interacting with Lennard-Jones
potentials. Such models have been used to get good insights into, e.g., laser ablation
(Zhigilei et al. 1998; Schäfer et al. 2002) and swift heavy ion irradiation of organic
materials (Bringa et al. 2002; Bringa 2003).

4 MD Simulation of Interaction of Energetic Ions with
Materials

As mentioned earlier, incident ions interact with irradiated materials in two distinct
ways, either via direct collisions with atoms of the material or via excitation
of electronic subsystem, which are described by nuclear, Sn, and electronic, Se,
stopping powers, respectively. Typical Sn and Se curves are shown in Fig. 3. As
one can see, both regimes are well separated to large extent; however, the energy
regions where both nuclear and electronic stopping powers are significant also exist.
Atomic collisions in the regime of nuclear stopping power can be simulated directly;
the interaction of ions with electronic subsystem in the electronic stopping power
regime (>100 keV/amu) requires development of additional multiscale models to
enable these effects within a classical MD. With exception of a few key details
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which need to be paid thorough attention in the simulations of energetic atomic
cascades in MD, in this chapter, we will mostly focus on the electronic effects in
materials, as this is a new area of application of atomistic simulations, where the
methodology is still under development.

4.1 Collision Cascades: Nuclear Stopping Power

Unlike the BCA approach, the MD simulation cell must be constructed according
to the crystal or amorphous structure of the material and thoroughly equilibrated
in the suitable potential that all atoms assume the sites, which correspond to the
lattice site in the chosen thermodynamic ensemble. The size of the cell must be
sufficiently large to ensure that the core of the cascade is in the middle of the cell
and sufficiently far from the borders of the simulation cell. Introducing an energetic
particle into the cell can be done either from the outside of the cell (simulating
the near-surface radiation effects) or by randomly selecting an atom of the cell and
giving it a recoil energy in a random direction. The latter approach will emulate
the evolution of a cascade inside the bulk. Bearing in mind a small size of the MD
simulation box (a couple of hundred nanometers at most), these simulations can
be thought as representative of a small box cut out from the real, very large bulk
system.

4.2 Electronic Stopping Power

Electronic effects are not explicitly taken into account within the classical molecular
dynamics simulations. Solving the time-dependent (TD) Schrödinger equations for
the atomic system with a highly energetic particle moving through became possible
recently (most commonly using a TD-DFT approach) (Pruneda et al. 2007; Correa
et al. 2012; Zeb et al. 2012; Ojanperä et al. 2014). Hence solving time-dependent
Schrödinger equation at every step between the collisions, as well as during the
collision by MD, may provide an accurate answer on energy loss to the excitations
in electronic subsystem; however, to date this approach is computationally very
expensive.

Instead, simplified approximations can be used to take into account the energy
loss due to electronic stopping power, which agree fairly well with experiments.
Following the basic idea of BCA simulations, the electronic stopping power can
be implemented also in MD as a so-called frictional force. The implementation
of the friction force in MD is similar to the algorithm used in SRIM, namely,
the moving atom loses the energy between the collisions proportional to its
velocity. The function −( dE

dx
)e(v) is obtained, e.g., from the broad SRIM database,

where the experimental measurements for different materials as well as theoretical
estimations, if such measurements are not available, are collected (Ziegler 2013).
This has been implemented in MD by several groups (Pronnecke et al. 1991;
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Nordlund 1995; Nordlund et al. 1998; Cai et al. 1998; Hou et al. 2000; Duffy
and Rutherford 2007; Duvenbeck et al. 2007; Sandoval and Urbassek 2009) and
demonstrated to work well by comparisons of experimental and simulated ion range
distributions (Sillanpää et al. 2001; Peltola et al. 2006).

This approach, however, does not allow taking into account the energy, which
may be returned back to the lattice atoms via electron-phonon coupling mechanism
(Flynn and Averback 1988; Koponen 1992). The first attempt to introduce an
analytical expression for calculation of cooling of the heat released in a cascade in
metals by electrons was made in Finnis et al. (1991). This approach was developed
later by Hou et al. (2000), deriving the parameters for the electron-phonon coupling
from the Sommerfeld model, giving a simple way to include the electron-phonon
coupling on atoms as a frictional force. These approaches can give insight into the
role of electron-phonon coupling on collision cascade development in the nuclear
stopping regime (Pronnecke et al. 1991; Björkas and Nordlund 2009). However,
they are not suitable for modeling swift heavy ions, where it is crucial to know how
heat is transferred from an evolving hot electron system to atoms. For this purpose,
models have been developed where the electronic heat conduction is modeled
concurrently with the atomic dynamics by solving the heat conduction equations
as a function of space and coupling the electronic and atomic heat locally (Duffy
and Rutherford 2007; Vazquez et al. 2017).

4.3 Thermostats for Simulations of Radiation Effects in Materials

Nuclear and electronic stopping powers imply that the incident energy is deposited
to the irradiated material partly as potential (multiple defects remaining in the
structure after the irradiation) and partly as kinetic energy. While the former form of
the deposited energy is of interest as a result of the simulation, the latter may result
in artificial heating of the lattice. The heating of irradiated samples is also observed
in experiments if the irradiation fluxes are high and the sample is not well coupled
to the surrounding, and special care is taken to keep the irradiated sample under
the same temperature condition. Analogously, in molecular dynamics simulations
of collision cascades or swift heavy ions, it is important to ensure that the extra heat
is removed from the finite simulation cell, not to introduce an artificial heating of
the system.

The standard approach to achieve this is to remove heat from the system at
the boundaries, far from the high-energy recoils or ion track. This can be done
in several different ways: by linear scaling (Nordlund et al. 1994) of velocities
or using the Langevin (Caturla et al. 1996) or Berendsen (Nordlund et al. 1998)
thermostats. Although none of these approaches can perfectly damp the pressure
wave emanating from cascades, system size and parametric scaling studies can be
easily used to determine whether the actual damage production results are affected
by the boundary scaling (Samela et al. 2005).
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5 Modeling Radiation Damage Produced by Swift Heavy
Ions

In the electronic stopping power-dominated swift heavy ion (energy�10 keV/amu)
regime, the probability of individual collisions with atoms is rather negligible.
Instead, the intense electronic excitation produces a narrow trail of permanent
damage along the ion path – the ion track (Fleischer et al. 1975). The complex
nature of electronic stopping power is discussed in detail in several publications
(Itoh and Stoneham 1998; Itoh et al. 2009; Duffy et al. 2012; Schiwietz and Grande
2011; Rethfeld et al. 2014); however, none of them suggests an accurate model free
of fitting parameters, which can be directly implemented in atomistic simulations.

Different mechanisms of how electronic excitations may result in permanent
damage in materials, which have been proposed thus far, are the following: (i)
heating of a track core through electron-phonon coupling (a two-temperature model)
(Toulemonde et al. 2006; Duffy et al. 2012); (ii) Coulomb explosion, which may
be caused by many electrons being rapidly excited out of the core because of the
passing ion (Bringa 2003); (iii) “cold melting,” i.e., electrons being excited into
antibonding states causing bond breaking (Gorbunov et al. 2014; Medvedev et al.
2015a, b); and, finally, (iv) plasma formation in the track core (Cherednikov et al.
2013a, b). All models are dramatically different, in that the model (i) explains
everything by rapid heating of the track core into temperatures of the order of
100,000 K, while model (iii) states that the material can be damaged even if the
temperature never exceeds the melting point of about 2000 K. The models (ii) and
(iv) are more specific to certain materials, where the charge relaxation may delay by
a few ps.

Historically, the Coulomb explosion mechanism was the first mechanism, which
was suggested to explain formation of nuclear particle tracks in minerals to analyze
the records of energetic radiation in lunar rocks (Fleischer et al. 1965, 1967).
Already then, the authors admitted that this model describes best the track formation
in polymers, which was clearly confirmed later by Schiwietz et al. in (2004).
Bringa and Johnson (2002) showed that Coulomb explosion on the early stage
in combination with thermal spike on a later stage is able to jointly explain high
electronic sputtering yields in polymeric materials. In other materials, the Coulomb
explosion mechanism has not been confirmed; however, we mention here the
attempt to explain track formation in Pd80Si20 metallic glass, where the authors
observe plastic flow in the wake of the projectile, which may have been caused by
Coulomb explosion inducing metal polarization (Klaumünzer et al. 1986). However,
it is generally accepted that in many solid materials, the charge neutralization time
is too short to cause any significant displacement of atoms (Duffy et al. 2012).

The model (iii), known mostly as “cold melting” or also as “lattice destabi-
lization,” assumes the modification of interatomic interactions due to electronic
excitations. The equilibrium state of bonds in non-excited system will be different
from that in the system, where the atoms forming the bonds are excited. If the
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excitation lasts sufficiently long time, it may cause strong displacements in vicinity
of the excitation, leading to fast melting (at temperatures much below the melting
point) known as athermal (or sometimes also nonthermal) melting. Although very
interesting, this mechanism has inherent problem of implementation in atomistic
simulations as it requires a modification of interatomic potential depending on
the excited state of the atoms. Some attempts to take this process into account
were performed by Rymzhanov et al. in (2016) using density functional theory
calculations; however, the validity of such an approach is not fully justified.

Finally, there are also several attempts to explain the formation of ion tracks
by using so-called thermal spike model. This model was proposed to quantify
track formation mostly in insulators as it implies thermal heat exchange between
electronic and atomic subsystems. Strictly speaking, a thermal spike does not
explain how the energy was deposited to electrons but rather describes the system
after an electronic temperature has reached locally a thermal equilibrium. The
thermal spike could result from an initial Coulomb explosion (Bringa and Johnson
2002) or changes in the interatomic forces (Itoh et al. 2009). The thermal energy
of electrons is transferred then to the atoms via electron-phonon coupling, heating
the lattice to the temperatures, which may cause atomic disorder (e.g., melting
or boiling). Knowing the electronic stopping power and assuming a Gaussian
distribution of the energy deposition around the track core and that the temperature
within the track must rise, at least, to the melting point, it was possible to deduce the
radius of the disordered track (Szenes 2005). Toulemonde et al. proposed to deduce
the melt radius by solving analytically a coupled system of heat equations written
separately for electronic (Te) and ionic (Ti) temperatures (Toulemonde et al. 2000):

{
Ce
δTe
δt
= ∇(Ke∇Te)−G(Te − Ti)+ B(r, t)

ρCi(Ti)
δTe
δt
= ∇(Ki(Ti)∇Ti)+G(Te − Ti) (7)

Here, Te,i , Ce,i , Ke,i are local temperature, specific heat capacity, and heat
conduction of electronic and ionic subsystems and G is the electron-phonon
coupling parameter. The function B(r, t) describes the energy density supplied to
electronic system during the SHI path. Integrating this function over the time and
space must result in the measured value of dE

dx e
. This model is mainly known as

the inelastic thermal spike (i-TS) model (to distinguish it from a thermal spike
developed in dense collision cascades). Since the model follows the evolution of two
temperatures Te and Ti , the model is also called the two-temperature model. This
two-temperature approach is based on the model which was developed by Kaganov
et al. (1957) and Lifshits et al. (1960) for metals, and then, it was applied to study
laser (Fujimoto et al. 1984) and SHI-induced effects also in metals (Wang et al.
1994). Application of this model to insulators is not rigorously proven; however,
using fitting parameters in the two-temperature equations, good agreement with
experiments was shown also for different insulators (Toulemonde et al. 2006).
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6 Modeling of SHI Impacts by Using MD Methods

Since electronic structure is not explicitly described in MD algorithm, it is not
immediately clear and straightforward how a SHI impact can be modeled by
using this method. One of the first attempt to simulate the SHI impact in MD
was made by Urbassek et al. (1994). In these simulations, a cylindrical track of
a given radius was instantaneously energized by giving a constant energy, E0, to
all atoms within this track. Similar approach was used also in later papers by
Bringa et al. (2002), Bringa and Johnson (2002), and Bringa (2003). In the latter
works, these and other authors used the value of the stopping power dE

dx e
integrated

over the length of the simulation cell to estimate the amount of energy, which
can be given to the atoms in the track to simulate more realistic impacts (Lima
et al. 2016; Lan et al. 2013; Jiang et al. 2013; Lang et al. 2015; Rivera et al.
2017). The profile in these simulations can be either flat or distributed as Gaussian
with the standard deviation about 1–2 nm. Although rather primitive, this model
of instantaneous energy deposition can already provide valuable insights on how
the lattice can accommodate the energy in a restricted volume and what is the
structure of the tracks inside. For instance, it was shown that track formation in
different oxides is driven by competition of heat and mass transfer, fast quenching
of the molten phase, and eventual recrystallization. However, what remains unclear
is the size of the restricted region where this energy has to be deposited. Usually
the radius of the track is left as the free parameter, and the simulations are
made for a number of combinations of E0 and rtr with results compared to the
experiment (Urbassek et al. 1994; Bringa and Johnson 2002).

It is also possible to benefit from existing i-TS model and develop a multiscale
approach, where the Eqs. 7 are solved numerically until the heat is maximally
transferred from electronic to ionic subsystem at time tmax (usually around 100 fs)
and, then, translate the temperature profile Ti(r, tmax) into kinetic energies of atoms
in the simulation cell (Kluth et al. 2008; Pakarinen et al. 2009; Leino et al.
2015). Since the i-TS model uses the parameters of the system obtained in thermal
equilibrium, it is necessary to adjust the profile Ti(r, tmax) scaling it to the melting
point given by the potential in use. As it was shown, the choice of the model how
the energy is deposited to the simulation cell may affect significantly the simulation
results (Mookerjee et al. 2008), where significant differences in the sputtering rates
as predicted by the inelastic thermal spike deposition and the cylinder model were
reported.

In all aforementioned methods, it is important to set correctly the boundary
conditions. For instance, periodic boundary conditions can be used to mimic the
bulk case (all directions periodic), and the surface can be simulated by leaving one
direction to be open (nonperiodic). Despite the choice of the boundary, the limited
size of the simulation cell (finite number of atoms) causes two simulation artifacts.
First of all, a strong shock wave, which is generated in the cell after the energy
was introduced in the center of the track only, will return back to the track passing
through periodic boundary condition. Moreover, the heat that is introduced in the
cylindrical center of the cell eventually will spread in the cell and thermalize at the
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temperature, which is much higher than expected if heat conduction is assumed.
Hence, a special attention must be paid to mimic heat conduction effect to the bulk
and to dampen the pressure waves from the track. To achieve this goal, the velocities
of the atoms near the boundaries of the simulation cell must be scaled by using, e.g.,
Berendsen thermostat. A more advanced method to cancel the pressure wave was
introduced in Zhigilei and Garrison (1999).

6.1 Two-Temperature Molecular Dynamics Model

The two-temperature MD (2TMD) model follows the temperature evolution in
electronic and ionic subsystems directly within MD simulations. It can be done by
using a Langevin thermostat with the friction force added to the MD equations of
motion of atoms:

miai = Fi (t)+ ξmivi (8)

Here, mi , ai , Fi , and vi are mass, acceleration, force, and velocity of a given
atom i. The value ξ is estimated as

ξ = VG(Tr)(Te − Ti)
Σimiv

2
i

(9)

In this model, the simulation cell is divided into smaller cells of equal volume
V , where electronic and ionic temperatures are averaged separately (see Fig. 4).
Within this geometry, the boundary condition can be set to the desired temperature
to imitate the heat conduction to the bulk. Moreover, the size of the ionic and
electronic structure does not need to be the same. By imposing a larger mesh for
electronic subsystem, the electronic temperature can be converged to the desired
bulk temperature in more gradual manner. This model was initially used to simulate

Fig. 4 Illustration of the 2TMD simulation cell. For clarity the grids of electronic and ionic
subsystem are shown separately. In each cell of the grid, a local electronic and ionic temperature is
defined. Dirichlet boundary condition is applied at the sides of the electronic temperature grid (light
blue color). Size of the grid point should be sufficiently large to enable statistically meaningful
values of local temperature
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the short-pulse laser melting (Ivanov and Zhigilei 2003) but later on was extended
to be used to simulate the electronic effects in radiation damage simulations (Duffy
and Rutherford 2007).

6.2 Parameterization of the Inelastic Thermal Spike Model

Advantage of one implementation of the inelastic thermal spike model over the
other, such as an instantaneously deposited energy or by a natural evolution within
the 2TMD model, depends on the specific problem and the studied material.
However, both implementations rely heavily on the parameters used in the model.

First of all, what remains ambiguous is how the energy is deposited to the
electrons by a SHI. In the original model by Toulemonde et al., the initial
distribution of energy is described by the expression suggested by Waligórski et al.
(1986). This distribution is then scaled to give stopping power predicted by the
SRIM software (Ziegler 2013).

There are more theoretical attempts to reproduce initial electronic cascades,
especially in the short-pulse laser irradiation community (Rethfeld 2004), later on
adopted for simulations of electronic effects during a SHI impact on materials by
using Monte Carlo approach (Medvedev et al. 2010, 2015a, b). These types of
simulations may provide a more realistic distribution of initial energy deposition,
giving deeper insight on the energy distribution taken away from the track by fast
δ-electrons.

Furthermore, it is not clear how to estimate parameters of electronic subsystem
in such a far-from-equilibrium condition. Originally, in the Toulemonde’s model
(Toulemonde et al. 2000), the free-electron gas model is used to estimate the
electronic heat capacity (Ce = 3

2NekB , where Ne is the electron density and
kBb is the Boltzmann constant) and conductivity (Ke = DeCe = ( 1

3 lvf Ce) with
De being the electron diffusivity and l and vf the electron mean free path and
Fermi velocity, respectively.) The electron-phonon coupling constant remained in
the Toulemonde’s model as a free parameter adjusted to result in the track radius
observed in experiments.

The free-electron gas model leads to severe underestimation of the Ce parameter,
since the electronic temperature may rise during the SHI impact by several orders
of magnitude. In the limit when the electronic temperature homogenized, but still
Te � Ti , the Eqs. 7 can be simply rewritten as

Ce
δTe

δt
= G · (Te − Ti) (10)

Solving this equation gives a clear relationship between G and Ce:

τ = Ce
G

(11)
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Fig. 5 Electronic temperature dependence of the specific heat capacity Ce(Te) as calculated
with DFT. The dash-dotted line shows the commonly used Ce from the free-electron gas model
assuming two excited electrons (Toulemonde et al. 2000). The left image shows the same data
zoomed in at lower temperatures. (Reprinted with permission from Leino et al. (2015). Copyright
(2018) by the EDP sciences)

where τ is the relaxation time, which can be obtained from pump-probe experiments
by direct measurement of the electron temperature after laser pulse using angle-
resolved photoemission spectroscopy (Johannsen et al. 2013).

Daraszewicz et al. (2014) suggested the recipe to calculate the electron-phonon
coupling from the first principles for W. However, this is less straightforward, if
the studied material is an insulator. In this case, the specific heat capacity still
can be calculated from Ce = δE

δTe
, where modification of the internal energy

E is found from the analysis of the electronic density of states (DOS) obtained
in finite-temperature generalization of the density functional theory (DFT) using
Quantum Espresso (Giannozzi et al. 2009). If the value of the relaxation time is
known experimentally, the strength of electron-phonon coupling can be estimated
from Eq. 11. Figure 5 shows the difference between the electronic specific heat
capacity calculated by using Quantum Espresso and the free-electron gas model
(temperature-independent), where it is clear that Ce at low temperature is strongly
overestimated, while at high electronic temperature, it must be multifold higher.

7 Simulations of Track Formation in Bulk Materials

As described in Sect. 5, simulation methods, which exist to date to simulate SHI
impacts on materials, are still under development. However, already initial attempts
to simulate this complex phenomenon with the available tools have resulted in a few
very valuable insights, and we review here briefly a few significant examples.
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The first experimental measurements of tracks in amorphous materials, e.g., a-
SiO2, by using small-angle X-ray scattering spectroscopy (SAXS), indicated the
existence of a core-shell structure. By then, it was clear that the nature of ion track
damage ranges from small differences between track and the rest of material in
amorphous structures (e.g., SiO2 Klaumünzer 2004), formation of point defect and
defect clusters in ionic crystals (Trautmann et al. 2000; Khalfaoui et al. 2005), to
amorphization of crystalline materials (e.g., InP Kamarou et al. 2008; Klaumünzer
2004; Meftah et al. 1994). However, the new finding clearly showed that the subtle
difference in densities appears even within a track region itself. Although it was clear
that in the core of the track the density was different from that of a periphery, it was
not obvious whether the ratio was toward the overdense shell and underdense core or
the other way around. The insight on the track formation was possible through MD
simulations. A few profiles obtained for different energy depositions with profiles
calculated by using Toulemonde’s i-TS model (7) are shown in comparison to the
experimental profile reconstructed from the SAXS signals. It is clear that the ion
track leaves a clear signature of an underdense core surrounded by the overdense
shell (see Fig. 6). In the same figure, we demonstrate an excellent agreement
between the size of the track obtained in crystalline quartz by MD simulations using
the energy loss of 15.9 keV/nm and the TEM image of the same track, but using
energy loss of 14 keV/nm (Meftah et al. 1994).

The mechanism revealed in these simulations can be summarized as shown
in Fig. 7. The energy deposited to the electronic subsystem in a SHI impact is

Fig. 6 Left: Radial density profiles obtained in MD simulations for a-SiO2 shown in arbitrary
units. Unmodified density of the cell is shown with a dashed line at 1.0. The dotted line shows
for comparison a density profile extracted from the SAXS measurements of the 185 MeV Au
(Kluth et al. 2008). The inset shows a snapshot of MD simulations at the moment when the track
has already cooled down to its final state. Right: Comparison of track sizes in crystalline quartz
obtained in MD simulations with energy loss Se = 15.9 eV/nm and in experimental TEM image
with Se = 14 keV/nm from Meftah et al. (1994). (Reprinted from Pakarinen et al. (2009), Copyright
(2018), with permission from Elsevier)
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Fig. 7 Mechanism of track formation in amorphous materials. The track is heated in the narrow
region around the swift heavy ion path. In the following few picoseconds, the pressure waves
formed due to extremely high-temperature gradient that transport the material from the track core to
the periphery of the track. The intense heat exchange with the infinite thermal bath of a surrounding
material leads to the temperature quench, and the structure freezes in the density-alternating state

subsequently transferred to the lattice via the electron-phonon coupling. Large
amount of energy deposited nearly instantaneously (within a few hundreds of
femtoseconds) in a limited volume of an ion track leads to very fast phase transition
within the track to a high-pressure vapor phase of the material, generating strong
pressure waves, which transport the material from the track center. The cold material
surrounding the track resists the wave propagation pressing the material to a higher
density state. At the same time, the efficient heat exchange between the small
volume of a heated track and cold, but infinitely large, surrounding bulk material
dissipates the heat from the track freezing in the inhomogeneous density distribution
around the track. Since a-SiO2 is known to be highly viscous, the density variation
remains as a permanent track after the impact region cooled down to the room
temperature.

The combination of the i-TS model by Toulemonde (Eqs. 7) and MD simulations
would lead to a monotonic increase of the track radius approximately as the square
root function of the deposited energy, which can be intuitively expected. However,
this was not confirmed in the experiments (Afra et al. 2013), where it was found that
the track radius saturates and does not exceed a certain value for the given material.
Intriguingly, in the other experiments for the same material, a-SiO2, the saturation of
the track radius with increase of the stopping power was not observed while using
a different technique, the Rutherford backscattering (RBS) (Meftah et al. 1994).
Having in mind that specific heat capacity Ce = δE

δTe
depends on the electron density

of states, which are different at different electronic temperatures, one can calculate
Ce(Te) as shown in Fig. 5. Plugging in this function to the full 2TMD model, the
results show that, indeed, the track radius saturates with increase of the stopping
power. This is explained by rapid growth of the Ce at high electronic temperatures
and thus the slower rise of the temperature in the track. Now, if we turn our sight
to the defects, which are created out of the track radius, we see that the distance
from the track center to the individual defects keeps increasing with increase of
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the stopping power, although the track radius has already been saturated. Since
the higher stopping power would produce higher-energy δ-electrons, the individual
defects formed in the electronic cascades initiated by the δ-electrons may locate
further away from the track. This can explain the discrepancy between the SAXS
(Afra et al. 2013) and RBS (Meftah et al. 1994) experiments, since the former
technique is sensitive to change of densities in the track but the latter measures the
defects and disordered regions. In Fig. 8, the MD track radii measured by analyzing
the density variations and the furthest defects found in the MD cell away from
the center of the track are compared to the SAXS and RBS results. Although
the MD track radii obtained by measuring the furthest defects are still somewhat
smaller than the RBS signal, the growing trend is clear when it is compared to the
saturated trend of the track radii obtained by measuring the density variation in
the track.

Effect of the parameterization of Eqs. 7 was also clearly observed in SrTiO3 in
Weber et al. (2014), where the reduction of the thermal conductivity of the electronic
and ionic subsystems was associated with defects in a predamaged SrTiO3 layer. By
reducing these parameters by the order of magnitude, the authors found that track
in the predamaged SrTiO3 layer (with up to 1.5% of Frenkel pairs in the structure)

Fig. 8 (a) Track radius as a function of stopping power. The experimental data are from Meftah
et al. (1994), Tombrello (1984), and Afra et al. (2013). The lines are polynomial fits to the
simulation data points to guide the eye. The empty circles indicate a radius at which the defect
concentration falls below 1% in the simulations; (b) Snapshots of tracks obtained with lower-
energy ions (27 MeV Au, top) and at the saturation region (1.4 GeV Au, bottom). The circles are the
track radii that are obtained by fitting density variation. Defected atoms are drawn as large spheres.
(Reprinted with permission from Leino et al. (2015). Copyright (2018) by the EDP sciences)
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was larger and compared much better to the tracks seen in the experiment. On the
other hand, the SHI tracks were found to cause a healing effect in the predamaged
SiC via the so-called SHIBIEC effect, which stands for swift heavy ion-induced
epitaxial recrystallization (Debelle et al. 2012, 2014). In these experiments, the
ideal zinc blende structure of 3C-SiC was predamaged by 100 keV Fe ions at room
temperature with the fluences of 2 × 1014 cm2 and 4 × 1014 cm2 to achieve partial
and full amorphization of a layer of the 3C-SiC sample. After introducing SHI
tracks according to Eqs. 7 generated by 0.87 GeV Pb ions, the damage existed
in 3C-SiC partially recovered due to temperature-induced recrystallization at the
interface between crystal-amorphized phases of 3C-SiC. The lower the degree
of amorphization, the stronger recovery was achieved in both experiments and
simulations, as shown in Fig. 9.

One more interesting phenomenon, which was explained by using MD simu-
lations of ion tracks, was the formation of “bowtie”-shaped voids in amorphous
germanium. In this material, the heating induced by a SHI track has led to a series
of phase transitions within the track region (Ridgway et al. 2013; Hooda et al.
2017). Simulation of track evolution in amorphous germanium revealed the stages
schematically illustrated in Fig. 10. First two stages are similar to track dynamics
in other insulating materials: during the first 100 fs, the track core rapidly heats
up, and the strong pressure waves transport the material away from the center of
the track during the following 3 ps. While cooling down from a vapor to the liquid
phase, a phase transition occurs: the hot low-density liquid germanium turns into
much denser cooler liquid germanium phase. This transition creates empty space,
and a multitude of small voids form along the track during another 10 ps. For more
than 30 ps, the temperature in the track is sufficient to enable the coalescence of

Fig. 9 Simulated depth distributions of the damage in the 3C-SiC cells damaged by low-energy
recoils and subsequently heat treated by a thermal spike caused by 0.87 GeV Pb ions Case of (a)
fully amorphous and (b) partially amorphous. The corresponding images of the analysis of angular
structure factors show atomistic image of the recovered buried layer of the predamaged 3C-SiC
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Fig. 10 Illustration of the mechanism of formation of “bowtie” voids in amorphous germanium.
Hot track vaporizing Ge atoms in a limited volume (stage 1), pressure waves are transporting
material away from the track center (stage 2). In the stage 3, the hot low-density liquid germanium
changes to high-density cold germanium melt, which leads to formation of small voids. The
voids agglomerate in larger voids during the stage 4. Continuous cooling leads to another phase
transition from high-density liquid to low-density amorphous phase. The frozen high-density shell
prevents expansion of material outward, and the voids contract only along the track axis, where
the temperature still allows the atom movement during the stage 5. At the last stage 6, the formed
bowtie shape freezes in

small voids into larger ones, which gradually contract along the track axis due to
expansion of the amorphous Ge after a reverse phase transition from the liquid to
amorphous state, whose density is known to be lower. During this last transition,
the void assumes the final “bowtie”-shape that remains unchanged longer than 1 ns.
The comparison of the simulated void in amorphous Ge and the TEM image of the
void obtained with the same irradiation condition are shown in Fig. 11.

8 Conclusions

In this chapter, we reviewed briefly the basics of physics of far-from-equilibrium
processes, which take place during modification of materials by energetic ions or
recoils in the wide range of ion energies. We also discuss how molecular dynamics
methods can be modified to model realistically the ensuing damage, created by
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Fig. 11 On the left, a TEM image of a bowtie-shaped void formed in amorphous Ge by swift
heavy ion irradiation. On the right, the void simulated by using i-TS model in combination with
classical MD simulations during the same radiation conditions. (Reprinted with permission from
Ridgway et al. (2013). Copyright (2018) by the American Physical Society)

ions via nuclear collisions and the electronic excitation regime. Examples of recent
insights, which became available owing to newly developed multiscale models
based on classical MD methods, are also given at the end of the chapter. These
examples are focused on damage generated by swift heavy ions via interactions
with electronic subsystem of the irradiated materials.
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Abstract

Microstructure evolution of irradiated materials is a complex phenomenon that
involves time and length scales that can expand several orders of magnitude.
Defects produced in the irradiation can interact with the existing microstructure,
sometimes inducing changes in the mechanical, electrical, or even magnetic
properties. The selection of the most adequate material for nuclear applications
requires an understanding at a fundamental level of the evolution of these
defects during the lifetime of the reactors. Therefore, very efficient simulation
tools, with physical and accurate parameters must be used. In this review,
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one of the computational methods that is commonly employed to study defect
evolution, kinetic Monte Carlo, is described. The differences and similarities
between three algorithms are explained: atomistic (or lattice), object, and event
kinetic Monte Carlo. In order to reveal the applicability of these methods in the
nuclear field, examples are given for the case of one of the candidates for first
wall materials for both fusion and IV generation fission reactors: FeCr alloys.
Finally, the limitations of the models to describe these systems and the current
efforts to improve the predictive capabilities of this approach, as well as other
developments in the field are discussed.

1 Introduction

The search for materials for nuclear applications, in both fusion and next generation
fission reactors, requires reliable models capable of describing the production and
evolution of defects produced during the irradiation and the interaction of these
defects with the microstructure (Zinkle et al. 2009; Dudarev et al. 2009; Knaster
et al. 2016). Due to the difficulties in performing neutron irradiation experiments,
ion irradiation has become during the last years a commonly used method to
obtain information about how defects are produced and how they interact. However,
an extrapolation from ion irradiation conditions to neutron damage is needed,
and in this task, simulations are a key component. With the use of accurate
computer models, the large range of parameters in these experiments can be
analyzed to understand their influence in microstructural changes. These parameters
are temperature, dose rate, dose, irradiation energy, surface effects, dislocation
density, or impurity content, among others. However, no single model is capable
of describing the effects of irradiation from the time scale of defect production
(a few picoseconds) to the lifetime of a reactor (years) or from the size of the
collision cascade (a few nanometers) to sizes that can be compared to experimental
characterization results.

Recently, multiscale modeling (Phillips 2001) has been quite successful in
building validated models starting from first principles calculations (Heinisch 1990;
Caturla et al. 2000; Domain et al. 2004; Fu et al. 2005; Malerba et al. 2008; Martínez
et al. 2012, among others). Binary collision approximation models together with
molecular dynamics can provide information about the initial defect distribution
produced by the irradiation up to several picoseconds. The defect distribution, their
character, type, and structure can be obtained from these models although, to this
day, there is no experimental validation of these results at this short time scales
and localized dimensions. However, this information can be used as input for other
models such as rate theory (RT) or kinetic Monte Carlo (KMC). In fact, already
in the early 1990s, the importance of the defect distribution at the picosecond
time scale was revealed to explain phenomena such as void swelling using results
obtained with molecular dynamics and rate theory models (Woo et al. 1991). Later,
the relevance of the initial defect distribution on microstructure evolution has been
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shown in different metals and irradiation conditions using kinetic Monte Carlo
models (Heinisch 1990; Caturla et al. 2000; Domain et al. 2004).

One important point in the development of multiscale methods is the validation
of the models with experiments. And in this validation, KMC plays a crucial
role. As it was mentioned above, results obtained from molecular dynamics about
damage produced from a collision cascade cannot be, to this day, directly compared
to experiments. Similarly, results of defect migration that can be obtained with
classical molecular dynamics or density functional theory (DFT) can only be
compared with experiments with the aid of KMC or RT models. Irradiated materials
characterization can be done using different techniques. Some of the most widely
used are transmission electron microscopy (TEM), atom probe tomography (APT),
small angle neutron scattering (SANS), and positron annihilation spectroscopy
(PAS). Transmission electron microscopy, for example, can provide information
about defect concentrations, sizes, character (vacancy or self-interstitial) (Jenkins
et al. 1976), structure (e.g., orientation of dislocation loops), and, under some
conditions, chemical composition. The resolution of this method has improved
significantly during the last few years (Zinkle et al. 2009), but it is still limited to
diameters of the order of 1 nm in most cases. Also, in situ TEM measurements
during irradiation reveal the dynamic nature of defect production and evolution
and can reveal processes that would be lost in a “postmortem” analysis of the
irradiated sample (Yao et al. 2008). SANS or PAS can provide information about
smaller defects than TEM, but they also have their limitations. PAS, for example,
can only detect open defects such as vacancies or voids of all sizes (Kuriplach 2002);
however, the interpretation of the results is not straightforward. APT (Miller 2000)
is able to provide information about local chemical composition and therefore help
in understanding phenomena such as irradiation-induced segregation of solutes and
precipitation (Hornbogen and Glenn 1960; Miller et al. 2003).

Besides characterization techniques, there are also other experimental methods
to obtain information about defects in irradiated metals. Resistivity recovery
experiments, which consist of irradiating the sample at low temperatures and
then annealing at increasing temperatures to observe the different stages of defect
recombination, have proven to be particularly useful in identifying migration
energies of point defects (Takaki et al. 1983; Matsui et al. 1988; Ullmaier 1991;
Fu et al. 2005). In magnetic materials such as Fe and FeCr alloys, other methods
can also be used to understand changes in magnetic properties after irradiation,
such as polarized neutron reflectivity (Papamilhail et al. 2016a, 2016b). As men-
tioned above, comparing fundamental calculations of defect properties and defect
distributions to these experimental results can only be done with the use of a kinetic
model.

In this review, the kinetic Monte Carlo algorithms that are more widely used in
nuclear applications are described, in particular, lattice (or atomistic) kinetic Monte
Carlo (AKMC), object kinetic Monte Carlo (OKMC), and event kinetic Monte Carlo
(EKMC). After the description of the methods in general terms and the parameters
required, examples are provided for AKMC and OKMC. In nuclear applications,
ferritic/martensitic steels are considered as good candidates for structural materials



2196 J. P. Balbuena et al.

both for fusion and generation IV fission reactors (Andreani et al. 2006; van der
Schaaf et al. 2006) with Cr concentrations between 9 and 12% (Murty and Charit
2008; Mansur et al. 2004). These materials have been selected due to their resistance
to void swelling as well as creep; however, they present problems of embrittlement
as well as some concerns about phase stability under irradiation (Yamamoto et al.
2006). Therefore, the examples that will be given here are of FeCr alloys under
irradiation for low and high Cr concentrations. One of the main limitations of the
KMC and rate theory methods is that the relevant events to be included are selected a
priori, and there is no unambiguous method for this selection; it is to the discretion of
the modeler, who normally chooses these processes through an iterative comparison
with selected experiments. In recent years, new methods have emerged to avoid
this limitation. At the end of this chapter, the limitations of these techniques, the
needs for nuclear materials applications, and the developments toward reaching
these goals are discussed.

2 Methodology

Given the complexity of systems with many constituents and possible evolution
pathways, predicting the dynamic evolution of such a system, which might be out of
equilibrium, will require numerical methods. Hereby a stochastic approach to solve
this problem is described, which consists in solving the single master equation of all
possible reactions without dealing with it directly, since the latter equation is very
difficult to solve even numerically. Despite the fact that this method was originally
aimed to solve coupled chemical reaction systems, it is being also widely used to
model radiation damage microstructure time evolution in nuclear materials.

2.1 The Kinetic Monte Carlo Algorithm

In a similar way to the Bortz-Kalos-Lebowitz (BKL) algorithm (Bortz et al. 1975),
this time-dependent method for solving the master equation relies in random
selection of possible physical events attending to their rate of occurrence (Gillespie
1976). The method assumes that each of the events experienced by the system
are memoryless or Markovian, which means that the transition rate for event j, rj,
apart from being independent of time, only depends on the initial and final states.
A common assumption in these methods from transition state theory (TST) is
expressing the transition rates rj in the Arrhenius form for simplicity. This way,
the list of required parameters for such a rate is limited to the prefactor rj

0 and the
activation energy of the process, Ej:

rj = rj 0 exp
(−Ej/kBT

)
(1)

A cumulative rate function RN is defined as the sum of all the possible transitions
that can occur during the many-body system dynamics. According to its definition,
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Fig. 1 Representation of the cumulative function Ri as a step function

RN is a monotonously growing step function, as illustrated in Fig. 1, whose value Ri

is constant in the interval {i-1, i}:

RN = �i=1
N Ri (2)

where N is the total number of possible events in the system, thus identifying
both the transition and the specific element in the system which undergoes such
transition.

The selection of which event takes place during the dynamic evolution of the
system using this algorithm is described as follows:

1. Calculation of the cumulative function RN , as the sum of all the possible
transition rates Ri for every element in the multibody system:

RN = �i=1
N �j=1

i rj (3)

2. Sample of a first random number rand1 using a uniform random number
generator in the unit interval.

3. Perform the transition i that corresponds to the cumulative rate Ri, considering
Ri-1 < rand1RN ≤ Ri and as shown in Fig. 2.
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Fig. 2 Selection of the transition i after a time step dt in the kinetic Monte Carlo algorithm

4. Sample of a second random number rand2 as in step (2).
5. Increase of the “real” elapsed time by a time step dt calculated as:

dt = ln(1/rand2) /RN (4)

6. Recalculation of the rates Ri affected by the executed transition and updating the
value of the cumulative function RN .

7. Return to step (2) until a simulation ending condition is reached (elapsed time,
number of executed events, etc.).

This algorithm, as depicted above, is only taking care of the time evolution
of the multibody system. Spatial dependencies can be integrated to the particular
event (transition undergone by a particular element) and can be updated as desired.
Several alternative applications of this method using different space managements
are illustrated in the following sections.

2.2 AKMC: Atomistic Kinetic Monte Carlo

When the KMC method is applied to elements belonging to a rigid lattice structure,
it is commonly referred as lattice KMC (LKMC) or atomistic KMC (AKMC).
Elements in this system which experience the state transitions selected from the
KMC algorithm are bonded to specific fixed positions given by the crystallographic
structure of the material. This technique is widely used to simulate phase separation
(or intermixing) of alloys assisted by the vacancy diffusion mechanism (Young and
Elock 1966).
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In general, the AKMC method can be used to simulate the migration of mobile
point defects (I and V). This fact is of particular importance since materials studied
applying this method are aimed to be used in nuclear power plants. The main
consequence of the radiation damage produced in these materials is the formation
of Frenkel Pairs; thus, concentrations of I and V will be present at all times in these
materials. The migration of point defects affects the local composition after every
migration jump, as concentration of I and V, i.e., CI and CV, respectively, is modified
locally but also because the migration of V involves a bulk atom to fill the previous
location of the vacancy. In case of alloys, the latter process can change the atomic
distribution of solute and solvent, as it was mentioned earlier.

2.3 OKMC: Object Kinetic Monte Carlo

An alternative application of the KMC algorithm to study the microstructure
evolution of defects is the object KMC (OKMC) or off-lattice KMC method. OKMC
codes do not explicitly make use of a predefined lattice structure, but it can be
taken into account in the migration steps of point defects, as the code is tracking
the coordinates of every single defect in the simulations. The simulation domain in
these algorithms is divided into a homogeneous mesh, as shown in Fig. 3. This
feature allows the calculation of either point defects or solute concentrations to
obtain information such as tracer diffusivities or energy of mixing in alloy materials.

Among other features, OKMC codes are not only able to handle all point
defects and impurities but also point defect clusters, mixed clusters of different
shapes and Burger vector directions, interaction with interfaces, and more. This
is of great interest as these methods can be used to reproduce, and thus explain,
for example, the formation of dislocation loops found in transmission electron
microscopy characterization of irradiated materials.

Fig. 3 Schematic
representation of the resulting
mesh containing point
defects, impurities, clusters,
and interfaces. In this case
each point represents a point
defect; colors indicate
different defect types
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2.4 EKMC: Event Kinetic Monte Carlo

The two methods described above (OKMC and AKMC) use the BKL algorithm
(Bortz et al. 1975) to evolve the time. The so-called event kinetic Monte Carlo
(EKMC) and the first-passage kinetic Monte Carlo (FPKMC) methods use a
different algorithm for advancing the simulation time. As in OKMC a list of events
is required, but here the time delay for all the possible events is calculated first, and
the event with the shortest time delay is the one picked. This event is then performed
and all the new time delays calculated again for the next simulation step. The
time advances by the delay time of the event picked. In the EKMC method, some
approximations are made in order to calculate the delay time of events (Lanore 1974;
Dalla Torre et al. 2005; Fu et al. 2005; Jourdan and Crocombette 2012; Becquart
et al. 2010). A more general method was developed by Opplestrup et al. (2006,
2009), the FPKMC. Here a “protective domain” is defined to calculate the event
rate, and if that event is selected, it is moved to the edge of its domain. This approx-
imation makes the algorithm very efficient for low defect concentrations compared
to OKMC; however, the efficiency decreases at high concentrations since the
“protective domains” have to be calculated at each time scale (Donev et al. 2010).

3 AKMC Applied to Modeling Fe and FeCr Alloys

High chromium ferritic and martensitic steels are considered as essential materials
for several concepts for next-generation fission reactors (Klueh and Nelson 2007)
as well as for future fusion reactors (Zinkle and Busby 2009). The addition
of Cr has a beneficial effect on mechanical, corrosion, and radiation resistance
properties of the matrix: the study of the stability of Fe-Cr solid solutions versus
the α-α’ decomposition, which occurs below the domain of stability of the σ

phase, is therefore of great technological importance. The thermodynamic and
kinetic modeling of this demixing process is a challenging problem, even without
irradiation, due to the specific properties of Fe-Cr alloys. This system exhibits a
unique inversion between ordering and segregation tendencies at the Cr contents
of technological interest (9–12%) (Mirebeau et al. 1984). This behavior is related
to the magnetic properties of the Fe-Cr alloys, as it has been shown by recent ab
initio studies (Klaver et al. 2006; Olsson et al. 2006). Fe-Cr alloys also present
significant vibrational entropies (Swan-Wood et al. 2005). Magnetic and vibrational
contributions to the entropy affect both the thermodynamic and diffusion properties
of the system. The details of the thermodynamic and kinetic model used in the KMC
calculations are described in Levesque et al. (2011), Martinez et al. (2011), and
Senninger et al. (2014, 2016).

LKMC has been used to study the precipitation kinetics of a Fe-20%Cr sample
at 773 K, which are the same conditions used by Novy et al. (2009) in their 3D
atom probe experiments. Transport has been considered through vacancy diffusion.
The rate for vacancy hopping has been calculated using a harmonic transition state
theory approximation. The migration barrier is obtained via a broken bond model
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Fig. 4 Comparison between the LKMC simulations and 3DAP experiments (Novy et al. 2009) for
a Fe-20%Cr sample (a) evolution of the density of α’ precipitates during annealing, (b) evolution of
the average radius of α’ precipitates, and (c) evolution of the Cr fraction. Reprinted with permission
from (Martinez et al. 2012) Copyright (2012) by the American Physical Society

with pair interactions fitted to ab initio data. Figure 4a and b show the evolution of
the density and average radius, respectively, of the α’ precipitates as given by both
experiments and LKMC. We observe that simulations predict extremely well the
experimental values for both the density and average radius although the average
precipitate size seems slightly larger in the simulations.

Comparison of the evolution of the composition in the different phases, α and α’,
has also been performed. Results are shown in Fig. 4c, where it might be observed
that the equilibrium compositions, after 500 h, predicted by the simulations are also
in good agreement with 3DAP measurements. For shorter aging times however, the
evolution of the composition appears much more rapid in the simulation than in
the experiments of Novy et al., especially for the α’ phase. It should be noticed
that in the LKMC simulations, this evolution is found to depend on the criterion
chosen to define the precipitates, but the previous conclusion remains qualitatively
valid: the Cr concentration in the α’ precipitates reaches its equilibrium value much
faster in the simulations than in the experiments. It is well known that aberrations
of ion trajectories and local magnification effects limit the spatial resolution of
3DAP. The composition of very small precipitates (below 2 nm) is thus subjected to
significant statistical error (Vurpillot et al. 2000). The choice of parameters used
for the identification of solute clusters may also induce additional uncertainties
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(Hyde et al. 2011). It is worth noting that the size and density of precipitates,
as well as the solute concentration of the matrix, are much less sensitive to
such uncertainties. A typical case is copper precipitation in iron, where LKMC
simulations (Soisson et al. 2010) usually predict almost pure Cu for precipitate radii
as small as 1 nm, while 3DAP measurements overestimate the iron content (Morley
et al. 2009).

Irradiation effects can also be taken into account in these models (Senninger
et al. 2016; Martínez et al. 2018). For that end, self-interstitials have been modeled
in the same way as vacancies, characterizing the formation and migration energies
through DFT data. LKMC can be used to model radiation-induced segregation
(RIS) near point defect sinks, going beyond the Wiedersich model. The LKMC
simulations take into account the dependence of the transport coefficients on the
local concentration and can treat precipitation. Figure 5 shows the steady-state
concentration of defects and the Cr profile for a 10%Cr alloy at 650 K and 950 K
with dose rate 10–6 dpa/s and 10–3 dpa/s. As predicted by the Wiedersich model,
one observes Cr enrichment at 650 K and depletion at 950 K. The concentration of
Cr at the ideal sink evolves very rapidly and reaches steady-state at low doses (a few
0.01 dpa). On the other hand, the total Cr segregated, defined as:

SCr =
∫
(XCr(z)−XCr(0)) dz (5)

evolves much more gradually.

Fig. 5 Steady-state point defect and Cr concentration profiles in the vicinity of an ideal sink for an
alloy at 10% Cr. Left, irradiated at 650 K and 10–6 dpa/s and, right, irradiated at 950 K and 10–3
dpa/s. Reprinted from (Senninger et al. 2016) Copyright (2016), with permission from Elsevier
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4 OKMC Applied to Modeling Fe and FeCr Alloys

An advantage of working without a rigid lattice is the savings in memory use that
allows for simulations with larger sizes. OKMC codes are specific for all of those
objects of interest that can be found inside irradiated steels, such as point defects
and impurities, and study their time evolution. Diffusion rate of mobile particles is
a thermally activated process whose frequency can be described as:

ν = ν0 exp (−Em/kBT ) (6)

where ν 0 and Em are the migration prefactor and activation energy, respectively.
These parameters, among many others, are introduced in the simulator beforehand
so it is important to find accurate values either from experimental data available
in the literature or by numerical calculations methods such as density functional
theory (DFT) and molecular dynamics (MD). In a three-dimensional movement, the
diffusivity of impurities (C, etc.), point defects (I or V), and defect-driven lattice
atoms (Fe or Cr) can be calculated as:

D = ν λ2/2d (7)

where λ is the jump length and d is the dimension of the diffusion, often considered
as three-dimensional although in metals, some types of defects move in one dimen-
sion. The frequency of migration, ν, introduced in this equation is straightforward
for impurities and point defects from Eq. (15.1). Diffusivities of defect-driven lattice
atoms in FeCr alloys can be also obtained through the simulation execution.

Migration of point defects and impurities eventually leads to their interaction
with other objects of the same type but also with boundaries (interfaces) or clusters.
Point defects can undergo recombination if they interact with the opposite defect
or create more complex structures. The distance for which an object interacts with
the surrounding defects/boundaries is given by its capture radius. This parameter
is set as an input data for each mobile particle in the system; a default value
for this parameter is the lattice parameter of the b.c.c. iron: 0.287 nm. In case
of more complex structures such as voids, dislocation loops, etc., this parameter
can be determined in different ways depending of the geometric description of the
complex. Some OKMC codes use a capture sphere using a capture radius centered
in the middle of the object (Caturla et al. 2000; Domain et al. 2004; Ortiz and
Caturla 2007), while others use the envelope of the sum of capture radii of its
constituents (Martin-Bragado et al. 2013). In the first description, clusters of defects
are represented as a single point, located at the center of mass of the cluster, with the
number of defects in that cluster and a capture radius that can depend on the number
of defects and/or the cluster type. In the latter, the location of each point defect is
actually kept in the simulation (Martin-Bragado et al. 2013).

There are also different ways when dealing with Cr in OKMC codes when
modeling FeCr alloys. One option consists of considering Cr as an impurity that
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can occupy substitutional sites in the lattice (Gámez et al. 2011), so it typically
diffuses by paring itself with an I or V, until the latter point defect is emitted (Martin-
Bragado et al. 2018). Another way consists of counting the number of both Fe and
Cr atoms in each cell (hence allowing the calculation of their concentration in such
cells when required), instead of recording individual positions for each Fe and Cr
atoms (Dopico et al. 2015). The latter way treats global inhomogeneous alloys as
discrete cells of homogeneous alloys, where the migration parameters of defects are
modified depending on the concentration of solute in the cell they are contained. The
mechanical properties of Fe-based and FeCr-based steels for nuclear applications
are modified by the complex microstructures that are formed within them due to
radiation. OKMC codes are able to model the formation and time evolution of these
defects in order to reproduce actual transmission electron microscope observations
of such irradiated steels and predict their behavior.

These complex structures (or clusters) of point defects and impurities can trap
and/or emit its constituents attending to the energy barrier of the process. As it was
previously mentioned, the capture radii of complex structures spatially determine
the region where objects are allow to interact. In case of trapping a defect, the
formation energies would be needed to compute the binding energy of such a
defect to the cluster, while for detrapping (or emission) of defect constituents, the
migration energy will be also required. Clusters can also experience other actions
like transformation into another cluster, internal Frenkel pair recombinations of its
constituents, and one- or three-dimensional migration in case it is a mobile defect.
Some examples of these structures are three-dimensional vacancy clusters (voids),
small clusters of self-interstitial atoms (SIA) with 3D migration, and dislocation
loops of SIA with Burger’s vectors along ½ a0 <111> and a0 <100> directions. The
latter defect has recently attracted scientific interest Marian et al. (2002), Marinica
et al. (2012), Xu et al. (2013) and Granberg et al. (2017) to explain its formation
since it is an immobile defect, commonly observed in TEM micrographs, that can
act as defect sink in these steels, thus varying locally the mechanical behavior.

As mentioned in the introduction, information about migration energies of
defects can be obtained from resistivity recovery experiments where first the sample
is exposed to irradiation and then it is annealed with increasing temperature. In this
process, different activation mechanisms are revealed as the temperature increases,
which show as peaks when representing the derivative of the resistivity curve with
temperature. Each one of these peaks is due to one (or several) recombination
processes that result in the decrease of the resistivity of the sample due to defect
annihilation (e.g., recombination between a single self-interstitial and a single
vacancy). Therefore, each one of these peaks is normally related to the activation
of an event such as the migration of a defect. The interpretation of these curves,
and the association of each peak to a particular defect, is not straightforward. The
use of combined DFT calculations and KMC simulations has proven to be very
useful in the interpretation of these experiments (Fu et al. 2005; Gámez et al. 2011).
Here, an example for pure Fe and FeCr in the dilute limit irradiated with electrons
is presented. For more details of this calculation, see Gámez et al. (2011).
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Table 1 Migration and
dissociation energies for
defects in pure Fe. Data from
Fu et al. (2005)

Species Migration energy (eV) Dissociation energy (eV)

I 0.34
I2 0.43 1.14
I3 0.43 1.26
I4 0.40 1.98
In Immobile
V 0.67
V2 0.62 0.97
V3 0.35 1.04
V4 0.48 1.29
Vn Immobile

Table 2 Migration and dissociation energies for Cr in pure Fe

Species Migration energy (eV) Dissociation energy (eV) Reference

ICr 0.23 Cr + I 0.42 (Olsson et al. 2007, Olsson
2009, Ortiz et al. 2011)

ICr2 0.30 Cr + ICr 0.31 (Olsson et al. 2007, Ortiz et al.
2011)

Cr2 + I 0.73
I2Cr Immobile ICr + I 0.88 (Olsson et al. 2007, Ortiz et al.

2011)
Cr + I2 0.45

I2Cr2 Immobile Cr + I2Cr 0.36 (Olsson et al. 2007, Ortiz et al.
2011)

Cr2 + I2 0.75
ICr + ICr 0.86
ICr2 + I 0.97

The resistivity recovery curve can be modeled using information about migration
energies of defects from DFT or from empirical potentials (for those clusters too
large to study with DFT). In this case the migration energies of the different types
of defects, vacancies, and self-interstitials are those given in Table 1 for the case of
pure Fe, while Table 2 gives the values for defects containing Cr. Besides migration
energies, it is also necessary to have information about the dissociation energy
needed to detach a defect from a cluster. This requires knowledge of the binding
energy as a function of number of defects in the cluster for all sizes and for all
defect types. From the formation energy of clusters as a function of size, the binding
energy of a single defect to a cluster can be calculated as:

Eb(n) = Ef (n)+ Ef (1)− Ef (n+ 1) (8)

Typically, values for small clusters can be obtained from DFT calculations
(Fu et al. 2005). For larger cluster sizes, calculations with empirical potentials
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that have been fitted to DFT are normally used. This information is then used to
obtain a curve for all cluster sizes by fitting the data from the atomistic simulations.
Tables 1 and 2 show the values for the example presented here. The prefactor for
defect migration and dissociation is also another parameter in these simulations, and
the most common procedure is to consider the vibration frequency of the lattice. The
dissociation energy is calculated as the sum of the binding energy of the defect to the
cluster plus the migration energy of the defect. For large clusters (in the calculations
presented here, for clusters with more than four defects), the binding energy of a
cluster with n defects is calculated as:

Eb(n) = Ef +
(
Eb(2)− Ef

) (
n2/3 − (n− 1)2/3

)

22/3 − 1
(9)

with Ef
V = 2.07 eV and Ef

I = 3.77 eV, after (Fu et al. 2005). Therefore, the dissoci-
ation energy of a point defect from a cluster with n defects is Ed(n) = Eb(n) + Em,
where Em is the migration energy of the point defect.

As mentioned above, there are also interaction rules that have to be taken into
consideration in an off-lattice kinetic Monte Carlo calculation. On one hand, defect
reactions must be defined for all types of defects and all defect sizes. For example,
the recombination between self-interstitials (I) and vacancies (V), not just for single
defects but for all cluster sizes, must be specified. That is, Vn + Im → Vn-m
(if n > m) or → Im-n (if m > n). And the same for the interaction between
clusters of the same type: Vn + Vm → Vn + m, In + Im → In + m. In the example
presented here, the calculations were done with the code Bigmac, developed at
LLNL (Johnson et al. 1998) where clusters are represented by the number of defects
and a capture radius. The capture radius for a cluster is often calculated as:

rn = Z.

(
3n�

4π

)1/3

+ r0 (10)

where r0 = 3.3 Å and obtained such that the distance between V and I is 3.3 a0 (Fu
et al. 2005), with a0 = 0.287 nm, n is the number of defects, and � is the atomic
volume of Z is the bias factor, taken as 1.15 for interstitials and 1 for vacancies.

The description above is for the simplest calculation of a metal under irradiation,
only vacancies and self-interstitials are considered, and, moreover, only one type
of vacancy clusters or self-interstitial clusters for each size is taken into account.
However, in some metals different types of clusters of the same type can be
observed after irradiation. For example, in Fe 1/2 <111> loops and <100> loops
are often observed after ion irradiation (Yao et al. 2008), and their concentration,
size, and ratios depend strongly on parameters such as irradiation energy, impurity
concentration, proximity to surfaces, or irradiation type (electron, ion, or neutron).
Introducing these details in the calculation imply extending the values of Table 1 for
all the different clusters as well as all the different interactions. The same must be
done when the effects of impurities such as carbon must be included.
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When considering an alloy, different approaches can be used. If it is a diluted
alloy, considering diluted as a concentration lower that 0.1%, the alloy element
can be introduced in the same way as an impurity, that is, all the positions of the
alloying atoms can be explicitly included in the calculation. In this case, the relevant
migration and dissociation energies and reactions that involve the alloying atom
and all the defects must be specified. For the case of FeCr in the dilute limit, the
parameters in Table 2 have been considered in the calculation. These parameters,
like in the case of pure Fe (Table 1), come mostly from DFT calculations. For the
case of high concentration, this approach in not efficient if large system sizes have
to be considered and other methods can be used such as those based on using con-
centration cells within the simulation box, as explained above (Dopico et al. 2015).

Possibly the simplest calculation of an irradiated metal using OKMC that can
be directly compared to experiments is that of the resistivity recovery curve after
electron irradiation. In this case defects are produced as Frenkel pairs, distributed
randomly in the irradiated area and with a dose rate given by the electron irradiation
rate. Results are presented here that follow the conditions in the experiments by
Abe and Kuramoto (Abe and Kuramoto 1999) for three different FeCr alloys with
concentrations between 0.01 and 0.1%. The initial condition in these simulations
are pairs of vacancies and self-interstitials distributed randomly in the simulation
box, which was a cube with a volume of (287 nm)3. Cr atoms are also distributed
randomly in the simulation box with the appropriate concentration, depending
on the experimental conditions. Table 3 includes the number of Frenkel pairs
considered for each calculation, obtained from the experimental initial resistivity
of each sample and considering a resistivity per Frenkel pair of 30 μ�.cm/at% (12).
An isochronal annealing is then performed, starting at 77 K and increasing the
temperature 3 K every 3 minutes, following the experimental conditions in Abe
and Kuramoto (1999).

Figure 6 shows the derivative with temperature of the total number of defects
normalized to the initial number of Frenkel pairs obtained for the temperature
range studied (80 K up to 150 K). Figure 6a shows the results for pure Fe and
for three FeCr concentrations (0.019 at%, 0.047 at%, and 0.095 at%) which are
those in the experiments by Abe and Kuramoto. The first peak is called the ID2
peak and it corresponds to the recombination between self-interstitials and vacancies
that belong to the same Frenkel pair, which is known as correlated recombination.
The second peak, IE, corresponds to recombinations between self-interstitials and
vacancies after a longer migration of the self-interstitial. For the case of Fe, this
peak is located at around 140 K and it has a smaller amplitude than the first peak.
The first interesting feature of adding Cr is the shift of the IE peak toward lower
temperatures, and the shift increases as the Cr concentration increases, as can be
seen in Fig. 4a, and as observed experimentally (Abe and Kuramoto 1999; Maury
et al. 1987). The reason for this shift is the formation of mixed dumbbells, that is,
Fe-Cr self-interstitials that, as given in Table 2, have a lower migration energy than
pure Fe dumbbells. However, they also have a low binding energy and therefore a
low dissociation energy (see Table 2). At low temperatures, where the IE peak is
located, these interstitials can perform several jumps before dissociating.
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Fig. 6 Derivative of the number of defects as a function of temperature. (a) For the case of pure
Fe and three FeCr concentrations. (b) For FeCr 0.019 at% and different values of the capture radius
for I + Cr compared to the case of pure Fe

In these simulations, one parameter that played an important role was the capture
radius between the substitutional Cr and self-interstitials. If a capture radius of
0.95 nm is used, like in the case of the interaction between a pure Fe self-interstitial
and a vacancy, the IE peak almost disappears, as shown in Fig. 4b, while the best
agreement with the experimental data is obtained for a recombination radius of
0.28 nm, that is, the second nearest neighbors distance. This short-range interaction
between Cr and a self-interstitial atom can be interpreted as an effective value
since according to DFT, not all orientations of these two defects will result into
an attractive interaction, in some cases it is repulsive (Olsson et al. 2007; Terentyev
et al. 2008).

As an example of the type of information that can be obtained from OKMC, the
evolution of defects with temperature for the case of FeCr 0.019 at% is presented
in Fig. 7: single vacancies (V), single self-interstitials (I), mixed dumbbells (ICr),
vacancy clusters (Vclus), self-interstitial clusters (Iclus), and the different mixed
clusters considered in these simulations (ICr2, Cr2I2, and CrI2).

This figure shows how at around 100 K, the number of single vacancies
and single self-interstitials starts decreasing. This gives rise to the first recovery
peak, ID2. At the same time, the number of interstitial clusters (Iclus) increases,
while the number of vacancy clusters (Vclus) decreases. This implies that the
species migrating are self-interstitials and not vacancies, which occurs at higher
temperatures. The concentration of ICr dumbbells is always very low due to the
fact that their dissociation energy is low (0.42 eV). However, they also have a low
migration energy, lower than the self-interstitial dumbbell (0.23 eV and 0.34 eV,
respectively); therefore, it can perform several jumps before dissociating giving
rise to the shift of the IE peak with respect to pure Fe (see Fig. 4a). The low
migration of the mixed dumbbell is also responsible for an enhanced recombination
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Fig. 7 Evolution of defects with temperature for the case of FeCr 0.019 at%

between vacancies and self-interstitials with respect to pure Fe. ICr can also interact
with other ICr, with self-interstitials or with substitutional Cr to form higher order
clusters. In this model only those clusters given in Table 2 are included, that is,
Cr2I2, I2Cr, and CrI2. For more details on the contribution of these clusters to the
recovery stages, see Gámez et al. (2011).

5 Conclusions

As shown above, KMC models have the advantage that the location of every defect
(or cluster) in three dimensions is preserved, unlike in rate theory models (RT),
where in most applications only the defect concentration is followed. However,
KMC is computationally more expensive than RT models. For certain applications,
the three-dimensional character of KMC is needed, since spatial correlations must
be accounted for to be able to describe some of the features observed experimentally.
This is the case of resistivity recovery experiments of irradiated Fe at very low
temperature, where the first peaks measured in these experiments can only be
explained with the use of KMC models. KMC, however, has the limitation of the
system size that can be modeled for the time scales relevant for nuclear applications.
Typical OKMC calculations have sizes of a few hundred of nanometers per side on
a cubic lattice. In metals, one of the factors that limits the size (or time scale) of the
OKMC calculations is the wide disparity of rates between different events. Both in
b.c.c. and f.c.c. metals, there are self-interstitial clusters that migrate, according to
molecular dynamics simulations, almost athermally, that is, their migration energies
are very low (∼ 0.1 eV). Moreover, these defects migrate in one-dimension which,
for low doses, implies that these defects can travel over long distances without
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interacting with other defects, therefore, slowing down the calculation. In these
cases, EKMC and FPKMC approaches are more efficient, since defects can jump
in one single simulation step several lattice distances.

The efficiency of these algorithms can also be improved by the use of parallel
algorithms. Parallelization is relatively simple in an EKMC or FPKMC approach,
and there are also algorithms for the case of OKMC such as the synchronous parallel
algorithm of Martinez et al. (2008) or parallelization using GPUs (Jimenez and Ortiz
2016).

One of the key issues in KMC models is the accuracy of the parameters used.
This is particularly important in the OKMC and EKMC/FPKMC algorithms, trying
to avoid the “ad hoc” selection of the possible events included in the calculation.
The on-the-fly kinetic Monte Carlo methods, for example, compute the rates of the
specific processes at the same time as the algorithm is evolving so that event rates
are not tabulated. There are different implementations of the on-the-fly KMC, one
of the first ones due to Henkelman and Jonsson (2001). The self-evolving atomistic
kinetic Monte Carlo (SEAKMC) developed by Xu et al. (2011), SEAKMC, is
able to achieve long simulation times by defining “active volumes” around the
defect of interest (Xu et al. 2012, 2015). When the systems to be studied are very
complex, such as in defect evolution in concentrated alloys, special methods have
been developed to produce the catalogue of transition rates in a more efficient way.
One such method consists of using artificial neural networks to predict the values of
the energy barriers (Castin and Malerba 2010).

There are still challenges in the development of KMC models such as the
implementation of strain fields in a general form, although there are some recent
advances (Mason et al. 2014).
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Abstract

The theoretical foundations of rate theory applied to radiation damage are
presented here. A general stochastic framework for the evolution of atomic
clusters within the context of death-and-birth processes is first given. This
leads to the well-known master equation, which, in the limiting case of a
Poisson process, tends in the macroscopic limit to the mean-field approximation.
The background of classical nucleation theory is given, pointing out some of
the difficulties and challenges. When atomic clusters grow or shrink by the
absorption of single atomic defects, a continuum Fokker-Planck approximation
can be derived. This is followed by the mean-field theory of void growth that has
been widely used to study the phenomena of swelling and creep. In materials with
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high generation rates of helium gas, the more fundamental approach of “cluster
dynamics” is developed, and under certain approximations shown to describe
continuous nucleation and growth of helium bubbles. Some aspects of spatial
behavior of clustering are discussed, particularly the role of cluster motion and
fluctuations that lead to spatial self-organization and pattern formation.

1 Introduction and the Physics of Radiation-Generated
Defects

Clustering of defects in materials is a process that embodies a rich variety of phys-
ical mechanisms and which has significant implications to a wide range of material
technologies. Strong deviations from thermodynamic equilibrium conditions drive
atomic-size defects into agglomeration, as an attempt to reduce the system’s free
energy. In nuclear energy applications (both fission and fusion), materials used as
nuclear fuels, structural materials, the pressure vessel, as well as instrumentation
materials are all subjected to the generation of non-equilibrium concentrations of
atomic defects. Energetic neutron collisions with lattice atoms produce intrinsic
lattice defects, as well as extrinsic impurities or insoluble gas atoms. This leads
to the formation of pure vacancy clusters (voids), clusters of vacancies and gas
atoms (bubbles), small interstitial-type and vacancy-type loops, and stacking fault
tetrahedra (SFTs).

The generation of point defects in materials stems from two primary types of
neutron interactions with bulk materials, known as elastic and inelastic interactions.
These are caused by fundamentally different processes and lead to the production of
different types of defects within materials. Elastic interactions occur when incoming
neutrons transfer their kinetic energy to a host lattice atom. If the energy transferred
by the neutron in this collision is greater than the displacement threshold energy,
Eth, of the lattice atom, then the atom will be ejected from its lattice site. This
initial ejected atom is called the primary knock-on atom (PKA). This process leads
to the production of a vacancy and a self-interstitial atom (SIA) within the host
lattice. Upon ejection from its lattice site, if the PKA still carries greater kinetic
energy than Eth, it will lead to the ejection of a secondary knock-on atom and so
on. This successive chain of elastic collisions and scattering is referred to as cascade
damage and has been studied extensively both experimentally and computationally.
Inelastic interactions occur under high-energy irradiation conditions leading to
(n, He) and (n, p) transmutation reactions within the host lattice. These interactions
lead to the production of significant quantities of solute gas atoms within the bulk,
namely, helium and hydrogen. Helium is highly insoluble in metals and therefore
highly mobile inside matrix materials.

The physics of point defects has been a topic of numerous studies within the
field of radiation damage for some time. It is well known that both vacancies and
self-interstitial atoms (SIAs) agglomerate into clusters of various sizes. Vacancies
combine to form three-dimensional (3-D) voids in the vicinity of the primary
damage site, while SIAs typically combine to form 2-D glissile or sessile dislocation
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loops on the periphery. Studies have shown that glissile loops are highly mobile
and perform 1-D random motion in their slip direction. The production of Frenkel
pairs and resulting clusters are known to lead to hardening, swelling, and creep
phenomena in irradiated metals. In irradiated materials, point defects and small
defect clusters are produced by collision cascades initiated by primary knock-on
atoms (PKAs). Following this event, point defects agglomerate, and their rates of
agglomeration are determined by fundamental energies of migration, formation,
and binding. In this chapter, a systematic presentation of the rate theory of atomic
clustering, is given proceeding from the general framework of cluster dynamics to
the specific methods of solutions under a variety of approximations.

2 Theory of Cluster Dynamics

Let C(n, t) represent the number of clusters of size n that exist in the system at time
t per unit volume. Generally, n can be a composition of various species, such as
vacancies and helium atoms with a bubble or several species that cluster together
in a precipitate. Let’s assume first that n is for one single species (e.g., vacancies
forming a void). We will now develop master equation to determine C(n, t). A
master equation is a set of first-order differential equations describing the time
evolution of the probability of a system to occupy each one of a discrete set of
states. In the context of atomic clustering, if the total number of atoms is fixed,
the probability of finding a defect cluster containing n atoms is proportional to its
volumetric concentration.

We would like to know how many of the clusters will change size so that they
will move into the size range ω. Let W(n; n′,�t) be the probability that a cluster
of size n′ will grow to be size n in the time interval between t and t + �t . The
number of clusters per unit volume growing into the interval ω can be called N+
and is defined as follows:

N+ =
∫

ω

dn

∫

�

C(n′, t)W(n; n′,�t)dn′ (1)

The number of clusters leaving the size interval ω is N− and is given by:

N− =
∫

ω

C(n, t)dn

∫

�

W(n′; n,�t)dn′ (2)

In the limit �t → 0, we have W(n′; n,�t) → R(n′|n)�t, and W(n; n′,�t) →
R(n|n′)�t. The net rate of change in the concentration of clusters is thus:

lim
�t→0

N+ −N−
�t

=ω∂C
∂t
=
∫

ω

dn

∫
C(n′, t)R(n|n′)dn′−

∫

ω

dnC(n, t)

∫
R(n′|n)dn′

(3)
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In the limit of ω→ 0

∂C(n, t)

∂t
=

∞∫

1

[C(n′, t)R(n|n′)− C(n, t)R(n′|n)]dn′ (4)

Equation 4 is the basis for all efforts to find the concentration of defects in irradiated
materials and is now commonly known as cluster dynamics. In other literature,
this is also known as the Smoluchowski-Chapman-Kolmogorov equation (SCK) in
probability theory. In its raw form given by Eq. 4, the cluster dynamics equation
is not solvable! The reason is that we need to determine transition rates between
clusters of arbitrary size, containing possibly several atomic species and existing in
widely separated spatial locations within a structure. The number of combinations
involved would be overwhelming and would result in an astronomical number of
coupled rate equations. For these practical reasons, a variety of approximations have
been developed over the years to cast simplified and computable forms of Eq. 4 with
varying degrees of approximations. We outline some of the key developments below.

3 Nucleation Theory

3.1 Classical Theory

We will now turn our attention to the specific application of the SCK equation to the
nucleation of atomic clusters in a general environment, for example, agglomeration
in the gas, liquid, or solid state of small atomic clusters (Katz and Wiedersich 1971;
Russell 1971). To this end, we follow a development of classical nucleation theory.
The basic assumptions of this theory are (1) atomic clusters originate when two
atoms come together. (2) These clusters are in equilibrium with the surroundings
and can grow or shrink by the addition or removal of single atoms. (3) Most clusters
will break up into single atoms, but there is a finite probability that a cluster will
grow large enough (i.e., to the critical size) that the number of atoms that leave the
cluster will just equal those that come to it. (4) If the cluster grows larger than this
critical size, it will not shrink but will grow to a macroscopic size. We would expect
that the probability of an atom leaving the cluster to decrease, as the cluster grows
bigger. Qualitatively this can be seen from considerations of the surface curvature.
As the cluster grows, the curvature of the surface will decrease resulting in an
increase in the number of nearest neighbors for each surface atom. The more nearest
neighbor bonds that have to be broken to free the particle, the less likely it is to break
away. This is the origin of the Gibbs-Thompson effect. At a point in the growth, the
probability that an atom will hit the cluster will just be equal to the probability that
one will break away. Once the cluster has grown larger than this size, there will only
be a small probability that it will decrease in size, since fewer atoms will leave the
cluster than will hit it.
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3.1.1 The Becker-Döring Formulation
Richard Becker and Werner Döring constructed a widely used theory of nucleation
in the context of ferromagnetism (Becker and Döring 2013). This formulation, now
known as classical nucleation theory, has been widely applied in many fields (Ball
et al. 1986). In this theory, the transition probabilities (i.e., the Rs) can be calculated
in terms of two parameters – the impingement frequency β and the evaporation
frequency α. The transition probability R(n + 1|n) = βA′(n) where A′(n) is the
area of space around the cluster which will hold an impinging monomer. Similarly,
R(n − 1|n) = αA′(n − 1). We can now write for the transition probabilities in the
clustering dynamics Eq. 4 as:

R(n′|n) = βA′(n)δ(n′ − (n+ 1))+ αA′(n− 1)δ(n′ − (n− 1))

R(n|n′) = βA′(n′)δ(n− (n′ + 1))+ αA′(n′ − 1)δ(n− (n′ − 1))
(5)

where δ is the Dirac delta function, and we only consider first-order growth (or
shrinkage) terms. Substituting these probabilities into Eq. 4, and utilizing the sifting
property of the Dirac delta function, results in:

∂C

∂t
= βA′(n−1)C(n−1, t)+αA′(n)C(n+1, t)−βA′(n)C(n, t)−αA′(n−1)C(n, t)

(6)

This procedure is called detailed balancing. At equilibrium, ∂C
∂t
= 0 and C can

be called the constrained distribution function, C◦. Thus, at equilibrium, we would
have:

βA′(n−1)C◦(n−1)+αA′(n)C◦(n+1) = βA′(n)C◦(n)+αA′(n−1)C◦(n) (7)

If there is no steady growth of clusters through the size classes (i.e., for steady-state
conditions), the Eq. (7) can be made more restrictive and would have the form:

βA′(n− 1)C◦(n− 1) = αA′(n− 1)C◦(n) (8)

or, α = β
C◦(n−1)
C◦(n) . It should be noted that by using an equilibrium condition, α

has been determined by invoking the principle of thermodynamic reversibility. This
principle requires that, at equilibrium, every microscopic process takes place at the
same rate as its reverse. While α has been found for an equilibrium condition, it is
assumed to have the same value under non-equilibrium conditions. Substituting for
α in the rate equation (Eq. (6)), we obtain:

∂C

∂t
= βA′(n)C◦(n)

[
C(n+ 1, t)

C◦(n+ 1)
− C(n, t)
C◦(n)

]

− βA′(n− 1)C◦(n− 1)

[
C(n, t)

C◦(n)
− C(n− 1, t)

C◦(n− 1)

]
(9)
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The above equation is a difference-differential equation for nucleation. This equa-
tion can be greatly simplified if we assume that C/C◦ andDC◦, defined below, vary
slowly with n and if we disregard terms of higher than second order. To proceed, we
define:

D(n) ≡ βA′(n) � βA(n) (10)

Now, expand in a Taylor series about n the following functions (note that the
time dependence is implied): C(n+1)

C◦(n+1) ; C(n−1)
C◦(n−1) ; and D(n− 1)C◦(n− 1). Let’s

perform the first expansion, and one can easily do the other two in a similar fashion.

C(n+ 1)

C◦(n+ 1)
= C(n)
C◦(n)

+
[
∂
C(n+1)
C◦(n+1)

∂n

]

n+1=n
(n+1−n)+1

2

[
∂2 C(n+1)
C◦(n+1)

∂n2

]

n+1=n
(n+1−n)2

Substituting these expansions into the difference-differential equation yields:

∂C

∂t
= ∂

∂n

[
D(n)C◦(n)

∂(
C(n)
C◦(n) )

∂n

]
(11)

The above is known as the isothermal nucleation equation and has the form of
Fick’s second law of diffusion in a force field with a variable diffusion coefficient.
This observation is consistent with the view that nucleation is a random-walk
process through cluster size space. We can now rewrite the nucleation equation as
an equation of continuity in size space, as follows:

∂C

∂t
+ ∂J (n)

∂n
= 0 (12)

if we let J (n) = −DC◦ ∂∂n (C/C◦), where J (n) is then the cluster current in size
space, which is the net number of clusters growing from size n to n + 1 per unit
time, the “nucleation current J (n) can also be written as:

J (n) = −D∂C
∂n
+ uC (13)

= (random walk term)+ (drift velocity, u, term)

with the “velocity” u given by: u = D 1
C◦
∂C◦
∂n

= D ∂
∂n

lnC◦ In principle, we can
generalize the above procedure to derive a governing equation for the nucleation of
atomic clusters, which contain atomic species α, β, γ , etc., as a continuity equation
in an n-dimensional size space, given by:

∂C(n, t)
∂t

+ ∇ · J(n) = 0 (14)
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where J is the generalized cluster flux in size space, as a function of the vector
n = {x1.x2, . . . .}, which is composed of x1 of the α-species, x2 of the β-species, etc.

3.1.2 The Steady State
We now consider the possibility that a steady current of clusters exists without
any change in C (i.e., ∂C/∂t = 0). In order to produce such a situation, we must
continuously supply monomers to keep C(1) constant and remove all the clusters
equal to or larger than a certain size, n̂, so that size will not go to infinity (Becker
and Doring 1935). Using the equation for the nucleation rate, we have:

JS = −DC◦ ∂
∂n
(CS/C◦) (15)

where the subscript S indicates steady state. Also, from the steady-state model, we
can write:

(CS/C◦)n=1 = 1 and (CS/C◦)n=n̂ = 0 (16)

Integrating Eq. (15) for JS yields:
n=n̂∫

n=1
− JS
DC◦ dn =

n̂∫

1
d
CS
C◦ = −1. Or, the steady-state

nucleation current is simply given by:

JS =
⎡

⎢⎣
n̂∫

1

dn

DC◦

⎤

⎥⎦

−1

(17)

In general, we can show that the steady-state constrained distribution function is
given by:

C◦(n) = C(1) exp[−�G(n)/kT ] (18)

where C(1) is the number of monomers and �G(n) is the free energy to form
an atomic cluster of size n. C◦ has a sharp minimum when �G is maximized or
when the cluster reaches its critical size, n = nC . Thus, we can set D = DC and
approximate C◦ by expanding �G(n) about the critical size nC to the second order
to get:

JS = DCC◦(nC)
[(

1

2πkBT

)
∂2�G(nC)

∂n2

]1/2

= DCC◦(nc)Z (19)
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where

Z =
[(

1

2πkBT

)
∂2�G(nC)

∂n2

]1/2

=
[−1

2π

(
∂2 lnC◦(nC)

∂n2

)]1/2

(20)

Z is generally called the Zeldovich factor (Zeldovich 1943).

3.1.3 Time Lag
We have not yet made any statements about the speed with which the process
of nucleation takes place. In order to make such estimates, we must examine the
variation of C and C◦ with cluster size and introduce a new concept, a critical region
of size �. The region around nC ∂C◦/∂n will be very small and that J will be
dependent mostly upon the random walk term. The first problem is to determine a
reasonable width, �, for this region, i.e., how far can we go from nC in cluster size
before the increasing drift term begins to have a dominant effect on the direction
of cluster growth. A reasonable estimate for � can be made by reexamining the
nucleation equation as follows:

∂C

∂t
= ∂

∂n

[
DC◦

∂C/C◦
∂n

]
= ∂

∂n

[
D
∂C

∂n
−D C

C◦
∂C◦
∂n

]
(21)

In the vicinity of nC , we have ∂C◦
∂n

∼= ∂C◦
∂n

∣∣∣∣
nC

+ (n − nC) ∂∂n ∂C◦∂n
∣∣∣∣
nC

, C◦ =

C(1) exp [−�G/kBT ], and lnC◦ = lnC(1)−�G/kBT . Therefore, kBT
∂2 lnC◦
∂n2 =

− ∂2�G
∂n2 . However, ∂

2 lnC◦
∂n2 = − 1

C2◦

(
∂C◦
∂n

)2

+ 1
C◦

(
∂2C◦
∂n2

)
. And at n = nC , we have:

∂2C◦
∂n2 = C◦ ∂

2 lnC◦
∂n2 . Thus, ∂C◦

∂n
= (n−nC)2πZ2C◦ If we setD = DC , the nucleation

equation becomes:

∂C

∂t
= DC ∂

2C

∂x2 − u
∂C

∂x
. (22)

where u = 2πDCZ2x and x = n − nC . The nucleation Eq. 22 can now be used to
see how the random walk and drift terms interact. Consider what happens to a group
of clusters placed at size nC + �/2. From diffusion theory, the random walk term
will cause a spread of clusters in the form of a Gaussian distribution. The drift term,
on the other hand, will have the effect of moving the whole distribution to higher
value of x. We can see these movements quantitatively if we assume that u is ≈
constant and solve the nucleation equation for C.

C = 1√
4πDCt

exp

[−(x − ut −�/2)2
4DCt

]
(23)
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A measure of the amount of spread of the clusters is given by the root
mean square deviation of x, i.e., d = (x2 − x2)1/2 = √

2DCt , where x2 =
+∞∫
−∞

x2C(x, t)dx to express this quantitatively let u ∼= πDCZ2�= constant. Then

if we have the correct �/2; �/2 >
√

2DCt − ut . Since
√

2DCt − ut will have a
maximum at t = τ�/2:

d

dt
(
√

2DCt − ut)
∣∣∣∣
t=τ�/2

= 0 or τ�/2 = Dc/2u2 (24)

τ�/2 is thus the time at which the maximum number of clusters have crossed nC .
The inequality then becomes:

�

2
>
DC

u
− DC

2u
= DC

(2πDCZ2�)
(25)

�

2
>

1

2Z√π (26)

The same procedure could be used to find nC−�/2. Thus we may define the critical
region as being of width � and centered on nC . Those clusters which are smaller
than nC − �/2 will be affected mostly by the drift term and dissolve. Likewise,
those clusters larger than nC +�/2 will tend to grow, and those between nC −�/2
and nC + �/2 will tend to be governed by random walk. For completeness, we
should mention the usual approach to defining �. Consider �G(n) as given in the
equation for C◦(n), i.e.:

C◦(n) = C(1) exp[−�G(n)/kBT ] (27)

The dependence of �G(n) on n is schematically shown in Fig. 1. If a cluster
reaches a size which has an energy closer than kBT to�G(nC), then there is a good
probability that it will move over the free energy hill. Thus, we define � by the
following equation:

�G(nC +�/2)−�G(nC) = kBT (28)

Expanding �G(nC +�/2) about nC , we get:

�G(nC + �
2
)−�G(nC) = �

2

∂�G(nC)

∂n

∣∣∣∣
nC

+ �
2

8

∂2�G(nC)

∂n2

∣∣∣∣
nC

(29)

or �/2 = 1
2Z√π . This value of � is very close to the one we found before. The

advantage of the previous treatment was that we obtained a value for the time, τ�/2,
which we cannot get from the last procedure. We can now postulate that CS/C◦ is
approximated by:
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Fig. 1 Schematic for the
dependence of �G on the
cluster size n

CS/C◦ = 1 when n < (nC −�/2)
CS/C◦ = 0 when n > (nC +�/2)

∂

∂n
(CS/C◦) = − 1

�
when (nC −�/2) < n < (nC +�/2)

(30)

Thus using the steady-state equation we get:

JS = −DCC◦(nC)(− 1

�
) = DCC◦(nC)/� (31)

If we then accept as a reasonable value of�,� = 1/Z , we get the same result for
JS as we had for the Zeldovich treatment (Eq. 19). We have not directly examined
the length of time that would exist between a rapid change in supersaturation and
the appearance of visible clusters, but we have all of the information that we need
to calculate this delay time. It can be divided into three parts: (1) The time τN to
nucleate to a size nC−�/2, (2) the time τ� to grow from (nC−�/2) to (nC+�/2),
and (3) the time τG to grow from (nC +�/2) to visible size. The times τN and τG
will be related to the drift velocity which we have already derived, and the time τ�
will be related to τ�/2. Examining τ� first, we remember that τ�/2 was the time for
16% of the clusters to grow from (nC + �/2) to less than nC . No more than this
number would ever be smaller than nC because of the effect of the drift velocity to
larger sizes.

By symmetry, we see that the same arguments could be applied to clusters
growing from (nC − �/2) to nC . Therefore, if a particular cluster grows from
(nC − �/2) to nC , and then on to (nC + �/2), the total time for this growth will
be 2τ�/2. Note we have used here the principle of time reversibility, i.e., if a cluster
shrinks from (nC +�/2) to nC in time τ�/2; the reverse process will take the same
amount of time. In summary, we have τ� = DC/u

2 = 1
πDCZ2 . We can proceed

to find τN from the drift velocity, u. By definition, u(n) = dn/dt . Therefore, we
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have
τN∫

0
dt =

(nC−�/2)∫

1

dn
−u(n) . Here, we use the growth velocity −u or alternatively

reverse the time axis and consider the time to dissolve a cluster of size (nC −�/2).
In the same manner, we can calculate τG =

nV∫

nC+�/2
dn/u(n). From these times, we

can also estimate the time τS to reach a steady-state distribution of clusters (of sizes
up to nC +�/2). Thus, τS = τG + τ�.

3.2 Extension to Radiation Damage

Interest in the application of classical nucleation theory to radiation damage grew
rapidly in the early 1970s. The first such undertakings were accomplished by Katz
and Wiedersich (1971) and Russell (1980) in 1971. These studies extended the
classical theory to materials in an irradiation field. This development required
consideration of two species (vacancies and interstitials) that are continuously
produced as voids nucleate. We start by writing and expression for the Gibb’s
free energy (GFE) of a system containing a concentration distribution, Neq(m), of
clusters of sizes m, can be expressed as

G = G0 +
∑

m

Neq(m)gm − kT
∑

m

lnWm, (32)

where G0 is the free energy of the perfect lattice, gm is the GFE required to form
a void of size m, and the last term is the absolute temperature multiplied by the
configurational entropy. We note that gm is typically estimated as the void formation
energy (Efm) under the assumption of negligible volume and entropy changes in the
formation process. Also, Wm represents the number of possible ways in which a
void of size m can be distributed in the lattice, which can be shown to be

Wm =
mN

eq(m)( 1
m�
)!

[( 1
m�
−Neq(m)]![Neq(m)]! . (33)

The chemical potential of a void of size m, volume m�, where � is the atomic
volume, can be defined as the partial derivative ofG with respect to the equilibrium
concentration of size m voids, or:

μm = ∂G

∂Neq(m)
= Efm + kT ln

[
�Neq(m)

]
. (34)

The chemical potential of a single vacancy can therefore be taken as μv =
E
f
v + kT ln[�Cv], where the vacancy formation energy can be substituted from the

equilibrium vacancy concentration, given as Ceqv = �−1 exp
(
−Efv
kT

)
. The vacancy

chemical potential can therefore be expressed as:



2226 N. M. Ghoniem

μv = kT ln

[
1

�C
eq
v

]
+ kT ln [�Cv] = kT ln Sv. (35)

where Sv = Cv/Ceqv is the vacancy supersaturation in the lattice. For the vacancies
and voids to be in chemical equilibrium, the chemical potential of voids of size m
must be equal tom times the chemical potential of an individual vacancy. Therefore,
the equilibrium void distribution function can be solved for from (34) and (35) as:

Neq(m) = �−1exp(mlnSv − E
f
m

kT
). (36)

Under non-equilibrium conditions, we can define the nucleation current (in the
phase space of cluster size) as the rate at which clusters of size m grow to m + 1.
This can be expressed as:

I = βv(m)N(m)− αv(m+ 1)N(m+ 1)− βi(m+ 1)N(m+ 1). (37)

Here, the emission of interstitials as a void growth process is neglected due to
the large formation energy of interstitials. By the condition of thermodynamic
reversibility, the rate of capture of vacancies to clusters of size m should equal the
rate of emission of vacancies of clusters of size m + 1, and therefore αv can be
solved for, with C0(m) replaced with Neq(m). Plugging this back into Eq. 37, we
obtain:

I = −βv(m)h(m)
[
N(m+ 1)

h(m+ 1)
− N(m)
h(m)

]
, (38)

where the function h(m) is defined in:

h(m)

h(m+ 1)
= Neq(m)

Neq(m+ 1)
+ βi
βv
. (39)

The ratio of impingement frequencies βi/βv is referred to as the arrival-rate ratio
and plays a large role in determining the critical void size, mc, which occurs at
the minimum of h(m). Approximating the difference in the brackets of (38) as the
differential d(N/h)/dm, the resulting differential equation can be solved under the
boundary conditions that N/h→ 1 and 0 as m goes to 1 and ∞, respectively. The
nucleation current can then be calculated as:

I =
[

1

2π

(
d2lnh

dm2

)

mc

]1/2

βv(mc)h(mc). (40)

where the first term on the right-hand side is called the Zeldovich factor and corrects
for the fact a fraction of clusters which have grown past the critical size will still
shrink to smaller sizes.
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The extension of the theory to include the effects of gas atoms resulting from
transmutation reactions was also accomplished by Wiedersich et al. (1974) and
Russell (1978). The derivation of these heterogeneous nucleation models follows
the same structure as the preceding model, under the assumption that gas atoms are
static nucleation sites for voids. The number of clusters with j gas atoms per unit
volume is taken as Mj , making the total concentration of gas atoms, M , equal to∑
j=1
jMj . The Gibb’s free energy expression takes the modified form:

G = G0 +
∑

j

∑

m

[
N
eq
j (m)gmj − kT

∑

m

lnWmj

]
, (41)

where Neqj is the equilibrium distribution of gas-vacancy clusters per unit volume
containingm vacancies and j gas atoms. The configurational term can be calculated
as:

Wmj = Mj !
[Mj −Neqj (m)]![Neqj (m)]!

. (42)

The presence of gas atoms in voids leads to an internal pressure that aids in
stabilizing voids against dissociation. This has the effect of leading to smaller
values of the critical size, as the pressure reduces the effect of surface tension
against collapse. Thus, the reversible work of formation gmj will contain a positive
contribution due to surface tension and a negative contribution due to the gas
pressure. Assuming the gas atoms in the matrix are at an effective pressure peq ,
corresponding to the temperature and their concentration, the reversible work of
adding gas atoms to a cluster at pressure p is jkT ln(peq/p). Assuming the ideal
gas law holds, the pressure can be determined from pV = jkT , where V = m�.
Estimates for peq can be obtained from statistical mechanics models. The reversible

work of cluster formation can then be expressed as gmj = 4πR2γ − jkT ln
(
peq
p

)
,

where γ is the surface energy and the cluster radiusR can be taken as (3m�/4π)1/3.
For chemical equilibrium to be satisfied, the condition mμv = μmj must be
satisfied, where the chemical potential of gas-filled clusters is:

μmj = ∂G

∂N
eq
j (m)

= gmj + kT ln

[
N
eq
j (m)

Mj

]
. (43)

Using Eq. (35) and assuming chemical equilibrium, the equilibrium distribution
of gas atoms in voids can be solved for as:

N
eq
j (m) = Mjexp(mlnSv − ξm2/3 + j ln

(
peq/p

)
). (44)
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where ξ = (4π/kT )(3�/4π)2/3γ . The exponential term represents the free energy
of cluster formation. Whereas in the homogeneous void nucleation case, this was
a function of m alone, this term represents an energy surface dependent on both m
and j . Solution of the nucleation current Ij follows (40), with the critical cluster
size now a function of j . Following a similar procedure as the homogeneous case,
it can be expressed as:

Ij =
⎡

⎣ 1

2π

(
d2lnhj

dm2

)

mcj

⎤

⎦
1/2

βv(mcj )hj (mcj ). (45)

where the function hj is defined in (39) with j subscripts added to h(m) and
Neq(m).

4 Mean-Field Theory of Void Growth

The aim of the previous treatment of defect cluster nucleation is to predict the
nucleation rate of voids or bubbles of a critical size but does not attempt to follow
the size distribution to the growth regime. The basic assumption of void growth
theory is that a discrete array of point defect sinks can be approximated by a
continuous distribution of an absorbing medium into which an average void or
bubble is placed. This is the key idea of the “mean-field approximation,” which
we will follow here (Brailsford and Bullough 1972).

In this approach, all sinks are homogenized in an effective medium (that includes,
voids, precipitates, bubbles, dislocations, grain boundaries, etc.). The absolute loss
rate of interstitials and vacancies within this effective medium is written as (Dicik2

i )
and (Dvcvk2

v), respectively, where the D’s are diffusion coefficients and the C’s are
fractional concentrations. The quantities (k−1

i ) and (k−1
v ) are the mean fee path

distance an interstitial or vacancy moves in the medium before getting absorbed.
The objective of the theory is to determine the sink strengths (the k’s) for each type
of sink independently and then add those together is an effective loss rate. Each
considered sink is surrounded by a region free of sinks and then enclosed within an
effective medium, and a boundary value problem is solved. We follow this approach
for a single void of a mean size, but the method has been generalized for all other
sinks (see Brailsford and Bullough 1972 for details).

The neutral void sink is assumed to be a small sphere of radius rs1 at the center of
a larger spherical region of radius R1 that is free of all other sinks. Voids do not have
a preferential attraction toward interstitials over vacancies (unlike dislocations), and
hence we will assume that the fractional concentration of each is c. If the defect
generation rate is K (displacements per atom per second), then the steady-state
concentration c of defects in the sink free region is:

D

r2

d

dr

(
r2 dc

dr

)
+K = 0, rs1 ≤ r ≤ R1 (46)
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with the boundary condition:Ddc
dr
= K̄(c− c̄1) at r = rs1. K̄ is the transfer velocity

across the matrix-void interface. Since K is the jump rate into the sink per available
site, the jump rate out (i.e., thermal emission) is K̄c̄1, where c̄1 = ce exp (F1�/kT ).
ce is the thermal equilibrium concentration of defects, and F1� is the change in
energy of the void (volume V and surface areaA), and� is the atomic volume. F1 =
±∂(V δP + γA)/∂V = ±(δP + 2γ /rs1). where γ is the surface tension and δP is
the excess internal pressure in the void due to any enclosed gas. The ± sign relates
to interstitial and vacancy emission, respectively. At r = R1, the concentration
c and its first derivative are continuous with the steady-state concentration in the
medium (r > R1). If we assume that n type of sinks simultaneously exist, then
k2 = k2

1 + k2
2 + k2

3 + . . . = k2
1 + k2

n, whereDck2
1 is the loss rate of point defects due

to voids. Far away from the void, and neglecting point defect recombination, Eq. 46
now takes the form:

D

r2

d

dr

(
r2 dc

dr

)
+K ′ −DCk2 = 0, r ≥ R1. (47)

The effective defect generation rate in the medium, K1, is the increased rate due to
emission from the neutral sinks, and Kn is the additional increase due to emission
from the other (n-1) sink types. Thus, K ′ = K + K1 + Kn. The solution to Eq. 46
in the boundary layer and Eq. 47 in the lossy medium outside the region R for a
dilute sink concentration (i.e., neglecting (rs1/R) compared to unity) is given by
(Brailsford and Bullough 1972):

c = μ− λ(rs1
r
)− Kr

2

6D
, rs1 ≤ r ≤ R1 (48)

c = K ′

Dk2 +
AR1

r
exp[−k(r − R1)], r ≥ R1 (49)

where μ, A, and λ are given by:

μ = KR2
1(3+ kR1)

6(1+ kR1)D
+ K ′

Dk2 , A = KR
2

3D
, (50)

λ =
[(

K ′

Dk2
− c̄1

)
+ KR

2
1

6D

(3+ kR1)

(1+ kR1)

]
(51)

If Cs is the average concentration of neutral sinks (e.g., voids) in the medium, the
flux of point defects can be calculated and from which the “sink strength” of neutral
sinks is obtained. The sink strength k2

1 and the thermal emission rateK1 from neutral
sinks are given by (Brailsford and Bullough 1972):

k2
1 = 4πrs1Cs1; K1 = 4πrs1Cs1Dc̄1. (52)
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Following similar treatments, the sink strengths of other types of microstructures
(e.g., dislocations and precipitates) have been derived for both vacancies and for
interstitials. Dislocations are found to attract more interstitials than vacancies, hence
creating an imbalance in point defect flows to other features, notably voids. The
sinks strengths are shown to be (Brailsford and Bullough 1972):

k2
i = Ziρd + 4πrsCs + Yi4πrpCp (53)

k2
v = Zvρd + 4πrsCs + Yv4πrpCp (54)

where rs is the radius of neutral sinks at a concentration of Cs and rp is the radius
of the coherent sinks (precipitates) at a concentration of Cp, and Yv = 1, Yi = 1+
(Zi−Zv)ρd/(Zvρd+4πrsCs), Zv = 1, and 1.02 ≤ Zi ≤ 1.08. The effective defect
generation rate from all sinks (K ′) is obtained by summing all thermal emission
terms, thusK ′i −K = 0 andK ′v−K = Dv

[
Zv{ρLd c̄vl + ρNd cev} + 4πrsCsc̄vs

]
. The

superscripts L and N are for irradiation-induced dislocation loops and network,
respectively. Incorporating mutual recombination between vacancies and intersti-
tials with the rate constant α, the steady-state point defect concentrations in the
medium (average or mean-field) are given by:

K −Dicik2
i − αcicv = 0 (55)

K −Dvcvk2
v − αcicv = 0 (56)

Solution of these two equations leads to:

ci = (Dvk2
v/2α)[−1(1+ μ)+ {(1+ μ)2 + η} 1

2 ], (57)

cv = (Dik2
i /2α)[−1(1− μ)+ {(1+ μ)2 + η} 1

2 ] (58)

where η = 4αK/DiDvk2
i k

2
v and μ = (K ′ −K)η/4K .

Now, one calculates the excess accumulation rate of vacancies at neutral sinks
(voids), which would be given by {Dvcv−Dici−Dvc̄vs}4πrsCs . This is also the vol-
ume swelling rate, d

dt
�V
V

. After some algebra, we find d
dt
(�V
V
) = [

d
dt
(�V
V
)
]

0 F(η),
where:

[
d

dt
(
�V

V
)

]

0
= K(Zi − Zv)ρd4πrsCs(Zvρd + 4πrsCs)

−1/2

×
{
Ziρd + 4πrsCs + 4πrpCp

[
1+ (Zi − Zv)ρd

Zvρd + 4πrsCs

]}−1

(59)

is the volume swelling rate in the absence of recombination and thermal emission:

F(η) = (2/η)[−(1+ μ)+ {(1+ μ)2 + η}1/2 − ζη], (60)
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Fig. 2 Variation of the function F with temperature for 316 stainless steel parameters: Cp = 0,
ρLd = 10−2ρd = 109 cm−2, Zi = 1.01, Zv = 1.0, 4πrsCs = 1011 cm−2, α/Di = 1017 cm−2,
Dv = 0.6 exp(−1.4 eV/kT ) cm−2 sec−1. (Figure from Brailsford and Bullough 1972)

and

ζ(T ) = Dv(Zvρd + 4πrsCs){Ziρd + 4π(rsCs + rpCp)}
2K(Zi − Zv)ρd{Zvρd + 4π(rsCs + rpCp)} (61)

Equation 4 is further approximated with a simple linear time dependence for
[�V
V
]0, such that:

(
�V

V

)

0
≈ K(t − t0)(Zi − Zv)ρd4πrsCs
(ρd + 4πrsCs)(ρd + 4πrsCs + 4πrpCp)

(62)

where Kt0 is an incubation dose (1–10 displacements per atom (dpa)), and is
obtained from experiments, and Kt is the current dose in dpa. The main role that
the function F(η) plays is the temperature dependence of swelling. Calculations
of the temperature dependence of the function F(η) at two different dose rates are
displayed in Fig. 2, taken from reference (Brailsford and Bullough 1972).

5 Coupled Nucleation-Growth Rate Theory

Classical nucleation theory tends to be inadequate for modeling cluster growth
because of its high sensitivity to physical parameters, which are typically not known
to a high degree of accuracy. This aspect renders it virtually non-predictive. In
addition, the theory calculates nucleation rates but does not predict defect cluster
density nor size as function of irradiation dose. On the other hand, the mean-
field void growth theory presented above assumes that defect clusters (e.g., voids,



2232 N. M. Ghoniem

bubbles, and dislocation loops) have already nucleated and that their concentrations
are constant, independent of dose and spatial location within the material. To remedy
these deficiencies and at the same time have a tractable system of cluster dynamics
equations, Ghoniem et al. (1985) developed a minimal set of cluster dynamics
equations, where assumptions can be made about nucleation of bubbles under high
rates of gas production due to nuclear reactions. In this method, a list of coupled rate
equations for the concentrations of species is developed. Each equation represents
a mass balance equation for a particular defect cluster species as the sum of all
production and loss rates of the species to be equal to its concentration rate of
change. Under the mean-field approximation, where statistical variations in time and
space are averaged, these equations are only time-dependent. The general structure
of the cluster dynamics equations reads:

∂tCij +∇ · Jij = Sij − Lij (63)

The volumetric concentration of a cluster containing i Frenkel pairs (negative i
for interstitials, and positive i for vacancies) and j helium atoms is Cij ; its flux
Jij is composed of two terms: a diffusive flux −Dij∇Cij and a convective flux
VijCij , where the velocity Vij is proportional to a configurational force Fij =
−∇Eij where Eij is an elastic interaction energy and the proportionality parameter

(mobility) is Mij = Dij
kT

. The source and loss terms Sij and Lij can include
the processes of absorption, coalescence, and emission. The system of clustering
equations represented by Eq. 63 is very generic and cannot be solved without
specific details. In practice, however, self-interstitial atom clusters (SIAs) do not
associate with helium atoms (energetically unfavorable), and thus negative values of
i result in separate equations for SIAs. For positive values of i (i.e., vacancies), they
agglomerate with helium atoms j to produce helium-filled bubbles. The practical
combination of i and j is determined by the nucleation condition for a stable bubble
nucleus, which can be quite large if there is not enough gas atoms to stabilize
bubbles. However, when the gas generation rate is high (as in fusion energy neutron
spectrum), a critical stable bubble nucleus can have only 1 vacancy and 2–3 helium
gas atoms bound to it. Divacancies may likewise bind several gas atoms to form
stable bubble nuclei. Because the concentration of single vacancies is always much
higher than that of di- or tri-vacancies, an assumption can be made that the bubble
nucleus size contains only 1 vacancy and 2–3 gas atoms. Once a critical bubble is
formed, the mean-field or average bubble can be described by a growth equation
similar to our previous discussion of void growth, and there would not be need
to determine the concentrations of various size helium-vacancy clusters within the
spirit of this description.

Following Ghoniem et al. (1985), rate equations for the concentrations of
vacancies (C10 = Cv), self-interstitials (C1̄0 = Ci), helium interstitials (C01 = Cg),
helium substitutional atoms (C11 = Cgv), di-helium interstitials (C02 = C2g),
di-helium mono-vacancy (C12 = C2gv), the critical nucleus (C∗), the bubble
density (Cb), the number of helium atoms in a bubble (m), and the average bubble
radius (R) can be expressed as rate equations. Cluster mobility is a very strong
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function of its size, and as such only single vacancies, interstitials, and helium
gas atoms are assumed to be mobile. The reduced set of rate equations derived by
Ghoniem et al. (1985) are:

∂Cv

∂t
= Dv∇2Cv + fG+ (βe1 + δ)Cgv −

[
αCi + βCg + γ

(
Cvs + Cgv + 2C2g

+2C2gv + 3C∗
)]
Cv

∂Ci

∂t
= Di∇2Ci + fG− αCi

(
Cv + Cgv + 2C2gv + 3C∗ + Cis

)

∂Cg

∂t
= Dg∇2Cg +GHe + β

(
e1Cgv + e2C2gv + 2e5C2g

)+ δ (Cgv + 2C2gv

+ 2(2C2g)+ 3C∗ +m1Cb
)

+ αCi
(
Cgv + 3C∗

)− βCg
(
Cv + 4Cg + Cgv + 2C2gv

+2C2g + 3C∗ + εCb
)

∂Cgv

∂t
= βe2C2gv + 2δC2gv + βCgCv + 2γCvC2gv − Cgv (βe1 + δ + γCv
+αCi + βCv)

∂C2gv

∂t
= 3δC∗ + βCgCgv + 2γCvC2g −C2gv (βe2+ 2δ+ 2βCv + 2αCi + 2γCv)

∂C2g

∂t
= 2αCiC2gv + 2βC2

g − C2g
(
βe5 + 2δ + 2γCv + 2βCg

)

∂C∗

∂t
= 2βCg

(
C2gv + C2g

)− 3C∗
(
δ + αCi + βCg + γCv

)

∂Cb

∂t
= 4

m

(
3βCgC

∗)+ 3

m

(
3γCvC

∗)

∂m

∂t
= εβCg − δm

∂R

∂t
= 1

R

(
a2

0

48

)
(γCv − αCi − γ (e3 − e4))

(64)
A constraint on the solution of the reduced set of rate equations above is that the
total helium gas concentration must be conserved. Therefore, the total volumetric
concentration of helium gas, M should be equal to that produced by irradiation
GHe × t , that is,M = GHe × t = (Cg + Cgv + 2C2gv + 3C∗ +mCb).

Accurate numerical solution of the reduced mean-field rate equations should
satisfy this constraint at all times. In solving this system of equations, other
microstructure features (e.g., network dislocations, grain boundaries, and
precipitates) are assumed to be distributed, and their interaction rates with point
defect and helium-vacancy clusters is taken from the mean-field approximation
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of rate theory. Expressions for the concentration of helium atoms at precipitates
(Mppt ) and grain boundaries (MGB ) are given as:

dMppt/dt = εpptβCpptCg − δMppt , dMGB/dt = βCGBCg − δMGB.

The reaction frequencies of self-interstitials (α), helium (β), and vacancies
(γ ) and the thermal emission probabilities of vacancies (e1, e2) in the above

equations are given as α = 48νi exp
(−Emi /kT

)
, β = 48νg exp

(
−Emg /kT

)
,

γ = 48νv exp
(−Emv /kT

)
, e1 = exp

(
−Ebv,g/kT

)
, e2 = exp

(
−Ebv,2g/kT

)
, and δ =

bG, where the factor of 48 is the assumed combinatorial number, ν is the atomic
jump frequency, and Em and Eb represent migration and binding energies,
respectively.

The factor δ is called the re-solution frequency and represents the probability
per displacement for dissolving a helium atom back into the matrix (b) times
the displacement damage rate (G). Descriptions of the remaining symbols are
given in the following nomenclature. The fraction of surviving Frenkel pairs per
displacement is f , the displacement damage rate G, the helium production rate
GH , the equivalent matrix-distributed sink density for interstitials Cis , the equivalent
matrix-distributed sink density for vacancies Cvs , the equivalent grain boundary sink
concentration CGB , the precipitate cavity combinatorial number εppt , the equivalent
precipitate sink concentration Cppt , and the average number of helium atoms per
cavity m. More details of numerical calculations are found in reference Ghoniem
et al. (1985). Figure 3 shows the distribution of helium in clusters, bubbles, and grain
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Fig. 3 Distribution of helium gas in the matrix among microstructure features. The irradiation
conditions are for 316 stainless steel at 625 ◦C at a dose rate of 3 × 10−3 dpa/s and a helium/dpa
ratio of 5 appm He/dpa (Ghoniem et al. 1985)
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boundaries as a function of time. Since the helium injection rate is constant, the total
amount of helium is linear in time. During early irradiation times (<0.01 dpa), most
of injected helium resides in small helium-vacancy clusters. These are converted to
bubbles at a higher dose. The largest proportion of helium ends up in matrix bubbles
at doses greater than about 10 dpa. It is observed that during the early stages of
irradiation, helium is contained in small clusters. Later, a large proportion goes to
grain boundaries.

6 Defect Cluster Size Distribution

Beyond the mean-field theory of nucleation and growth, additional information on
defect cluster size or spatial distributions may be necessary. Several approaches to
determine the size distribution of SIA (Ghoniem 1989; Kiritani 1973; Hayns 1976)
and gas-filled bubbles (Ghoniem and Sharafat 1980; Golubov et al. 2001) have
been developed. These approaches are all attempts to develop numerical solutions
of the SCK cluster dynamics Eq. 4. We follow here an approach that emphasizes
the observation that transitions in cluster size are more often small, either by
absorption/emission of single defects or by small size fluctuations resulting from
nearby collision cascades. Under these assumptions, the SCK Eq. 4 is approximated
as a continuous Fokker-Planck (FP) equation that can be solved numerically. We
follow the work of Ghoniem and Sharafat (1980) here.

Let the concentration of clusters containing h helium atoms and u vacancies at
time t is given by C(h, v, t)dhdv = Ctot (t)P (h, v, t)dhdv, where P(h, v, t)dhdv
is the probability of finding a cluster in the size interval (h, u→ h + dh, v + dv).
The time evolution of the probability function in terms of all possible transitions in
the helium-vacancy phase space is given by writing Eq. 4 as:

∂tP =
∑

k

W {[(h−�hk), (v −�vk)] → (h, v)}P [(h−�hk), (v −�vk), t]

=
∑

k

W {(h, v)→ [(h+�hk), (v +�vk)]}P(h, v, t) (65)

Here�hk and�vk are fluctuations in the helium and vacancy contents, respectively,
which are caused by a stochastic process, k. The transition probability, W, and the
cluster probability density, P, can both be expanded around the point (h, v), similar
to the procedure that we developed in Sect. 3 to obtain the 2D FP equation given by:

∂tP +∇ · (F −D ·∇)P = 0 (66)

where F and D are drift vector and diffusion coefficient tensor (in size space),
respectively. The components of F and D represent first and second moments of the
transition probability, respectively, and are given by (Ghoniem and Sharafat 1980).

F =
[
a1h

a1v

]
, and D =

[
a2hv a2hh

a2vv a2vh

]
(67)
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It is noted, however, that while cascade-induced fluctuations do not influence the
magnitudes of the first moments (a1h, a1v), they increase the magnitudes of the
second moments (a2hh, a2vv). Numerical solution of Eq. 66 on an infinite quarter
phase plane is given in Ghoniem and Sharafat (1980), where a two-moment solution
is presented for the specific case that size transitions are only single-step (i.e., no
large fluctuations due to cascades). Under these conditions, the rates of helium (kgc),
vacancy (kvc) and interstitial (kic) capture, helium replacement (kgr ), and vacancy
emission (kve) can be used to compute the elements of F and D. These are given by:

a1h = kgc − (kge + kgr ), (68)

a1v = kvc − (kic+ve + kgr ), (69)

a2hh = 1

2
[kge + kgr + kge], (70)

a2vv = 1

2
[kic+ve + kgr + kvc], (71)

a2hv = a2vh = kgr (72)

A numerical solution to the FP equation, Eq. 66, has been developed by Ghoniem
and Sharafat (1980). Denoting the cluster size by the vector x, such that X = hi +
vj , where i and j are unit vectors along the h and v directions in cluster size space.
Taking the first moment of Eq. 66, we obtain d < X > /dt =< F(X) >, where the
right-hand side represents the drift vector averaged over the probability distribution
function. The symbol < > is used to denote this average. This equation is not
a closed because we do not know the probability distribution function P a priori.
However, to lowest order, one can approximate this equation as:

d < X >

dt
= F(< X >) (73)

The integration of Eq. 73 gives the trajectory of the average cluster in the growth
regime of the flow field in vacancy-helium size space. Let us define the variance
matrix by (Ghoniem 1989):

< δXiδXj >=< XiXj > − < Xi >< Xj >, i, j = h, v. (74)

Kinetic equations for the variance matrix have been developed in reference
Ghoniem (1989) and are given by:

d < δXiδXj >

dt
=< a1jXi > − < Xi >< a1j > + < a1iXj >

− < Xj >< a1i > + < a2,ij > . (75)
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Equation 75 is again not closed, and expansions of the parameters around their
values at the average trajectory, (x) would result in an open-ended set of moment
equations. Although it is possible to develop coupled equations for higher order
moments (see Ghoniem 1989), it is sufficient here to develop a lowest order
expansion of Eq. 75:

d < δXiδXj >

dt
≈ a2,ij (< X >). (76)

Equation 76 is the lowest order evolution equation for the variance matrix. The
second moments of the transition probabilities, a2,ij , are the components of the
diffusion tensor (68) and are to be evaluated at the average trajectory, < X >.
We can reconstruct the probability distribution function from its zeroth, first, and
second moments. The simplest reconstruction procedure can be based on Gaussian
functions, i.e.:

P(h, v, t) ≈
(
δXhδXv

√
2π
)−1

exp
(
−y2/2

)
,

where y =
[(
h− < h >
δXh

)2

+
(
v− < v >
δXv

)2
] 1

2
(77)

This FP formulation permits study of the effects of simultaneous helium
generation and cascade-induced point defect fluctuations on cavity evolution. This
is certainly useful for extrapolating existing radiation damage data to anticipated
fusion conditions where the primary differences in damage parameters are the
helium generation rate and the cascade size. Cascade effects on the cavity size
distribution are included through the second moments of the transition probabil-
ities in the Fokker-Planck equation. Cascades induce fluctuations in point defect
concentrations. Since the RMS value of fluctuations depends on the cascade size,
we must determine a spectrally averaged value for the variances δXv , and δXh,.

The FP model has been applied to the study of interstitial loop size distribution in
irradiated materials and has been compared directly to experiments. Figure 4 shows
the evolution of the interstitial loop size distribution at various irradiation doses (a)
and the effects of stochastic cascade fluctuations on the size distribution in (b). It
is clear that collision cascades have a dramatic effect on the broadening of the size
distribution as compared to single-step events by point defect absorption/emission.

7 Instabilities and Pattern Formation

Experimental observations have demonstrated the existence of fully or partially
ordered (patterned) void, bubble, and dislocation loop microstructure in irradiated
materials. These experimental observations are particularly striking for the spatial
ordering of bubble and void microstructure in irradiated materials (Sass and Eyre
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Fig. 4 (a) Evolution of the interstitial loop size distribution for single-step point defect absorp-
tion/emission. (b) Influence of collision cascades on the spread of the size distribution and
comparison with the experiments of Hall and Potter (1979)

1973; Johnson et al. 1983; Evans 1971; Mazey and Evans 1986; Kulcinski and
Brimhall 1973; Wiffen 1972). An important characteristic of void and bubble
lattices is their spatial orientation along crystallographic directions, at least for the
three main crystal structures (FCC, BCC, and HCP). Concepts on the behavior of
dynamical system have been successfully applied to the problem of microstructure
evolution in irradiated materials. Self-organization of irradiated microstructures can
thus be viewed as one of the few examples where patterning can be directly linked to
the collective dynamical behavior of defects. The void lattice parameter is typically
about two orders of magnitude larger than the atomic lattice parameter and about
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four times larger than the void diameter in fully developed void superlattices. The
void lattice parameter has been reported to initially decrease with increasing dose
as the superlattice is being formed (Loomis et al. 1977) and then attains a constant
value once the superlattice is fully developed (Evans 1979; Arsenault 1973; Loomis
et al. 1977).

Murphy described the coupled evolution of point defects and vacancy loops in
the framework of a one-dimensional rate theory dynamical model (Murphy 1987).
In this description, point defects are the only mobile species, which diffuse in
space. They may annihilate by recombination or through absorption by network
dislocations and vacancy loops, which are immobile and are supposed to be created
instantaneously by cascade effects.

∂t ci = K − αcicv +Di∂2
x ci −Dici(ZiNρN + ZiV ρV )

∂t cv = K(1− ε)− αcicv +Dv∂2
x cv

−Dv(ZvN(cv − c̄vN )ρN + ZvV (cv − c̄vV )ρV )

∂tρV =
1

|�b|r0
V

[εK − ρ
V
(DiZiV ci −DvZvV (cv − c̄vV ))] (78)

where K is the displacement damage rate of point defects, ε the cascade collapse
efficiency, responsible for the trapping of part of the vacancies in dislocation loops.
ρ
N

is the line density of network dislocations, and ρ
V

is the line density of vacancy
loops, given by ρ

V
= 2πr

V
N
V

, where r
V

and N
V

are the mean radius and number
density of loops, respectively. The mean loop radius is approximately constant and
equal to r0

V /2, where r0
V is the initial loop radius. b is the Burgers vector andZvr � 1

and Zir � 1 + B. Furthermore, the network dislocation density is assumed to be
uniform and constant in time.

The system (78) admits uniform steady-state solutions c0
i , c

0
v and ρ0

V
. Their linear

stability analysis has been performed on defining the spatial fluctuations of defect
densities through cr (x, t) = c0

r (1 + c̄r (x, t)) and ρ
V
(x, t) = ρ0

V
(1 + ρ̄

V
(x, t))

(Murphy 1987). The linear evolution matrix for a Fourier mode of wavenumber k of
these fluctuations is given by:

M =

⎛

⎜⎜⎝

−K̄/c0
v − k2Dv −αc0

i −DvZvV (c0
v − c̄vV )ρ0

V
/c0
v

−αc0
v −K/c0

i − k2Di −DiZiV rho0
V

DvZvV c
0
v

|�b|r0
V

−DiZiV c0
i

|�b|r0
V

− εK

|�b|r0
V ρ

0
V

⎞

⎟⎟⎠ (79)

where K̄ = K(1− ε)+Dv(ZvNρN c̄vN + ZivV ρ0
V
c̄vV ).

If at least one eigenvalue of this matrix has positive real part at finite k, the
corresponding eigenmode will grow and destabilize uniform solutions by giving rise
to spatial oscillations. The determination of the eigenvalues of this matrix implies
the resolution of a cubic characteristic equation. However, since the response
of vacancy and interstitial densities to small perturbations are much more rapid



2240 N. M. Ghoniem

than the response of vacancy loop densities, this characteristic equation may be
reduced to a linear one giving the linear growth rate of linear perturbations. This
linear growth rate has been computed numerically (Murphy 1987) for parameter
values corresponding to 316 stainless steel (Foreman and Makin 1979). It has
been found positive for wavelengths in the micron range and network dislocation
densities lower than some critical value. An interesting aspect of this analysis
is also the temperature dependence of the wavelength of the fastest growing
perturbations. For network dislocation densities in the range 1012–1013m−2, this
wavelength is slightly increasing with temperature for temperatures less than 500 ◦C
and strongly increasing for temperatures larger than 500 ◦C, in agreement with
experimental results obtained in similar materials (Murphy 1987). It may also be
shown that the wavelength decreases with increasing displacement rate. Similar
calculations have also been made for neutron-irradiated copper at 250 ◦C, where, for
a network dislocation density of 1011 m−2, instability was found for a wavelength of
approximately 3.4 μm, in agreement with experimental observations (Muncie et al.
1985). Hence, it has been shown here that rate theory is able to predict an instability
in the dislocation structure of irradiated materials.

8 Conclusions

Classical nucleation theory has provided easy concepts for understanding the
clustering physics of point defects in irradiated materials. However, even with
extensions to describe point defect supersaturation and the presence of helium gas
in under irradiation, it is not adequately predictive. A more phenomenological treat-
ment of void growth using a mean-field approximation has resulted in qualitative
comparisons with many experiments, although such an approach is also limited in
its fundamental reach. Coupling nucleation and growth in one single model has
also been successful in overcoming the traditional limitations of separate nucleation
and growth theories. However, the approach relies on specific assumptions on the
critical nucleus size of a bubble being small enough that tractable computations
can be performed. Cavity evolution under conditions of cascade damage and high
helium generation, which are typical of fusion reactor conditions, is shown to be a
continuous process which cannot be easily separated into the classical nucleation
and growth regimes. It is also emphasized that the rate of helium transport, which
is described as an effective helium mobility, has a strong dependence on bubble
evolution. The long transient, associated with high helium mobility, is a result of
the concentration buildup of small bubbles clusters which act as the primary traps
for migrating helium. However, the quasi-steady-state mobility can be understood
in terms of three simple mechanisms: radiation displacement at low temperatures,
interstitial replacement at intermediate temperatures, and thermal desorption at high
temperatures. The displacement of helium by cascades from bubbles results in
significant effects on cavity evolution. First, this displacement process provides
for an internal source of helium production which, in turn, causes continuous
cavity nucleation. Second, the resulting fine distribution of helium nuclei in the
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matrix is associated with slower growth rates for helium-filled cavities. Finally,
the stochastic framework represented by Fokker-Planck theory is shown to be a
convenient approach to the analysis of interstitial loop and bubble evolution under
neutron and ion irradiation conditions.
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Abstract

Neutron irradiation can severely impact the mechanical behavior of nuclear
structural materials. Irradiation introduces a high density of nanometric defects
that block dislocation motion and result in hardening and a loss of ductility
often associated with the onset of localized plastic flow in a highly heteroge-
neous manner. In our hierarchy of numerical methods used to understand and
quantify mechanical property degradation under irradiation, discrete dislocation
dynamics (DD) provides a window into the time and length scales where critical
interactions between dislocations and defects occur. In the present chapter, we
discuss the current state of the art of DD simulations applied to irradiation
scenarios, introducing the theoretical models devised to deal with dislocation-
defect interactions, crystal structure particularities, and the most salient aspects
of several highlighted applications. We also discuss current limitations and what
new understanding has been gained vis-a-vis serviceable nuclear materials using
these techniques.

1 Introduction

Irradiation hardening is a complex phenomenon involving the interplay between
a material’s microstructure and irradiation-generated defects, and its effects on
mechanical behavior. This complexity is generally owed to the existence of
nontrivial dependencies between the mechanical response of a material and a
relatively large number of internal (temperature, chemical composition, internal
microstructure, etc.) and external (dose rate, dose, external stress, etc.) variables,
which are often correlated with one another. The reader is referred to reviews of
the evolution in our understanding of radiation damage processes and mechanical
properties that exist on the topic for more details (Matzke 1992; Sickafus et al. 1999;
Odette and Lucas 2001; Ackland 2010).

Before the advent of large-scale simulations and high-performance computing,
the prevalent thinking in irradiation hardening of materials was dominated by
two main models. The first one is commonly known as the dispersed barrier
hardening (DBH) model, originally proposed by Seeger in the 1950s (Seeger
1958). The main idea behind the DBH model is that dislocation loops and vacancy
clusters produced directly within displacement cascades act as barriers to gliding
dislocations, resulting in hardening (defect production in the cascade region is also
the main premise behind other irradiation damage theories such as the production
bias model and swelling). Seeger’s approach is substantially equivalent to the
well-known Orowan mechanism for hardening due to precipitates and dispersed
particles (Singh et al. 1997; Lambrecht et al. 2010) applied to irradiated materials.
Consequently, the yield strength increase from irradiation is then determined from
the bowing stress required to overcome the irradiation obstacles. The second model
used to explain irradiation hardening is known as the loop decoration hardening
model, which assumes the formation of defect “clouds” around the cores of ingrown
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dislocations (i.e., dislocations present in the material before irradiation) (Blewitt
et al. 1960). These dislocations cannot then act as dislocation sources until they
can pull away or free themselves from the clouds of defects (Young 1962; Holmes
1964). In such way, the stress necessary to unlock these dislocations so that they
can act as dislocation sources again is then likely to determine the yield strength of
the irradiated crystals. This mechanism of radiation hardening is commonly known
as “source” hardening and is conceptually equivalent to the formation of Cottrell
atmospheres around dislocations by solute atoms during plastic flow (Cottrell and
Bilby 1949).

With the emergence of large-scale molecular dynamics (MD) simulations, it
was soon established that dense cascades in metals result in damage in the form
of self-interstitial atom (SIA) clusters (Marian et al. 2003; Bacon et al. 2006;
Terentyev et al. 2008, 2010) and various forms of vacancy-type clusters ranging
– depending on the material and the cascade energy – from small nanovoids,
stacking fault tetrahedra (SFT) (Wirth et al. 2002; Osetsky et al. 2005, 2006; Zinkle
2012), and vacancy loops (Diaz de La Rubia et al. 1989; Calder and Bacon 1993;
Phythian et al. 1995). Moreover SIA clusters can evolve into dislocation loops
displaying one-dimensional migration, while vacancy-type clusters typically display
little or no mobility. Among others, these observations led to the adoption of the
combined dislocation and production bias models as the most successful theories
to explain irradiation damage accumulation that we have today (Woo and Goesele
1983; Woo and Singh 1990; Golubov et al. 2000). While information from MD
cascade simulations has helped inform our understanding of irradiation hardening,
it has not settled the question as to what is the prevalent mechanism behind yield
strength increases. In addition, experimental observations have clearly established
the existence of a sharp and prominent yield drop both in irradiated face- and
body-centered cubic (FCC, BCC) metals, associated with the onset of plastic flow
localization via narrow “defect-free” dislocation channels above a certain dose
(cf. Sect. 4.2). These channels concentrate all deformation in a highly heterogeneous
way leading to a plastic instability that is seen to severely compromise irradiated
materials’ ductility. This instability is also observed in polycrystalline metals and
alloys in the form of the absence of work hardening. While some of these features
are a priori incompatible with a DBH interpretation, irradiation can also result in
sub-thermodynamic precipitation and/or the formation of gas bubbles, which are
perfectly consistent with the DBH model.

In any case, irradiation hardening and flow localization are collective plastic
phenomena that cannot be approached solely from an atomistic simulation point
of view. Kinetic methods such as kinetic Monte Carlo (KMC) and cluster dynamics
can push the time- and length-scale envelope beyond those attainable atomistically,
although often at the expense of physical accuracy (see corresponding chapters
on KMC and rate theory methods in this Volume. Ideally, the simulation tool
of choice should capture long-range elastic interactions between dislocations and
local (short-range) effects describing defect-dislocation interactions. Dislocation
dynamics (DD) is such a technique, designed as an accurate method to calculate
strain hardening and collective dislocation processes. From their original inception



2246 J. Marian et al.

in the late 1980s, the last two decades have seen tremendous improvements in the
development of efficient DD algorithms applied to all kinds of different scenarios.
Indeed, DD suggests itself as the ideal technique to study irradiation hardening, as
it naturally captures both long- and short-range interactions mentioned above. The
purpose of this chapter is to introduce the technique, discuss its theoretical under-
pinning, and review the most notable applications within the realm of irradiated
materials.

Notwithstanding earlier advances in the development of closed-form expressions
for the stress fields of arbitrary dislocation segments, the method of discrete
dislocation dynamics was originally introduced in the late 1980s/early 1990s
independently by researchers in France and the United States, first as a 2D method
(Lépinoux and Kubin 1987; Ghoniem and Amodeo 1988; Gulluoglu et al. 1989),
quickly followed by extensions to three dimensions (Amodeo and Ghoniem 1990;
Kubin and Canova 1992; Kubin et al. 1992). The technique enjoyed early success
fueled by a wide range of applications and improvements in computational power
and was picked up by multiple groups worldwide who have used it and made
notable contributions to our understanding of, among others, dislocation junction
formation, strain hardening, plasticity in confined volumes, patterning, etc. For
more information, the reader is referred to the chapter on dislocation dynamics
simulations in the accompanying volume to this series on multiscale modeling of
materials.

In terms of the use of DD for the simulation of irradiation hardening in materials,
the early works started around the late 1990s and relied heavily on MD simulations
of dislocation-obstacle interactions to provide the physical nexus between cascade
defects and gliding dislocations. Therefore, the evolution of the DD technique
as it relates to nuclear material applications is strongly linked to the availability
of reliable descriptions of the interactions between dislocations and irradiation
obstacles, which have been typically simulated atomistically. Currently, there are
examples in the literature of simulations including point defects, dislocation loops,
stacking fault tetrahedra, voids, precipitates, and grain boundaries, as well as
demonstrations of the formation of defect-free channels following the hardening
peak. This is the object of Sects. 3 and 4 in this chapter.

2 Brief Overview of DD Theory and Its Implementation

Discrete dislocation dynamics is a method intended for the study of the collective
evolution of ensembles of crystal dislocations under applied loads. In DD, macro-
scopic system properties (e.g., stress-strain response) are computed directly from
the evolution of the dislocation microstructure, therefore establishing a direct link
between microstructure and properties. In contrast to atomistic methods where the
degrees of freedom of the system are individual atomic positions, in DD, the degrees
of freedom are the positions of line defects (dislocations) in three-dimensional space
(two-dimensional implementations of DD are not considered in this chapter). The
main objective of the DD method is to evolve the discrete dislocation configuration
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in time. Typically it is assumed that dislocation motion is overdamped, so that it
is possible to define the dislocation velocity of an elementary line segment as a
function of local quantities such as stress σ and line orientation ξ and possibly other
parameters like Burgers vector b, slip plane normal n, and temperature T :

v = v̂(σ , ξ , b,n, T ) . (1)

The function v̂ is known as the mobility law. The stress field is composed of the
stress field exerted by the dislocation network and either a uniform “external” stress
associated with elastic deformation of the supercell in periodic simulations or the
elastic “correction” field which accounts for mechanical boundary conditions in
finite-volume simulations. In irradiated materials, irradiation-induced defects such
as voids and precipitates may also contribute to the local stress field.

The dislocation stress is computed from the static elastic theory of dislocations;
hence rendering DD is a quasistatic method, despite its name. The elastic fields
engendered by a dislocation loop L can be derived in the infinitesimal-deformation
eigendistortion theory of Mura (1987). For an infinite isotropic medium, the
displacement and stress fields generated by the loop are, respectively,

u∞(x) = −bΩ

4π
− 1

8π(1− v)
∮

L

1

R

{
(1− 2v) b × ξ̂

′ +
[
R̂ ·

(
b × ξ̂

′)]
R̂
}

d�′

(2)

σ∞(x) = μ

4π(1− v)
∮

L

1

R2

{
(1− v)

[
ξ̂
′ ⊗ (b × R̂)+ (b × R̂)⊗ ξ̂

′]

+
[
(ξ ′ × b)⊗ R̂ + R̂ ⊗ (ξ ′ × b)

]

+R̂ · (b × ξ̂
′
)
[
3R̂ ⊗ R̂ + I

]}
d�′ . (3)

In Eqs. (2) and (3), b is the Burgers vector, μ is the shear modulus, and v the Poisson
ratio. Moreover, R = x− x′, R = ‖R‖, R̂ = R/R, andΩ = ∫

S Rj/R
3 dA′j is the

solid angle subtended by the loop. Note that these fields are singular when computed
at any point of the dislocation line itself (R = 0) and regularization methods are
necessary (Cai et al. 2006; Po et al. 2014a, 2017).

The mobility law, Eq. (1), defines the velocity point-wise along a dislocation
line. However, because the line is a flexible object with a potentially infinite
number of degrees of freedom, the numerical solution of the loop evolution equation
requires that a discretization procedure be introduced to reduce the number of
degrees of freedom to a finite set. To this end, an arbitrary dislocation configuration
is discretized in line elements having constant Burgers vector, called segments,
connected at nodes. Conservation of the Burgers vector requires that the vectorial
sum of the Burgers vector vanishes for each node. Different discretization methods
and evolution strategies have been implemented, and we distinguish the following
three methods.
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1. Segment-based DD. In the segment-based implementation, the dislocation net-
work is composed of piecewise linear segments. Within a certain glide plane,
segment orientation varies discretely among a predetermined set, which includes
edge, screw, and junction orientations (Devincre et al. 2011). This pre-defined
set of segment orientations is used to tabulate and speed up the calculation of
the stress field which each segment generates. For each segment, the sum of the
external stress field and the stress field due to nearby segments is computed at
one point along the segment, typically the midpoint. This midpoint stress is then
used to compute the segment velocity based on material-specific mobility laws,
which in general can be expressed as Eq. (1). The midpoint velocity is then used
to advance the position of each segment, and finally nodes are reconnected taking
advantage of the discrete set of segment orientations, as illustrated in Fig. 1a.

2. Node-based DD. The starting point of the nodal DD method (Weygand et al.
2002; Arsenlis et al. 2007) is the equation expressing the condition of force
equilibrium for an elementary dislocation line. If we assume that the drag force
exerted by the lattice is proportional to the velocity v, then the condition of force
equilibrium reads

B(ξ ,n, T )v = σb × ξ (4)

where B(ξ ,n, T ) is a drag coefficient possibly dependent on slip system, line
orientation, and temperature and f PK = σb × ξ is the mechanical force
exerted by the stress field on the dislocation (Peach-Koehler force). Clearly the
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condition (4) can be regarded as a special case of the mobility law (1) if we
take v̂(σ , ξ , b,n, T ) = B−1 (σb × ξ). In order to solve (4) numerically, the
dislocation network is discretized into piecewise straight segments with constant
Burgers vector meeting at nodes. Equation (4) is then assembled as a discrete
system of equations for the nodal velocities:

BV = F (5)

which can be solved via discrete numerical methods such as finite elements. The
mobility matrix B is sometimes approximated by its diagonal in order to speed up
the computation of the nodal velocities (Arsenlis et al. 2007). The nodal method
is sketched in Fig. 1b.

3. Parametric DD. The parametric DD uses the Galerkin finite element method to
obtain nodal velocities (Ghoniem et al. 2000; Po and Ghoniem 2014; Po et al.
2014b). In general, however, the weak form is constructed from the general
mobility law (1) instead of the linear law (4). The parametric method allows for
spline segments with tangent continuity across nodes, which in general require
a smaller number of nodal degrees of freedom to approximate curved loops
compared to linear segments. The use of nonlinear mobility laws is particularly
important in BCC metals, where non-Schmid stress components influence the
mobility of screw dislocations.

The above methods are discretization strategies suited to obtain time-marching
schemes for the degrees of freedom describing the dislocation network configura-
tion. In addition to the time-marching scheme, a typical DD timestep comprises
several discrete events which are now briefly summarized.

• Network re-discretization. The length of individual dislocation segments may
change drastically during the course of a simulation. Dedicated algorithms are
therefore necessary to locally increase or decrease the network discretization by
local addition or removal of nodes and segments.

• Cross-slip. Screw dislocation segments can change their glide plane by a
mechanism called cross-slip. Cross-slip is one of the most important length mul-
tiplication and obstacle avoidance mechanisms available to gliding dislocations.
In FCC metals, cross-slip may require recombination of the Shockley partial
dislocations and is typically implemented as a thermally activated phenomenon
(Kubin 2013).

• Junction formation and breaking. When pairs of attractive dislocation segments
collide, it is numerically advantageous to replace the original segments with a
new segment having Burgers vector equal to the vectorial sum of the original
Burgers vectors. This operation requires the implementation of both efficient
collision detection algorithms between segments and topological operations
that change the connectivity of the network. Dislocation junctions are pas-
sively released by unzipping of the junction segments or actively by dedicated
algorithms.



2250 J. Marian et al.

2.1 Considerations Related to Boundary Conditions

2.1.1 Using Periodic Boundary Conditions for Strain Hardening
Simulations

From its original limitations as a 2D method or a 3D method consisting only of
closed dislocation loops, DD has been successfully extended to study bulk represen-
tative volumes by the use of periodic boundary conditions (PBC) (Fivel and Canova
1999; Bulatov et al. 2000; Madec et al. 2004). Dislocation configurations compatible
with the use of periodic boundary conditions must result in net zero integral over
the primary box of the so-called dislocation density or Nye’s tensor. Although
dislocation structures that satisfy this condition are not unique, calculations have
shown that the degree of arbitrariness introduced in periodic reconstructions is
small for large-scale DD simulations (Bulatov et al. 2000). The general idea is to
use closed loops or infinite dipoles that ensure the translational periodicity along
each spatial dimension. Using PBC, however, introduces an artifact in the form of
self-annihilation of dislocation lines. Nevertheless, by setting the values of the self-
annihilation distances and ensuring that the resulting dislocation mean free path is
physical, one can mitigate the implications of this effect (Madec et al. 2004), and
indeed highly accurate DD simulations using PBC are now commonplace in the
literature.

2.1.2 Coupling to Finite Elements for Simulations of Confined
Volumes

The dislocation stress and displacement fields u∞(x) and σ∞(x) given in (2)
and (3) are valid for an infinite medium. In the case of a finite domain B, the
state of internal stress driving dislocation motion is the superposition of the stress
σ∞(x) and a “correction” stress σ c(x) which results from the solution of an elastic
boundary value problem (BVP) (Eshelby 1979; Van der Giessen and Needleman
1995; Deng et al. 2008; Weygand et al. 2002; Po et al. 2014b). The BVP solves for
the displacement field uc(x) which satisfies

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

σcij = cijkluck,l in B

σcij,j = 0 in B

σcij n̂j = pi − σ∞ij n̂j on ∂NB

uci = ui − u∞i on ∂DB

(6)

In (6) ∂NB is the portion of the boundary over which the external traction pi
is applied, while ∂DB is the portion of the boundary over which a displacement
boundary condition u is prescribed. Once the solution of this BVP is found, the
displacement field and stress field in the crystal are computed as ui = u∞i + uci
and σij = σ∞ij + σcij , respectively. The BVP (6) is typically implemented using the
Galerkin FEM. It can be shown that the total solution is independent of virtual loops
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βP∗

B

¥

b

b

Fig. 2 Construction used for the solution of the BVP (6). For each dislocation segment on the
domain boundary, a loop with the same Burgers vector and opposite line direction is constructed
outside the integration domain and encloses the virtual slip surface βP∗. One portion of the external
loop coincides with the boundary segment, and the opposite side is pushed to infinity in the
direction of the boundary normal

added outside the domain. This fact can be used to cancel the stress field of internal
segments deposited on the boundary, at the cost of virtual segments extending away
from the boundary, as sketched in Fig. 2.

2.1.3 Anisotropic Elasticity
The majority of DD implementations use the isotropic elasticity approximation,
due to the considerable technical simplification it affords. Real materials, however,
are generally anisotropic to some extent, and for some applications, this cannot
be ignored. As well as leading to quantitative differences in mechanical response,
large elastic anisotropy allows certain unique phenomena to emerge, in particular
dislocation instabilities, leading to sharp corners on the dislocation network, and
enhance dislocation multiplication due to weakened Frank-Read sources. For a
comprehensive introduction to anisotropic elasticity, the reader is referred to Balluffi
(2016) and Bacon et al. (1980), and for its implementation in DD simulations, see
Bacon et al. (1980), Han et al. (2003), Rhee et al. (2001), Fitzgerald and Aubry
(2010), Yin et al. (2012), and Aubry and Arsenlis (2013).

One of the most notable examples where elastic anisotropy effects are most
important in the context of nuclear materials is the behavior of Fe alloys at high
temperature. In prismatic loops generated under irradiation, the lowest-energy
shape does not necessarily correspond to a circular loop. Figure 3 (top) shows the
anisotropic elastic line tension, Γ , vs. orientation for two situations of interest:
〈111〉 loops at 400◦C and 〈100〉 loops at 500◦C in iron (Dudarev et al. 2008).
Although far from the constant value isotropy predicts, Γ remains positive for the
former case, and no sharp corners appear. A barely discernable flattening of the
circle toward a hexagon is present. For the second case, Γ dips below zero, and
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Fig. 3 Top: line tension vs.
orientation for 〈111〉 loops at
400 ◦C and 〈100〉 loops at
500 ◦C. Bottom: TEM
micrographs confirming the
predicted loop shapes
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corners emerge. TEM micrographs confirm the prediction. The anisotropic elastic
calculation reproduces the hexagonal and square symmetries of the 〈111〉 and 〈100〉
orientations, respectively.

A special case worth mentioning is that of hexagonal close-packed (HCP)
metals, where the absence of cubic symmetry calls for the consideration of elastic
anisotropy as an intrinsic lattice feature. A number of DD implementations that
capture this aspect of HCP plasticity have been proposed (Monnet et al. 2004;
Drouet et al. 2014; Aubry et al. 2016), although the application of DD to irradiated
hexagonal metals is much more scant (cf. Sect. 4.1.3).

The effects of elastic anisotropy can be striking and are non-negligible in many
metals of interest to radiation materials science. In particular, α-Fe (and also ferritic
steels) become highly anisotropic at high temperature. This leads to different types
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of prismatic loops appearing and sharp corners emerging on dislocation networks.
This in turn significantly reduces the stress required to operate certain orientations of
Frank-Read sources, enabling the onset of plasticity at much lower applied stresses
than the isotropic approximation would suggest (Fitzgerald 2010; Fitzgerald et al.
2012).

2.2 Direct Consideration of Dislocation Partials for DD
Simulations of FCC Metals

The dissociation of perfect dislocations into partials is a principal feature of close-
packed lattices such as FCC and HCP structures. The importance of this dissociation
is typically predicated upon a single parameter, the stacking fault energy, which
is known to control critical features of plastic deformation in FCC metals such
as the stability of dislocation junctions (and, by association, stage II hardening),
cross-slip (and, by association, recovery), etc. Dislocation partials also enable the
formation of structures of particular importance in irradiation scenarios such as
stacking fault tetrahedra (SFT), which form from the collapse of vacancy platelets
condensed during the cooling of the thermal spike of displacement cascades. These
SFT are known to be sources of considerable hardening in irradiated FCC metals
and therefore attracted significant amounts of research from both experimental and
simulation points of view. However, while experimental advances have provided
unique insights into the interaction mechanisms between network dislocations and
SFT, a detailed step-by-step sequence of dislocation reactions has remained elusive,
and the venerable “Kimura-Maddin” mechanism (Kimura et al. 1963) has remained
the accepted interaction mechanism up to the development of reliable simulation
techniques. One key feature of SFT is that they are dislocation structures themselves
and thus amenable to study by MD and DD simulations. However, the explicit
consideration of dislocation partials in DD simulations of FCC crystals was not
considered a priority in the DD community up until very recently, and before that,
the interaction between dislocations and SFT was only captured in an effective
manner, informed by MD simulation results.

The first comprehensive effort to include dislocation partials in DD simulations
of FCC crystals was done by Shenoy et al. (2000). However, a comprehensive model
of dissociated dislocation dynamics and its application to irradiated materials was
subsequently developed by Martinez, Arsenlis, and Marian in a series of papers
where the isotropic elasticity-based DD technique was effectively generalized to
any crystal lattice (Martinez et al. 2008a, b; Marian et al. 2009). The splitting of
perfect dislocations into partials at physical nodes is achieved by considering the
following additional vector conservation rule:

∑

i

�ni = 0 (7)
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where �ni is a unit vector representing planes where dislocations partials are glissile,
e.g., for Shockley partials, �nSh ≡ 〈1/√3, 1/

√
3, 1/

√
3〉. Note that for certain types of

partials, �n represents planes that are not lattice planes, and therefore the associated
dislocation is sessile (e.g., a stair rod dislocation). As well, the model includes an
additional force acting on partial dislocation segments:

�fi = �ξi × γ �ni (8)

where γ is the stacking fault energy. Choosing the correct sense for the �n vectors
ensures that this force is always attractive between partials. The inclusion of the
above two expressions into the standard elastic DD formulation has been shown to
suffice to predict the most important dislocation partials in the FCC lattice (Martinez
et al. 2008a). By way of example, Fig. 4a shows the unfaulting of a triangular Frank
loop into a stacking fault tetrahedron by the decomposition of Frank dislocation
segments into Shockley and stair rod partials, such as the following reaction (in
Thompson notation (Aα : 1

3

[
1̄11̄

]
, Aδ : 1

6

[
1̄21̄

]
, δα : 1

6

[
1̄01̄

]
.)):

Aα→ Aδ + δα
where it has been assumed that the dissociation takes place on the (111) (d) plane.
Equivalent reactions can be written for the other planes.
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Fig. 4 (a) Unfaulting of a triangular Frank loop into a stacking fault tetrahedron. (From Martinez
et al. 2008a). (b) Sequence of simulation snapshots of the interaction between a 60◦ dislocation
with a 4.7-nm SFT. (From Martinez et al. 2008b)



91 Discrete Dislocation Dynamics Simulations of Irradiation Hardening . . . 2255

The technique allows for detailed studies of dislocation-SFT interactions, an
example of which is shown in Fig. 4b as a sequence of simulation snapshots of
the interaction between a 60◦ mixed dislocation with a 4.7-nm SFT (from Martinez
et al. 2008b). The quantitative implications of these studies will be discussed in
Sect. 3.2.

3 Dislocation Interactions with Irradiation Obstacles

In general, irradiation-induced defect clusters constitute obstacles for gliding
dislocations, but the fate and strength of the interaction depend on specific atomic
mechanisms, which are best revealed by MD simulations. These mechanisms have
been reviewed and classified by Bacon and Osetsky (2005) and Bacon et al. (2009).
However, sometimes MD cannot capture the details of the interaction mechanisms,
particularly those that emerge at low strain rates and quasistatic conditions or those
involving many-body effects. In such cases, DD itself can provide information about
the process, and here we review some of the most important examples.

3.1 Prismatic Loops

Despite their complexity, recent studies have shown that the reaction pathway
between gliding dislocations and prismatic loops is well represented within DD
simulations, hence indicating that these reactions are governed by elastic interac-
tions. For example, Shi et al. (2015) have considered all possible reactions between
a 1/2〈111〉{110} edge dislocation and a square 〈100〉{100} interstitial loop in α-
Fe and compared their result to corresponding MD simulations carried out by
Terentyev et al. (2008). It was found that DD simulations are able to reproduce
the reaction pathways observed in the atomistic simulations. Examples of such
reaction pathways are shown in Fig. 5. Similar conclusions were reached by Cui
et al. (2017), who considered DD simulations of 1/2〈111〉{110} edge and screw
dislocations interacting with 1/2〈111〉{111} prismatic loops in comparison to the
MD results of Liu and Biner (2008).

DD simulations of bulk α-Fe deformation (Arsenlis et al. 2012), confined grain
deformation (Gururaj et al. 2015b), and micropillar compression (Cui et al. 2017)
have considered different populations of the two types of prismatic dislocation loops
typically observed in irradiated Fe. In these simulations, prismatic loops are resolved
individually, with typical loop densities in the range 1020∼1022 m−3. These models
do not require any particular assumptions, and therefore they are well-suited to
predict the collective behavior of dislocation-obstacle interactions at the microscale.
However, the discrete representation of loops limits their scope of applicability
because of the high computational cost associated with the increased number of
elastic segments. Higher defect densities and larger simulation time and spatial
scales can be achieved if the discrete representation is replaced by a phenomeno-
logical description of obstacle-dislocation interaction, with parameters determined
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Fig. 5 Examples of corresponding reaction pathways in DD and MD simulations between a
1/2〈111〉{110} edge dislocations and a square 〈100〉{100} interstitial loop in α-iron (Shi et al. 2015).
(a) Prismatic loop incorporated into the mobile edge dislocation in the form of a double super-jog.
(b) Pinning-reaction-unpinning of the glissile dislocation, with transformation of the prismatic loop

from lower-scale simulations. For example, Ghoniem et al. (2001) performed early
DD simulations to capture the strength of the interaction between dislocations and
arrays of dipolar loops. Terentyev et al. (2013) have used simple DD calculations
to extract the parameters necessary to describe 1/2〈111〉 dislocation loops in Fe as
stochastic thermally activated obstacles to be used in larger-scale simulations. Along
the same lines, Cui et al. (2018) have extracted the parameters that govern the SIA
loop density evolution in Fe and have turned the dislocation-defect interaction into
a continuum field problem coupled to DD simulations.

3.2 Stacking Fault Tetrahedra

The implementation of the model described in Sect. 2.2 has enabled the study
of dislocation-SFT interactions as the building block for irradiation hardening
in metals with moderate-to-low stacking fault energies. While several of these



91 Discrete Dislocation Dynamics Simulations of Irradiation Hardening . . . 2257

Fig. 6 Examples of DD simulations accounting for partial dislocations explicitly. Comparison of
quasistatic atomistic simulations and DD simulations described in Sect. 2.2. Atomistic simulations
from Marian et al. (2009)

simulations have been verified by dedicated MD simulations (Marian et al. 2009),
as shown in Fig. 6, DD allows for a more efficient exploration of the relevant
parametric space, to which – in addition to dislocation character, line length,
temperature, stress, and obstacle size – one must add the surface of the area
intersected by the glide plane on the SFT. As well, using the FCC/DD model gives
access to strain rates not captured by MD simulations, thus providing an extra
window into the dynamics of irradiation hardening in FCC metals. One of the most
interesting physical insights gained from FCC/DD simulations was that the strength
of SFT does not depend on their size but only on the intersected triangular area,
such that equal areas in two tetrahedra of different sizes would give rise to the same
response (Marian et al. 2009). This is also discussed in Sect. 4.1.1.

Unfortunately, the timesteps achievable by explicit integration of the equations
of motion in the FCC/DD system drop to values that preclude the direct use of the
technique to simulate strain hardening in a statistically representative manner. Until
these issues are resolved, the explicit consideration of partials is likely to be limited
to the study of unit mechanisms.

3.3 Voids and Precipitates

The mechanisms of interaction between dislocations and voids or precipitates have
been explored by MD simulations by Osetsky and Bacon (2003) and Osetsky and
Bacon (2010). For α-Fe, it was found that small coherent precipitates (d < 2 nm)
can be sheared by moving dislocations, while larger precipitates and voids are
overcome by more complex mechanisms, which may include dislocation climb,
jog formation, and phase change of the precipitates. Although dislocations do
not leave Orowan loops behind voids and sufficiently large coherent precipi-
tates, the strengthening effects of these strong obstacles are compatible with the
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Bacon-Kocks-Scattergood (BKS) strengthening model (see Sobie et al. (2015) for a
comparison between strengthening models) (Bacon et al. 1973). This model predicts
an obstacle resistance:

τc = μb

2πL

[
ln
(
D−1 + L−1

)−1 + B
]
, (9)

where D and L are the obstacle spacing and diameter, respectively, and B is an
obstacle-specific fitting constant. Figure 7 shows the agreement of Eq. (9) in the
case of voids and coherent Cu precipitates in α-Fe. Small precipitates offer a weaker
resistance because obstacle shearing allows for large breakaway angles, which are
inconsistent with Eq. (9). The situation is somewhat more complicated in FCC
metals, because partials interact individually with voids when their spacing is larger
than the obstacle size. In addition, the dissociated core prevents climb over voids
by vacancy absorption, ultimately resulting in a larger deviation of the obstacle
strength from Eq. 9 (Bacon and Osetsky 2005; Lehtinen et al. 2018). Moreover,
obstacle strength decreases with temperature, because local energy fluctuations
assist dislocation unpinning from obstacles (Monnet et al. 2010).

DD simulations carried out by Haghighat et al. (2009) have shown that elastic
calculations predict a behavior of dislocations in the proximity of a void which
is consistent with MD results when the image forces due to the void are taken
into account. In large-scale calculations, however, accurate image force calculations
cannot be performed for every void, and atomistically informed phenomenological
interaction laws are once again more feasible. For example, Queyreau et al. (2011)
considered the temperature dependence of void strengthening in DD simulations
with a void density of 2 × 1023m−3 in α-iron. Voids were assumed to be pinning
points within the simulation domain, and they were released based on a probability
following an Arrhenius-type law with activation energy dependent on the local stress
and parameters extracted from MD simulations.

Also in the case of precipitates, accurate elastic calculations which account
for image forces were performed to study the parameters governing the strength
of both impenetrable (Shin et al. 2003) and penetrable (Takahashi and Ghoniem
2008) particles. A variety of techniques to account for impenetrable particles in
larger-scale DD simulations have been proposed (Mohles 2001, 2004; Monnet
2006; Monnet et al. 2011; Ringdalen et al. 2017). Queyreau et al. (2010) have
analyzed the effects of combined forest hardening and Orowan strengthening due
to non-coherent carbides in reactor pressure vessel (RPV) steels. In this simulation,
spherical carbide precipitates with average density of 3 × 1019 m−3 and mean
precipitate diameter of 0.1 μm are regarded as volumes impenetrable to dislocations,
and they can only be overcome by the formation of Orowan loops (Fig. 7b). It was
found that although precipitate hardening is well described by the BKS model, when
precipitate hardening is combined to forest hardening, the overall strengthening
effect is best described by a quadratic rule of mixing between the two effects.
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Fig. 7 (a) Strengthening effects of voids (full symbols) and coherent Cu precipitates (hollow
symbols) in α-Fe as a function of the harmonic average between their diameter D and spacing
L (Osetsky and Bacon 2003). (b) Snapshot of DD simulations of combined forest hardening and
Orowan strengthening due to non-coherent carbides in RPV steels (Queyreau et al. 2010)
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4 Applications

4.1 Homogeneous Irradiation Hardening

Here we discuss simulations in FCC Cu and BCC Fe as representative of each of
their own material classes in terms of irradiation hardening.

4.1.1 Simulations in Irradiated Cu
One of the main advantages of DD simulations over atomistic simulations is the
in principle much higher computational efficiency of the former, which allows
for rapid exploration of the parametric space of the dislocation-defect interaction
process. Variables such as defect size, dislocation length, dislocation character,
defect orientation, stress, temperature, etc. create a many-dimensional landscape
that is very difficult to probe using just atomistic simulations. With dislocation
dynamics, one can explore these dependencies more extensively and enable a deeper
understanding of the key variables affecting the process. By way of example, Fig. 8
shows the strength of SFT in Cu as a function of several key parameters as obtained
with DD simulations methods such as that described in Sect. 2.2 (Marian et al.
2009).

Moreover, higher-scale models such as parametric or stochastic dislocation
dynamics or crystal plasticity can be informed with multidimensional correlations,
further reducing the computational overhead and reach larger scales. For example,
one of the things that we have learned from DD simulations in Cu is that the
strength of SFT does not directly depend on SFT size but on the area intersected
by the dislocation glide plane and the defect, such that equal areas on SFT of
different sizes give rise to the same response (Marian et al. 2009). This has enabled
the development of universal laws that can be used in the coarser models, thus
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eliminating the need to simulate individual dislocation-SFT interactions directly and
quantifying bulk hardening on experimental scales (Arsenlis et al. 2004; Robertson
et al. 2005; Barton et al. 2013).

4.1.2 Simulations in Fe
DD simulations of bulk hardening in Fe can be used to investigate the dichotomy
existing in the irradiation hardening community which distinguishes between
dispersed-barrier hardening and dislocation decoration (cf. Sect. 1). This has moti-
vated significant work recently (Gururaj and Robertson 2011; Arsenlis et al. 2012;
Gururaj et al. 2015b), from which some interesting conclusions have emerged.
First, the hardening levels calculated using various defect densities are consistent
with a DBH approach, whereby Δτ = αμb√dρd , where d and ρd are the defect
average size and number density, respectively (Arsenlis et al. 2012; Gururaj et al.
2015b). From these simulations, it is clear that the source hardening (dislocation
decoration) model results in more elevated hardening levels than the DBH model
for a given irradiation dose and, consequently, can trigger flow-localized behavior
earlier (Gururaj et al. 2015b) (this is the object of the next subsection). Simulations
including a combination of oxide-dispersed particles and irradiation defects have
also revealed that particles can actually delay flow localization by holding the
uniformity of the dislocation substructure against spatial fluctuations in the strain
brought about by fine-scale irradiation defect distributions (Gururaj and Robertson
2011).

As well, the well-known phenomenon of loop coarsening and “raft” formation
can be simulated by enabling climb processes for dislocation segments (Ker-
alavarma et al. 2012; Bakó et al. 2011).

4.1.3 Simulations in Zr
Although the volume of work is considerably smaller, there have been DD studies
of irradiated Zr, which is the basis of Zircaloys used in nuclear fuel cladding.
Drouet et al. (2014) have studied several configurations involving dislocations
and irradiation loops as a function of loop geometry, glide plane orientation, and
dislocation character. Their simulations have shown various interaction mechanisms
between both objects including formation of double super-jogs, formation of helical
turns, or sweeping of a loop by a gliding dislocation. They have also shown
that the clearing of loops is more favorable when the dislocation glides in the
basal plane than in the prismatic plane, consistent with observations of dislocation
channeling in the basal plane observed after neutron irradiation by transmission
electron microscopy.

4.2 Strain Localization

Strain localization is one of the main detrimental effects associated with high-
dose irradiation in nuclear materials, as it has been extensively documented in the
literature (Victoria et al. 2000; Hashimoto et al. 2004, 2006; Yao et al. 2004; Byun
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and Farrell 2004; Byun et al. 2004, 2006b, a; Zinkle and Singh 2006; McMurtrey
et al. 2014). Above a critical defect density, plastic flow in many materials is seen
to occur along “defect-free” dislocation channels that result in a highly spatially
heterogeneous deformation usually accompanied by a severe decrease in total
elongation. These channels are seen to typically range between 150 and 250 nm in
width and are generally oriented along {111} and {100} crystallographic orientations
in FCC metals and {112} and {110} in BCC (Hashimoto et al. 2006; Zinkle and
Singh 2006). Modeling this particular type of deformation presents many challenges
as several phenomena taking place at sharply different time and length scales must
be considered, including channel initiation, channel growth and propagation, etc.

The first efforts at modeling dislocation channeling using dislocation dynamics
were conducted for irradiated Cu, assuming SFT removal mechanisms observed in
MD simulations (Diaz de la Rubia et al. 2000; Sun et al. 2000; Khraishi et al. 2002).
These simulations were effective in demonstrating that channel initiation results as
a consequence of spatial fluctuations that trigger an instability characterized by a
post-yield softening. However, the removal of objects by dislocations was based
on effective contact rules based on MD simulations performed under strikingly
different conditions than those of DD (Crosby et al. 2014). This introduces
an incompatibility that questions the physical fidelity of the simulations. These
physical models have eventually been extended in more recent DD works that treat
dislocation-SFT interactions as true dislocation reactions (Martinez et al. 2008b, c)
(cf. Sect. 2.2).

The other type of primary irradiation defect considered is dislocation loops.
Being dislocation structures themselves, loops can be naturally captured within the
linear elastic framework of DD, which allows for a direct treatment of dislocation-
loop interactions (Nogaret et al. 2008; Arsenlis et al. 2012; Gururaj et al. 2015a).
While the global mechanism that leads to plastic flow localization is fundamentally
the same – i.e., local removal of irradiation defects either by absorption into the
dislocation line or elastic repulsion – this type of simulations allows for a more
detailed investigation of the channel nucleation and propagation mechanism. For
example, for the case of 25-nm dislocation loops in Fe, it has been seen that the
channel size is governed by the formation of a local curved dislocation source in
the vicinity of a defect-depleted region grown by the absorption of and coalescence
with irradiation defects (Arsenlis et al. 2012). This source can be activated at stresses
significantly lower than the yield stress set by a homogeneous distribution of defects,
resulting in softening and localized deformation in the vicinity of the source. The
system behaves in an unstable manner in the sense that, as the source propagates
throughout the simulation box, it triggers the absorption of more defects, which in
turn makes the source segment grow and the required activation stress decrease.
Some other works suggest that it is the level of defect hardening – rather than the
defect density per se – that determines the onset of subsequent plastic localization
(Gururaj et al. 2015b). In any case, channel initiation is a rare event, and large
computational cells must be deformed to plastic strains above approximately 1%
for channels to be incubated. This often requires massively parallel simulations and
data analysis. Figure 9 shows the dislocation microstructure in an iron single crystal
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Fig. 9 Dislocation
microstructure in an iron
single crystal after
deformation with a defect
density of 1.6× 1022 m−3

loops, clearly showing the
existence of a defect-free
dislocation channel. (From
Arsenlis et al. 2012)

populated with a density of 1.6 × 1022 m−3 dislocation loops. The width of the
channel is approximately 150 nm, and its orientation is along the [211] direction
(Arsenlis et al. 2012).

While much work remains to be done to improve the meaningfulness of DD
simulations to continue studying plastic flow localization in irradiated materials,
existing models have been capable of offering useful information of the process
such as the observation that channels can be and are nucleated in bulk grains,
not just at grain boundaries (McMurtrey et al. 2014). This can be important
to understand important phenomena such as irradiation-assisted stress corrosion
cracking initiation.

4.3 Irradiated Thin Films

The foils used in transmission electron microscopy for irradiation studies may be
as thin as 40 nm, and hence dislocations and other defects within it can be strongly
influenced by elastic image forces due to the free surfaces. These fictitious image
forces arise due to the zero traction boundary condition (σ · n̂ = 0) imposed
at the free surface. While such a scenario is perfectly well-captured within the
method for finite geometries described in Sect. 2.1.2, the high symmetry of the
thin film geometry allows for a more direct approach that results in significant
computational gains over the finite element model (Weinberger et al. 2009). The
equilibrium problem for the displacement vector on a flat infinite surface can be
solved analytically in Fourier space (Weinberger et al. 2009; Ferroni et al. 2014),
giving a solution that decays exponentially along the direction normal to the free
surface. The resulting image stresses can then be straightforwardly calculated and
added to DD nodal force contributions via the Peach-Koehler formula like any
other stress. The exploitation of the analytical Fourier solutions yields a significant
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computational cost saving over the general FEM approach but can only be used for
domains with sufficiently high symmetry that such an analytical solution exists.

Complications arise when dislocation segments reach the free surfaces, an issue
that can be solved by extending terminating segments out of the crystal to infinity
by defining virtual segments (Weinberger et al. 2009). The stress fields of the virtual
segments must be included when computing nodal forces on the real segments inside
the crystal, but they themselves do not move dynamically and are simply redefined at
each timestep (Tang et al. 2006; Yoffe 1961). Ferroni et al. (2014) used this approach
to perform DD simulations of irradiated thin films in Fe. The simulations concluded
that radiation damage loops interact strongly with the surface when they approach
to within 3× the linear size of the loop. For situations where climb is negligible,
e.g., low temperatures, free surfaces play a dominant role in the evolution of thin
film dislocation structures. When climb was present however, many small prismatic
loops had self-annealed or coalesced into larger loops before reaching the surface.

4.4 Irradiated Micropillars

Micro-mechanical testing is an emerging area of investigation in the field for
irradiated materials, which prospects the benefit of a reduced amount of radioactive
material that needs to be handled during experiments (Hosemann 2018). In situ
mechanical tests such as nanoindentation, micro tension/compression, and micro
bending also have the ability to directly observe isolated changes in the defect
microstructure in relation to the applied load. Experimental micro-mechanics is
therefore expected to provide new insights on the mechanics of plastic deforma-
tion and failure of irradiated materials. Moreover, because these experiments are
typically conducted at length scales amenable by DD simulations, they also provide
specialized data useful to advance materials modeling.

Cui et al. (2017) considered the problem of intermittent plastic flow in irradiated
micropillars and performed a comprehensive DD study of the phenomenon as a
function of material type (BCC Fe vs. FCC Cu), loading mode (strain vs. stress
control), and irradiation dose. In these simulations, irradiation-induced defects were
represented explicitly as dislocation debris within the simulation volume, namely,
SFT for Cu and interstitial dislocation loops for Fe. The elastic BVP correction
method described in Sect. 2.1.2 was applied to obtain uniaxial compression in both
strain and stress control modes. It was found that, in general, defects hinder dislo-
cation motion because they decrease the dislocation mean free path by participating
in junctions. In stress control mode, where no stress relaxation takes place during
the burst, the burst’s size tends to decrease with dose. In strain control, however, the
burst size is controlled by the difference between the burst stress, which increases
with dose, and the deactivation stress of the active source. Therefore irradiation
may result in larger dislocation bursts under strain control conditions, as shown in
Fig. 10.
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5 Summary and Future Directions

This chapter attempts to present an overview of the most salient developments
concerning the use and application of discrete dislocation dynamics for irradiated
materials. While the progress achieved over the last two decades has been remark-
able, there are still several aspects of irradiation hardening lacking to be studied.
By way of example, we give here a non-exhaustive list of issues needing to be
resolved:

• Pushing the time-/length-scale horizon to achieve usable strains >5% and
realistic strain rates (<10−1 per second).

• Simulations considering complex precipitate geometries (needle shaped, elon-
gated, faceted, etc.), as well as in nano-layered materials, have not yet been the
focus of substantial work Ringdalen et al. (2017).

• Implementation of realistic models of irradiation-assisted dislocation climb.
• Except for some noted efforts Geantil et al. (2013), dislocation dynamics has

been generally unsuccessful in predicting the formation of dislocation substruc-
tures at high deformations. More work in this area would be a welcome addition.

• Simulations of shock deformation using DD must be done including time-
dependent displacement fields (in 3D in addition to 2D (Gurrutxaga-Lerma et al.
2013)) and accounting for inertial effects on dislocation motion.

Beyond these and other aspects meriting more study, we believe that DD has
been extremely successful in providing critical insights into fundamental defect-
dislocation processes with high relevance in nuclear materials.
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Abstract

The integration of atomistic mechanics into the macroscopic modeling of rate-
processes in solids should ensure the principles of statistical and thermal physics
are not violated. Rate constants are customarily derived based on the transition
state theory or its variants such as kinetic Monte Carlo simulation, phase-
field model, and classical nucleation theory. In this perspective, we examine
the assumptions traditionally made in constructing the mesoscopic connection
between molecular mechanics and macroscopic thermodynamics, (1) separabil-
ity of the reaction path from the noise created by lattice vibrations, (2) validity
of classical statistics, and (3) existence of quasi-equilibrium among the reactants,
the transition state, and the product. We find that the first assumption excludes
rate processes at high temperatures or low reaction barrier, while the second
excludes those at low temperatures or low reaction barrier. The third assumption
has to reconcile with the nonequilibrium nature of rate processes, such as the
neglect of entropy production which is proportional to the reaction rate, and thus
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excludes processes proceeding at fast rates. On this basis, the traditional approach
in mesoscopic modeling is only reliable for rate processes in irradiation-damage
accumulation with a high activation barrier and at not-too-high temperatures.
The mitigation of these restrictions and evaluation of consequences due to their
neglect can be formulated in a mesoscopic model in which the atomic processes
in the many-body system are treated dynamically and energy quantization and
quantum uncertainty are taken into account explicitly through the Mori-Zwanzig
formalism of nonequilibrium statistical mechanics and the quantum fluctuation-
dissipation relation.

Irradiation damage starts with the production of crystalline defects followed by
their accumulation and interaction with existing microstructure. To achieve an
engineering description, mechanics in the atomistic scales of time and space must
be transposed to the macroscopic scales through the laws of thermodynamics. Rate-
theory models (Bullough 1985; Ghoniem 1989; Woo and Singh 1992) of irradiation
damage, which provide a continuum description of microstructure evolution as a
result of the balance of the generation, migration, and annihilation at sinks of crystal
defects, have dominated the scene since the early years. This approach is effective
in expressing the macroscopic effects due to microstructure changes caused by their
reactions with the defects. The integration of atomistic mechanics into rate-theory
models is implemented via articulating reaction rate constants derived based on an
elastic continuum theory assuming isotropic diffusion-controlled kinetics. Model
parameters sometimes may be force fitted to experimental data. Yet, a good physical
basis of the model is essential, without which one may just be redistributing errors
among different components of the model.

To overcome the limitations of the continuum model, a mesoscopic formu-
lation of mass transport, which takes into account the discreteness, structure,
and interatomic interaction of the static crystal lattice, is incorporated into the
reaction constants. The progress of this line of work was reviewed in the context
of fundamental mechanisms of irradiation-induced creep and growth (Matthews
and Finnis 1988; Eyre and Matthews 1993). To be consistent, the concept of
sink bias was generalized to include the effects of diffusion anisotropy difference
(DAD) between the vacancies and the SIAs (Woo 1988). Thus, going beyond
the isotropic continuum model, effects on the diffusion-controlled kinetics due
to interactions with applied fields, implications for the reaction kinetics of low-
dimensional diffusers, and stress-induced preferred absorption (SIPA) effects due
to elasto-diffusion can be integrated into the rate-theoretic approach. The progress
is further updated in the first edition of this Handbook (Woo 2005).

Reaction constants in the foregoing efforts are derived based on quasi-
equilibrium classical thermodynamics, neglecting the dynamical and many-body
nature of atomistic processes. It is not difficult to imagine the consequence when the
activation barrier involved has a magnitude comparable to the energy of the average
phonons, a situation often encountered in the kinetics of small interstitial impurity
atoms (e.g., helium and hydrogen) and SIAs in the crowdion state (in low-dimension
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diffusion controlled reactions). Dynamics of fast-moving dislocations and loops
encountered in embrittlement and plasticity constitutes another class of examples
where interaction with lattice vibrations plays an important role.

Processes fundamental to the mechanics of irradiation-damage accumulation
generally involve the change of the state of crystalline defects during their forma-
tion, migration, clustering, and reaction with sinks. The changes can be regarded
as mono- or bi-molecular reactions proceeding through a transition state, envisaged
as a saddle-point on the potential-energy surface in phase space. The kinetics of
the associated rate process may be considered in ways similar to the transition-
state theory (TST) (Eyring 1935). Assuming separability of the transition state
(activation barrier) from its dynamic environment (lattice vibrations) and as a quasi-
equilibrium process, the corresponding reaction rate is expressible in the Arrhenius
form as the product of the attempt frequency ν0 and the probability of formation
of the transition state exp(−�Gt/kBT) within classical Gibbs-Boltzmann statistics
(Glasstone et al. 1941; Laidler and King (1983)). Other methodologies often used
in the modeling of rate-processes, including irradiation damage accumulation, such
as kinetic Monte Carlo, phase-field model, and classical nucleation theory, are also
similarly formulated. Here�Gt is the free-energy of formation of the transition state
under quasi-equilibrium conditions, which may also be interpreted as the saddle-
point energy that must be provided to complete the reaction reversibly, kB is the
Boltzmann constant and T is the absolute temperature.

In the simple example of migration in real space, the point-defect diffusivity D
can be written in the Arrhenius form (Vineyard 1957; Mehrer 2007):

D = D0e
Sm/kB exp (−Em/kBT ) , (1)

where D0 is the prefactor that depends on the jump geometry and vibration fre-
quency of the migrating species. Sm and Em are, respectively, the migration entropy
and enthalpy. Since the saddle-point configuration is coupled to the vibrating lattice
(and spins) in the neighborhood, the thermodynamics of its formation cannot be
isolated from the way the vibration modes are occupied. Proper accounting of the
many-body dynamics is required to relate the corresponding atomistic mechanics
and thermodynamics.

Indeed, in his critical investigation of the accuracy of models of rate processes
such as the TST, Kramers (1940) explicitly showed that the environmental noise
derived from many-body dynamics are important controlling factors of the reaction
velocity. More recent works also showed that environmental noise has important
consequences in a wide scope (Swinburne et al. 2013, 2014, 2017; Pavliotis and
Vogiannou 2008; Ala-Nissila and Ying 1992). Accordingly, kinetics of point-defect
processes, such as those governing the lifetime of point-defect configurations and
the corresponding mobility and diffusional anisotropy, are only sensitive to the static
saddle-point configuration when the relative importance of the environmental noise
is sufficiently small. This is consistent with the loss of accuracy at high temperatures
of the traditional TST which has been shown by Pineda and Schwartz (2006).
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In a contemporary study of the many-body effects of lattice vibrations, the
statistical occupation of vibration modes has to be accounted for. It is well known
that classical statistics is inadequate in explaining the phenomena of the ultra-
violet catastrophe, the photoelectric effect, the specific heat, and the associated
divergence of the classical entropy. Classical statistics describes lattice dynamics
based on a continuous (nonquantized) vibrational energy spectrum, in which all
vibration modes are active at any temperature. This is not so where energy levels are
discrete (quantized). Indeed, “the granularity of atoms and quantization of energy
and how they gives way to apparently continuous and infinitely divisible matter and
energy” is how mesoscale science is characterized by Crabtree and Sarrao (2012). In
Einstein’s model of heat capacity, for example, phonon excitations in bcc iron below
360 K and carbon below 2000 K are basically frozen because the thermal energy
needed to excite the average phonon is not available. When the vibration state of the
solid becomes dominated by the ground-state phonons, a classical description of the
thermodynamics and lattice dynamics can be in significant error if used to interpret
experiments conducted at low temperatures, such as resistivity recovery (Dausinger
and Schultz 1975; Maury et al. 1978; Fu et al. 2005), electron microscopy (Yi et al.
2015; Sand et al. 2016), and low temperature plasticity (Biget and Saada 1989;
Moskalenko et al. 2005).

The situation is even more drastic if the foregoing discussions were to be
extended to magnetic metals. An important example is bcc iron, in which the
relevant many-body dynamics must also include the spin waves (magnons) (Van
Vleck 1945; Van Kranendonk and Van Vleck 1958; Argyle et al. 1963). Based on
the experimental spin stiffness of bcc iron from Collins et al. (1969) and Mook
and Nicklow (1973), or the magnon DOS calculated from first principles (Halilov
et al. 1997), excitation of a magnon mode at low temperatures requires an average
energy of ∼250–350 meV. The strong energy quantization makes the application of
classical statistical distribution to the vibration modes of the spin system untenable
for temperatures under ∼3000 K.

In addition to energy quantization, effects due to quantum tunneling are also
important to reaction rates. Athermal vibrations due to the phonon ground state, the
so-called zero-point vibrations, have to be taken into account. The corresponding
free energy contributes to rate processes in solids through point-defect formation,
migration, and reaction kinetics. Indeed, this athermal component provides the
main driving force that (a) effectively lowers the activation barrier via phonon
screening and (b) provides the momentum transfer required for the activation jumps,
resulting in phonon-assisted tunneling (Flynn and Stoneham 1970; Woo and Wen
2017). More generally, similar athermal field fluctuations have been envisaged as
responsible for many physical effects, such as the Lamb shift, the Casimir force,
the natural linewidths of energy levels, and the broadening of neutron scattering
resonance lines in solids (Milonni 1994).

It is clear that the principles of statistical and thermal physics must be observed in
the integration of atomistic mechanics into the macroscopic modeling of irradiation-
damage accumulation. TST and its variants, with their well-established physical and
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chemical basis, may be ideally suited to provide the rate constants in the formulation
of an irradiation-damage model. Yet, according to Pineda and Schwartz (2006) and
Miller (1974), traditional TST suffers from the failure of fundamental assumptions
pertaining to the separability of the transition state from the environmental noise
due to many-body dynamics and the validity of classical mechanics. As we have
discussed in the foregoing, the issue of separability sets a high-temperature limit
(relative to the activation barrier) beyond which many-body effects cannot be
ignored, while the use of classical physics sets a low-temperature limit (relative
to the activation barrier) below which quantum effects are important. Further
assumption of a quasi-static process has to reconcile with the entropy production,
which is proportional to the reaction rate (Kondepudi and Prigogine 1998), and
restricts the application to slow reactions. Indeed, weaknesses such as these are
also present in traditional irradiation damage modeling, namely, the kinetic Monte
Carlo method, the phase-field method, and classical nucleation model. If these
fundamental issues are to be addresses, the quantum, many-body, and dynamical
nature of the mechanics of the reactions need to be properly introduced. A key
concept in such a formulation is the bridge between the quantum mechanical
world of discrete energy, space, and configurations and the engineering world of
temperatures and thermodynamic functions which is provided by the fluctuation-
dissipation relation (see Fig. 1). Progress in the development of this approach will
be assessed and issues discussed in Sect. 1. The effects of many-body dynamics and
quantum statistics on reaction kinetics will be discussed in Sect. 2. A summary and
outlook is provided in Sect. 3.

Microscopic

Many-Body
Dynamics

One-Body
Stochastic
Dynamics

Quantum effects

QFDR

QFDR
Transition-State Theory

Phase-Field Modeling

QFDR

Diffusivity and Mobility
in Phase Space

Atomic and P.D.
Processes

Reaction Rate
(Atomic and P.D.

Processes

Nucleation
&

Growth

MD and SLD simulations

(with phonons and magnons)

Atomic and P.D. Processes

Thermodynamics

Mesoscopic Macroscopic

S = kB In Ω ⇔ QFDR

Fig. 1 (color on line) Schematics to illustrate the implementation of quantum many-body dynam-
ics in thermodynamics and reaction kinetics via the Mori-Zwanzig formalism using quantum
fluctuation-dissipation relation (QFDR)
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1 Fluctuation–Dissipation Relation: The Bridge between
Mechanics and Thermodynamics

The importance of environmental noise in the theory of rate processes is well
known since the celebrated work of Kramers (1940). That the many-body effects
on the mechanics of a many-body system can be represented as the action of
stochastic noise is also well established from the works of Mori (1965) and Zwanzig
(1965). It is natural that these effects are considered at a fundamental level in the
formulation of irradiation-damage models, or at least the conditions of validity
of the models be made clear. This is an important concern because the physical
link between the rate processes at the atomistic-scale and their manifestation in the
macroscopic scale lies in the relation between the mechanical behavior of atoms and
the macroscopic laws of thermodynamics. Similar to the famous Boltzmann relation
between the thermodynamic concept of entropy and the mechanical microstates, the
fluctuation-dissipation relation (FDR) connects the stochastic mechanics of a many-
body system and the thermodynamics of the corresponding process (Kubo 1966).

1.1 Many-Body Mechanics in Terms of the
Fluctuation–Dissipation Ratio

In principle, many-body dynamics can be treated by directly solving the coupled
equations of motion among all particles of the system, such as achieved commonly
in a molecular dynamics or spin-lattice dynamics (Ma et al. 2008; Woo et al.
2015) approach. Alternatively, the equation of motion of a state variable in a
many-body system can also be formally expressed through a projection operator
formalism in the form of a generalized Langevin equation, with the dissipation
and fluctuation terms expressed via the Liouville equation (Liouville 1838; Gibbs
1902). This representation of the many-body problem provides a route to an
analytic link between the mechanics and thermodynamics of the system of atoms
via a pseudo-one-body scheme in which many-body effects are subsumed into a
functional relation between the fluctuation-dissipation ratio and the thermodynamic
temperature. Indeed, in the earlier works of Einstein (1905) and Smoluchowski
(1906), the many-body environment of a diffusing Brownian particle was already
modelled using random forces and associated dissipative friction related through
the fluctuation-dissipation theorem (Mori 1965; Kubo 1966). The mobility and
diffusivity derived this way has a form not bearing any obvious resemblance to
the Arrhenius law. Along a similar route, Munakata and Tsurui (1979) and Combs
and Kunz (1987) modelled the many-body dynamics of a highly mobile defect in a
crystal as a particle under stochastic forces in a periodic force field.

Based on the Mori-Zwanzig formalism (Mori 1965; Zwanzig 1965), Woo and
Wen (2017) analyzed the general mechanics of a system of N atoms in an infinite
crystal. The mass of the nth atom is denoted by mn, its momentum pn and position
rn. U({rn}) is the interatomic potential (many-body) corresponding to the lattice
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configuration {rn}, neglecting for the time being the interaction between atomic
spins. Following Ehrenfest (1927), these authors expressed the equation of motion
for each atom in terms of the expectation values which is denoted by 〈 . . . 〉E.

Assuming that the difference between the quantum and classical forces
〈
∂U
∂rn

〉

E
−

∂U(rn)
∂rn

that accounts for the quantum uncertainty due to the noncommutative relation
between r and p may be subsumed into the Mori-Zwanzig random forces that
accounts for the fluctuations due to many-body and quantum effects, the equation
of motion of each particle can be formally put in the Langevin form. Within this
approximation, coherency of the one-particle wave function of the atoms over
different sites is neglected, which is justified by noting that the De Broglie wave-
length λ ≈ �

mvG
≈ 10−12m of an atom in crystals is much smaller than the

interatomic distances under consideration. Assuming a local memory function,
the set of pseudo-one-particle Langevin equations of motion can be written. The
random forces on the atom n due to its environment (the rest of the crystal) are
characterized by the dissipative friction with drag-coefficient g and delta-correlated
remnant fluctuations with strength characterized by s, i.e.,

〈fn(t)〉 = 0 and
〈
fin(t)fjl

(
t ′
)〉 = sδij δnlδ

(
t − t ′) (2)

Here subscripts i and j denote Cartesian components and 〈· · · 〉 denotes the
statistical mean taken over all the possible realizations of the stochastic forces.
The corresponding phase-space probability density W({rni}, {pni}, t) of the crystal
is determined by the Fokker-Planck equation. Woo and Wen (2016) showed that the
solution of W({rni}, {pni}) at equilibrium is given by W = C exp (−κE), where C is
a normalization constant, E is the total energy of the system, κ−1 = s/2g ≡ η is the
fluctuation-dissipation ratio which defines the Langevin equation representing the
mechanics of the atoms subjected to the environmental noise. The corresponding
phase-space probability density for energy E can then be obtained,

W ({rni} , {pni}) = Z exp [−κE ({rni} , {pni})] . (3)

where Z is a normalizing constant.

1.2 Quantum Statistics and Thermodynamics

The probability of the jth state of the 3 N independent degrees of freedom of the
N-atom system from Eq. (3) can be written as Pj = Z exp (−κεj), where εj is the

corresponding energy and Z =
3N∑
j=1
e−κεj is the partition function. Pj maximizes

the corresponding mean entropy per atom s =
3N∑
j=1
Pj lnPj (in units of kB) under
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the constraints
3N∑
j=1
Pj = 1 and

3N∑
j=1
Pjεj = ε ≡ E

3N . Z is then linked to the mean

energy per atom by ε = − ∂ lnZ
∂κ

and to the corresponding entropy by s = κε +
lnZ. In this regard, f ≡ −η lnZ = ε − ηs is the corresponding Helmholtz free
energy per atom. Since both ε and s are functions of κ that dictates the phase-
space probability density, we may write ds = κdε + εdκ + d lnZ

dκ
dκ , in which

the last two terms cancel, yielding dε
ds
= η. Accordingly, if the functional relation

between η and the temperature T is known, the thermodynamics (equilibrium) of
the system is completely and uniquely defined as a function of the mean energy
ε. Noting that the effects of fluctuation and dissipation are balanced at equilibrium,
Woo and Wen (2017) obtain the relation η = 2

3N EK(T ), EK being the kinetic energy
of the ensemble which is a function of temperature. In terms of the system energy
and entropy, we may write E = 3Nη and S = 3Ns.

If quantum effects can be neglected, Equipartition theorem gives EK = 3NkBT/2,
yielding η = kBT, the classical fluctuation-dissipation relation (CFDR) for a system
of N particles (Mori 1965; Kubo 1966). In this case, the temperature of the
system is given by dE

dS
= kBT , which is sometimes used as a thermodynamic

definition of temperature. The corresponding Helmholtz free energy is then given
by F = E − kBTS, a standard result of classical thermodynamics. The Langevin
heat bath can also be defined accordingly.

The Equipartition theorem does not hold in quantum mechanics and dE
dS
�= kBT

in general. When the environmental noise is coming from lattice vibrations, standard
quantum theory of phonons (Kittel 2004) yields

η(T ) = E

3N
= 1

3N

∑

k

3∑

α=1

�ωα (k)
[

1

e�ωα(k)/kBT − 1
+ 1

2

]
, (4)

from which a nonlinear relation between η and T can be defined via the phonon
dispersion relation, which is governed by a temperature-dependent spring constant.
The associated quasi-harmonic approximation (Woo et al. 2015) will be elucidated
in the following subsection. It is clear that the right hand side of Eq. (4) reduces to
kBT in the classical limit when �→ 0. This relation between η and T is called the
Quantum Fluctuation-Dissipation Relation (QFDR) for the lattice system. It then
follows that all thermodynamic properties of the crystal are functions of temperature
via the QFDR η(T) in Eq. (4).

Within the Debye model, η(T) can be written in close form as

η(T ) = 3

8
kB$D + 3kB$D

(
T

$D

)4� $D
T

0

x3

ex − 1
dx, (5)

where $D is the Debye temperature of the crystal. The heat capacity, for example,

is given by CV (T ) = ∂E
∂η

dη
dT

= 3NkBfD
(
$D
T

)
, which is precisely the well-

known expression for the heat capacity that can be derived within the Debye model
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directly from quantum statistics. The vibrational entropy S =
η(T )�
η(0)

1

η’
dE

dη’
dη’ =

3N ln
(
η(T )
η(0)

)
can be derived from the thermodynamic relation dE

dS
= η obtained

earlier. As T → 0, S → 3N

(
8π4

15

(
T
$D

)4
)

, which obeys the third law, vanishing

as T4. The quantum entropy contrasts the classical entropy derived from the CFDR

which diverges as T → 0. At high temperatures, S → 3N ln
(

8T
3$D

)
which is the

same as the classical result up to a constant.
At low temperatures, η(T) in Eq. (5) has an athermal component ηQ = 3kB$D/8

attributable to the phonon ground state, which has a purely quantum origin from
the noncommutative relation between r and p. In this regard, Van Kampen (1992)
interpreted that the ensuing quantum uncertainty is effectively an internal noise.
Within this interpretation, the athermal term in the fluctuation-dissipation ratio η is
simply a reflection of the contribution of quantum noise on the stochastic dynamics
of the ensemble. This term corresponds to the difference between the quantum and

classical forces
〈
∂U
∂rn

〉

E
− ∂U(rn)

∂rn
we mentioned earlier.

At higher temperatures (T > $D), η(T) in Eq. (5) is dominated by the thermal
component. With decreasing temperature, the dominance wanes and begins to
reverse near T ≈ $D/3. Thus, at $D/3, the athermal component is already ∼50%
larger than the thermal one and becomes 20 times greater at $D/5. Therefore, at
temperatures below $D/3, it is the athermal ground-state phonons that control the
frequency of the activation jumps by (a) lowering the activation barrier by screening
and (b) providing the momentum required for the jumps, which is effectively
activation by phonon-assisted tunneling (Flynn and Stoneham 1970).

1.3 Thermodynamics of Ferromagnetic Metals

The methodology of large-scale spin-lattice dynamics simulation was first devel-
oped under a classical mechanics formulation in the thesis work of Ma et al.
(2008) for the mesoscopic treatment of magnetic metals. This scheme was used
by Wen and Woo (2014) to calculate the vacancy migration and formation entropies
and enthalpies of BCC iron based on classical thermodynamic integration under a
reversible thermodynamic path. The development for the quantum treatment of spin
vibrations in ferromagnetic metals was based on the quantum fluctuation-dissipation
relation developed for lattice vibrations using a Debye theory modified to take
into account magnon softening at the ferro-para magnetic transition point (Woo
et al. 2015). Atoms in a ferromagnetic metal are modeled as interacting particles
with Heisenberg spins embedded in noisy media that represent thermally connected
many-body atomic and spin environments (in thermodynamic equilibrium) within
the Mori-Zwanzig’s formalism.
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This theory was applied to the typical case of BCC iron. The dynamics of
the many-body system of atoms and spins is solved numerically in a temperature
range between 10 and 1400 K. Thermodynamic functions, namely, vibrational
energies, heat capacities, and entropies, were calculated from three models, using (1)
spin-lattice dynamics with QFDR (quantum and quasi-harmonic); (2) spin-lattice
dynamics with CFDR (classical and quasi-harmonic); and (3) analytic QH model
based on the 0 K quantum-harmonic phonons and magnons. In Fig. (2), results
for the total (spin + lattice) heat capacity from Wen and Woo (2016) are shown
together with the experimental data from Wallace et al. (1960). At low temperatures,
excellent agreement can be seen among all the quantum results (QFDR and QH) and
experimental ones. The nonlinear temperature dependence of the heat capacities that
vanish at 0 K is the consequence of Bose-Einstein statistics used in the quantum
models. The vanishing of the heat capacity at 0 K is both experimentally observed
and theoretically required. The corresponding classical heat capacity based on
CFDR remains nonzero at 4 kB at 0 K, consistent with the equipartition theorem.
Historically, Einstein was the first to show that this can be corrected in a way
similar to the problem of ultraviolet catastrophe by taking into account Planck’s
quantization in the excitations of the vibrational modes of the crystal lattice (Donald
2005).

Accuracy of the QH model deteriorates as spin vibrations become increasingly
anharmonic at higher temperatures. The excellent agreement between the QFDR
and the experimental heat capacity remains intact even beyond 1000 K, successfully
reproducing the characteristic sharp rise near the Curie temperature as the spring
stiffness for spin vibrations softens. Indeed, harmonic phonons and magnons do
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Fig. 2 (color on line) Total heat capacities of ferromagnetic bcc iron (involving interacting
phonons and magnons) calculated from QH, QSLD and CSLD models as a function of temperature.
Experimental data of Wallace et al. (1960) are plotted for comparison
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not interact, which explains the absence of the peak in the harmonic QH model.
The interaction between the lattice and spin vibrations is accounted for, although
classically, within the CFDR model. This is what gives rise to the suppressed peak
in the heat capacity.

The pioneering works of Ma et al. (2008), Wen and Woo (2014, 2016), and Woo
et al. (2015) on bcc iron exemplify the complexity and subtlety of the mesoscopic
connection between many-body mechanics in the atomistic scale and macroscopic
thermodynamics for rate processes in ferromagnetic metals. More importantly, they
also show that quantum effects may be important even at temperatures traditionally
believed to be safe for the application of the classical thermodynamics.

2 Formulating Reaction Rates in Rate Processes
in a Dynamic Scheme

Christiansen (1936) and Kramers (1940) modelled chemical reactions dynamically
as a drift-diffusion process in phase space. In this way they avoided having to use
the questionable assumption of quasi-equilibrium among the reactants, the transition
state, and the product in a chemical process. In this approach, reactants are brought
from a state A with equilibrium energy −EA to a product represented by state B
with equilibrium energy −EB via the saddle point C (see Fig. 3). In this way, rate
processes in a many-body environment may be formally considered as “particles”
passing from A to B in phase-space in a noisy medium. The corresponding
reaction rate may be measured by the particle flux across the saddle point C in
terms of the corresponding mobility and diffusivity. The potential-energy gradient
�Em/a ≡ (EB − EA)/2a in phase space can be considered as an applied force δF in
the effective one-body Langevin dynamics of the particle. Here Em = (EA + EB)/2
measures the height of the activation barrier at the saddle-point. These energies
(within the adiabatic approximation) are due to the interactions of the “particle”
with a static environment (no noise) in the two equilibrium configurations before
and after the reaction.

Within this framework, the equations of motion of the “particle” in the Mori-
Zwanzig formalism can be written in the Langevin form. The probability density
P(r, t) and particle flux are governed by the corresponding Fokker-Planck equation,

Fig. 3 (color on line)
Reactants are brought from a
state A with equilibrium
energy −EA to a state B with
equilibrium energy −EB via
saddle point C A−E

−EB

Aq Bq0q
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∂

∂t
P (r, t) = ∇ ·

[ ∇U
mγL

P (r, t)

]
+DE∇2P (r, t) ≡ −∇ · j (r, t) . (6)

Here m, r, and the velocity v are, respectively, the effective mass, generalized
co-ordinate and velocity of the “particle” in phase space. In its trajectory from
A to B, the “particle” is subjected to a generalized force − �

U(r) due to the
potential energy gradient, a viscous drag −mγ Lv due to the noisy environment,
where γ L is the corresponding frictional coefficient. The environmental noise takes
the form of random forces σ Lζ (t), where ζ (t) is a Gaussian noise, i.e., 〈ζ (t)〉 = 0
and 〈ζ i(t)ζ j(t

′
)〉 = δijδ(t − t

′
), with i, j denote the Cartesian components. In this

regard, the “particle” described by Eq. (6) can be likened to a Brownian particle
embedded in the phonon gas under the action of an external force field (Kramers
1940). Indeed, DE = ηL/mγ L is the Einstein diffusivity for a free Brownian particle
subjected to the assumption that |γLv| >> |v̇|.

Modelling the potential experienced by the “particle” with a saw-tooth potential
in each of the three Cartesian directions, analytic expressions of the phase-space
diffusivity D and mobility μ can be derived by solving Eq. (6). The lengthy
derivation has been detailed in the Appendix of Woo and Wen (2017). To first order
of �, the corresponding mean reaction time τ±, which governs the speed of the
forward (+) and backward (−) reactions, is given by

τ± = a
2mγL (1+ γm/γL)

ηL

(
1∓ EB − EA

2ηL

)
, (7)

where 2a is the distance in phase space between the two equilibrium positions. The
ratio γm/γ L measures the relative strength of the resistance due to activation barrier
versus that due to the lattice.

Physically, the reduced effectiveness of the activation barrier as temperature
increases (ξ decreases) is the result of noise-assisted tunneling (Flynn and Stoneham
1970; Woo and Wen 2017).

The reaction rate constant is the inverse of the reaction time in Eq. (7). It only
takes the Arrhenius form when the activation barrier is sufficiently high or when the
temperature is sufficiently low. When more than one transition states are involved,
the reaction rate is the inverse of the sum of reaction times of all processes involved,
and the slowest step is the controlling step as expected.

The foregoing general discussion holds independent of whether classical or
quantum statistics are used in the derivation. Since classical results can be recovered
from the quantum version by taking the limit � → 0, we only need to continue
along the quantum route. When the environment is that of a nonmagnetic metal,
the quantum fluctuation-dissipation relation (QFDR) can be evaluated from Eq. (4)

using the phonon density of state (DOS) g (ω) = 4πk2�

(2π)3
1
∇kω

where � is the atomic

volume and k the phonon wave vector. The DOS can be obtained from experiments
or from first-principle calculations, or by simply using the Debye model as Woo
et al. (2015).
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Fig. 4 (color on line) ξ as function of temperature based on classical fluctuation dissipation rela-
tion (CFDR) ξC = Em/kBT, and quantum fluctuation dissipation relation (QFDR) ξQ = Em/η(T),
where η(T) is given in Eq. (5) and Em = kB$D = 0.032eV (From Woo and Wen 2017)

To visualize the effect of quantum statistics on the many-body dynamics, Woo
and Wen (2017) plotted the variable ξ(T ) = Em

ηL(T )
as a function of temperature T

in an example where Em is hypothetically put equal to the Debye energy of BCC
W, i.e., Em = kB$D = 32meV. The plot is reproduced here in Fig. 4. It can be
seen that above the Debye temperature, i.e., T > $D, quantum effects disappears
and ξQ ≈ ξC. Below the Debye temperature, i.e., T < $D, CFDR overestimates
the phonon density, which is reflected in the large difference between ξC → ∞
calculated using CFDR and ξQ = 8/3 calculated using QFDR as T → 0. If ξC

is used instead of ξQ in Eq. (7), γm is greatly over-estimated, causing a serious
underestimation of the reaction speed. Thus, referring to Fig. (4), at T = 10K, QFDR
gives a value of ξQ ≈ 8/3 while CFDR gives a value of ξC ≈ 40. This means that
significant reactions between molecules may still occur even if there is insufficient
energy to overcome the activation barrier. The same quantum effect on the reaction
rate has also been found by Masel (1996).

Within the Debye model, classical thermodynamics is applicable well above
the Debye temperature. In this case, ηL = kBT and the QFDR is reduced to
the classical fluctuation-dissipation relation (CFDR). The traditional Einstein-
Smoluchowski relation between the mobility and diffusivity, namely, D = μkBT,
can also be recovered (Woo and Wen 2017). For sufficient large activation energy,
i.e., Em > > kBT > > kB$D, the classical reaction constant is given by

k± = τ−1± = E2
m

2a2mγLkBT

(
1± EB − EA

2kBT

)
e−Em/kBT , (8)

which has the Arrhenius form. Many-body effect is manifested in the dependence
of the reaction constant on the high-temperature mobility μHT = (mγ L)−1, which
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measures the viscosity of the medium due to the environmental noise encountered
by the reactants. This relation with the lattice vibrations is not considered in the
traditional TST derived using a static approach.

When the activation energy is small, i.e., Em << kBT, ξ << 1 and γm
γL

≈
ξ
3 << 1 according to Eq. (7). In this case, the reaction time is controlled by the
environmental noise, i.e., by γ L. In comparison, the effectiveness of γm is reduced
because of phonon-assisted tunneling. In this case, the reaction constant from Eq.
(7) is reduced to

k± = kBT

a2mγL

(
1± EB − EA

2kBT

)
, (9)

which is noticeably independent of the activation barrier and has a temperature
dependence that deviates completely from the traditional Arrhenius form. Both are
many-body effects that originate from the environmental noise which becomes the
controlling factor when the activation barrier Em is sufficiently low. The deviation
of both Eqs. (8) and (9) from the traditional transition state theory is expected
from Miller’s (1974) observation that the separability assumption used in deriving
TST is seldom satisfied. Woo and Wen’s (2017) results are also consistent with
the observation of Pineda and Schwartz (2006) in the simple exchange reaction
between diatomic hydrogen and a hydrogen radical. Indeed, when EB − EA < < kBT,
Eqs. (8) and (9) can be combined to give the modified Arrhenius equation, k ≈
BT ne−Em/kBT where −1 ≤ n ≤ 1 in the IUPAC Goldbook (IUPAC 2006).

When quantum effects are taken into account, the frequencies of the vibration
modes enter the equation. At low temperatures down to 0 K, the density of the
phonon gas is low, but does not vanish due to the athermal phonon ground state.
This energy still allows the probable appearance of the particle on the other side
of the saddle point without thermal excitation, a phenomenon one may describe as
ground-state-phonon-assisted tunneling. This can be clearly seen from the Debye

model, within which ηL(T ) =
[

3
8 + π4

5

(
T
$D

)4
]
kB$D from Eq. (5). When the

temperature T dips below ∼$D/3, the second term in the square brackets decreases
rapidly as T4, and ηL tends to a constant value of ηL ≈ 3

8kB$D . Following Eq. (7),

the near-zero reaction constant τ−1
Z is related to the high-temperature mobility μHT .

Thus, below ∼$D/3, the reaction constants become temperature independent
and is nonzero even at 0 K. The complete departure from both the Arrhenius
behavior and the Einstein-Smoluchowski relation is obvious. In particular, when
Em <<

3
8kB$D , the reaction constant is also independent of the activation energy

and is completely controlled by the drag due to the ground-state phonons, a pure
quantum effect. The nonzero reaction rate at 0 K is a consequence of phonon-
assisted tunneling resulting from the uncertainty-principle. In addition, below the
Debye temperature, the conventional Einstein relation D = μkBT no longer holds
due to quantum effects.

The accuracy of the foregoing Langevin-equation approach has been verified by
comparing with results from MD simulation (Woo and Wen 2017). In Fig. 5, the
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Fig. 5 (color on line) Diffusivities of He in BCC W at temperatures from 10 to 3300 K, calculated
from analytical model (Eq. (8)) based on QFDR and CFDR, comparing with corresponding MD
results. (a) for low temperatures (From Woo and Wen 2017); (b) for high temperatures (From Wen
et al. 2017)

diffusivity of He in bcc W obtained from MD simulation is shown to only follow
the Arrhenius law in a narrow temperature range between ∼300 and ∼700 K and
tends to a constant on the low-temperature side while obeying Einstein’s theory and
becoming a linear function of temperature on the high-temperature side.

The kinetic description of cluster nucleation and growth may be described as
an evaporation-condensation process in which particles are randomly added to or
removed from the clusters one at a time. Within the Becker-Döring model (Becker
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and Döring 1935), the evolution kinetics can be expressed in terms of a system of
hierarchical conservation equations for clusters of increasing sizes. Fluctuations due
to lattice vibrations are neglected. If the size of the fluctuations is sufficiently small
compared to the size of the cluster, this set of equations may be approximated by
the corresponding Fokker-Planck (F-P) equation which is formally a drift-diffusion
equation in the cluster-size space (Kelton and Greer 2010). The drift term represents
the deterministic (macroscopic) growth rate of the clusters and the diffusion term
represents the statistical spread of cluster sizes due to the random fluctuations in
the chemical potential. It is on this basis that the well-known Zeldovich-Frenkel
equation in classical nucleation theory was derived (Zeldovich 1942; Frenkel 1946).
Inherent assumptions made in the Becker-Döring model (1936) from which the
Zeldovich-Frenkel equation is derived are the same as that of the TST due to
Eyring (1935), namely, separability, quasi-equilibrium, and classical mechanics.
The Arrhenius temperature dependence of the nucleation rate so obtained is affected
in a similar way when many-body dynamics is taken into account.

3 Summary and Outlook

In a previous contribution to the First Edition of this Handbook, we assessed the
efforts seeking to overcome the limitations of modeling irradiation damage based
on the continuum theory. The atomistic description of reactions among crystalline
defects was integrated into the macroscopic rate-theory model via rate constants
derived using a mesoscopic model based on the Gibbs-Boltzmann statistics. The
present article continues in this direction but with emphasis on the fundamental
principles that can bridge the scales between atomistic mechanics and macroscopic
thermodynamics which can then provide a new basis for the various irradiation-
damage modeling methodologies. We focus on the shortcomings of the three basic
assumptions: (1) separability of the reaction path from the environmental noise,
(2) validity of classical statistics, and (3) quasi-equilibrium between the reactants,
products, and the transition state. The first assumption prevents rate processes at
high temperatures or those with low reaction barrier to be treated properly. The
second excludes processes at low temperatures or those with low reaction barrier.
The third assumption ignores processes with low activation barrier. As a result,
the traditional approach is only reliable for rate processes with a high activation
barrier and at intermediate temperatures. To mitigate the limited applicability of the
reaction constants so derived, we consider a dynamical approach using a Langevin
equation scheme in the Mori-Zwanzig formalism. The many-body dynamics is
solved and linked to the thermodynamics and reaction kinetics using the quantum
fluctuation-dissipation relation via the Debye theory. Both analytical and MD results
are consistent and demonstrates significant effects of lattice and spin dynamics
on the reaction rates. One can expect improved accuracy in the descriptions of
the kinetics of the general, anisotropic, and low-dimensional diffusion-controlled
reactions, clustering of small interstitial atoms (He, H) and self-interstitials, the
interpretation of low-temperature experiments, plasticity and dislocation dynamics.
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Temperature dependence is clearly central to the theory of rate processes, the
issue having been studied for well over a century, as witnessed by the dominant
role of the Arrhenius law. Based on similar assumptions, Eyring’s equation of
TST and the Zeldovich-Frenkel equation of classical nucleation theory also had the
Arrhenius form. Given the basic nature of thermodynamics and reaction kinetics,
the universality of the environmental noise, quantization and quantum uncertainty,
and significance of the effects due to quantum many-body dynamics discussed
here, the awareness of a science frontier at the mesoscale (Crabtree and Sarrao
2012; Yip and Short 2013) is a noteworthy development with relevance to radiation
damage (Short and Yip 2015). This provides a window to a more fundamental and
mechanism-based understanding of reaction and nucleation kinetics (diffusion- or
reaction-controlled), all sink biases, production bias, point-defect configurations,
diffusivities and mobility, isochronal annealing rates of irradiation damage. The
new frontiers tend to be in regimes characterized by extreme environments where
temperatures can be very high or very low, activation energies can be low, e.g.,
self-interstitial migration, and when ferromagnetic metals are involved. While the
present discussions are concerned with crystalline materials, the general responses
considered, classical versus quantum treatment, low and high activation barriers,
and dynamics of many-body interactions have counterparts for amorphous or other
states of matter.
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Abstract

The materials used in nuclear fuel elements and other structural components
within a nuclear reactor are subjected to an aggressive operating environment that
subjects them to challenging physical conditions and leads to changes to their
microstructure and engineering properties over time. Numerical simulation is
increasingly used to characterize the response of these materials at both engineer-
ing and material scales. Many problems of interest in nuclear systems inherently
require a capability to solve for multiple physics systems in a coupled manner.
This chapter provides a summary of the governing equations for some of the

B. Spencer (�) · D. Schwen · J. Hales
Fuel Modeling and Simulation Department, Idaho National Laboratory, Idaho Falls, ID, USA
e-mail: benjamin.spencer@inl.gov; daniel.schwen@inl.gov; jason.hales@inl.gov

© This is a U.S. government work and not under copyright protection in the U.S.;
foreign copyright protection may apply 2020
W. Andreoni, S. Yip (eds.), Handbook of Materials Modeling,
https://doi.org/10.1007/978-3-319-44680-6_131

2293

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-44680-6_131&domain=pdf
mailto:benjamin.spencer@inl.gov
mailto:daniel.schwen@inl.gov
mailto:jason.hales@inl.gov
https://doi.org/10.1007/978-3-319-44680-6_131


2294 B. Spencer et al.

physics that are typically of interest for these problems, numerical discretization
techniques, and methods for solution of the resulting systems of equations. In
addition, it provides examples of three important nuclear material simulation
applications: engineering-scale nuclear fuel performance, hydride formation in
zirconium alloy cladding material, and UO2 microstructure evolution.

The operating environment of nuclear reactors presents many unique challenges
both for the materials comprising fuel elements (Olander 1976) and other structural
components within and surrounding the reactor (Zinkle and Was 2013). These
environmental challenges are due to the simultaneous exposure to conditions from
multiple physical systems, including high temperatures, high radiation fluxes,
aggressive chemical environments, and mechanical loading.

Numerical simulation has been used for multiple decades as a tool for under-
standing the behavior of various components in this environment. As these tools
have been developed to increasing levels of sophistication, they have been used
increasingly both for engineering analysis of components and for simulating the
processes of microstructure evolution, which leads to changes in the engineering
properties of interest in the materials used in these components.

In some cases, the behavior of a single physics can be considered independently,
simply because the response of one system does not change the conditions a
component or material is subject to in other physical systems. For example, a
component may be subjected to mechanical loading and thermal expansion due to
elevated temperatures, but often, the mechanical response has a negligible effect
on the thermal environment, so the temperature field can simply be imposed as
a boundary condition to the mechanical model. However, there are also many
scenarios in which the response to one physics has a strong effect on other physics.
In the thermal/mechanical example, if the mechanical response of that component
significantly changes its configuration, that could alter paths for heat transfer and
have a dramatic effect on the thermal field. In such a case, the simulation should
account for two-way feedback between the models of these physical systems to
accurately represent its response.

There are many cases in which significant feedback occurs between physical
systems within the nuclear reactor environment. These occur at length scales
ranging from that of the full reactor system to the material level.

At the reactor scale, there is two-way feedback between the neutron transport
and the thermal conditions within the nuclear fuel, which is volumetrically heated
by the process of fissioning atoms under neutron flux. The nuclear cross sections, or
probabilities of interaction between a nucleus and an incident neutron, are dependent
on the temperature. Because of the temperature dependence of the cross sections,
the fission rate is dependent on the fuel temperature.

Even if the fission rate is taken as a prescribed condition, computing the
temperature in nuclear fuel is a complex multiphysics problem. In light water reactor
(LWR) fuel, cylindrical uranium dioxide fuel pellets are stacked within long metallic
fuel rods. Heat transfer from the fuel to the coolant outside the fuel rod is highly
dependent on the size of the gap between the fuel and cladding, which can evolve
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due to the mechanical response of the system. Computing the thermal response of a
fuel rod thus necessarily involves solving coupled equations of mechanics and heat
conduction.

At the material scale, within ceramic nuclear fuel, exposure to irradiation and
elevated temperatures causes significant changes in the grain structure of the fuel.
Gaseous fission products diffuse through the solid material and form bubbles. These
bubbles, along with larger pores, have a tendency to migrate up the temperature
gradient. At high temperatures, grain growth occurs either in an equiaxial or
columnar fashion, depending on the local conditions.

Similarly, phenomena affecting the material performance of the zirconium alloys
used for cladding in LWRs are driven by multiple interacting physics. Exposure
to coolant water causes atomic hydrogen to diffuse through the cladding. Some
of this hydrogen precipitates in the form of hydrides, which can form, dissolve,
reprecipitate, and change their orientation depending on the temperature and stress
state. Under a constant temperature and far-field stress, the process of hydride
formation is itself a multiphysics problem, as hydride formation induces local
stresses due to the volumetric expansion that occurs during the phase change, and
the process of that phase change is affected by the stress state.

Away from the fuel elements, the integrity of the structural elements comprising
the reactor system is challenged by exposure to the reactor environment. These
elements include core supporting structures, pressure vessels, control rods, piping,
steam generators, and concrete structures such as biological shield walls and
containment vessels.

Material evolution can be considered at many length and time scales. When
considering phenomena of interest at the engineering scale, material behavior can
often be homogenized and represented as continuous behavior. When understand-
ing of the processes of microstructure evolution is needed, simulations can be
performed at the mesoscopic scale and explicitly include features of the material
structure, such as individual grains or constituents of a composite material. At
lower scales, other modeling techniques can explicitly include features in crys-
tal structures such as dislocations, voids, self-interstitial atoms, or other matrix
defects.

The discussion here is focused on modeling techniques for aspects of material
behavior that vary spatially in a relatively continuous manner, so that the problem
to be solved is to find spatially resolved field variables whose behavior is governed
by partial differential equations (PDEs). The techniques for solving such problems
are applicable at a wide variety of length scales, but are not applicable for modeling
every aspect of multiphysics material response.

This chapter will first present a brief overview of the characteristics of the
major physics affecting fuels and structural components in the nuclear reactor
environment. This is followed by a discussion on the techniques used to numerically
simulate these coupled systems. This includes both the discretization techniques and
techniques for solving the resulting coupled systems of equations. Finally, several
representative examples of coupled physics problems relevant to the performance
of engineered systems and materials in a nuclear reactor environment are presented,
along with details on the numerical simulation of those systems.
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1 Characteristics of Physics

Multiple physical systems can potentially have a significant impact on the per-
formance of nuclear reactor components and materials. These include mechanical
deformation, heat transfer, species diffusion and reactions, phase change, fluid
dynamics, and neutron transport. The characteristics of the physical systems that are
typically most relevant to simulation of materials in nuclear reactors are summarized
here.

1.1 Solid Mechanics

Materials and structures can experience mechanical deformation due to either
external loading or intrinsically generated strains, such as those due to thermal
expansion. The primary solution variable is the displacement vector u, which varies
spatially over the domain and contains components for its values in the directions
of the coordinate system employed.

Deformation is governed by stress equilibrium within the volume of the domain:

∇ · σ + b = 0 (1)

where σ is the stress tensor and b is a vector of body forces (such as gravity loads).
These tensors and vectors consist of components in the coordinate system of the
model.

The strain tensor, ε, is related to the gradient of the displacement field through a
kinematic relationship, shown here for the small-strain case:

ε = 1

2

(
∇u+ (∇u)T

)
(2)

The treatment for finite strains is considerably more complex (Rashid 1993) and not
covered here.

The stress is computed from the strain through a constitutive relationship, the
details of which are material-specific. Under low stresses, many materials exhibit
elastic behavior, in which the stress is linearly related to the applied strain through
the elasticity tensor, E:

σ = E : ε (3)

Intrinsically generated strains (also referred to as eigenstrains) are subtracted
from ε before applying Eq. 3. Under higher stresses, materials often exhibit
nonlinear inelastic behavior in the form of creep or plasticity. This is usually
represented by using an incremental form for stress computation, where stress is
a function of the increment in the strain between the current and previous time steps
(Simo and Hughes 1998).

The equations shown here are for the quasistatic case, where the deformation
occurs slowly or, in other words, when the time derivatives of u are very small, so
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that inertial effects are assumed to be negligible. This is often the case for steady-
state conditions in nuclear reactor components and materials. Additional terms for
the effects of inertia and damping should be included in Eq. 1 if these are important.

1.2 Diffusion Processes

Many physical systems are governed by diffusion processes. Heat transfer and
species transport in solids are two such systems of interest in nuclear reactors. These
are commonly represented by Fickian diffusion (Fick 1855), in which the change in
local concentration of a given species, φ over time, t , is governed by the gradient of
that concentration:

∂φ

∂t
= D∇2φ (4)

where D is the diffusion coefficient. This PDE can be solved for the concentration
φ, which is the primary solution variable. The flux vector J of a system following
this process is expressed as:

J = −D∇φ (5)

Heat transfer within a solid (in the absence of advection) is governed by Fickian
diffusion. In this case, the concentration variable is the temperature, T . The energy
balance equation governing heat transfer within a volume, including a source term
due to an applied volumetric heating rate Q̇, is expressed as:

ρCp
∂T

∂t
= k∇2T + Q̇ (6)

where ρ is the density, Cp is the specific heat at constant pressure, and k is the
thermal conductivity. The coefficients Cp and k can depend on temperature, making
this a nonlinear equation.

Many diffusion systems of interest are also affected by the Soret effect (Rahman
and Saghir 2014), where the concentration of a species is a function of both the
concentration gradient and the temperature. An example of such a system in a
nuclear environment is hydrogen concentration in LWR fuel cladding (Stafford
2015). Heat and moisture transport in concrete are affected by both the Soret effect
and its counterpart, the Dufour effect, in which temperature is affected by the
concentration gradient (Bažant et al. 1981).

1.3 Phase-Field Microstructure

In ideal solutions, the diffusive driving force is represented by the concentration
gradient, and species concentrations can be computed using diffusion models as
described in the previous section. However, in systems other than ideal solutions,
where the chemical potential is not a linear function of the concentration, the



2298 B. Spencer et al.

diffusive driving force is given by the gradient of the chemical potential rather
than the concentration gradient. The modeling of species transport and phase
changes on the mesoscale in these systems thus requires knowledge of the system’s
thermodynamic potential and its kinetic coefficients.

The phase-field method is a well-established tool for simulating the coevolution
of microstructure and physical properties at the mesoscale. In the phase-field
method, the microstructure is described by a system of continuous variables,
also called order parameters. Microstructure interfaces are approximated using a
finite width, and the order parameters vary smoothly over those interfaces. The
evolution of non-conserved order parameters ηj (e.g., phase regions and grains)
is governed by the Allen–Cahn (1972) equation (7), and the evolution of conserved
order parameters ci (e.g., concentrations) is governed by the Cahn–Hilliard (1958)
equation (8):

∂ηj

∂t
= −Lj δF

δηj
, j = 1, . . . , Nη (7)

∂ci

∂t
= ∇ ·

(
Mi∇ δF

δci

)
, i = 1, . . . , Nc (8)

Here, F is the total free energy of the system, which can be formulated as a volume
integral

F =
∫

�

(
floc + fgr + Ed

)
dV, (9)

where � is the simulation domain,

floc ≡ floc(η1, η2, . . . , c1, c2, . . .) (10)

is the local free energy density, and

fgr ≡ fgr(∇η1,∇η2, . . . ,∇c1,∇c2, . . .) (11)

is the gradient energy contribution.
In isolated systems, the evolution of these variables leads to a monotonically

decreasing free energy as a function of time. The phase-field method has been
used to model a large range of physical phenomena, including solidification, phase
transformation, and grain growth.

2 Discretization Techniques

The behavior of physical systems is continuous in both space and time. To make
the solution amenable to numerical solution, it is necessary to approximate the
continuous response of the actual system using a finite number of variables. This
process, known as discretization, allows the model to be solved using an algebraic
system of equations. Discretization is used both in space and time – spatial
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discretization is used to describe the spatial variation of field quantities, while time
discretization is used to solve for the system’s response at a fixed number of times.

2.1 Finite Element Method

The finite element method (FEM) is widely used as a discretization technique for
solving a variety of PDEs (Zienkiewicz et al. 2013). In FEM, the solution domain
is represented by a mesh, which is a collection of connected primitive geometric
elements. Associated with these elements is a set of nodes, which are located at the
vertices of elements, and can also be located on edges or faces, or within the volume
of elements. Continuity of the solution between neighboring elements is enforced
when those elements share common nodes.

FEM is used to solve a discretized form of the governing PDEs, which are
enforced in a weak, or integral, form at the finite element degrees of freedom.
The solution is locally interpolated over individual elements using a set of shape
functions, which are associated with the degrees of freedom in the discrete system.
A number of different types of shape functions can be used. Lagrangian shape
functions are among the most commonly used and interpolate between degrees of
freedom directly associated with the nodes of a given element.

The solution field, denoted here as u(x), is interpolated at any point x within the
domain by a set of interpolation or shape functions φi . Lagrangian shape functions
are associated with the finite element nodes, so that for node i, φi = 1, and at
all other nodes, φi = 0. At any location within an element, the sum of the shape
functions is 1. The solution and its gradient can be expressed at any location in the
domain as a function of the shape functions and their gradients:

u(x) =
∑

i

φi(x)ui (12)

∇u(x) =
∑

i

∇φi(x)ui (13)

where ui are the values of u at the nodes of the element containing point x.
To solve a PDE using FEM, it must be cast in a variational or weak form. This

involves pre-multiplying each term of the PDE by a test function and expressing the
PDE as a domain integral. In the Galerkin method, these test functions correspond
to the shape functions. The divergence theorem is then applied to integrate terms
with divergence operators into two separate terms involving a volume and a surface
integral and which can be represented using gradients of the shape functions.

Finally, the weak form of the governing equation is integrated numerically. The
integrals over the domain are performed by taking a summation of the integrals
over individual elements, and the individual elements are integrated using numerical
quadrature, typically Gaussian quadrature. An arbitrary function f (x) is integrated
numerically over the domain of an element �e as:
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∫

�e

f (x) ≈
∑

q

f (xq)wq (14)

where q are the quadrature points, xq are the coordinates of the quadrature points,
and wq are the weights of the quadrature points for an element.

An important side effect of the use of quadrature is that while solution variables
can be interpolated anywhere in the domain, coefficients in the PDE that are com-
puted at quadrature points are only available at those locations, and extrapolation to
other locations is somewhat problematic.

One of the advantages of FEM is that it is very flexible. It has become widely
used for solving PDEs associated with a variety of physics. Finite element meshes
can be constructed to conform to the shapes of very general domain geometries, so
it can be used for modeling a variety of engineering components. The flexibility in
mesh generation also readily permits local refinement in regions where increased
fidelity is needed.

2.2 Other Methods

FEM is the most widely adopted technique for multiphysics PDE solvers and is the
basis for the methods discussed here. However, a number of other PDE solution
techniques can be used for solving multiphysics problems, and a few of them are
briefly discussed here.

2.2.1 Finite Difference Method
The finite difference method is a technique for discretizing PDEs in either space or
time and was developed independently of FEM. FDM also uses a mesh to represent
the solution domain, but the mesh must be topologically regular. It can be adjusted
to fit domains with curved surfaces, but it does not have nearly the flexibility that
FEM meshes do to conform to parts with complex geometry.

FDM is much simpler than FEM. FDM approximates the spatial derivatives
of solution field variables by computing the differences between values of those
variables on opposing sides of a given node in each coordinate direction. It does not
rely on quadrature or interpolation functions in the way that FEM does.

FDM can be very numerically efficient, and although it is limited in the
geometries that it can represent, it is very well-suited to material-scale modeling
where the solution domain commonly consists of periodic representative volume
elements.

2.2.2 Spectral Methods
Rather than discretizing the domain using degrees of freedom tied to specific
material points, as is done in the FEM or FDM, the spatial variation of the solution
field can be represented using a Fourier series expansion (Chen and Shen 1998).
This technique is widely used in phase-field simulations of periodic representative
volume elements and is very efficient.
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2.2.3 Peridynamics
Peridynamics is another method for solving governing equations. Peridynamics is
a nonlocal meshfree method that solves integral rather than differential equations
(Silling 2000). Its development was driven by a need to better handle fracture
in solid mechanics simulations. Using PDEs, along with the solution methods
developed to solve PDEs, to represent mechanical deformation is problematic when
material fractures, because the response is no longer continuous. Peridynamics
overcomes some of the shortcomings of FEM in this area by allowing connections
between material points to naturally break. It has since been generalized to other
physics, and has been applied to coupled physics models, including nuclear fuel
applications (Oterkus and Madenci 2017).

3 Solution Techniques

These discretization methods for PDEs all result in the representation of the system
as a set of coupled algebraic equations. The integration of these equations in time
can be done using explicit methods, in which no equation solution is needed, or
implicit methods, which require the solution of a system of linear or nonlinear
equations at each time step. Many of the materials challenges in nuclear reactors
involve slowly evolving processes, which are more amenable to solution using
implicit techniques, so those are the focus of the present discussion.

Typically, Newton’s method or a variant thereof is used to solve the nonlinear
system of equations for a given physics. The goal of the nonlinear solver is to obtain
the solution vector x for which the associated residual r is zero:

r(x) = 0 (15)

The Jacobian matrix J is:

J (x) = ∂r(x)
∂x

. (16)

In Newton’s method, the following procedure is iteratively repeated to update the
solution until Eq. 15 is met within an acceptable tolerance:

Compute J (xk), r(xk) (17)

Solve J (xk)s = −r(xk) for s (18)

xk+1 = xk + s (19)

where s is the iterative update to the solution vector and k is the nonlinear iteration
index.

Solving coupled physics systems introduces many mathematical and software
engineering challenges that are not encountered in solving single physics equations.
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For multiphysics simulations, the complexity of solving the system is increased
significantly because the solution vector x contains the unknown degrees of freedom
for all of the physical systems modeled. To solve the system for all those physics
using Newton’s method requires forming the full Jacobian matrix for that coupled
system. This can be quite challenging, because computing the terms related to the
interactions between the physics can be very complex.

To avoid this difficulty, it is common to solve coupled physics problems in a
loosely coupled fashion, where the systems of equations for the individual physics
are solved independently. The results from the solutions of individual physics
models are sequentially transferred to the other models. Fixed point iterations can
be performed to iterate between these models until they reach a converged solution.
Alternatively, if there is weak coupling between the systems, it may be acceptable
to simply transfer the solutions from the other physics from the previous time step
and skip these iterations entirely.

This loose coupling approach allows for the individual physics models to be
based on completely different solution and discretization schemes. The individual
simulation codes and discretizations can be optimized for specific physics, and all
that is required is a means to transfer results between the models. This approach is
widely used in practice to couple physics codes that were developed independently.

For coupled physical systems with significant feedback, however, loose coupling
approaches often suffer from decreased performance relative to tight coupling. A
study performed by Novascone et al. (2015) compared the performance of loose
and tight coupling approaches for thermal/mechanical systems. It was found that for
weakly coupled systems, there were no significant benefits to using a tightly coupled
solution strategy, but using tight coupling significantly improved performance for
problems with strong two-way feedback between the physics.

The Jacobian-free Newton-Krylov (JFNK) method, which is a variant of the
Newton method that does not explicitly require the Jacobian (Knoll and Keyes
2004), has great utility for solving multiphysics problems as a single coupled system
of equations since it alleviates some of the burden of forming the coupling terms
in the Jacobian matrix. This algorithm employs a Krylov iterative method, such as
GMRES (Saad and Schultz 1986), to compute the Newton iterative update in Eq. 18:

s = a0r0 + a1Jr0 + a2J
2r0 + · · · + alJ lr0 (20)

where r0 is the initial residual and ai are the series of coefficients computed in the
individual Krylov iterations.

The Krylov algorithm only requires the action of the Jacobian on a vector v,
which can be approximated with the finite difference expression:

J (xk)v ≈ r(xk + εv)− r(xk)

ε
. (21)

where ε is a small number that reflects a perturbation from the last iterative solution.
As long as the Krylov iterations in Eq. 20 are sufficiently converged, this technique
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has the same nonlinear convergence characteristics as Newton’s method. There
are two primary advantages to not explicitly forming a Jacobian: it can require
significant computational resources to store and solve using the Jacobian, and it
can be challenging to compute the off-diagonal coupling terms in the Jacobian.

Although the full Jacobian matrix is not strictly required in the JFNK algorithm,
The Krylov iterations converge much more rapidly if the system is well-conditioned,
so preconditioning is typically used with this approach. Using the exact Jacobian
matrix for preconditioning will yield the best convergence rates for the Krylov
iterations, but an approximation of it often performs quite well.

In multiphysics simulations, it is often fairly straightforward to compute the
residual for physics as a function of the state of another physics, but computing
the derivatives with respect to that other physics can be much more difficult.
Hence the JFNK algorithm can be very attractive in that those derivatives are not
strictly required. A working initial capability can be rapidly developed without
those derivatives, and then they can be developed later as needed to optimize the
algorithm.

An alternative approach to deal with the complexity of forming the Jacobian
is to use automatic differentiation (AD) techniques to automatically compute the
derivatives needed for the Jacobian from the code that computes the residual
(Pawlowski et al. 2012a). The residual evaluation code can be broken down into
basic mathematical operations with known rules for computing derivatives. AD
can be used to compute an exact Jacobian matrix for an entire equation system,
which can be applied very effectively to obtain the solution. The main drawback
to AD is that it requires sophisticated software engineering. For the derivatives to
be evaluable from the code that computes residuals typically requires quite invasive
changes to be made to that code.

A number of commercial and open-source codes and frameworks supporting
multiphysics simulations are available, based on a variety of designs. A few notable
examples, all based on FEM, are mentioned here.

Many commercial codes such as Abaqus (Dassault Systemes 2016), which
started out as single-physics solid mechanics codes, now support coupling with mul-
tiple physics. COMSOL (COMSOL, Inc 2017) is a commercial product specifically
targeted at multiphysics simulation and which permits adding user-defined physics.
It has been used as the basis of a nuclear fuel simulation tool (Liu et al. 2016).

Multiple frameworks have been developed with an explicit goal of being
the basis for developing multiphysics simulation capabilities, with very different
philosophies. A few examples of such frameworks are mentioned here.

The SIERRA framework (Stewart and Edwards 2004) is an example of a software
framework based on the use of loose coupling to handle the solution of multiphysics
models. It does this by providing common finite element data structures and services
to transfer solutions between applications, which solve their individual physics
equations independently.

Other frameworks solve multiphysics models using a single coupled system of
equations. One such framework is MOOSE (Gaston et al. 2009), which provides a
pluggable set of interfaces to define individual physics models, and manages the
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FEM assembly of the residuals from those models, using preconditioned JFNK
and other techniques to solve the physics models as a single, tightly coupled
system. MOOSE is notable in the context of this chapter because its development
was motivated specifically for the solution of simulation problems in nuclear
energy. Multiple applications based on that framework have been developed for
various aspects of nuclear energy simulations and are used as the basis for the
results shown here. Other open-source frameworks that solve a single system of
equations are Trilinos (Pawlowski et al. 2012b), FEniCS (Logg et al. 2012), and
Life (Prud’homme 2006). These also provide pluggable interfaces to define physics
models and solve the coupled physics equations in a single tightly coupled system,
but they focus on using AD techniques to automate the construction of the Jacobian
matrix.

4 Applications

4.1 Fuel Performance

A wide variety of nuclear reactors, with specialized nuclear fuels, have been
designed or proposed. These include light water reactors (LWRs), research reactors
employing plate fuel, fast reactors, high temperature gas reactors, and others. The
discussion here focuses on the fuel performance of UO2/zirconium alloy fuel rods
for LWRs. These rods consist of hundreds of UO2 pellets atop one another encased
in a zirconium alloy cladding with a gas-filled plenum at the top of the cladding.

The fundamental quantity of interest in LWR fuel performance analysis is the
fuel center-line temperature. This quantity is critical due to its effect on neutronics
and other fuel performance behaviors.

Considering Eq. 6, for steady operation, the important parameters are the vol-
umetric heating rate and the thermal conductivity. The volumetric heating rate
directly depends on the fission rate, which is given as in input for fuel performance
analysis. The thermal conductivity of the ceramic fuel is quite low, whereas the
thermal conductivity of the zirconium alloy cladding is fairly high given that
the cladding is a metal. Thus the more important quantity is the fuel thermal
conductivity.

Fuel thermal conductivity is temperature dependent (Fink 2000) as well as
dependent on irradiation effects (Lucuta et al. 1996). This being the case, the thermal
conductivity of the fuel varies across the fuel pellet due to the temperature gradient
in the pellet and also varies in time. The heat transfer equation is therefore nonlinear.

The heat in the fuel passes through the gap between the fuel and the cladding
before passing through the cladding and then to the coolant. The gap between
the fuel and cladding is filled with helium gas when the rod is fabricated. The
ease at which heat passes through the gap is governed by the size of the gap; the
thermal conductivity of the gas in the gap; pressure due to mechanical contact,
if any, between the fuel and the cladding; and radiative heat transfer effects. The
size of the gap depends on the initial geometry and the deformation of the fuel
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and cladding, which ties the mechanical response of the fuel rod to the thermal
response. In addition, one product of nuclear fission is gas (primarily xenon and
krypton) that will accumulate in the gap over time. These gaseous fission products
affect the internal pressure of the fuel rod (the mechanical response) and the thermal
conductivity of the gas mixture (the thermal response).

Conductance across the gap due to the gas follows Eq. 22:

hgap = kg(Tg)

rc − rf + d (22)

where hgap is the gap conductance; kg is the gas thermal conductivity; Tg is the
temperature of the gas; rc and rf are the radial positions of the cladding and fuel,
respectively; and d is an additional distance that accounts for roughness of the
surfaces, for example. The need to calculate the distance between the cladding and
the fuel clearly shows a dependence on the mechanical solution.

Other important fuel behaviors include densification, swelling, cracking, and
creep. Early in life in the reactor, pellets densify and shrink slightly. Fuel swelling
happens continuously under irradiation and is of two types. The first is solid
fission product swelling and occurs in a linear relationship with irradiation. The
second is due to gaseous fission products and is much more difficult to predict.
Gaseous swelling depends on the diffusion of gas atoms and bubbles within grains,
the accumulation and interconnection of gas bubbles at grain boundaries, and the
eventual release of fission gas to the gap and plenum.

When a fuel rod is initially brought to power in the reactor, the temperature
gradient causes the pellet to crack due to thermal stresses. This cracking relieves
stress and allows the pellet to move outward, slightly, in the radial direction. (This
also affects temperature predictions because of the effect on the gap size.) Cracking
also greatly influences the creep of the fuel pellet due to its effect on the stress state.

Thermal and irradiation creep, along with irradiation growth, of the zirconium
alloy cladding are other behaviors that must be modeled. The coolant pressure
in LWRs engages creep mechanisms in cladding, causing the cladding to move
inward toward the pellet, affecting internal rod pressure, gap size, and, once again,
temperature.

The effects of several sources of eigenstrains must be accounted for in the
computation of the stress. For an example of how this is done, the elastic stress
computation takes these into account as:

σ = E(ε − εT − εsw − εd − . . .) (23)

where σ is the stress, E is the elasticity tensor, ε is the total mechanical strain, εT
is the thermal strain, εsw is the strain due to swelling, and εd is the swelling due to
densification. Given that stress is dependent on the thermal strain, the displacement
solution has a direct dependence on the temperature solution.

Other behaviors of interest in fuel performance modeling include the shift of
power toward the outer rim of the fuel pellet, the thermal boundary condition on the
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exterior of the cladding, corrosion of the cladding, thermal expansion, the evolving
internal rod pressure, mechanical contact between the fuel and cladding, and mass
diffusion.

Most, though not all, fuel performance codes resolve the thermal and mechanical
physics with a loose coupling approach. In this approach, the temperature at the grid
points is computed based on a fixed set of displacements, and then the displacements
and stresses are computed based on those temperatures. The new stress state and
displacements are then used to update the temperature, and the process is repeated
until a satisfactory condition is met. It is worth noting that this approach can be
nested. For example, the displacements may be computed using a fixed internal rod
pressure. With new displacements, the internal rod pressure can be recomputed and
the two steps repeated to reach a final converged displacement solution.

Fuel performance codes are used to compute fuel center-line temperatures
when comparing against experimental data, for postulated conditions, or when
coupling with other (e.g., neutronics) codes. There is particular interest in using fuel
performance codes to simulate abnormal, or accident, conditions. Because the fuel
properties and behavior are outside normal regimes and can exhibit highly nonlinear
behavior, this can be particularly challenging for fuel performance analysis.

For example, in a loss of coolant accident, the supply of coolant to the reactor is
interrupted. This results in increased fuel rod and coolant temperatures. If coolant
flow is not restored, the coolant will change to steam, and the fuel rod temperatures
will continue to rise. A lack of external pressure in conjunction with increased
temperatures can cause the cladding to creep outward. This outward motion may
result in a ballooned section of the fuel rod and in cladding burst.

This situation requires more advanced thermal boundary conditions for the fuel
performance code (often taken from the output of a dedicated thermal-hydraulics
package). In addition, creep models for the cladding appropriate for this temperature
regime are needed. Fission gas release and other fuel-specific models must also be
appropriate for these conditions.

Other challenging conditions to analyze, all of which require a multiphysics
approach, include reactivity insertion accidents, so-called missing pellet surface
defects (a chipped pellet that creates high localized stresses), and stress corrosion
cracking of cladding.

Examples of fuel performance codes in use today include TRANSURANUS
(Lassmann 1992), ENIGMA (Rossiter 2011), DIONISIO (Soba and Denis 2008),
ALCYONE (Michel et al. 2013), FRAPCON (Berna et al. 1997), FALCON (Yagnik
et al. 2004), and Bison (Williamson et al. 2012). Bison is based on the MOOSE
framework discussed in Sect. 3.

Example calculation results for layered 1D (stacked radial slices of fuel and
cladding), 2D axisymmetric, and 3D fuel analysis are shown in Fig. 1. Low dimen-
sionality models are useful for rapid evaluation of the global fuel rod response, while
higher dimensionality models can be used to study local behavior in detail. These
models were all run using the Bison code, which uses the same set of computational
models with arbitrary dimensionality.
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Fig. 1 1D (left), 2D (center), and 3D (right) nuclear fuel models. The 1D model is a set of slices
of fuel with radial 1D elements representing fuel and cladding at a given elevation. The 2D model
uses an axisymmetric representation and can include individual fuel pellets as shown. The 3D
model uses a symmetry plane through the center of the rod and can be used to study local effects
such as the behavior around a defective pellet on upper right side of center pellet

4.2 Hydride Formation

Zirconium (Zr) alloys are a well-established light water reactor fuel cladding
material due to the low neutron capture cross section of zirconium, its mechanical
strength, and good corrosion resistance up to high temperatures.

Fuel elements are in constant contact with the water coolant medium during both
reactor operation and wet storage, and one of the main challenges facing these alloys
is that Zr has an undesirable reaction with water. At the clad surface, H2O molecules
are split and zirconium oxides are formed. A portion of the remaining hydrogen (H)
atoms diffuse through the oxide layer forming on that surface into the bulk of the
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cladding. Continued H uptake pushes the material past the H solubility limit, at
which point a phase change to a thermodynamically more stable hydride phases is
initiated.

Hydride formation has a substantial impact on the engineering-scale mechanical
properties of the clad material. The low fracture toughness of the ZrH phases causes
clad embrittlement and can lead to clad failure due to fracture.

This solid-state diffusion and phase change reaction lends itself to modeling
using the phase-field method. Required parameterization includes the bulk free
energies of the various ZrH phases, the interfacial free energy between phases, and
the kinetic coefficients, i.e., interfacial and species mobilities. Data for this can be
found in the literature.

The multiphysics aspects of this problem arise from the fact that the hydride
phase transformations result in lattice changes that exhibit volume changes and
thus misfit strains with respect to the Zr matrix. These strains result in elastic
stress fields, which in turn affect the stored mechanical energy of the system.
This mechanical energy contributes to the total free energy of the system, the
chemical potentials of the diffusing species, and as a result, the microstructure
evolution. Further complications can arise from local plastic deformations due
to dislocations emitted at points of stress concentrations at developing hydride
precipitates.

The mechanism of delayed hydride cracking is a diffusion-limited time-
dependent crack formation mechanism in which ZrH platelets are constantly formed
at the tip of a crack. The crack propagates in steps through the newly formed hydride
as soon as a critical condition, relating to hydride size and stress intensity factors,
is met. Inherent to this mechanism is the multiphysics coupling of diffusive species
transport, phase transformation, and mechanical state changes.

A comprehensive model for ZrH formation needs to combine the chemical free
energy contributions and the mechanical interactions of the various phases. The
resulting coupling in practice is twofold. On the one hand, the evolving phase-
field microstructure variables will affect the mechanical properties of the system by
means of variable-dependent eigenstrains as well as variable-dependent elasticity
tensors. On the other hand, the elastic stress state gives rise to an elastic energy
1
2σε which needs to be added to the thermodynamic free energy density used in the
phase-field evolution equations. The elastic free energy is a function of a subset of
the phase-field order parameters though the mechanical properties, which depend
on the microstructural state. As a consequence, driving forces for these phase-
field order parameters emerge from the variational derivative of this free energy
contribution.

The phase-field and mechanics equations can be solved implicitly in a tightly
coupled system using the finite element method. Figure 2 shows a representative
coupled phase-field and mechanical finite element simulation of hydride precipita-
tion. In periodic systems under the small-strain assumption, spectral methods can
solve this system effectively as well.
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Fig. 2 Stress field and
concentration contours of
three differently oriented γ
hydride precipitates

4.3 UO2 Microstructure Evolution

Uranium dioxide (UO2), a common light water reactor fuel, is a polycrystalline
ceramic material. For reactor applications, the fuel is synthesized in powder form
and pressed into cylindrical pellets with a diameter and height of about a centimeter.
These pellets are then sintered under a reducing atmosphere and loaded into
zirconium alloy cladding tubes. Under operation conditions in a critical nuclear
reactor, fission of the 235U nuclei generates fission fragments, neutrons (which keep
up the fission reaction), prompt γ -rays, and, through decaying fission products,
β−-particles, delayed γ -rays, and heat due to neutron capture. As a consequence the
nuclear fuel heats up, incurs lattice damage from collision cascades, and is doped
with a broad variety of new chemical species – the fission fragments. About 80%
of the heat is deposited during the stopping process of the fission fragments, and
roughly 15% of the fission products deposited in the fuel are insoluble gases.

These harsh conditions result in driving forces that strongly impact the
microstructural evolution of the fuel. The techniques described in Sect. 4.1 are
necessary to compute the temperature and stress conditions in the fuel. Thermal
and stress gradients affect the migration of both chemical species and irradiation-
generated point defects and defect clusters in the fuel. This requires solving a
diffusional or phase-field problem.

Beyond these basic mechanisms, which already form a connected multiphysics
problem, are the advanced mechanisms of irradiation effects, added chemical
species, creep, and fracture. The constant internal irradiation generates a defect
population far above the thermal equilibrium. Defects interact with each other to
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Fig. 3 3D simulation of increasing fission gas grain boundary coverage with progressing burnup
in UO2 (From Aagesen et al. 2017)

form complex defect structures such as loops or voids, and they interact with solute
species such as fission gas atoms to form trap sites or gas bubbles. The irradiation
also forces chemical mixing through ballistic displacements of atoms leading, for
example, to resolution of fission gas out of the precipitated bubbles. Chemical
species intentionally added to the fuel affect its composition and must be taken into
account. Figure 3 shows a simulation of the evolution of fission gas bubbles at grain
boundaries.

At the mesoscale level, radiation effects can be simulated with varying levels
of fidelity. If the primary concern is the non-equilibrium defect population, phase-
field simulations can include source terms for the vacancy and interstitial fields.
These source terms can be homogeneous, to represent mean field defect production,
empirical distributions fitted to typical collision cascade dimensions, or data
obtained from a coupled damage calculation code. The most established code for
ion transport in matter and the generation of point defects is the binary collision
Monte Carlo (BCMC) code TRIM/SRIM (Ziegler et al. 2010), which is based
on a scattering integral approximation of the Ziegler-Biersack-Littmark potential.
BCMC data can also be used to introduce ballistic mixing contributions to a phase-
field microstructure evolution simulation.

At the grain level, recrystallization can occur in nuclear fuel as the existing
grains acquire a free energy contribution from stored defect populations, such as
dislocations. In absence of a fast mechanism to relieve the grains of the stored
defects by annihilation or diffusion into sinks, new, defect-free grains with a lower
free energy may spontaneously nucleate and form small-grained microstructures.
This process can be captured by phase-field simulations.

4.4 Summary

Many aspects of the behavior of components and materials in the nuclear reactor
environment are fundamentally affected by phenomena involving the coupled
response of multiple physical systems. Including this coupled multiphysics behavior
in simulation models is essential for accurately representing many problems of
engineering significance.
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This chapter provides an overview of the main governing equations involved,
the techniques for discretization and solution of these equations, and the software
algorithms, frameworks, and codes used for solving multiphysics problems. It also
provides an overview of important aspects of a few areas of interest in multiphysics
simulation of nuclear reactor components and materials. This is a broad and
constantly developing field. The algorithms, codes, and applications described here
are not intended to be a comprehensive listing, but are representative of the current
state of the art.
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Abstract

Irradiation is a unique driver for microstructure evolution in nuclear materials. It
produces high concentrations of point defects and extended defects that trigger
the formation of microstructural features such as voids, bubbles, precipitates and
dislocations agglomerates. The evolution of such features significantly impacts
the properties of materials, thus requiring careful modeling. The phase-field
method has demonstrated its capability of simulating microstructure evolution
in nuclear materials. Although the method does not yield as of yet quantitative
results in various aspects of microstructure evolution, the community is working
with the premise that the method will be a standard predictive tool in the future.
The objective of this chapter is thus to present a concise summary of the status of
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development of the phase field approach for nuclear materials applications, with
a special focus on the quantitative results obtained by following this approach.
The strengths and limitations of the application of phase-field modeling of
microstructure evolution in nuclear materials are discussed, and a summary of
possible future research directions is presented.

1 Introduction

Nuclear reactor materials are often exposed to harsh conditions during service.
In addition to high temperatures and stresses in corrosive environments, these
materials are constantly bombarded with different types of energetic particles. The
interactions of such particles with materials produce high concentrations of defects
including vacancies, interstitials, and small defect clusters. These defects eventually
nucleate extended defects such as dislocation loops, voids, bubbles, and solid-phase
precipitates and lead to evolution of grain boundaries. All of these microstructural
features drastically change the thermal and mechanical properties of materials and
hence limit their performance (Olander 1976; Short and Yip 2015; Was 2017;
Olander and Motta 2017). Hence, understanding how microstructure evolution takes
place in nuclear materials is of paramount importance.

Due to the inherent multi-physics and multi-scale nature of radiation effects in
materials, several computational modeling techniques were employed to simulate
the resulting microstructure processes (Was 2017; Short and Yip 2015; Olander
and Motta 2017). These techniques include density functional theory and molecular
dynamics at atomic scale, kinetic Monte Carlo and cluster dynamics at intermediate
mesoscale, and phase-field and sharp-interface models at the microstructure scale,
to homogenization models such as rate theory. All of these models were utilized to
investigate different aspects of the complex problem.

While rate theory and cluster dynamics models have a long history in modeling
irradiation effects in materials at mesoscale (Brailsford and Bullough 1972; Was
2017; Olander and Motta 2017), the phase-field method is a relatively newcomer
to the field (Millet and Tonks 2011; El-Azab et al. 2014; Y Li et al. 2017).
Nonetheless, its unparalleled success in simulating microstructure evolution in all
types of materials in other environments made its use in the field of radiation
effects inevitable. The phase-field method has clear major advantages that render
it uniquely suitable for simulating irradiation-induced microstructure evolution. It
can account for several species and microstructural features simultaneously, it has
both spatial and temporal resolution, it can account for different driving forces con-
currently, it can account for all stages of phase transition from separation/nucleation
to growth to coarsening, and it is relatively easy to implement numerically even
for complex microstructures in 3D. Indeed, the method was able to successfully
simulate different microstructural evolution processes in irradiated materials and
their effect on the degradation of physical properties of such materials (Millet
and Tonks 2011; El-Azab et al. 2014; Y Li et al. 2017). This success resulted
in the sponsorship of the Nuclear Energy Advanced Modeling and Simulation
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(NEAMS) program funded by the Department of Energy (DOE) to develop the
phase-field-based mesoscale simulator MARMOT (Tonks et al. 2012) to facilitate
the implementation of new models for existing and advanced fuel and cladding
materials. MARMOT results will be integrated into the fuel performance code
BISON (Williamson et al. 2012) to enhance its predictive capability by providing
physics-based constitutive laws instead of frequently used empirical relations.

In this communication, we give an overview of the application of the phase-
field method to simulate irradiation effects in nuclear materials at the mesoscale.
We discuss its advantages and shortcomings and propose ways to mitigate its lim-
itations. In addition, we highlight possible future progress areas. The organization
of this manuscript is as follows. Following a brief introduction of the phase-field
method in Sect. 1, we summarize in Sect. 2 the current commercial and open-source
frameworks available for solving the phase-field kinetic evolution equations. In
Sect. 3, we discuss the application of the phase-field modeling technique to nuclear
materials, focusing on problems where the method yields quantitative results. Lastly,
concluding remarks and suggestions for future research directions are presented in
Sect. 4.

2 Background to the Phase-Field Modeling Approach

Phase-field modeling is now recognized to be the approach of choice for modeling
microstructure evolution in materials (Boettinger et al. 2002; Chen 2002; Moelans
et al. 2008; Emmerich 2008; Provatas and Elder 2010; Ahmed 2011; Ahmed 2015;
Biner 2017). Its unique feature is the treatment of interfaces in heterogeneous sys-
tems as diffuse. The material properties of different phases, which are represented
in terms of phase-field variables, then change continuously across the interface.
Such treatment obviates the necessity of tracking the interfaces, as opposed to the
classical sharp-interface models that give rise to moving/free boundary problems
in which the interface tracking is necessary. Not having to track interfaces in the
phase-field approach facilitates the numerical implementation even in cases where
complex 3D geometries are involved. This clear advantage of the method is the
primary reason for its widespread adaptation in the field of materials science and
engineering. Moreover, the technique is now finding ever-expanding applications in
other fields such as earth sciences, biology, and medicine (Provatas and Elder 2010;
Biner 2017).

Historical developments of the diffuse-interface concepts can be traced back
to the works of Van der Waals on gas condensation (Rowlinson 1979), Landau
and Ginzburg on phase transitions (Ginzburg and Landau 1950), and Cahn and
Hilliard on the thermodynamics of heterogeneous systems (Cahn and Hilliard 1958).
In all of these treatments, suitable phase-field variables (or order parameters) are
identified to simulate the material and phase transition of interest. Thus, the phase-
field variables can be thought of as an extension of the state variables concept in
classical thermodynamics.
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A typical procedure for constructing a phase-field model is as follows. First, the
free energy of the heterogeneous system is expressed in terms of the phase-field
variables and their gradients. If one considers only one conserved variable (c) such
as concentration and one non-conserved variable (η) such as spin direction or grain
orientation, such model usually referred to in literature as model C in analogy to the
stochastic models of dynamic critical phenomena (Hohenberg and Halperin 1977),
the total isothermal free energy functional becomes:

F =
∫ [

f (c(r), η(r))+ κc
2
|∇c(r)|2 + κη

2
|∇η(r)|2 + E (c(r), η(r))

]
d3r.

(1)

Here, f (c, η) is the short-range chemical free energy density, andE(c, η)is a
long-range energy contribution from elastic or electrostatic forces. The chemical
free energy can be obtained from thermodynamic databases such as CALPHAD
(Moelans et al. 2008). The elastic or electrostatic energies have their regular forms
where here the material properties such elastic/dielectric constant or magnetization
may be phase-dependent. The gradient terms account for the interfacial energies.
The evolution equations for the phase-field variables are then derived following the
standard procedure of irreversible thermodynamics (De Groot and Mazur 1962),
i.e., the evolution equations are constructed so as to monotonically decrease the
free energy while ensuring nonnegative entropy production. A non-conserved order
parameter evolves according to the Allen-Cahn/Ginzburg-Landau equation (Allen
and Cahn 1979):

∂tη = −L
[
∂ηf + ∂ηE − κη∇2η

]
, (2)

where L is Allen-Cahn mobility. The evolution of the conserved order parameter is
governed by Cahn-Hilliard equation (Cahn 1961):

∂t c = ∇ ·M∇μ, (3)

μ = ∂cf + ∂cE − κc∇2c. (4)

In Eq. (3), M is the chemical mobility andμ is the chemical potential. If only non-
conserved or conserved order parameters and kinetics are present, the phase-field
models are called models of type A or B, respectively. If elastic and electrostatic
energies are taken into account, their balance laws must be solved simultaneously
with Eqs. (2) and (3). The kinetic evolution equations can also be derived from
integrating some approximate master equations. In such scenario, the phase-field
models are considered the coarse-grained/continuum version of the discrete kinetic
Ising models (Glauber 1963, Kawasaki 1966).

In this general phase-field model C type (sometimes called WBM model after
Wheeler, Boettinger, and McFadden work on solidification (1992)), the interfacial
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energy and interface width can be estimated from the model parameters as (Cahn
and Hilliard 1958, Wheeler et al. 1992, Moelans et al. 2008, Ahmed et al. 2013):

γ ≈ √
f ∗ (c, η)

√
g
(
κc, κη

)
, (5)

� ≈
√
g
(
κc, κη

)

f ∗ (c, η)
. (6)

Here is f ∗ (c, η) the value of the bulk free energy calculated at the middle of the
interface where the phase-field variables take on intermediate values between the
two equilibrium values representing the two phases, and g(κc, κη)is some linear
function of the gradient coefficients. These simple relations, however, highlight
a major limitation of this formulation, which is the coupling between interfacial
and bulk properties. The two forces cannot be independently specified. Also, the
numerical value of the interface width for realistic values of bulk chemical energy
is on the order of nanometer rendering large-scale simulations unfeasible. Nonethe-
less, other phase-field formulations that overcome this problem were proposed. The
most notable ones are the Kim-Kim-Suzuki (KKS) model (Kim et al. 1999) and the
grand potential-based phase-field model by Plapp (2011). These two versions are
now widely utilized to conduct quantitative phase-field simulations. The phase-field
model summarized above is for a simple binary two-phase system. Nevertheless,
multiphase and multicomponent phase-field models have also appeared in literature
(Moelans 2011; Steinbach 2009).

The diffuse-interface (phase-field) models can also be directly compared to
the classical sharp-interface models (Pego 1989; Elder et al. 2001; Emmerich
2008; Provatas and Elder 2010; Ahmed and El-Azab 2018). Such connection is
important for two main reasons. First, it demonstrates the thermodynamic and
kinetic consistency of new phase-field models. Second, it establishes a direct
relation between the phase-field model parameters and the regular thermodynamic
and kinetic material properties that appear in the sharp-interface models, which is
crucial for enabling quantitative phase-field simulations. The sharp-interface limits
of phase-field models can be deduced using formal asymptotic analyses based on
singular perturbation theory (Fife 1992).

3 Numerical Implementation of Phase-Field Models

In order to track the microstructure evolution using the phase-field approach, the
phase-field kinetic equations, which are partial differential equations (PDEs), must
be solved numerically. Most of the well-established methods for solving PDEs such
as finite-difference, finite-volume, finite-element, and spectral methods were used
for obtaining solutions of such models (Provatas and Elder 2010; Biner 2017).
Each method has its strengths and limitations. Initially, the community opted for
using their in-house codes written in Fortran90, C++, Python, etc., but recently the
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utilization of commercial and open-source software for solving PDEs has gained
momentum. This new direction has several advantages such as minimizing code
duplication, reducing time and effort of implementing new models, decreasing the
time required for obtaining solutions, and increasing the precision and accuracy
of these solutions, allowing modelers to focus more on developing physics-based
models rather than numerical algorithms and facilitating multi-physics and multi-
scale coupling.

Examples of popular codes adopted by the community are the following. For
commercial codes, the Microstructure Evolution Simulation Software (MICRESS
2017) and COMSOL (COMSOL 2017) are the most used. For open-source codes,
the list is growing rapidly; the ones readily available for download are MOOSE
(MOOSE 2017), FEniCS (FEniCS 2017), PRISMS (PRISMS 2017), FiPY (FiPy
2017), and OpenPhase (OpenPhase 2017).

The phase-field community seems more inclined to utilize the open-source codes
for two main reasons. First, of course, they are free to use. Second, in contrast
to commercial software that are usually black box, they provide complete access
to the source code. Such access makes these codes extensible and encourages
collaborative work. Moreover, this facilitates code verification and validation.
In fact, the community has recently established a set of benchmark phase-field
problems to test existing and emerging codes against. This was part of an effort
by the Center for Hierarchical Materials Design (CHiMaD 2017) that aims to
accelerate materials discovery through integration of theory and computational
methods. Representatives of most of the developers of the abovementioned codes
were invited to participate in workshops and hackathons to solve these problems
and upload the solutions. The benchmark problems and their solutions are hosted
on the Phase Field Community Hub website (PF Hub 2017) and summarized in the
publication by Jokisaari et al. (2017).

Out of the open-source codes listed before, the one utilized the most by the
nuclear materials community is the Multi-Physics Object-Oriented Simulation
Environment (MOOSE) developed by Idaho National Laboratory (MOOSE 2017;
Gaston et al. 2009). This is due to the fact that MOOSE framework is the building
block of the new nuclear fuel performance codes MARMOT (Tonks et al. 2012)
and BISON (Williamson et al. 2012). These codes are part of a toolkit that is being
developed by the Nuclear Energy Advanced Modeling and Simulation (NEAMS)
program funded by the Department of Energy (DOE) to accelerate the development
and deployment of new nuclear technologies (NEAMS 2017). In addition, MOOSE
has several features that make it appealing to different types of researchers. It
facilitates solving multi-physics and multi-scale problems in a fully coupled or
weakly coupled approach. Explicit and fully implicit schemes can be used. It
provides built-in mesh and time adaptivity. It is dimension independent and readily
parallel.

MOOSE has a convenient modular structure that leverages existing codes and
simplifies implementation of new models. A schematic of the main structure of
MOOSE is shown in Fig. 1. It provides a high-level interface to the finite-element
library LibMesh developed by the University of Texas at Austin (LibMesh 2017)
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Fig. 1 A schematic illustration of the main structure of the Multi-Physics Object-Oriented
Simulation Environment (MOOSE) developed by Idaho National Laboratory (MOOSE 2017).
MOOSE is built on top of the finite-element library LibMesh (LibMesh 2017) and the scientific
computing toolkit PETSc (PETSc 2017). MOOSE contains modules designed for solving different
types of physics, where each module includes several kernels representing the most frequently used
models, boundary conditions, initial conditions, etc. in that field. Note that we only highlighted the
main modules here; MOOSE has more modules with potential for even further extension. There is
also a combined module where all the kernels from different modules can be accessed and multi-
physics simulations can be conducted

and the nonlinear solvers in the scientific computing toolkit PETSc developed by
Argonne National Laboratory (PETSc 2017). As can be seen from Fig. 1, at its
highest level, it consists of different modules targeting different types of physics
such as solid mechanics, heat transfer, fluid mechanics, chemical reactions, and
phase-field. Each module contains several kernels representing terms that appear in
the frequently used PDEs in that subject area. For example, the phase-field module
includes the weak forms of Allen-Cahn (Allen and Cahn 1979) and Cahn-Hilliard
(Cahn 1961) equations:

(∂η/∂t, φ)+ L (∂f/∂η, φ)+ L (κη∇η,∇φ
)− < κη∇η · n, φ >= 0, (7)

(μ, φ)− (∂f/∂c, φ)− (κc∇c,∇φ)+ < κc∇c · n, φ >= 0, (8)

(∂c/∂t, φ)+ (M∇μ,∇φ) − < M∇μ · n, φ >= 0. (9)

In the above, φ is a test function, (·, ·) stands for interior integration, and < · , · >
stands for boundary integration (Tonks et al. 2012; Ahmed et al. 2017). Here,
the fourth-order Cahn-Hilliard equation is transformed into two coupled second-
order equations which was shown to be a good compromise between accuracy and
efficiency (Zhang et al. 2013). The user can then simply code in a specific free
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energy form and its derivatives or even take advantage of the newly developed
automatic differentiation capabilities Schwen et al. 2017). Of course the user can
also call different modules at the same time (from the same input file) to enable
multi-physics simulations.

In addition to being a finite-element framework, MOOSE is also an applica-
tion programming interface (API). It assists developers in launching their own
applications that can take advantage of all capabilities present in MOOSE. These
applications could be designed to solve advanced specific engineering or physics
problems. This unique feature of MOOSE was added by design to facilitate
the development of various codes for simulating all aspects of nuclear reactors
operation, which is the ultimate goal of the NEAMS program (NEAMS 2017).
Based on that philosophy, the MARMOT-MOOSE-BISON framework is currently
being utilized to investigate fuel performance under both normal and accidents
conditions (Gaston et al. 2015; Tonks et al. 2017). A schematic illustration of that
framework is depicted in Fig. 2. In this framework, both MARMOT and BISON are
MOOSE-based applications used to simulate fuel and cladding materials response
to radiation, stresses, and temperature gradients in the entire fuel rod with spatial
resolution down to the size of nanometer bubbles. MARMOT is a phase-field-
based code with optional coupling to other thermal, mechanical, and irradiation

MARMOT
Mesoscale

MOOSE

BISON
Macroscale

Clad Mises Stress (MPa)

Fuel Temp (K)

400
350

1200
1400

1000
800
600

T (K)

797.50
796.25
795.00

798.75
800.00

300
250
200
150

Fig. 2 An illustration of the concept of multi-scale modeling of nuclear fuel performance using
MOOSE. The phase-field-based mesoscale simulator MARMOT (MARMOT 2012) and the finite-
element-based engineering/macroscale simulator BISON (BISON 2012) are used to study fuel
behavior under normal and transient conditions across multiple length and time scales. MARMOT
is used to evolve the microstructure and quantify its features such as grains and bubbles sizes and
distributions, and BISON calculates the global stress and temperature in the fuel rod. Since both
codes are MOOSE-based applications, transferring data back and forth can be done in an efficient
and a straightforward manner (Gaston et al. 2015). Furthermore, multi-scale simulations can be
conducted in a hierarchal or concurrent setting
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driving forces (Tonks et al. 2012). BISON is a finite-element-based code that
solves the regular mass, momentum, and heat balance equations to find the global
stress and temperature profiles (Williamson et al. 2012). Therefore, the coupling
between MARMOT and BISON helps in improving the understanding of the unique
phenomena that take place in nuclear materials that usually span multiple length and
time scales. Furthermore, there are other MOOSE-based applications concerned
with other types of physics and aspects of nuclear power plants, the mention of
which is beyond the scope of this chapter.

4 Applications of Phase-Field Models to Nuclear Materials

Over the last decade, the phase-field modeling approach has been used to investigate
irradiation effects in materials (Millet and Tonks 2011; El-Azab et al. 2014; Y Li
et al. 2017). Studies of voids and bubbles formation and growth (Yu and Lu 2005;
Hu et al. 2009; Hu and Henager 2009; Semenov and Woo 2012; Rokkam et al. 2009;
Millett et al. 2009, 2011a, b; Li et al. 2013; Xiao et al. 2013), voids migration under
temperature gradient (Hu and Henager 2010; Li et al. 2010; Zhang et al. 2012),
bubble/void superlattice development (Yu and Lu 2005; Hu et al. 2016a, 2016b),
growth of dislocation loops (Li et al. 2012; Rouchette et al. 2014), grain growth and
recrystallization (Ahmed et al. 2014, 2016a, 2016b; Tonks et al. 2014; Liang et al.
2016; Mei et al. 2016), and segregation and precipitation (Badillo et al. 2015; Biner
et al. 2016, Li et al. 2014) have appeared in literature. Moreover, studies of the effect
of the formation and evolution of these microstructural features on the degradation
of nuclear materials were conducted. For example, phase-field simulations of the
effect of irradiation-induced microstructure evolution on swelling (Chang et al.
2016), thermal conductivity (Millet et al. 2012), and fracture (Chakraborty et al.
2016) were carried out.

In the phase-field formulation of irradiation effects, all types of equilibrium and
non-equilibrium microstructural features such as grains, precipitates, voids, bubbles,
cracks, and dislocation loops are treated as second phases that nucleate from the
metastable solid phase under irradiation. The irradiation conditions are simulated
by the production, diffusion, and reaction of point defects and gas atoms. A general
phase-field model formulation of irradiation effects in solids can be described as
follows. First, sets of order parameters representing defects concentrations {x1, x2, ..
. . . , xk}, species concentrations {c1, c2, .. . . . , cm}, and microstructural features
{η1, η2, .. . . . , ηn} of interest are selected. Second, the total free energy functional
of the system, postulated to be of the Ginzburg-Landau/Cahn-Hilliard type, is
expressed as (recall Eq. (1)):

F =
∫
fbulk + fint dV, (10)

where fbulk is the thermodynamic bulk free energy containing both the short-range
chemical free energy and the long-range contribution due to elastic, electrostatic,
or magnetic interactions. It is in general a function of all order parameters. fint is
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the interfacial free energy of the system. It is usually expressed as the sum of the
square gradients of all order parameters (as in Eq. (1)). Lastly, the kinetic evolution
equations are derived following the principles of irreversible thermodynamics.
The effect of irradiation conditions is directly accounted for by adding terms that
represent the defects production and loss rates into the kinetic eqs. A typical phase-
field model of irradiation effects in nuclear materials includes the following kinetic
equations for the order parameters (phase-field variables):

∂txi = Pi − ∇ · Ji − Li ∀i, (11)

∂t ci = −∇ · Ji ∀i, (12)

∂tηi = −Mηi
[
∂ηi fbulk − κηi∇2ηi

]
∀i. (13)

In the above, Pi is the production rate of defects that can be estimated from
dose/fission rate, Ji is the corresponding flux of species/defects, and Li is the loss
due to defects recombination and defects losses to sinks. The fluxes are related
to the gradients of the corresponding chemical potentials. Note that due to the
coupling between defects and species through the bulk free energy, coupling of their
fluxes naturally occurs. Hence, these models can directly take into consideration
defects/species segregation or desegregation at interfaces. The strain energy is
usually included in these models to account for the stress effect of point defects,
gas atoms, bubble pressure, and microstructural features on the overall kinetics. In
such case, the stress equilibrium equation is solved simultaneously with the phase-
field kinetic equations (Aagesen et al. 2017).

In spite of the success of phase-field models in simulating microstructure
evolution in nuclear materials, only a few quantitative investigations were carried
out. Most of existing investigations only present qualitative results that cannot
be compared with experiments. However, this is not a limitation of the model
since, as discussed earlier, the model parameters can be uniquely identified in
terms of thermodynamic and kinetic material properties using a formal asymptotic
analysis. Such procedure for the case of nuclear materials was conducted recently
by Ahmed et al. (2016a, 2016b; Ahmed and El-Azab 2018). In the following, we
highlight some of the quantitative results obtained from phase-field simulations of
microstructure evolution in nuclear materials.

4.1 General Void Growth Kinetics

The problem of voids/bubbles formation and growth was the first example of the
usage of the phase-field method in simulating irradiation effects in materials (Yu and
Lu 2005; Hu et al. 2009; Rokkam et al. 2009; Millett et al. 2009). Several physical
characteristics of the process such as the existence of incubation period before
nucleation, existence of void denuded zones near grain boundaries, dependence
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of growth and coarsening rates on dose rate, and the reduction of void number
density during coarsening were correctly captured, though only qualitatively, by the
phase-field model. However, two different types of the phase-field model for void
growth were utilized without rigorous analysis of their differences. Models of type
B only used the concentrations of point defects as the phase-field variables/order
parameters, while models of type C combined the defects concentrations with a
non-conserved order parameter representing the void as a microstructural feature.
Moreover, most of the simulations conducted in these studies used unrealistically
high defects concentrations on the order of 0.1 (10%).

Furthermore, the results of the void/bubble dynamics are usually presented
qualitatively using non-dimensionalized time and length scales. All these limitations
clearly prevent model verification and validation.

Ahmed and El-Azab (2018) have recently demonstrated that quantitative phase-
field models of void growth in irradiated solids can be constructed in a systematic
way using a formal asymptotic analysis. The analysis showed that phase-field
models of type B can only capture diffusion-controlled kinetics and are equivalent
to the well-known rate theory description of the problem (Olander 1976; Was
2017). On the other hand, phase-field models of type C are capable of describing
general void growth kinetics from which diffusion-controlled and surface-controlled
arise as limiting cases. The generality of model C was found to be the result
of the extra Allen-Cahn equation that acts as an interfacial constitutive law that
guarantees nonnegative interfacial entropy production. Therefore, it was concluded
that the Allen-Cahn mobility is directly connected to the surface mobility/kinetic
barrier through a regular Arrhenius-type relation. The analysis also matched the
phase-field model of type C to the recently developed sharp-interface model of
void growth (Hochrainer and El-Azab 2015). This matching facilitates fixing
the phase-field model parameters in terms of the regular thermodynamic and
kinetic data. This was demonstrated by investigating void growth in copper. The
quantitative predictions of the model are captured in Figs. 3, 4, and 5. Figure 3
depicts the evolution of vacancy concentration during void growth from a slightly
supersaturated copper matrix (with realistically low vacancy concentration). The
different types of void growth kinetics are captured in Figs. 5 and 6. As the
surface kinetic barrier (Δg) increases relative to the bulk migration energy (Em),

Fig. 3 Snapshots of the evolution of the vacancy concentration during the growth of a void from
a supersaturated copper matrix. Note that the vacancy concentration here does not have to be
artificially high as in most of existing phase-field models
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Fig. 4 The chemical
potential across the centerline
of the domain in Fig. 3. Large
gradient develops across the
domain for the case of
diffusion-controlled growth,
while the chemical potential
is almost constant in the
entire domain for the
interface-controlled case

Fig. 5 Effect of the surface kinetic barrier (�g), assumed here to be a multiple of the bulk
migration barrier (Em), on the overall void growth kinetics in a supersaturated copper at 800 K. The
void growth kinetic diminishes as the surface migration barrier increases. Moreover, the kinetics of
the process transforms from diffusion-controlled to surface-controlled with increasing the surface
barrier

the overall kinetics changes from diffusion-controlled to surface-controlled. This
is evident from Fig. 4, where the chemical potential as function of position is
plotted. High gradients of the chemical potential are established for the case of
diffusion-controlled, while negligible gradients of chemical potential exist during
surface-controlled growth. Moreover, the overall kinetics of the void growth process
slows down with increasing the kinetic surface barrier as quantitatively represented
in Fig. 5.
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Fig. 6 Snapshots showing the different pore-grain boundary interactions during grain growth
of a porous polycrystalline UO2 at 2000 K. Pore breakaway is evident from the 3D snapshots
(upper row). The model is clearly capable of capturing all possible pore-boundary interactions
simultaneously as obvious from the 2D cross-sectional images (lower row). Pores can move along
with or detach from a migrating boundary. Moreover, initially isolated pores can get attached
to a moving boundary. Furthermore, a specific pore can go through a series of attachments and
detachments

4.2 Grain Growth in Porous Uranium Dioxide

It is well known that most of the physical properties of polycrystalline solids are
strongly dependent on the grain size (Rahaman 2003). Moreover, the behavior of
such materials under harsh conditions such as irradiation, high temperature, and
high stresses is also highly influenced by grain size. For instance, it was shown that
fission gas swelling and release rates decrease with increasing grain size (Turnbull
1974). This has motivated several experimental, theoretical, and computational
works for investigating the kinetics of grain growth in the main nuclear fuel.

For the case of porous ceramics such as UO2, the pore-grain boundary inter-
actions must be taken into account to appropriately model grain growth in such
materials (Ahmed 2015). Second-phase particles such as precipitates, bubbles,
inclusions, and pores exert a drag force on the migrating grain boundary that retards
the grain growth process and may completely stop it as was predicted by the
famous Zener’s pinning model (Rahaman 2003). However, mobile particles such
as pores can move along with the migrating boundary if any of the mass transport
mechanisms such as bulk diffusion, surface diffusion, or vapor transport is active.
It was shown that most of existing data on grain growth of UO2 is consistent pore
migration via surface diffusion (Bourgeois et al. 2001).
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A detailed phase-field model of pore-grain boundary interactions and its effect on
grain growth in ceramics was developed by Ahmed et al. (2013, 2014, 2016a, 2016b;
2017). The model takes into consideration the coupled curvature-driven motion of
grain boundaries and pore migration by surface diffusion. The phase-field model
relaxes the restrictive assumptions on the pore and boundary geometries and motion
in the classical models (Nichols 1968, Brook 1969, and Carpay 1977) and obviates
the numerical difficulties of the sharp-interface models (Hsueh et al. 1982; Spears
and Evans 1982; Svoboda and Riedel 1992; Riedel and Svoboda 1993). Using a for-
mal asymptotic analysis (Ahmed et al. 2016a, 2016b), it was shown that the phase-
field model recovers the sharp-interface description of the problem, which facilitates
quantitative simulations of grain growth in different porous ceramics (Ahmed
et al. 2013, 2014).

The phase-field model of grain growth in porous ceramics was used to simulate
grain growth in UO2 (Ahmed et al. 2014). The model was successfully able to
account for all possible pore-grain boundary interactions in such material as obvious
from Fig. 6 that captures these different scenarios. A migrating grain boundary can
drag mobile pores along with it. It could also break away from less mobile pores.
The presence of large number of immobile pores may lead to the cease of grain
growth process. The prevailing type of interaction depends on the grain boundary
and pore/surface mobilities and the grains and pores sizes and morphologies.
However, in a heterogeneous microstructure, all different types of interactions may
occur simultaneously as demonstrated in Fig. 6. Moreover, the 3D simulations
revealed that boundary breakaway is artificially suppressed in 2D simulations due
to the implied assumption of cylindrical pore shape that exaggerates pore drag. An
excellent agreement between model predictions and experimental data was found as
shown in Fig. 7.

Fig. 7 Comparison of
phase-field model predictions
and experimental data of
grain growth porous
polycrystalline UO2 at
2000 K. The direct
comparison was carried out
by extrapolating the model
results and fitting the
experimental data as
discussed in Ahmed et al.
(2014). Note that such
high-fidelity model
verification is only possible
for quantitative phase-field
models (with no arbitrary
model parameters)
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4.3 Hydride Precipitation in Zircaloys

Zirconium alloys are widely used as cladding materials for water-cooled reactors.
However, it is known that zircaloys tend to pick up hydrogen during service which,
due to the low hydrogen solubility in zirconium, leads to the formation of zirconium
hydrides (Carpenter 1973). The precipitation of these hydrides is detrimental to the
mechanical integrity of the cladding because hydrides are brittle. Accumulation of
these hydrides facilitates crack initiation and propagation that eventually leads to
the rupture of the cladding. A few stable and metastable hydrides that precipitate
from the hexagonal α − Zr were identified (Carpenter 1973). The most investigated
ones are the FCC δ hydride and the FCT γ hydride. The former is the stable
configuration usually observed in cladding, and the latter is a metastable phase that
forms under high cooling rates. The misfit strains for both hydrides were determined
by Carpenter (1973).

A few phase-field models of hydrides formation and growth were proposed in
literature (Ma et al. 2002a, 2002b, 2006; Guo et al. 2008a, b). Most of them focus
on either δor γ hydride, but a recent multiphase-field model (Bair et al. 2017) was
introduced to simulate all phases of hydrides and the possibility of γ to δ transition.
In these models, the misfit strain tensors are usually expressed in terms of phase-
field variables to capture their variation with phase. The stress equilibrium equation
is then solved concurrently with the phase-field evolution equations.

For the case of γ hydride, phase-field simulations demonstrated, in agreement
with experiments, the equilibrium needle shape of these hydrides. Since they have
anisotropic misfit strain in the basal plane, their variants with 120◦ angles between
each other can form during an HCP to FCT transition. In the absence of external
stress, all variants are likely to precipitate with equal probability. However, under
applied stress, the variant normal to the direction of applied stress has lower
nucleation barrier. This results in a preferential precipitation of that variant. These
results are demonstrated in Fig. 8, which captures the precipitation of these hydrides
in the absence and presence of applied stress. The preferential precipitation of
hydrides was suggested as possible mechanism of hydride reorientation that takes
place under cyclic temperature and stress conditions (Ma et al. 2002). A threshold
stress value of 200 MPa was found to be necessary for hydride reorientation.
This value lies well within the range reported in literature (Ma et al. 2002a,
2002b).

On the other hand, for the case of δ hydride, the misfit strain is isotropic in the
basal plane with the elastically hard direction being normal to that plane. Therefore,
the equilibrium shape of these hydrides is a platelet. A 3D phase-field simulation
showing the development of that equilibrium shape is presented in Fig. 9. How-
ever, their reorientation cannot simply be explained by preferential precipitation
as in the case of γ hydrides. It is believed that the 3D stacking of microscale
hydrides and plastic effects may hold the key for their reorientation. Nonetheless,
a detailed theoretical or computational model that accounts for these effects is still
lacking.
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Fig. 8 Snapshots of the precipitation process ofγ hydrides under no external load (upper row) and
200 MPa vertical tensile load (lower row). In the absence of applied stresses, all variants of hydrides
precipitate out with equal probability. In the presence of an applied load, preferential precipitation
of the variant perpendicular to the direction of the applied load takes place

Z

X
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Z

X
Y

Z

X
Y

Fig. 9 Snapshots of the development of the equilibrium platelet shape of δ hydrides as observed
in experiments. The z-axis here is assumed to coincide with the elastically hard eigen/misfit strain
direction [0001]

5 Conclusions and Outlook

Based on its success in simulating microstructure evolution in different mate-
rials, the phase-field method was adapted by the nuclear materials community
to investigate irradiation effects on materials. The phase-field models of nuclear
materials account directly for the production, diffusion, recombination, and reaction
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of point defects. Moreover, other extended defects and microstructural features are
also included and naturally represented by phase-field variables/order parameters.
Furthermore, thanks to its thermodynamic formulation, different types of driving
forces such as irradiation, thermal, and mechanical can be considered and coupled
in a straightforward manner. In addition, thanks to their spatiotemporal nature,
phase-field models inherently account for the effect of microstructure and species
heterogeneity on the kinetics of evolution. All these features of the phase-field
method enable it to give a more complete picture of microstructure evolution in
irradiated materials than other competitive techniques such as rate theory or Monte
Carlo. This has led the NEAMS program under DOE to foster the establishment
and development of the phase-field-based mesoscale simulator MARMOT to model
microstructure evolution in fuel and cladding materials (NEAMS 2017).

Phase-field models were successfully utilized to simulate irradiation-induced
microstructure evolution in materials. Phenomena such as irradiation-induced seg-
regation and precipitation; irradiation-induced voids and bubbles formation; growth,
coarsening, and dislocation loops; and grain growth were investigated using the
phase-field method (Millet and Tonks 2011; El-Azab et al. 2014; Y Li et al. 2017).
However, most of these studies only presented qualitative results that cannot be
used for predicting material behavior. Nonetheless, as discussed here, this is not an
inherent limitation of the method, and a few quantitative investigations were carried
out. The construction of such quantitative models requires careful thermodynamic
and mathematical formulation of the free energy functional (Moelans 2011; El-Azab
et al. 2014). In addition, the sharp-interface limits of these diffuse-interface phase-
field models must be obtained in order to directly connect the model parameters
to the regular thermodynamic and kinetic material properties (El-Azab et al. 2014;
Hochrainer and El-Azab 2015; Ahmed et al. 2016a, 2016b; Ahmed and El-Azab
2018).

Of course, as with any modeling technique, phase-field methods have their
limitations. Similar to any coarse-grained modeling approach, their predictive
capability is limited by the availability of thermodynamic and kinetic data. There is a
clear shortage of such data for nuclear materials. Nonetheless, such limitation can be
overcome by conducting lower-scale simulations and/or experiments to obtain these
data. Also, parametric studies and uncertainty quantification techniques may be used
to assess the effect of missing data on the model predictions. The second major
limitation is the high numerical cost of these models. Phase-field simulations scale
linearly with number of variables and domain dimension, which make them difficult
to implement in 3D for multiphase and multicomponent systems. However, this
limitation can be mitigated by using efficient multigrid solver methods and adaptive
mesh and time-step techniques. The advancement of sophisticated frameworks such
as MOOSE/MARMOT will definitely help in that regard.

There are three main future directions that can be pursued to advance the
construction and implementation of phase-field models of irradiation effects in
nuclear materials. First, model verification and validation must be a high priority.
In order to accomplish this goal, only quantitative phase-field models (having no
arbitrary model parameters) should be used. Developing such models is possible
through matching with thermodynamically consistent sharp-interface models. The
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model predictions can then be directly compared with experiments. Some simplified
separate-effects experiments may be designed to facilitate model validation. For
instance, experiments that only demonstrate the effects of dose/fission rate, temper-
ature, and total dose/burnup will be invaluable not just to evaluate model predictions
but also to enhance model design by pinning down which parts of the model need
further improvements. Only then we can start validating more advanced models
with coupled driving forces. However, developing and validating such generalized
models that account for different aspects of irradiation effects simultaneously must
be the ultimate goal. Second, modelers should try to mitigate the limitations of the
phase-field method discussed above. Such task requires collaborative community
work to expand the thermodynamic and kinetic data of nuclear materials, preferably
also to be organized into an accessible online library and improve/develop robust
and efficient numerical algorithms. Third, the phase-field models of irradiation
effects should be coupled to lower-scale models such as MD, DFT, and KMC to
account for both stages of irradiation damage and irradiation effects. Since those
stages usually span order of magnitudes with different length and time scales,
only a true multi-scale modeling approach can elucidate material behavior in such
challenging environment. Innovative theoretical and numerical schemes are required
to achieve this goal.
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Abstract

Thermodynamics is essential, fundamental information for understanding the
behavior of any system. For nuclear materials, the situation is even more critical.
The fuel in particular becomes highly multicomponent with burnup and is
constantly evolving from beginning to end of life. Calculation of Phase Diagram
(CALPHAD) modeling gives a continuous thermodynamic description of a
system and allows coupling of the information to other phenomena facilitating
multiphysics simulations.

1 Introduction

The combined first and second laws of thermodynamics give us the extremum
principle. Stated simply, an isolated system will maximize its entropy and minimize
its free energy. As will be discussed later, the Gibbs energy has temperature
and pressure as natural variables and is therefore generally the most convenient
thermodynamic function to use for treating chemical equilibria. Mathematically,
the equilibrium state of a multicomponent isolated system at constant temperature
and pressure is the assemblage of phases and their respective compositions that
correspond to the global constrained minimum of the total Gibbs free energy.

A nuclear fuel system is continuously evolving due to transmutations and
fission product (FP) generation. Because of the high temperatures, there is a rapid
approach to equilibrium; therefore, thermodynamic arguments are often sufficient
to predict many phenomena and are, at a minimum, necessary to understand more
complex, dynamic physics such as corrosion, heat transfer, and mass transport.
While the structural materials for reactors can benefit from thermodynamic insight,
the emphasis here is reserved for the fuel since it is the fuel that generates the heat
and experiences the highest temperatures and evolves to a multicomponent system
of up to 60 elements.

A major issue for fresh light water reactor (LWR) fuel is it can have variable
initial composition. It is therefore a complex system even before irradiation. All
fuels become even more so with burnup as fission and transmutation products
are generated. Some of these dissolve into the parent phase while others form
secondary ones, for example, the five-metal white phase (molybdenum, rhodium,
palladium, ruthenium, and technetium) and perovskites in oxide fuels. Therefore,
thermodynamic representations of the system must capture the important complex
behavior, for example, nonstoichiometry of the crystalline structures, ordering in
ionic melts, and dissolution of elements into the original and secondary phases.
Fortunately, there are models available that incorporate these characteristics; they
are discussed in Sect. 5.

Finally, while thermodynamics does not explicitly include the physics of time
evolution to equilibrium, the tendency of a system to evolve to its lowest energy
state and to balance potentials does provide driving forces for many kinetic phe-
nomena within certain formalisms, for example, the theory of irreversible processes
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(De Groot and Mazur 2013). As mentioned, fuel experiences high temperatures.
Thus, the assumption of local thermodynamic equilibrium (LTE) is useful for
predicting the chemical state of the elements and the material properties of the fuel;
these are important inputs for representing many kinetically driven processes like
phase transformations, microstructural evolution, and transport phenomenon.

2 Classical Thermodynamics

Thermodynamics can be viewed as the study of the manifestations of energy and its
transformations. The fundamental mathematical relations were empirically derived
from the necessity of describing the operation of steam engines (J.M Smith et al.
1996), and the theory was essentially complete at the end of the 19th century
(DeHoff 2006).

The first law captures the essence of the science through the following statement:

Although energy assumes many forms, the total quantity of energy is constant, and when
energy disappears in one form it appears simultaneously in other forms. (J.M Smith et al.
1996)

Expressed mathematically:

dU = δQ− PdV (1)

where U is internal energy, Q is heat, P is pressure, and V is volume. The δ symbol
signifies that Q is a process functions, i.e., the integral of δQ depends not only on
the initial and final state, but also on the path.

The second law asserts there is a proper direction for transformation of energy
from one form to another. It is the statement of the principle of entropy increase
given as:

dS ≥ 0 (2)

A consequence of Eq. 2 is that an isolated system, if left alone, may never
decrease in entropy. The combined first and second laws, formulated in Eq. 3, give
the fundamental relation of thermodynamics (Willard 1961).

dU ≤ T dS − PdV (3)

where the S and V are the natural variables of U. It is often desirable to represent
Eq. 3 as a different thermodynamic potential dependent upon another set of more
experimentally useful natural variables; this can be accomplished by performing a
partial Legendre transform on Eq. 3 to obtain the Helmholtz (F) and the Gibbs (G)
energies.
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G = U + PV − T S (4)

F = U − T S (5)

Equations 4 and 5 yield all the information contained in Eq. 3, but with natural
variables (T,P) and (T,V), respectively. Upon differentiation, Eqs. 4 and 5 become:

dG = dU + V dP + PdV − T dS − SdT (6)

dF = dU − T dS − SdT (7)

Applying Eq. 3 means that the G and F must never increase at constant (T,P) and
(T,V), respectively.

dG ≤ 0 (8)

dF ≤ 0 (9)

Representing any real irreversible process with a reversible path underpins
calculations made within the framework of Classical Thermodynamics; therefore,
the equality will strictly apply and Eq. 8 will be used from here on to define
equilibrium, i.e., dG = 0.

Despite significant advances in science since the advent of Classical Thermo-
dynamics, only a minor modification to the first law has been introduced and no
experiment has ever directly or indirectly provided evidence that contradicts the
second law (Van Wylen et al. 1994). The famous Einstein equation, E = mc2,
effectively combines the laws of conservation of mass and energy such that mass is
simply yet another manifestation of energy and the first law remains soundly intact.
There is a zeroth law that states that two bodies in thermal equilibrium with a third
are themselves in thermal equilibrium (Van Wylen et al. 1994). The third law will
be discussed later on as it applies to modeling, but the fundamentals of Classical
Thermodynamics can be applied based on the first and second laws alone.

3 The Ideal Gas

A natural didactic and utilitarian companion to the Classical Thermodynamics
framework is the equation of state (EOS) for an ideal gas derived from combination
of Charles’, Boyle’s, and Avogadro’s laws (Chang 1998); it is mathematically
expressed as:

PV = nRT (10)
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where n is number of moles and R is the ideal gas constant. Dalton’s law states
that ideal gases are noninteracting and every gas behaves as a vacuum unto
every other gas (Chang 1998). This leads to an important simplification for low
pressures and/or high temperatures with very convenient and useful consequences
for thermodynamic calculations; the sum of partial pressures equals the total
pressure (Eq. 11):

P ≡
∑

i

pi =
∑

i

xiP =
∑

i

ni

N
P (11)

where ni is the number of moles of component i, N is the total number of moles
of the system, and xi is the mole fraction of component i. The change in the Gibbs
energy at constant temperature can be shown to be:

dG = V dP (12)

Employing Eq. 10 as the EOS, the familiar equation for the pressure effect on the
Gibbs energy of an ideal gas is recovered.

G = n◦G+ nRT ln
P

1bar
(13)

Here,
◦
G is the molar Gibbs energy of the ideal gas at the temperature of the

system referenced to a standard pressure of 1 bar. Furthermore, upon application of
Dalton’s law of partial pressures, the entropic effect on the Gibbs energy from the
mixing of ideal gases is included in Eq. 14.

G =
∑

i

niG
◦
i +

∑

i

ni ln xi +NRT ln
P

1bar
(14)

where the change in entropy, or the entropy of mixing, Smix, is:

Smix = R
(
∑

i

ni ln xi

)
(15)

4 Ideal Mixing: The Statistical Mechanics Approach
to Entropy

Pioneered by Ludwig Boltzmann and J. Willard Gibbs, statistical mechanics
provides a link between the energy states described by quantum and classical
treatments and the macroscopic observable properties of thermodynamics described
earlier. Entropy is best defined using statistical mechanics and, according to the
Boltzmann equation, is:
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S = kB ln�(U) (16)

where kB is the Boltzmann constant, and Ω(U) is the number of microstates with
energy U. Assuming no interactions between solution components, Eq. 16 is used
to derive the ideal entropy of mixing (Sid) for condensed phases resulting in exactly
the same expression given by Eq. 15 for an ideal gas mixture.

Sid = Smix = R
(
∑

i

ni ln xi

)
(17)

Although approximate and generally an overestimate, Eq. 17 is widely applied
in the field of thermodynamic modeling and is a convenient, utilitarian way of
representing the entropy of mixing resulting from solution formation. It is used
directly in the regular solution model and with modification in the sublattice
model for ionic crystalline material discussed later. It is worth noting that Sid

is used to distinguish from Smix since Smix provides an exact description of the
configurational entropy from the mixing of ideal gases and is an exceptionally
accurate approximation for actual gases within the limit that Dalton’s law may be
applied. The word actual is purposely used here in lieu of real since the term real
gas is the conventional way of referring to gases that deviate from ideal behavior,
i.e., Dalton’s law is inapplicable and significant interactions are present.

It is well established that the phenomenological relations of Classical Thermody-
namics, such as the pressure effect on the Gibbs energy and the entropy of mixing of
an ideal gas, can be derived from quantum and classical statistics using many of the
same simplifying assumptions that led to the development of the empirical laws that
underpin Eqs. 10 and 11. This fact validates the statistical mechanics approach to
entropy and helps to establish a link between the micro- and macroscopic quantum
and classical treatments of thermodynamics.

5 Thermodynamic Models

A useful form of the Gibbs energy equation is obtained by defining a new potential,
the enthalpy, H. The definition of H is given as:

H = U + PV (18)

Enthalpy has natural variables S and P as can be seen from the differential form:

dH = T dS + V dP (19)

It is one of the four fundamental thermodynamic potentials along with U, G, and
F. Here, H is introduced since a very convenient and widely applied from of G is
given by:
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G = H − T S (20)

While the third law of thermodynamics establishes the concept of absolute
entropy, there is no such assertion for enthalpy (H); therefore, Gibbs energy func-
tions rely on energy differences between references taken at a standard temperature
and pressure (STP) generally 298 K and 1 bar. The convention is to use the elements
as references with zero H in their stable form at STP. This gives rise to the concept of
a standard enthalpy of formation ΔHf , alternately referred to as the stable element
reference and denoted HSER. Using Maxwell’s relations and assigning H298 =ΔHf ,
the functions for H and S with temperature can be defined as (E Brian Smith 2013):

H = H298 +
T�

298

cpdT (21)

S = S298 +
T�

298

cp

T
dT (22)

where cp is the heat capacity at constant pressure. The Gibbs energy is expressed as
a temperature dependent polynomial of the general form:

G = a + b + cT ln T + dT 2 + eT 3 + f T −1 . . . (23)

The ellipsis denotes that additional terms can be added to achieve a better
representation when compared to experimentally determined values, but these are
rarely needed.

The heat capacity can be found from the G by utilizing the following relation
(Prausnitz et al. 1998):

cp = −T
(
∂2G

∂T 2

)
(24)

resulting in:

cp = −c − 2dT − 6eT 2 − 2f T −2 . . . (25)

While cp can always be calculated from the Gibbs function, the reverse is not
true due to the creation of integration constants thus underscoring the importance
of knowing a standard enthalpy and absolute (or standard) entropy. It is worth
noting that differences in standard states can have small but serious computational
consequences and this can arise when utilizing data from different sources.
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5.1 Pure Elements and Stoichiometric Compounds

For a pure element or a stoichiometric compound, Eqs. 23 and 24 are sufficient for
describing the Gibbs energy and heat capacity. The deconvolution of Eq. 23 gives
S298 and H298 and therefore contains all of the thermodynamic information illustrat-
ing the importance of its potential in computational thermodynamic applications.

5.2 The Regular Solution Model

The ideal solution model is given by Eq. 14 for a gas but can be extended to
condensed phases by assuming negligible pressure dependence, which is generally
true in practice; therefore, Eq. 14, in terms of mole fractions, reduces to:

Gtotal = N
(
∑

i

xi
◦
Gi +

∑

i

xi ln xi

)
(26)

Eq. 26 can be expressed in terms of the molar Gibbs energy, G, as:

G =
∑

i

xi
◦
Gi +

∑

i

xi ln xi (27)

The ideal solution model assumes no interaction between end-members that
constitute the phase. The Gibbs energy of many liquid and solid mixtures can be
sufficiently represented with Eq. 27, particularly within the limit of dilute solutions.
For solutions that exhibit strong interactions, an additional term is added and Eq. 27
becomes the well-known regular solution model given by:

G =
∑

i

xi
◦
Gi +

∑

i

xi ln xi + xsG (28)

where xsG is termed the excess Gibbs energy. A common form of xsG is the Redlich-
Kister polynomial (Redlich and Kister 1948) that yields interaction energies as a
function of composition (Prausnitz et al. 1998). To illustrate, for a binary system, a
Redlich-Kister excess Gibbs energy is given as:

xsG = x1x2

∑
iL(x1 − x2)

i (29)

where the iL terms are the ith order interaction energies and are commonly
represented as a function of temperature following the form:

iL = iA+ iBT + iCT ln T + iDT 2 . . . (30)
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Gases that deviate from ideality are treated differently, due primarily to pressure
effects, but the idea that interactions between unlike components generate an excess
Gibbs energy contribution is the same. Eq. 14 can still be used for a real gas by
correcting the pressure term in Eq. 10 using the fugacity coefficient, ϕ, given by:

φ = e
P�
0

(
z−1
P

)
dP

(31)

where z is known as the compressibility factor given by:

z ≡ PV

NRT
(32)

When a real gas mixture description is warranted, ϕ is modified to φ̂i , or the
fugacity coefficient of species i in solution, which is a function of the interaction
between components that reduces to ϕ for pure i as the composition of i approaches
unity. Finally, the excess function for a real gas can be characterized by Eq. 33
below.

xsG =
∑
RT ln φ̂i (33)

5.3 The Associate Species Model

To represent the thermodynamics of nonstoichiometric solution phases or the short
range order (SRO) in some liquids, the associate species model uses fictive or
fictitious molecule-like species as end-members in a regular solution model. As an
example, to represent the oxygen potential of the U1-yGdyO2 ± x phase, Lindemer
and Sutton (Lindemer and Sutton Jr. 1988) used the U2O5 and UGdO4 associate
compounds in a regular solution model framework. To illustrate the SRO in a generic
liquid mixture of components A and B with a tendency to form AB associates, the
appropriate model is given by:

Gtotal = nAGA + nBGB + nABGAB +NRT (xA ln xA + xB ln xB + xAB ln xAB)

+Gxs
(34)

The major drawback to Eq. 34 is that it does not reduce to the regular solution
model when there is no tendency for association, i.e., �GAB = 0 for the so called
pair exchange reaction given by Eq. 35 below.

(A− A)+ (B − B) = 2 (A− B) (35)



2344 J. W. Mcmurray and T. M. Besmann

5.4 Sublattice Models

The modeling of complex interstitial and substitutional solutions of crystalline
phases can best be accomplished with a sublattice approach using either a reciprocal
solid solution (RSS) or compound energy formalism (CEF) model. The two are not
easily distinguishable as the RSS is a special case of the CEF. The major difference
lies in the fact that the CEF is a broadly applied formalism approach for which the
RSS, depending on the stoichiometry of the crystal, could be a model within the
CEF framework.

Since the CEF assumes the general form of the sublattice model, it will be
used from here on to generate a description. The long range ordering (LRO) of a
crystal with multiple sites, or sublattices, on which mixing takes place gives rise to
a modification of the entropic term and, according to the CEF, it becomes:

SCEF = −R
(
∑

s

∑

J

nsysJ ln ysJ

)
(36)

where ysJ is the site fraction of constituent J on sublattice s and ns is the
stoichiometric coefficient of sublattice s. There is a mechanical mixture of all the
end-member compounds, called a surface of reference (Gs.r.), that is, all possible
combinations of the members from different sublattices. Here, the term compound
is italicized and loosely applied since some combinations may be unphysical or
fictive, meaning that they only exist in solution and not as a pure compound. The
surface of reference is described in general mathematical terms as:

Gs.r. =
∑

k

◦
Gk

∏

s

ysJ (37)

where
◦
Gk is the Gibbs energy for the end-members and the

∏
s

ysJ term accounts for

all the sublattices that contain components of end-member k, the end-member being
operated on by the summation. Combining Eqs. 37 and 38 and adding xsG gives the
common form of the molar Gibbs energy CEF expression:

GCEF =
∑

k

◦
Gk

∏

s

ysJ + RT
(
∑

s

∑

J

nsysJ ln ysJ

)
+ xsG (38)

Liquid mixtures can be represented with a regular solution model, but a tendency
for ordering necessitates a more sophisticated approach that directly treats inter-
actions among constituents. While the technique of including associates discussed
above was originally developed for this purpose, an alternative is the two-sublattice
liquid model (TSLM) that can be used to describe the ordering in ionic liquids
(Hillert et al. 1985). The TSLM is based on the concept first proposed by Temkin
(Temkin 1945) for salt melts where each atom is practically surrounded by unlike
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atoms and cations mix at random only with each other while anions randomly
reposition exclusively with other anions. The situation is conveniently represented
with two sublattices, one for the cations and one for anions, and the melt is described
with the same approach used for crystalline phases with LRO (Hillert et al. 1985).

Hillert et al. (Hillert et al. 1985) made modifications to extend the application
of the TSLM to include components with multiple valences by allowing the
stoichiometry to vary. Vacancies and associates, both neutral and charged, were also
introduced to describe nonstoichiometric melts. While this may not always be a
physical reality, it is an expedient way of representing the Gibbs energy of liquids
ranging from a purely metallic-like solution to one with short range ordering from
ionic interactions. This approach has since come to be known as the partially ionic
TSLM and within its framework electroneutrality is defined as:

P =
∑

j

νj yAj +QyVa (39)

Q =
∑

i

viyCi (40)

where νj and yAj are the charge and site fraction of the anion species and νi and yCi
are the charge and site fraction of the cation C, respectively; yVa is the site fraction
for a vacancy of charge Q-, thus.

G =
∑

C

∑

A

yCyA
◦
GC:A +QyVa

∑

C

yC
◦
GC +Q

∑

B

yB
◦
GB − T S + xsG

(41)

where
◦
GC : A is the Gibbs energy of the liquid constituent corresponding to the

formula CνAAνC and
◦
GC is the Gibbs energy of element C. The symbols yB and

◦
GB correspond to the site fraction and the Gibbs energies of neutral B associates.

The configurational entropy term S is given by:

S = −R
[
P
∑

C

yC ln yC +Q
(
∑

A

yA ln yA + yV a ln yV a +
∑

B

yB ln yB

)]

(42)

5.5 Quasichemical and Modified Quasichemical Models

A quasichemical treatment of SRO in liquids is an alternative to the associate species
and the TSLM approaches. The model was developed by Fowler and Guggenheim
who based the configurational entropy on a one-dimensional lattice. Pelton and
coworkers introduced modifications to the model in order to permit the composition
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of maximum SRO to vary and to extend the application to multicomponent systems
(AD Pelton et al. 2000; Arthur D Pelton and Chartrand 2001).

The modified quasichemical model (MQM) is best illustrated first with a generic
binary example consisting of components A and B which are distributed over a
one-dimensional quasilattice. The pair approximation is used, that is, only nearest
neighbor pairs are considered to interact and this interaction is independent of the
other pairs. As such, the driving force for ordering is the pair exchange reaction
given by Eq. 35:

This can be viewed as a quasi-chemical reaction with an energy, ΔGAB. The
Gibbs energy of the solution is modified by ΔGAB and becomes:

Gtotal = nA◦GA + nB ◦GB − T Sconf ig +
(nAB

2

)
�GAB (43)

where nA, nB, and nAB are the number of moles of component A, B, and AB pairs,
respectively, and these quantities are bound by the relations:

ZAnA = 2nAA + nAB (44)

ZBnB = 2nBB + nAB (45)

Here ZA and ZB are the coordination numbers of A and B and nAB = nBA. In
the quasichemical model after Guggenheim and Fowler (Fowler and Guggenheim
1949), ZA = ZB = Z; however, by allowing these to be chosen independently, the
composition corresponding to maximum ordering is determined by the ratio ZB/ZA

and can therefore be adjusted to fit the behavior of the system.
The pair fractions are defined as:

Xij = nij

nAA + nBB + nAB (46)

while the coordination equivalent fractions are given as:

YA = ZAnA

ZAnA + ZBnB (47)

YB = ZBnB

ZAnA + ZBnB (48)

A correction is added to configurational entropy since it is no longer given by the
random mixing assumption from Eq. 17; therefore, Smix becomes:
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Smix = −R
[
(nA lnXA + nB lnXB)+

(
nAA ln

XAA

Y 2
A

+ nBB ln
XBB

Y 2
B

−nAB ln
XAB

2YAYB

)] (49)

The quantities Y 2
A,Y 2

B , and 2YAYB represent the probability of finding AA, BB, an
AB, respectively, and this corresponds to pair fractions from random mixing. The
pair fractions, Xij, are bound by the law of mass action relation:

X2
AB

XAAXBB
= 4e

(−�GAB
RT

)

(50)

If ΔGAB = 0, each pair is associated with the same energy and there is no ten-
dency for ordering. When this happens XAA = Y 2

A, XBB = Y 2
B , and XAB = 2YAYBand

Eq. 49 reduces to Eq. 17 for Sid.
Finally, ΔGAB can be expanded in terms of coordinate equivalent fractions,

for example, using a Redlich-Kister polynomial, in order to achieve a good fit to
experimental data.

For multicomponent quasichemical models, assessed binary subsystems are used
to construct higher order representations. The coordination number is composition-
ally dependent via:

1

Zi
= 1

2nii + ∑
j �=i
nij

⎛

⎝2nii
Ziii

+
∑

j �=i

nij

Ziij

⎞

⎠ (51)

The composition of maximum SRO for each binary subsystem is determined
by the ratio

(
Zmm,n/Z

n
n,m

)
. The multicomponent analogue to Eqs. 44 and 45 can be

written as:

Zini = 2nii +
∑

j �=i
nij (52)

Combining Eqs. 51 and 52 results in the relation:

ni = 2nii
Ziii

+
∑

j �=i

nij

Ziij

(53)

Eqs. 46–48 can be generalized as

Xij = nij∑
k

nkk +∑
k

∑
l=k+1

nkl
(54)
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Xi = ni∑
k

nk
(55)

Yi = Zini∑
k

Zknk
(56)

The Gibbs energy of solution and the configurational entropy terms now become:

G =
∑
ni
◦
Gi − T Sconf ig +

∑

i

∑

j

(nij
2

)
�Gij (57)

Sconf ig = −R
⎡

⎣
∑
ni lnXi +

∑

i

nii ln
Xii

Y 2
i

+
∑

i

∑

j=i+1

nij ln
Xij

2YiYj

⎤

⎦ (58)

The technique of predicting multicomponent thermodynamic behavior by using
assessed binary and/or ternary subsystems can be applied since ΔGij is a function
of two body interactions only.

5.6 Excess Functions

The random mixing assumptions form the base for Eq. 28, 34, 38, 41, and 57. In
order to model observed thermodynamic behavior, an xsG term is included. An
important part of modeling efforts is the expedient choice of an excess function
that facilitates extrapolation from binary and ternary subsystems to multicomponent
mixtures. For this reason, xsG is generally chosen as a function of binary interactions
only. There are more sophisticated representations for xsG, such as the three-suffix
Margules and Whol’s equations that are applied to liquid regular solution models,
which likely better reproduce observed experimental behavior. However, these
expressions suffer from the fact that interaction parameters between all components
starting from binary up to the formal order of the system are included. In general,
for practical purposes, the xsG equation should be chosen such that it is defined in
terms of binary components or truncated to include only ternary interactions. This
allows higher order systems to be extrapolated from binary and/or ternaries and
therefore minimizes the experimental effort required to fit the adjustable parameters
and describe the system. Higher order interactions are included as needed. This is
known as the Muggianu method.
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6 Data Sources

Tabulated data have been developed based on experimental measurements span-
ning several decades. For pure substances, that is the elements, stoichiometric
compounds and their compositionally equivalent liquids, and molecular gases,
good resources exist such as NIST-JANAF Thermochemical Tables (1998) and
Thermochemical Data of Pure Substances (Ihsan 1995). The data are presented
as tabulated Gibbs free energy, enthalpy, entropy, and heat capacity values in
increments of temperature. Care must be taken to ensure consistency of standard
states. For example, it is customary to use either 1 bar or 1 atm pressure as
a reference; there is therefore the potential for small but important errors that
can influence calculations if data are mixed between databases that use differing
reference conventions.

Perhaps the international standard for thermochemical reference data and solu-
tion descriptions is that of the Scientific Group Thermodata Europe or SGTE (SGTE
Substances Database Version 2). The SGTE is a well-established and respected
organization. Their work is highly cited particularly within the CALPHAD (CALcu-
lation of PHAse Diagrams) community. The SGTE continually evaluates and revises
the values within the existing database as needed and updates it with new species
and phases when new studies identify the need for their inclusion. One limitation is
the solution phase models are generally restricted to binary systems.

The Thermodynamic of Advanced Fuels-International Database (TAF-ID) pro-
gram managed by the Nuclear Energy Agency (NEA) within the Organization of
Economic Cooperation and Development (OECD) is an endeavor to model highly
complex nuclear fuel systems with burn-up, for example, by including fission and
transmutation products. The TAF-ID effort uses the CALPHAD method (detail
in Sect. 7.2), whereby fundamental unaries, binaries, and ternaries subsystems
are first assessed and then combined to simulate the thermodynamic behavior
of multicomponent systems. An international team of researchers and engineers
are compiling and assessing the available information on the most significant
compounds and solution phases in order to define the multicomponent interaction
behavior. Data are either mined from the open literature and checked for consistency
or generated through carefully crafted experimental measurements within existing
national programs. Other information that may be cost prohibitive or difficult to
assess experimentally may possibly be determined from first principles calculations.
Advances in theory and computational capabilities allow for calculating thermody-
namic properties in this way, for example, lattice stabilities using Density Functional
Theory (DFT). Estimation techniques are also useful and can be remarkably
accurate in many cases. One example is the Neumann-Kopp rule, postulated more
than 140 years ago. It states “Each element (in the solid state) has essentially the
same specific or atomic heat in compounds as it has in the free state” (Leitner et al.
2010). Neumann-Kopp is often modified, for example, computing the overall heat
capacity of a multicomponent compound by summing the individual heat capacities
of constituent simpler compounds in appropriate ratios that result in the correct
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stoichiometry for the complex phase of interest. This has been done with some
success for oxides (Leitner et al. 2010). The enthalpy of formation of analogue
compounds often follows a linear relationship with atomic number (Konings 2012).
Other trends can be identified through systematic evaluation. For example, the
standard state entropy and enthalpy of formation for a series of stoichiometric
oxides in the Pr-O system show a linear relationship with composition (McMurray
2016). Generalized methods for particular systems are discussed at length by
Kubaschewski et al. (1993) and Spencer (1998).

7 Computational Thermodynamics

The essence of computational thermodynamics (CT) is the use of computer codes
and numerical techniques to find the constrained global minimum of the total
Gibbs energy of a heterogeneous system. This results in an assemblage of stable
phases, their elemental composition, and their relative amounts. At the heart of
this technique is the Gibbs energy models discussed earlier, many of which are
quite sophisticated which, ironically, has restricted successful implementation. For
example, the sublattice model has existed for quite some time but use was not prac-
tical until the advent of affordable high speed computing and the development of
robust minimization routines. For this reason, CT represents a significant scientific
step forward by facilitating the thermodynamic representation of multicomponent
systems with a high order of possible phase assemblages using complex liquid and
crystalline models. The results of CT equilibrium calculations are currently used
to construct unary, binary, and ternary phase diagrams and provide thermodynamic
properties and potentials that are vital for understanding material behavior.

7.1 Phase Diagrams

Phase diagrams are graphical representations of the thermodynamically distinct
phases that are stable at equilibrium. A unary phase diagram is completely defined
by two natural variables, usually T,P. An example for H2O is given in Fig. 1. For a
binary system, a complete diagram requires the use of three dimensional (3-D) space
since it is necessary to define the system in terms of one independent compositional
variable in addition to the two natural variables. For convenience, a temperature
composition (T-c) plot of a two component system is sectioned along an isobar,
typically1 atm, to construct a two-dimensional (2-D) T-c binary phase diagram. An
example for the Cu-Ni system is given in Fig. 2. Ternaries are even more complex
since it is necessary to specify two compositional and two natural variables to define
the system, thus requiring the use of four dimensional (4-D) space to completely
represent the phase equilibria. An isobaric section reduces this to 3-D that can be
represented by a prism as shown in Fig. 3. Here, temperature is plotted along the
vertical axis and the base of the prism is formed by an equilateral compositional
triangle, the so-called Gibbs triangle.
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Difficulties arise when using 3-D representations on 2-D media; it is therefore
useful to reduce ternary phase space plots to 2-D by sectioning. If a slice is
excised along the horizontal plane of the 3-D space, i.e., the system is at a
constant temperature, then an isothermal diagram results such as that shown for
the Mo-Si-C system in Fig. 4. These are typically the most useful since they

Fig. 1 Temperature-pressure phase diagram for H2O in the vicinity of the triple point

Fig. 2 The Cu-Ni binary phase diagram
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Fig. 3 The constant pressure
prism representing
temperature along the vertical
axis and composition within
the so called Gibbs triangle

Fig. 4 Ternary isothermal section of the Mo-Si-C at 1590 ◦C

allow for compositional analysis while the alternatives do not (Campbell 2012).
An isoplethal diagram follows a constant variable, usually composition of one (or
more) component. An example of the isopleth is shown in Fig. 5.

Higher order phase diagrams are extremely difficult to visualize and plot and are
therefore not very utilitarian; however, one technique is to fix the compositions of
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Fig. 5 Pseudobinary phase diagram of the Mo-Si-C system along the C-MoSi2 isoplethal section

enough of the components to generate a pseudo-ternary isotherm or a pseudo-binary
isopleth for 2-D renderings. While most systems do not attain equilibrium, phase
diagrams are important since they show where nature would like to move the system
given enough time to evolve, with increasing temperature generally moving systems
more rapidly to equilibrium. They are a core part of developing thermodynamic
models that can be used to compute chemical potentials that are fundamental for
simulating many kinetic processes such as microstructural evolution based on phase-
field methods.

7.2 CALPHAD Methodology

Over 40 years ago, Larry Kaufman and Himo Ansara organized the first CALPHAD
(CALculation of PHAse Diagrams) (Spencer 2008) meeting with the aim of
developing a framework for self-consistent modeling of combined thermodynamic
properties and phase equilibria – this became known as the CALPHAD method.
Since then, CALPHAD has become more of a movement than a method. There
is a membership organization growing in both the number of scientists employing
the approach and the scope of materials to which the methodology is applied as
well as a flagship journal CALPHAD – Computer coupling of phase diagrams
and thermochemistry. Advances in science and computing performance have facil-
itated the implementation of theoretical first principles calculations into thermody-
namic assessments and the development of sophisticated commercial computational
thermodynamic software packages like Factsage and Thermocalc. These achieve-
ments have grown from and form a fundamental part of present day CALPHAD.
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In the CALPHAD approach, all available data are critically assessed and utilized
to build the most accurate and comprehensive representation of the phases in a
system. The aim is self-consistent models that predict thermodynamic properties
and equilibria to be used for phase diagram construction that can be confidently
extrapolated beyond the range of experimental validation. The ultimate goal is the
development of databases for specific components that form systems of technolog-
ical importance that can be extended to include higher order systems ad hoc. This
is facilitated by developing models based on the physical and chemical properties
of the phases, for example, the crystallography, bonding, order-disorder transitions,
and magnetism (CALPHAD 2014). Of course, extensions and extrapolations are just
that and a core tenet of the CALPHAD methodology is the periodic re-assessment
of systems, a re-examination of the existing data from which they are determined,
and new experiments for validation of the models in extrapolated regions; therefore,
databases and models should be constantly updated and improved.

The use of first principles methods, particularly density functional theory
(DFT) (Lukas et al. 2007), has come to play an increasingly important role in
CALPHAD modeling to supplement efforts to develop thermodynamic data or to
determine thermodynamic values that are difficult or otherwise impossible to obtain
experimentally, such as properties of meta-stable or unstable phases. The structure
of crystalline materials should inform the selection or development of models that
can represent the defects and site occupancy of the species comprising the solid;
this information can generally be determined from neutron and X-ray diffraction
techniques. Once a model is chosen to represent the phase, thermodynamic data
determined from experimental measurements or ab initio simulations are used
to optimize the adjustable parameters of models using a computational software
package.

7.3 Lattice Stabilities

A fundamental CALPHAD concept is lattice stability (Saunders and Miodownik
1998). It comes from the idea that the Gibbs energy descriptions can be represented
for all elements in every phase of a system, that is, it can be extrapolated into regions
of instability, expressed graphically in Fig. 6. Lattice stabilities can be obtained by
traditional CALPHAD techniques or from first principles calculations such as DFT.

7.3.1 Lattice Stabilities from Extrapolation
Most CALPHAD lattice stabilities can be deconvoluted into H and S components
as follows:

Gα→β = Hα→β − T Sα→β (59)
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Fig. 6 Gibbs curves from the
ideal solution model as a
function of composition for
the α and β phases in the
hypothetical a-b and a-c
systems. The dashed lines
represent “extrapolations”
into the unstable phase
regions. The difference
between the extrapolated end
points and the pure stable
phase is the lattice stability.
Note that the lattice stability
for pure a in both the a-b and
a-c binaries are the same, i.e.,
the Gα→ β value is
independent of the system

where Gα→ β is the lattice stability and Hα→ β and Sα→ β are the transition
enthalpy and entropy for unstable β relative to the stable α phase, respectively.
One common and convenient approach assumes the cp to be the same for both
phases; therefore, Gβ can be obtained by adjustment to Gα with an a-bT term.
One technique is to estimate the entropy and hypothetical melting temperature of
the unstable phase; an example is seen in Fig. 7 where the melting temperature is
determined by extrapolation shown as the dashed line. Using the following relations:

HLCr −HbccCr = SL→bccCr

(
T bccf − T

)
(60)
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Fig. 7 Melting temperature
extrapolations (dashed line)
of bcc Cr in the Cr-Ni and
Cr-Pt systems from (Lukas
et al. 2007)
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HLCr −HfccCr = SL→f ccCr

(
T
f cc
f − T

)
(61)

where Tf is the melting temperature and Hfcc→bccCr can be obtained by subtracting
Eq. 60 from 61. The credibility of this approach is established by multiple phase
relations that yield self-consistent extrapolated values (Lukas et al. 2007). Another
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technique is the direct extrapolation of the Gibbs energy for a component in solution
in two isostructural parent materials. For consistency, the same type of model is be
used to describe the behavior for both phases and requires the end-member energies
of the solute must be consistent between systems. This is illustrated graphically
in Fig. 6. Finally, further confidence is established if the values for Hα→ β are
consistent with 0 K total energy differences calculated from DFT methods.

7.3.2 Lattice Stabilities from First Principles Calculations
Ideally, DFT can provide the relative enthalpy for various crystal structures and
thus the Hα→ β component of the lattice stability. This is accomplished by
computing the total energy, E, at absolute zero for an assemblage of particles by
solving the time-independent Schrödinger equation using simplifying assumptions
and approximations (Lukas et al. 2007). Equations 62 and 63 show the lattice
stability is, to a first approximation, the difference in E values between two distinct
crystallographic arrangements.

�E = Eα − Eβ (62)

where

�E ≈ �H (63)

Eq. 63 is assumed to be valid since at 1 atm pressure P�V ≈ 0. These results
can then be compared to estimated Hα→ β based on extrapolations, used directly
to determine the Sα→ β for stable phases, or serve as an initial value for applying
lattice stability in an optimization procedure.

7.4 Computational Thermodynamic Codes

In the 1950s, White et al. (2004) developed an algorithm for minimization of the
Gibbs energy of multicomponent gas mixture for computer implementation using
a method of steepest descent. While techniques have evolved over the years for
thermodynamic equilibrium calculations for ever more complex solution phases and
multicomponent systems, most are variations of the method of White et al. and all
are based on one fundamental concept, which is attaining the global minimum of
the total Gibbs energy satisfying the condition of conservation of mass (Piro 2011).

The two most robust and widely cited computational thermodynamic software
packages in the open literature are Factsage® and Thermocalc®. Factsage uses
an equilibrium solver developed by Eriksson that was the basis of his original
SOLGASMIX code (Eriksson 1971, 1975; Eriksson and Rosen 1973; Piro 2011),
while the Thermocalc code is based on an algorithm after Hillert and Jansson (JO
Andersson et al. 2002). The fundamental operation of both programs is essentially
the same allowing for versatile thermodynamic properties output and phase diagram
construction. They also include an optimization module for fitting adjustable
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parameters of Gibbs functions and solution models using thermodynamic values and
phase equilibria data. Both Factsage and Thermocalc have an established record of
use for modeling of nuclear materials systems and are capable of handling at least
48 and 20 components respectively (Piro 2011). Other commercial thermodynamic
packages include Thermosuite, MTDATA, PANDAT, HSC, and MALT to name a
few (Konings 2012). The software facilitate the use of the sophisticated models
needed to describe many of the solution phases discussed earlier.

8 Fuel Systems

8.1 Ceramic Fuels and Ionic Crystalline Phases

Uranium monocarbide (UC1-x), UC2-x, and UN are of interest as advanced fuels.
Urania, or UO2 ± x, is the most widely used commercial nuclear fuel and is inter-
esting because of its complex oxygen chemistry. The U cation exhibits 3+,4+,5+,
and 6+ oxidation states. This, along with the structure of the fluorite crystal, allows
for oxygen interstitials and vacancies in UO2 ± x and permit formations of a wide
oxygen homogeneity as can be seen in Fig. 8. While UC1-x, UC2-x, and UN are all
modeled with CEF, the CEF for UO2 ± x developed by Guéneau et al. (2002, 2011)
is used here as an example for modeling complex crystalline phases.

As can be seen in Fig. 9, the CEF provides a description of the oxygen potential,
heat capacity, and point defect chemistry of UO2 ± x. These are critical values for
understanding the behavior of the fuel in a reactor. In particular, oxygen redistributes
and affects the local thermal conductivity of the phase creating a temperature-
composition feedback loop. The CEF cannot, however, address the likely clustering

Fig. 8 Computed and
experimental phase relations
in the vicinity of the UO2 ± x
phase (Guéneau et al. 2011)
Reprinted from The Journal
of Nuclear Materials, 419,
Gueneau et al.,
Thermodynamic modeling of
advanced oxide and carbide
nuclear fuels: Description of
the U–Pu–O–C systems,
145–167, Copyright (2011),
with permission from
Elsevier https://www.
sciencedirect.com/science/
journal/00223115?sdc=1
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Fig. 9 Plots of (a) logarithm of oxygen potential versus oxygen to uranium ratio (O/U); (b) heat
capacity versus temperature; (c) site fraction of defects versus O/U and; (d) tetrahedral oxygen
vacancies (Vo), octahedral interstitials (Io), and electronic defects (y(U+3) = y(U+5)) computed
using the CEF for UO2 ± x. Reprinted from The Journal of Nuclear Materials, 419, Gueneau
et al., Thermodynamic modeling of advanced oxide and carbide nuclear fuels: Description of
the U–Pu–O–C systems, 145–167, Copyright (2011), with permission from Elsevier https://www.
sciencedirect.com/science/journal/00223115?sdc=1

of oxygen interstitials in the hyperstoichiometric oxide (D. A. Andersson et al. 2009;
Brincat et al. 2015) and thus the inclusion of such defects awaits further model
development.

8.2 Metallic Fuels and Metallic Phases

It is standard practice to use sublattice models like the CEF to represent interstitial
solutions. One example is for O dissolution in hcp Zr. The crystal structure
influences the degree of solubility of interstitials and this is captured with the CEF.
For example, there is one octahedral site in both the fcc (face centered cubic) and hcp
(hexagonal close packed) metals. However, for the hcp structure, there are shorter
distances between these sites. It is therefore generally accepted that only one-half

https://www.sciencedirect.com/science/journal/00223115?sdc=1
https://www.sciencedirect.com/science/journal/00223115?sdc=1
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can be occupied (Grundy et al. 2001). The sublattice model (M)1(I)0.5 where M
represents the metal and I the interstitial species well reproduces the solubility limit
of O in both hcp Ti (Waldner and Eriksson 1999) and Zr (Wang et al. 2004).

When mixing occurs on only one sublattice and the others are either fully occu-
pied or totally vacant, the CEF reduces to the regular solution model, sometimes
called the RKMP because of the Redlich-Kister-Muggiano polynomial formalism
based on Eqs. 29 and 30 that is used to define the interaction terms. The U-Th
system was assessed by Li et al. (2009) and the binary phase diagram is reproduced
in Fig. 10. Here, the CEF is used for the crystalline metallic solutions but with
vacancies exclusively on the anion sublattice. While this is tantamount to simply
using the RKMP, it is good practice to apply the CEF as it allows extension of the
models into higher order component space. For example, in the ternary U-Th-O or
U-Th-C systems, the O and/or the C would likely dissolve and be accommodated
on the interstitial sites.

It is worth pointing out that the database focused on metallic fuels are few with
limited thermochemical information, for example that of Kurata (Kurata 1999).
Another, dedicated to Zr alloys of interest for nuclear applications, is ZIRCOBASE
(Dupin et al. 1999) concentrating on Zr containing binary systems and some
ternaries

Fig. 10 Computed Th-U binary based on the models from (Li et al. 2009)



95 Thermodynamic Modeling of Nuclear Fuel Materials 2361

8.3 Ionic and Metallic Liquids

The MQM and the two-sublattice ionic liquid model (TSLM) are extensively used
within the CALPHAD community to represent melts like ionic liquids such as
molten salts. Of the two, the MQM incorporates more physics and better describes
the configurational entropy by accounting for nearest neighbor short range ordering,
as described in detail in Sect. 5.5. However, the TSLM is convenient to use and can
do as well as the MQM in representing the Gibbs energy of both ionic and metallic
melts. In the latter case, the TSLM reduces to the regular solution model. Molten
salt phases are most often represented with the MQM. Modeling efforts based on
the MQM for nuclear-related fluoride systems have been significant (Capelli et al.
2015; Capelli et al. 2014) and efforts are expanding to use the MQM for chloride
based molten salt fuels as well.

While ionic liquids can certainly be represented with the MQM, the TSLM is also
commonly used as is the case for the U-O system (Guéneau et al. 2002; Guéneau
et al. 2011). For metallic melts, the RKMP is sufficient. However, just as for purely
substitutional crystalline solutions, the TSLM is preferred to allow for extension into
multicomponent space. A caveat is, for the TSLM both FactSage and Thermocalc
currently have issues representing a liquid metal without a constituent on the anion
sublattice; therefore, both TSLM and RKMP models are sometimes included in
multicomponent assessments as a work around.

9 Outlook

Thermodynamics of nuclear fuels is an important and continuing area of intense
research. It has broad based utility in developing new materials, designing of
processes, and in predicting and optimizing reactor performance. The current state
of the science can be summarized as: Much has been accomplished, but more
is needed. Understanding the fundamental thermochemistry of fuel systems with
burnup continues to be a challenge for two reasons. First, including actinides makes
measurements required for model development costly and difficult. Second, fuel
systems become highly multicomponent and inhomogeneous with burnup and are
constantly evolving from beginning to end of life. To attack these challenges, over
the past decade efforts have been devoted to developing multiscale-, multiphysics-
based computational capabilities that couple thermodynamic inputs to transport,
phase field, and continuum mechanics simulations to predict the chemical, thermal,
and structural behavior of reactor core components (Devanathan et al. 2010). This is
the future of fuel performance modeling. At the beating heart is thermodynamics.
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Abstract

In this section of the Handbook of Materials Modeling, modern methods to model
radiation damage in materials are considered. This introductory chapter puts the
topic into context, briefly overviews the multiscale nature of radiation effects, and
surveys most important methods used to advance this field of physics. Emphasis
is given to advances from the past 10 years, highlighting specific bodies of
work, some of which are reviewed in this section, which have advanced both our
scientific understanding of and best practices for simulating radiation damage.
This section differs somewhat from that of Devanathan and Marian entitled
“Nuclear Materials,” in that this section focuses more on modeling techniques for
radiation damage as applied to pure materials, not necessarily nuclear materials.
However, much can be learned from reading the shared perspectives in both
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sections, as many similar topics are addressed from different points of view. The
more specific chapters in this part are introduced in this overview, with emphasis
on predicted directions in the field for the next 10 years.

1 Introduction: A Historical Perspective

The history of the human race is closely linked with developments in materials
processing. Societal development is routinely divided into the Stone Age, Bronze
Age, and Iron Age, and sometimes the last half century is characterized as the silicon
age. The varieties of materials processing that enabled the first three ages are of
course traditional and can be characterized in terms easily understood to a layman:
chiseling, cracking, melting, cooling, and so on. In a physicist’s terminology, these
can be characterized as being equilibrium or near-to-equilibrium processes.

In this range of ages, the silicon age brought with it a fundamentally different
way of processing materials: ion irradiation enabled by particle accelerators. Taken
into use in the industry in the 1960s, it is an inherently far-from-equilibrium process.
In fact, during the very first stages, when atoms ballistically collide two at a time
(a process known as a collision cascade), classical thermodynamics does not in fact
apply at all. Even the very idea of temperature requires an ensemble of atoms, which
does not really exist at this stage. Later on, after about 0.2 ps or so, the initially
energetic atoms have slowed down to kinetic energies comparable to the chemical
bond energy (still tens of thousands of Kelvin, thermodynamically speaking), and
atomic motion becomes many-body in character. At this stage, thermodynamic
concepts like temperature and pressure become meaningful (Diaz de la Rubia
et al. 1987), and the system can be characterized as in a far-from-equilibrium
thermodynamic state. After another 10 ps or so, all atoms have thermalized to
temperatures close to that of the surrounding material, and regular thermodynamics
and kinetics, such as the heat diffusion equation, can be used to characterize the
system.

Although the silicon semiconductor industry is by far the most economically
important user of ion irradiation for materials modification, it did not invent the
technology. Radiation does of course occur everywhere in nature due to radioactive
decay and cosmic radiation. The first reported human-controlled use of irradiation
effects for materials modification was in 1852, when Sir Grove built a metal needle
in a vacuum chamber and charged it up from a coil (Grove 1852). This caused
visible surface modifications, which in retrospect were deduced to be due to rest gas
atoms being ionized and hitting the surface, causing sputtering or implantation and
a color change associated with that – essentially a very early precursor to the field
ion microscope (Mueller and Bahadur 1956).

The experimental and theoretical developments of the study of radiation effects
in materials are proceeded by famous scientists like Rutherford, Curie, Bohr, Fermi,
and Oppenheimer (Rutherford 1911; Bohr 1913; Fermi and Teller 1947). Initially
the efforts were largely focused on understanding the slowing-down mechanisms of
the energetic ions and neutrons that were obtained first from radioactive sources,
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and later from particle accelerators. Without much exaggeration, one can say that
the basic physics of the ion slowing down was understood by the 1960s, when
Jens Lindhard (a student of Niels Bohr) and coworkers formulated a coherent
theory of the nuclear and electronic stopping powers and their energy deposition in
materials (Lindhard et al. 1963). This leads soon to a predictive simulation capacity
regarding some aspects of radiation effects, such as calculating within 10% or so the
penetration depth profile of keV or MeV ions in amorphous materials (Robinson and
Torrens 1974).

The efforts to understand how materials are actually modified by energy depo-
sition from ionizing radiation started to become more systematic around the
same time, as nuclear fission reactors became widely used, and the idea to use
ion implantation for semiconductor processing arose. However, it turned out that
reaching a predictive capability for damage production was a much harder problem
than that of ion passage in materials, and the efforts to achieve this understanding are
still underway. This collection of chapters in the Handbook of Materials Modeling
is in essence a description of the state of the art of attacking this complex problem,
which even now is far from solved. Similarities will be noted in the part by
Devanathan and Marian entitled “Nuclear Materials,” though theirs focuses more
on actual nuclear materials while this part focuses squarely on model materials to
illustrate modeling techniques. Nevertheless, the reader is referred to the part by
Devanathan and Marian for different perspectives on many similar modeling issues,
as seeing similar high-level concepts from different points of view, or as applied to
different materials systems, is often highly instructive.

The chapters in this part are largely written with examples focused on the studies
of ion and neutron effects in metals. However, we emphasize that this is not the only
regime where the methods are applicable. All the same physics and approaches can
also be used to study semiconductors (Chason et al. 1997), ceramics (Meldrum et
al. 1998) and carbon-based materials (Krasheninnikov and Nordlund 2010), and
to some extent also damage in organic materials (Polvi et al. 2012). The radiation
damage in biological materials is, however, quite different in that the damage on
the biologically active molecules, such as DNA and proteins, seems to be to a large
extent a secondary effect from radicals formed in the water surroundings. Discussion
of the last case is beyond the scope of this part.

2 Radiation Effects as a Multiphysics and Multiscale Problem

The evolution of radiation damage in the bulk is an inherent multiphysics and
multiscale problem. The physical nature of this evolution is illustrated schematically
in Figs. 1, and 2 provides an overview of the length and time scales involved.

Before proceeding with the discussion of this, it is worth noting that not all
aspects of radiation effects, however, are multiscale in character. Clear examples
of this are the ion penetration depth problem mentioned in the historical overview
above and sputtering (energetic particle-induced atom erosion from surfaces) and
ion beam mixing (relocation of atoms by irradiation) at low temperatures. Both
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Fig. 1 Graphical illustration of radiation damage production physics
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Fig. 2 Multiple levels of physics involved in radiation effects. The codes D1–D6 are used as cross-
references in the main text. The box limits in space and time are very rough and should not be taken
as any kind of sharp limits

effects are under typical ion or neutron fluxes caused by atom movement in the
collisional and heat spike stages of single collision cascades, which are over in less
than 10 ps. Hence they in essence do not involve multiscale physics, nor is multiscale
modeling needed to describe these effects. Indeed, the phenomena have – at least in
a few simple materials – been very well described by a single simulation technique,
molecular dynamics (Gades and Urbassek 1995; Nordlund et al. 1998).

In the multiphysics regime, achieving a predictive description level of radiation
effects is very challenging and has not been achieved yet. In this chapter, we describe
very briefly the different levels of physics known to be involved and, in the next
ones, the modeling tools used to study them, pointing out which chapter belongs to
which method.

The initiator of a “radiation event” is an energetic (ionizing) particle, box D1
in Fig. 2. These can, for instance, be fission fragments from radioactive decay
of natural or man-made isotopes, neutrons from a nuclear reactor, ions from a
particle accelerator, electrons from an electron gun, or photons from a synchrotron.
These slow down by different mechanisms involving interaction with the electrons
and nuclei in the materials. While the slowing-down mechanisms are beyond the
scope of this chapter, the important physics point is that for an individual energetic
particle, the slowing down to thermal energies is a very rapid process, occurring
on femtosecond to picosecond time scales. Due to the energy transfer, the struck
electrons and nuclei can in turn gain high kinetic energies, which in turn leads to
material damage.



2372 K. Nordlund and M. P. Short

In this section, we focus on the damage caused by the nuclei that have
gained a recoil energy from any kind of initial energetic particle. The damage by
electronic excitations (box D2) is discussed in a separate chapter by Djurabekova
and Nordlund (�Chap. 88, “Molecular Dynamics Simulations of Non-equilibrium
Systems”). Regardless of the type of the initial particle, after a nucleus in the
material has received a recoil kinetic energy, the damage production mechanism is
the same. This motivates that the remainder of this chapter is a thorough discussion
of damage production by atomic recoils.

After an atom has obtained a recoil energy, higher than the threshold displace-
ment energy of the material (Nordlund et al. 2005), it will collide with atoms in it,
giving over some of its kinetic energy to these. Thus these atoms in turn become
recoils themselves and can lead to further collisions. The sequence of collisions is
called a collision cascade (box D3). What is very important to realize, however,
is that in dense materials, eventually the different branches of a collision cascade
almost always overlap, and the process becomes a set of simultaneous many-body
collisions known as a heat spike (Seitz and Koehler 1956). In the heat spikes,
the damage produced is not only single Frenkel pairs (pairs of interstitials and
vacancies) but can be clustered (Kojima et al. 1989), regions that have undergone a
phase transition (Meldrum et al. 1998), or, in the case of amorphizing materials, an
amorphous zone (Ruault et al. 1984).

The collision cascades cool down rapidly (the cooling rate of heat spikes in
metals is of the order of 1015 K/s, which is an amusing number from a macroscopic
point of view). After they have cooled down to the ambient temperature, which
occurs in 10–100 ps, the system can be considered an equilibrium thermodynamic
system, albeit with a high local defect concentration. In most materials, at least
one of the single point defects (vacancies or interstitials) is mobile already at room
temperature. Hence, after the athermal collision cascade, thermal motion of defects
will occur (box D4). This occurs until either a next cascade hits the same region or
all defects have recombined.

In many materials, and especially in metals, the damage typically takes the form
of dislocations after a few damage overlaps (illustrated in lower part of Fig. 1), box
D5. In fact, in some metals where the heat spikes are dense, such as Cu, Ni, and
W, already the primary damage state may include dislocations (Kojima et al. 1989;
Nordlund and Gao 1999; Yi et al. 2015). Since the mechanical properties of metals
under deformation are completely dominated by dislocations, understanding the
high-dose damage in metals requires good understanding of how dislocations form
and develop under irradiation conditions and how they behave after the irradiation
is finished.

Macroscopic materials modification after high-dose irradiation may take many
forms (box D6). The buildup of high dislocation concentrations by irradiation
generally speaking tends to harden metals, but also makes them more brittle. In the
case that vacancy mobility leads to their coalescence into voids, the material will
swell – and this effect can be very strong, tens of percentages of volume change.
Moreover, especially at elevated temperatures, both point defect and dislocation
mobility can lead to permanent shape changes of the material, an effect known as
creep.
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3 Modeling Methods for Studying the Multiple Scales

In this chapter, we very briefly introduce the basic ideas of the key multiscale
simulation tools used in radiation effects modeling and point to which physics levels
and separate chapters in this section they relate to. The reader is also referred to the
part entitled “Atomistic Simulations and Extensions Towards Multiscale” in Vol. 1
of this handbook for a more general overview of modern methods for atomistic-
based multiscale modeling.

The initial penetration of energetic (energies of keV or higher) particles in
matter can be calculated with various codes that treat the particle as moving in
straight paths between collisions. For neutrons, the collisions occur only with
nuclei, and the collision probability can be obtained from nuclear reaction cross
sections. Such neutronics calculations were actually the first Monte Carlo computer
simulations ever performed, in the Manhattan Project (Fermi and Richtmyer 1948).
For ions, the collision cross section is much larger, but can be well modeled with
the binary collision approximation (BCA) method (Robinson and Torrens 1974).
The movement of electrons and gamma particles is interlinked at MeV energies
and can be described well with so-called electron-gamma cascade codes (Nelson
1978). Since all of these methods are well established in their basic formulations
on one hand, and do not directly predict damage production on the other, there
are no detailed articles related to them. The most popular BCA method by far to
simulate radiation damage is SRIM, or the Stopping and Range of Ions in Matter
, by Ziegler et al. (1985). This approach, while simple and very easy to use, fails
to describe the interaction of radiation damage cascades with material structures of
a similar length scale. �Chapter 97, “More Efficient and Accurate Simulations of
Primary Radiation Damage in Materials with Nanosized Microstructural Features
or Ion Beams,” by Li, Yang and Short shows a new approach to directly simulating
the interaction of swift ions and neutrons with nanostructures, both isolated and
within materials, showing that they are more resilient to damage by many orders
of magnitude. Because radiation interactions with nanostructures form more of the
underpinnings of material behavior, from structural composites to nanotube-based
detectors, this ability is projected to be increasingly important in the years to come.

Reality is of course fundamentally quantum mechanical, and thus all dynamic
materials properties are in principle determined by the Schrödinger equation (or for
heavy elements its relativistic equivalent to the Dirac equation) for the system of all
electrons and all nuclei. Unfortunately solving the true Schrödinger equation for a
many-atom system is, even with current computer capacity, intractable. However,
the approximate quantum mechanical method, density functional theory (DFT),
has proven to be quite accurate and efficient enough to handle system sizes of a few
hundred atoms (Jones and Gunnarsson 1989). Hence it is very well suited to exam-
ine the properties of point defects and small defect clusters and also defect produc-
tion dynamics in the smallest collision cascades (Holmström et al. 2008; Olsson et
al. 2016). The method is very widely used and reviewed elsewhere for defect calcu-
lations (Freysoldt et al. 2014) and hence there is not a separate chapter for this topic.

The few hundred atoms, to which DFT is limited, are certainly not enough to
describe full collision cascades. For simulating these, molecular dynamics (MD)
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simulation utilizing classical potentials is a very appropriate method, as it can easily
handle millions of atoms to nanosecond time scales, In MD, Newton’s equation
of motion is solved for forces acting between atoms, obtained from analytically or
numerically defined interatomic potentials. If the interatomic potential is accurate
and the electronic stopping power known, MD can describe perfectly the atom
motion in collision cascades all the way from the initial high-energy collisions
down to the final thermalization to the ambient temperature. Use of MD for collision
cascade studies is discussed further in the chapter by A. E. Sand et al., �Chap. 98,
“Incorporating Electronic Effects in Molecular Dynamics Simulations of Neutron
and Ion-Induced Collision Cascades”

The thermally activated defect motion between collision cascades can occur
on time scales from 10 ps to years. While both DFT and MD can be useful
methods to obtain the migration activation energy and Arrhenius equation prefactor
for individual defects, they are too slow to simulate the evolution of a complex
defect ensemble over long time scales. The kinetic Monte Carlo (KMC) method,
on the other hand, is very useful for simulating the long-term defect dynamics
and is first addressed in the part entitled “Long Timescale Atomistic Simulations:
Accelerated Molecular Dynamics and Adaptive Kinetic Monte Carlo” of the MTM
set of this handbook. This method needs as input the defect migration rates and a
full description of defect reactions (e.g., recombination radius between a vacancy
and an interstitial, emission of point defects from clusters, even extended defect
reconfigurations and rotations). If all of these are known, the KMC algorithm can
describe defect evolution perfectly with the correct time scale and correct relative
jump rates of all defects. The object simulated can be atoms (atomic KMC, AKMC)
or “defect objects” (object KMC, OKMC). �Chapter 99, “Atomistic Kinetic Monte
Carlo and Solute Effects,” by Becquart et al., describes the use of AKMC for
simulating solute evolution in metals, a notoriously difficult problem. Multibody
potentials must be utilized to enumerate solute-defect reactions, and many solute-
defect effects take place at fantastically low concentrations of tens of parts per
million, such as the slowdown of vacancy migration by tiny amounts of carbon in
iron (Takaki et al. 1983).

Solid links between such disparate length/time scales such as DFT and KMC
have characterized progress in the past 10 years, as exemplified by Martinez et
al., �Chap. 100, “DFT-Parameterized Object Kinetic Monte Carlo Simulations
of Radiation Damage” This chapter details the use of OKMC as informed by
lower length scale simulations from DFT describing precise defect reactions
and energetics. This direct link between the atomic/femtosecond scales and the
micron/millisecond scales is a prime example of what has only been possible in
the past 10 years, as computational power increases enough to parallelize both
DFT wave function calculations and larger/longer OKMC simulations, allowing the
inclusion of more and rarer transitions between defect states.

The dynamic behavior of dislocations, in turn, can be modeled at a higher
length scale with a method known as discrete dislocation dynamics (DDD),
addressed in “Advances in Discrete Dislocation Dynamics Simulations” by LeSar
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and Capolungo. In this approach, dislocations are described as a chain of connected
dislocation segments, each of which giving rise to its own strain field. In the
simplification of elastically isotropic materials, these strain fields are known exactly
from classical dislocation theory (Hirth and Lothe 1992). Each segment interacts
with each other in the system, and their motion is described for forces derived from
the strain fields, similar to the basic molecular dynamics equation. The big challenge
in DDD is being able to describe all possible reactions of dislocations with each
other, voids, and precipitates, for all stresses and temperatures. Such information can
be derived from MD, and while serious efforts are underway to do this (Queyreau
et al. 2010; Terentyev et al. 2009; Byggmästar et al. 2017), much clearly remains to
be done.

Both KMC and DDD can handle micrometer length scales. However, for a large,
complicated defect population where the balance of defects is important, neither
method can handle a sufficiently large amount of defects. The cluster dynamics
(CD) method as presented in �Chap. 101, “Rate Theory: Cluster Dynamics,
Grouping Methods, and Best Practices”by Jourdan et al., is an efficient rate theory
approach, which can describe the time evolution of even very complicated defect
populations. It does not have a length scale explicitly; however, from the nature and
concentration of defects it describes, one can nevertheless give a rough description
of its range of validity in length scales, as shown in Fig. 3. The inputs to CD
can be obtained from DFT or MD and are often the same as the inputs needed
for KMC. Jourdan’s chapter details critical lessons learned since the inception
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of cluster dynamics, in terms of how best to run stable and efficient large-scale
simulations. This is especially enabled by grouping sets of similarly behaved defects
into single ensembles, ensuring that total fluxes between sizes and types of defects
are conserved while reducing the number of differential equations required by
factors of thousands or more.

Structural engineering materials, especially metals, are almost always polycrys-
talline, with grain sizes typically in the 1–100 μm. It is well known that grain
boundaries can be sinks for point defects; dislocation movement follows crystal
direction and is hindered by grain boundaries. Hence a complete description of these
materials should also include the effect of different crystal orientation in different
grains and grain boundary effects. While grain boundary effects can be described by
DFT, MD, KMC, and DDD, these methods are too slow or small-scale to describe
the deformation of a large number of differently oriented grains adjacent to each
other. The crystal plasticity (CP) approach deals with this well (Lebensohn and
Tomé 1993) and is discussed thoroughly in the part entitled “Crystal Plasticity: From
the Atomic Scale to the Macroscale” in Vol. 1 of this handbook.

In the scale of simulation methods mentioned in this overview, we must address
finite element modeling (FEM). In this approach, space is divided into a set of
elements, typically triangular (2D) or prism-shaped (3D), all connected to each
other in the corners, and a given equation system is solved in this grid. The solution
can be either static or dynamic. For the purpose of this chapter, the most relevant
use of FEM is the solution of elastoplastic equations describing the response of a
material to external forces, as it is widely applied for structural design in mechanical
engineering. FEM is, because of this wide use, very reliable for describing stresses
and deformation in standard engineering materials (steels, aluminum, etc.) under
usual processing conditions. However, the radiation condition is not a usual one,
and due to all the physics effects described above, the elastoplastic response
(constitutive equations) of a material will be significantly different from the initial
one after a prolonged exposure to radiation. Thus, from a nuclear (fusion or fission)
development point of view, the ultimate aim of the entire multiscale modeling can be
considered to be obtaining both understanding and predictive modeling capability
in all the lower levels, which enable formulating physics-based input laws including
all radiation effects for FEM.

Finally, we mention a very interesting method that can be used on many different
levels of modeling (and hence is not explicitly shown in the multiscale modeling
schematic): artificial intelligence (AI). This topic is more generally addressed in
the part entitled “Materials Informatics” in Vol. 1 of this handbook. Although the
exact definition of the term varies, in modern usage it generally means algorithms
that have self-reinforcing or iterative features that enable a program to mimic human
learning. With this definition, the term is almost identical to machine learning
(ML), such as is discussed in Chap. 88, “Machine Learning and Big-Data in
Computational Chemistry” in Vol. 1 of this handbook. AI or ML approaches can
be useful in many ways in materials modeling, starting from optimizing DFT wave
functions, to crafting more accurate MD interatomic potentials, even to mapping
out potential defect reactions in KMC. In the future, AI approaches may become

https://doi.org/10.1007/978-3-319-44677-6_59
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crucial for transferring large data sets on one multiscale level to another one
effectively. �Chapter 103, “Modeling Radiation-Induced Segregation and Precip-
itation: Contributions and Future Perspectives from Artificial Neural Networks”
by Castin and Malerba, describes one fairly well-established application of AI in
materials modeling, predicting diffusion barriers efficiently using trained neural
networks. Such examples are rare so far, as most parameters regarding activation
energies, defect reactions, and even structures of defects themselves have been
painstakingly acquired through a combination of single simulations and well-crafted
validation experiments. Thus ML/AI represent a fundamental paradigm shift, where
unleashing automated pattern recognition can point the human investigators toward
potentially useful parameters and information far quicker than they could achieve
by themselves.

Although this book series deals with materials modeling, it is of course very
important to always keep experimental inputs in mind. The only theory of all those
mentioned above that is known to be exactly correct at all relevant levels of accuracy
needed for materials modeling are the Schrödinger/Dirac equations (which as noted
are not practically usable for materials). All higher levels involve approximations,
and sometimes also assumptions. Due to the rapid emergence of complexity in
materials modeling when going up from a single atom, the accuracy of the higher-
level methods is difficult to assess from theory alone. Hence it is crucial to utilize
the available experimental knowledge and data for formulation and testing of the
higher-level models. When the models develop, it is also natural to formulate and
perform well-defined experiments that can be used to test the models. �Chapter
102, “Experimental Validation of Models: In Situ TEM for Radiation Damage,” by
Arakawa and Short, deals with the experimental validation of models of radiation
damage by in situ transmission electron microscopy experiments as an exemplar of
how to elegantly confirm key simulations of radiation effects in materials.

4 Conclusion

In conclusion, this introductory article has presented an overview of the physics
of radiation effects in solids, as well as the perhaps most widely used models for
studying them. The aim was solely to put the following articles into a perspective
and indicating how the different levels of modeling contribute to the whole.
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Abstract

Primary radiation damage, resulting from the direct ballistic collisions of ener-
getic particles with matter, is the starting point for all of radiation damage. It
has traditionally been simulated using binary collision approximations (BCA)
Monte Carlo (MC) method in bulk or layered materials, which has served the
community well until now. The introduction of nanosized features into materials,
whether as 0D dispersoids to pin grain boundaries, 1D dispersoids for removal
of helium and sinking defects, or other nanosized features, introduces major
errors into conventional bulk/multilayer BCA-MC simulations. This is due to an
inability to simulate the exchange of ions at internal/external phase boundaries
and the creation of struck atoms with ranges larger than or comparable to the
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smallest microstructural feature. We first review the fundamentals of BCA-MC
simulations with continuous electronic slowing down for energetic ions, followed
by identifying where the traditional approaches fail, and ending with a new full-
3D simulation capability to correctly model such features. Such simulations drive
the planning and interpretation of radiation exposure campaigns, ion implanta-
tion, ion modifications, and even the basic definition of radiation damage. A
comparison to more accurate but computationally more expensive, molecular
dynamics (MD) simulations of radiation damage will be discussed.

1 Introduction to Primary Radiation Damage

Radiation damage, by nature, refers to permanent atomic displacements in solid
matter caused by energetic particles, including neutrons, charged particles (e.g.,
electrons, protons, and α particles), and photons. During the interaction between
radiation and solids, a series of atomic displacements may arise, creating damage
in materials that impacts their material properties. For example, energetic particles
create abundant vacancies and interstitials in materials that may lead to swelling
(Short et al. 2015) and embrittlement. Understanding the interplay between radiation
and matter is vital not only for designing materials and systems with improved
radiation damage tolerance, but also for creating novel devices by defect engineering
(Yang et al. 2018a). Atomic displacements start as primary damage, on a timescale
of femtoseconds, with the phase known as “primary radiation damage” lasting
roughly ∼10 ps until all atoms ballistically come to rest. Figure 1 illustrates the
primary damage process where a series of knock-on atoms are generated: primary
knock-on atoms (PKAs), secondary knock-on atoms (SKAs), tertiary knock-on
atom (TKAs), and so on. Once the kinetic energies of the incident ions and
all the knock-on atoms are low enough (usually much lower than the threshold
displacement energy (Crocombette 2005)), then primary radiation damage is said
to be complete.

Fig. 1 Illustration of the PKA/SKA/TKA during the radiation damage cascade process. Once all
knock-on atoms come to rest, then the radiation damage cascade, known as “primary radiation
damage,” is complete
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A PKA is born when an incident energetic particle bombards a native atom of
the material, transferring kinetic energy T to the native atom above its threshold
displacement energy Ed. Multiple PKAs (“generation 1”) can be created by the same
energetic particle (“generation 0”), and these can be considered the generation-1
leaves of the generation-0 root node of a collision cascade tree. A SKA(“generation
2”)/TKA (“generation 3”)/ . . . is generated by collisions between a PKA/SKA/ . . .
and a native atom with the same energy threshold criterion. The whole process is
called a “cascade” and terminates when the kinetic energy of every struck atom
is below its displacement threshold energy. Rigorously speaking, PKAs, SKAs,
TKAs, etc., are not mutually exclusive, since a native atom can in principle be
first displaced by an external particle, settle down, and later become displaced
by another SKA, although such probabilities are exceedingly small. Along with
the cascade process, there is spontaneous recombination (athermal process) which
happens below the timescale of picoseconds (Li et al. 2015). Above that, the defects
generated will migrate and interact with each other as well as dislocations and
different microstructural damage sinks, leading to microstructural evolution and
modification of bulk-scale material properties. The time and length scales of these
interactions are outlined in Fig. 2. Radiation damage in materials is an inherently
multiscale, multiphysics problem (�Chap. 96, “Modeling of Radiation Damage in
Materials: Best Practices and Future Directions”).
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Neutrons are the main source of atomic displacement damage in nuclear reactors.
Although transmutation can create charged particles such as alpha particles in
reactors, this is considered as a second order effect (Woo 2005). A neutron may
interact with atoms in multiple ways: elastic scattering (n, n), radiative capture
(n, γ ), inelastic scattering (n, n′), fission (n, f), and charged particle emission
(Yip 2014). Among these mechanisms, elastic and inelastic scattering are the main
ways to transfer kinetic energy to target atoms. By contrast, a charged particle may
interact with materials in four different ways: (a) elastic collision with electrons,
(b) inelastic collision with electrons, (c) elastic collisions with atomic nuclei, and
(d) inelastic collisions with atomic nuclei (Yip 2014). (b) and (c) are the main
driving forces to stop the transport of charged particles, while (d) is often called
“bremsstrahlung” and only becomes prominent for charged particles at very high
energy. In BCA-MC simulations, it is often assumed that (a) will only change the
kinetic energies of charged particles, while it has no effect on the speed direction. In
this context, (c) is the leading term for changing the direction of charged particles
and creation of atomic displacements in materials.

In this chapter, we will only focus on the simulations of primary radiation dam-
age. These atomic-scale simulations provide details of the displacement process as
well as input parameters for larger scale simulations. These are used as direct inputs
for longer timescale models of defect migration, clustering, elemental segregation
or dealloying, and evolution of microstructure, mechanical properties, and thermal,
electronic, and magnetic properties of irradiated materials. For example, primary
radiation damage simulated by BCA-MC codes is used as input for point kinetics
simulations of radiation-induced void swelling (Short et al. 2015), MD simulation of
the re-dissolution of Xe fission gas bubbles in uranium dioxide (Schwen et al. 2009),
cluster dynamics simulations of nanoscale defect agglomeration (Xu et al. 2012),
and so on. Also, it is often required in the planning process of irradiating materials
for performance analysis, and its high importance is underscored by being the root
of all follow-on simulations. Thus, it is critical that these simulations are as accurate
as possible, for as many types and forms of materials as possible. The reader is
referred to all other chapters in this part of the Handbook for more information
about the subsequent stages of radiation damage and the best practices with which
to model them.

2 BCA-MC Simulations of Primary Radiation Damage under
Ion Irradiation

In this part of the chapter, we will briefly review what BCA-Monte Carlo (BCA-
MC) simulations are, followed by examples of current methods and codes to carry
them out, and concluding with the common shortcomings of non-full-3D simula-
tions. This will set the stage for the required modifications to BCA-MC models to
accurately model radiation damage in certain types of irradiation scenarios – those
with nanosized features (in target materials or/and incident radiation beam) smaller
than or comparable to the mean free path of the ionizing radiation.
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Generally, there are two types of BCA simulations for ion irradiation, classified
by the assumption of target structure: (1) crystalline structure, simulated by codes
such as MARLOWE (Robinson and Torrens 1974); (2) amorphous structure, simu-
lated by codes such as SRIM/TRIM. The latter is simpler and more computationally
efficient, and has been more widely used in the past decade. In the following
text we will focus on BCA-MC codes based on the random phase approximation
(RPA), assuming the target is in amorphous structure. MC simulations based on
BCA models are robust methods to understand the detailed cascade process of
primary radiation damage (Gilmer and Yip 2005). A BCA-MC simulation tracks
all collision events along the trajectories of incident ions. The trajectory of each ion
is called a “history.” By computing random trajectories of incident ions (usually
about 104–108 atoms), a MC simulation presents statistically meaningful data
about the spatial distribution of the injected ions, primary radiation damage in
the form of Frenkel pair defects, and energy deposition. The histories of the
incoming neutrons and photons (“generation 0”) are often modeled using MCNP
(Briesmeister 1986), Geant4 (Agostinelli et al. 2003), and so on, while for incoming
ions (generations-1 and above, considered native) the most famous and widely
used tool is TRIM/SRIM (Ziegler et al. 2008). This chapter will focus solely on
modeling ion-matter interactions, as the damage and defects produced by neutrons
and photons are so sparse compared to ions (typically millimeter to centimeter
between events, owing to far lower cross sections) that very different methods must
be used. Note that in accelerator tests, the external ion accelerated by the accelerator
is also considered “generation 0,” whereas the displaced native ions are considered
generation 1 and above.

Assumptions are vital for the simplification of the full breadth of interactions to
make the physical process more easily computable. Most simulation frameworks to
compute primary radiation damage make these same assumptions, so they will be
introduced as a common starting point for understanding the simulation process.
The cascade processes induced by different ions (generations 0, 1, 2, . . . ) are
considered to be independent, and only two-body interactions are considered for
elastic scattering with target nuclei. The target atom is usually assumed to be
stationary before the collision. It is further assumed that ions always travel in straight
paths between two binary collisions. The line segment between two successive
collisions is called the “free-flight-path,” within which only inelastic scattering
with electrons contributes to the change in ion energy, known as electronic energy
loss. Therefore, the trajectory of each ion is composed of a series of successive
free-flight-paths with elastic nuclear scattering, as depicted in Fig. 3, changing the
particle’s energy and direction. The moving direction of ion can only be changed
during an elastic scattering event with a nucleus; thus, it is assumed that electronic
interactions change the direction of the particle so little that its direction of travel
is essentially unchanged. A particle’s history is terminated when it exits the target
with zero possibility of reentry, or its energy falls below a pre-defined cutoff energy,
which is set depending on the situation being simulated. A proper cutoff energy is
important for enhancing the simulation efficiency. The reader is referred to Sect.
6.2.1 in Eckstein (1991) for more details about how to set an appropriate cutoff
energy. Bremsstrahlung is usually ignored.
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Fig. 3 Schematic of the modeling process. L is the free-flight-path length, �Ee,i is the electronic
energy loss in Li, and Ti is the kinetic energy loss during the i-th nuclear collision

A basic algorithm of the BCA-MC simulation modified from (Yang et al. 2018b)
is shown in Fig. 4 in the form of pseudocode, to elucidate the general algorithm
of BCA simulations while avoiding confusion and unnecessary details. A more
detailed program flowchart showing the different treatments of the quick Kinchin-
Pease (KP) mode and the full cascade (FC) mode can be found in the documentation
of IM3D (Li et al. 2015).

There are four key ingredients which one needs in order to compute in a
BCA-MC simulation, which are the free-flight-path length (L), the stopping power
(determines �Ee,i/Li), the scattering angle θc (determines the direction of L), and
the nuclear scattering energy loss (Ti). The reader is referred to existing references
for the calculation of many of these parameters, such as the introduction of the
algorithms in TRIM (Biersack and Haggmark 1980), a review of the computer
simulation for ion-solid interactions (Eckstein 1991), textbook of SRIM (Ziegler
et al. 2008), and recent corrections of stopping powers in the case of high-Z ions
damaging low-Z materials (Jin et al. 2014). It is the chosen of the ion-matter
interaction models and the numerical methods that differ between legacy and
newer BCA-MC simulations. These differences manifest themselves not only in
the sampling methods for the free-flight-path length L and the impact parameter P
(Biersack and Haggmark 1980) according to the ion and target properties but also
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for all particles do
Initialization of position, direction and energy;
/* Take one ion from the ’bank’ */
life←1;
while life=1 do

Calculate reduced energy ( );
Calculate the stopping power;
Sample the free-flight-path length (L) and the impact parameter (P );
Move to new location and save trajectories;
Calculate electronic energy loss;
Reduce energy accordingly ;

if cross boundary then
Correct electronic energy loss; Move to boundary; Change material;
/* Note: The treatment of boundary crossing

varies in different codes. */
else if exit the target then

life←0;
else

/* Collision */
Sample direction;
Calculate nuclear energy loss;
Reduce energy accordingly ;
If a recoil is generated, use the KP model to calculate the primary
damage, or store the recoil in the ’bank’ for full-cascade (FC);
Add tally;
life←0 if E is so small;

end
end

end

Fig. 4 Basic BCA/MC simulation algorithm in pseudocode, showing general code structure,
modified from Ref. (Yang et al. 2018b)

in computational approaches to efficiently evaluate scattering angles and stopping
powers. Below we briefly review different schemes based on these two aspects, so
the reader can appreciate what has evolved in the past decade.

TRIM/SRIM (Biersack and Haggmark 1980; Ziegler et al. 2008), the most
widely used tool for BCA simulations, uses semi-empirical relations to compute
the electronic and nuclear stopping of ions and struck atoms. These take root in
“reduced energies” (ε), by which the physical model of the ion-matter interaction is
chosen. The ion energy space is further divided into three regions (low, intermediate,
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and high) or four regions (very low, low, intermediate, and high), with each region
assigned a unique set of semi-empirical equations for the evaluation of the impact
parameter P, the free-flight-path length L, and the electronic stopping power Se.
The impact parameter P is sampled using this reduced energy, which changes
its form depending on whether the ion’s energy is low, intermediate, or high by
assuming hard sphere collisions, a random nonlogarithmic impact parameter, or a
random natural log-based impact parameter, respectively. The electronic stopping
power in the early version of TRIM (Biersack and Haggmark 1980) is described
by two different sets of semi-empirical relations based on different physical models
in the low and the high energy regions, while in the intermediate energy region
an interpolation method is used. For the ease of computation, fitting formulas
for the electronic stopping power are used. A later version of SRIM provides
a stopping power database using experimental results, containing over 28,000
stopping values (Ziegler et al. 2010). The scattering angle θc relies on the chosen
interatomic potential and the impact parameter P as sampled. A key challenge here
is the computationally heavy evaluation of the scattering integral (Eckstein 1991),
for which various numerical recipes are applied in different codes, such as the
so-called “MAGIC” fitting formula in SRIM/TRIM (Biersack and Haggmark 1980),
Gauss–Legendre and Gauss-Mehler quadratures reviewed in Ref. (Eckstein 1991),
the latest “fast indexing” approach in Corteo (Schiettekatte 2008), and IM3D (Li
et al. 2015). In terms of the free-flight-path length L, a random impact-parameter-
dependent L(P), a constant L equal to the mean atomic distance in the target, or a
randomly energy-dependent L(ε) is applied at low, intermediate, and high energies,
respectively. Two newer frameworks, Corteo (Schiettekatte 2008) and IM3D (Li et
al. 2015), sample L over all energies according to a Poisson distribution, with a
random inverse-logarithmic sampling of the impact parameter different from that
found in SRIM. Otherwise, the basic physics of the older and newer frameworks are
quite similar.

One of the major variations among the legacy and newer BCA-MC simulations
is the assumption of beam shape and target geometry. SRIM/TRIM, for example,
assumes a point incident beam (or “pencil beam”) with bulk/multilayer target. The
newer codes, however, enable the consideration of arbitrary beam profile (shape and
size) as well as 3D target morphologies. The frameworks that is restricted out of
the full-3D scope break down in the case of nanoscale microstructural features and
radiation beams, or more generally speaking whenever ions encounter features in
either the beam or the target that are close to or smaller than the mean free path of the
ions. In these cases, codes like SRIM, which can only model bulk or multi-layered
materials, fail to account for ions which laterally exit/enter any phase boundary
and for a nanoscopically focused beam. This can result in a gross overestimation
of primary radiation damage in nanosized features, whether in a radiation mask
with pinholes (Bayn et al. 2015), lone carbon nanotubes, microsized mechanical test
specimens, oxide dispersion strengthened (ODS) particles, or any other submicron
features in materials (Yang et al. 2018a). Thus, more advanced features must be
added to BCA codes to accurately simulate primary radiation damage. It should
also be noted that complexity often hinders performance, so such features must be
added while keeping computational efficiency in mind.
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3 The Necessity of Full-3D BCA-MC Simulations

While SRIM/TRIM can perform 3D simulations, it is based on several assumptions
on the beam profile and target structure. First, the beam source is assumed to be
a pencil beam, meaning that ions enter the target via a single point on the surface
of target all with identical velocities. Second, the target is at most a multilayered
structure with interfaces perpendicular to the longitudinal (i.e., depth) direction,
indicating no physical boundaries in the lateral directions. Its 1D output is the most
widely used for engineering purposes. If the defect distribution in 3D has a func-
tional form of F(x, y, z), then the 1D output along depth direction z is computed by:

f (z) ≡
∫∫ ∞

−∞
F (x, y, z) dxdy (1)

f (z) ignores the lateral straggling of ions, which usually ranges from a few
nanometers to a few microns. However, it works as a good approximation for
the traditional bulk scale experiments, where both the ion beam and the target
size are larger than tens of microns (Yang et al. 2018a). Recently, nanoscale ion
implantation (nanosized ion beam or target, or both) has drawn expanding interest,
facilitating the fabrication of novel devices, such as quantum computers (Shinada et
al. 2005; Bayn et al. 2015), magnetometers (Maletinsky et al. 2012), nanowire p-n
junctions (Hoffmann et al. 2009). An excellent review about the progress (before
2011) of engineering 0D or 1D nanomaterials using ion radiation has been provided
by Krasheninnikov and Nordlund (2010).

3.1 Examples Where Full 3D BCA Simulations Are Required

Because of the breakdown of several key assumptions, these traditional restricted 3D
simulations as well as their 1D outputs may be misused, leading to significant errors
when predicting defect distributions. Three nanosized effects of ion radiation for
MC simulations have been reported, namely, the nano-beam, nano-target (Yang et al.
2018a), and nano-energetic effects (Li et al. 2015), calling for full-3D simulations.
The difference between nano-beam and nano-target experiments is illustrated in
Fig. 5a.

The nano-beam effect arises where the beam size is small and thus the assump-
tions of 1D output, especially the pencil beam assumption, lose validity. This effect
has important implications in nanofabrication, where precision and accuracy relies
heavily on beam size. Advanced implantation systems (Watt et al. 2007; Tan et al.
2011; Economou et al. 2012; Yao et al. 2013; PEKIN et al. 2016) and implantation
masks with nanoapertures (Pezzagna et al. 2010, 2011; Toyli et al. 2010; Bayn et al.
2015; Scarabelli et al. 2016) have been extensively developed to precisely control
the width and position of ion beams. Examples include MeV proton beams with a
beam-width below 14 nm (Yao et al. 2013) and silicon masks with pinholes for the
creation of nitrogen-vacancy color centers (Bayn et al. 2015). The relative error of
the 1D output of TRIM/SRIM in the application of nanosized ion-beam has been
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Fig. 5 (a) Schematic illustration of the difference between a conventional bulk-scale experiment,
a nano-beam experiment, and a nano-target experiment. (b) Schematic diagram of the NV center
creation experiment. (c) Relative error of the 1D output by SRIM compared to the full-3D
simulation. Reproduced from Ref. (Yang et al. 2018a) with permission from The Royal Society
of Chemistry

quantified using an example of implanting 15N+ ions into diamond for the creation
of NV centers (Yang et al. 2018a), as shown in Fig. 5b, c. In this case, the effective
beam width is equivalent to the width of the square pinhole in the silicon mask. It
is shown that the relative error of the traditional 1D output increases dramatically
as the width of the pinhole decreases. A full-3D simulation is required to take
into account the beam shape information (i.e., the 2D ion density distribution at
entrance).

The nano-target effect, on the other hand, becomes prominent when the target
size is small, leading to the breakdown of both the pencil beam and multilayer
target assumptions. SRIM/TRIM ignores heterogeneity in the lateral directions,
failing to consider ion exchange at physical boundaries of the target. Here we
take implantation in nanowires as an example (see Fig. 10), which can be used
to make nanowire-based devices such as p-n junctions (Hoffmann et al. 2009)
and mechanically test ion-irradiated samples (Liontas et al. 2014). The traditional
restricted 3D simulations and 1D output are incapable of considering ion leakage
from surfaces, overestimating the defects accumulated in the nanowire. Meanwhile,
as the target size shrinks, the shape of the defect distribution evolves accordingly,
with its peak shifting to a shallower place (Yang et al. 2018a), as shown in Fig. 6b, c.

Another example of the nano-target effect is shown in Fig. 7, where the sputtering
yield of spherical Au nanoparticles under the irradiation of Ar+ and Ga+ is shown to
be enhanced when the nanoparticle radius is small (Holland-Moritz et al. 2015) by
iradina (Borschel and Ronning 2011) simulations, in agreement with experimental
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Fig. 6 (a) Schematic diagram of the head-on ion implantation experiment. (b, c) Distribution of
point defects along z axis as the nanowire radius decreases. (d) Relative error of the 1D output by
SRIM/TRIM. Reproduced from Ref. (Yang et al. 2018a) with permission from The Royal Society
of Chemistry

results. The enhanced sputtering in nanostructures can be attributed to a large
surface-to-volume ratio which allows more ions to exit the target, as illustrated in
Fig. 7c, d. Figure 7a, b shows the energy dependence of sputtering yield in bulk
and Au nanoparticles, whose diameter follows a Gaussian-shaped distribution with
a mean size about 56 nm. Figure 7e, f shows the effect of nanoparticle size on the
sputtering yield. The bulk-scale simulation is found to significantly underestimate
the sputtering yield, while failing to predict the diameter of the nanoparticle that
yields the most sputtering.

The nano-energetic effect is related to the loss of validity of bulk physical
parameters at small scales due to quantum confinement, surface stress, and elastic
image interactions. These fundamental parameters include electronic stopping
power and the threshold energy, which could depend on the sample size. The
number of athermal recombinations (Nordlund et al. 2018) could have an even
stronger dependency on the size and geometry of the sample, since the sample
surface and interfaces provide different venues for knock-out and recombination
compared to the bulk. Figure 8 shows an example of the nano-energetic effect for
the ion implantation of Ar into 3–4 nm diameter GaN nanowires. It is known that
both the Kinchin–Pease (KP) and full-cascade (FC) modes in SRIM-like MC codes
will over-estimate vacancy creation in solids (Stoller et al. 2013); therefore, it is
particularly surprising that MC methods underestimate vacancy creation for the
nanowire implantation cases, if bulk physical parameters are used (see the difference
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Fig. 7 The sputtering yield on bulk and Au nanoparticles as a function of ion energy: (a) Ar+;
(b) Ga+. (c, d) Schematic illustration of the difference between sputtering on bulk sample and
nanoparticles. (e-f) The sputtering yield as a function of the diameter of Au nanoparticles: (e)
95 keV Ar+; (f) 25 keV Ga+ (Holland-Moritz et al. 2015)

between MD and IM3D-1 in Fig. 8). By reducing the displacement threshold energy
by half, the result of MC simulation (IM3D-2 in Fig. 8) agrees better with that
of MD. Comparing Fig. 8a, b, it is also found that the nano-energetic effect is
less prominent when the size of nanowire increases. The reader is referred to the
supplementary document in Ref. (Li et al. 2017) for more details about this nano-
energetic effect. Another example is shown in Fig. 8c, where researchers found
the displacement energy of carbon nanotubes has a dependence on the diameter
(Krasheninnikov and Nordlund 2010).



97 More Efficient and Accurate Simulations of Primary Radiation . . . 2393

Fig. 8 Illustration of the nano-energetic effect. (a, b) The difference between IM3D-1 and IM3D-
2 is that the former adopts the bulk energy thresholds, while the latter adopts half values of the
bulk thresholds. Figure reprinted from (Li et al. 2015) with permission. (c) Dependence of the
displacement energy on the carbon nanotube diameter (Krasheninnikov and Nordlund 2010)

Fig. 9 (a) Schematic drawing of the experimental setup. (b) Radiation damage as a function of
the distance to the edge along x axis. (c) Schematic drawing about the removal of the top of the
pillar (Yang et al. 2018a)

Although the nano-beam and nano-target effects can be simulated conveniently in
full-3D simulation codes such as IM3D, the nano-energetic effect requires corrected
physical parameters usually obtained by MD/DFT simulations. It is recommended
to consider the nano-energetic effect when the characteristic length of the target
is below 20 nm, as the thermodynamic properties vary less sensitively with object
sizes above 20 nm (Li et al. 2015 and 2017).

In addition to the three nanosized effects above, researchers also found an “edge-
attenuation” effect and a “surface roughness” effect that require full-3D simulations,
although their beam/target sizes or surface features are comparatively large. The
“edge-attenuation” effect should be considered when the edge of the target is
important during a traditional bulk-scale experiment. Figure 9 shows an example
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(Yang et al. 2018a). Because ion radiation has very limited penetration capability,
one has to perform small-scale mechanical experiments to understand the radiation
hardening effect of ion irradiated samples. Researchers first irradiated a 5 μm thick
Cu thin film by 1.1 MeV protons and then used a focused ion beam (FIB) to cut
a small pillar at the edge for small-scale mechanical experiments, as illustrated
in Fig. 9a. It is vital for the pillar to have a uniform distribution of radiation
damage. However, a full-3D simulation performed in IM3D revealed that there is
an “edge attenuation” of radiation damage along the x axis from the inner to the
edge. Therefore, one should remove the top (i.e., from the x= 0 to 400 nm) to avoid
uneven radiation dose distributions in the pillar. This is an absolutely critical finding
for those undertaking microscale compression pillar irradiation experiments, as
without these 3D BCA-MC simulations this effect would not have been discovered
and would have continued to alter the consistency of microcompression experiments
under irradiation compared to bulk experiments.

The “surface roughness” effect has important implications in the study of ion-
surface interactions. For example, in fusion reactors, the plasma facing materials
(PFMs) suffer from the impact of low energy (10–1000 eV) and high fluence
(up to 1024 particles/m2-s) D/T/He ions, which lead to sputtering and ion retention
(Nordlund et al. 2014). The surface morphology of PFMs can be modified by
the plasma. As a result, a series of surface features are formed, including fuzz
(Baldwin and Doerner 2010) and surface blisters (Wang et al. 2001). Surface
roughness evolution will in turn have a significant effect on sputtering and ion
retention. Traditional SRIM/TRIM is only designed for bulk targets with smooth,
nonevolving surfaces; thus, it will fail to predict this surface roughness effect.
Previously, simulation codes based on fractal surface geometry models, such as
VF-TRIM (Ruzic 1990), ACAT (Kenmotsu et al. 2005), and ITMC-F (Hu and
Hassanein 2012), have been developed to understand this effect. Recently, a
rough-surface geometry model based on finite element triangular mesh (FETM)
method has been developed using the IM3D framework (Li et al. 2017). Since
the FETM method is simpler and more realistic than the fractal model in terms
of validation with experimental atomic force microscopy (AFM) images, here we
will only introduce the former. In the FETM model, the surface is first divided
into square pixels with a side-length of a and then subdivided into triangles by
randomly selecting one diagonal of each pixel, as shown in Fig. 10a. The height
Z of each point in the mesh is sampled using a truncated Gaussian distribution
f (Z) ∝ exp (−Z2/(2σ 2)), where Z ∈ [−3σ , 3σ ]. Therefore, the surface roughness
can be adjusted conveniently and intuitively by controlling the surface roughness
amplitude 3σ and square mesh size a. The primary ion retention and sputtering
yield as a function of surface 3σ and ion incident angle are shown in Fig. 10d, e.
It is found that as the surface roughness increases, the primary ion retention will
increase while the sputtering yield will decrease. A comparison of the experiment
and IM3D simulation is provided in Fig. 10f, showing significant improvement of
sputtering yield by making the surface smoother. However, it is surprising that the
highest sputtering yield occurs before the surface roughness reaches zero, indicating
an optimum surface roughness leading to the highest sputtering yield.
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Fig. 10 (a–c) Schematic illustration of the surface roughness generated by the FETM method.
Dependence of the ion retention (d) and sputtering yield (e) on the roughness amplitude and
incident angle (1 keV He → W). (f) Effect of the surface roughness on the sputtering yield and
validation of the IM3D simulations (1 keV He→W) (Li et al. 2017)

3.2 3D Geometry Representation and Ray Tracing in Full-3D
BCA-MC Simulations

A key step in full-3D simulation is to build the 3D structure of target. It is significant
for the “language” of 3D geometry description to be general and flexible. Also,
during the simulation, after sampling the free-flight-path L to travel in the next step,
one should determine if the projectile will enter another material or not during the
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path L. If a boundary is crossed, the electronic energy loss will need correction
because the free-flight-path L covers regions of different materials with different
stopping capabilities. Such treatment is involved in the process called “particle
tracking” or “ray tracing,” and its method varies in different codes. For example,
in IM3D (Li et al. 2015), the program follows a similar methodology to CD-SEM
(Li et al. 2008). It calculates the sub-free-flight-path length Li (where L= L1 +
L2∼+Li∼+ ... + Ln, and L1 is the distance to the closest boundary along the
direction of the ion’s path at the starting point of L) in each region covered by L,
according to the electronic stopping power ratios between different regions. The
total electronic energy loss is corrected accordingly. Besides, the FETM module in
IM3D accounts for refraction at each interface, i.e., change of flight path direction
due to entering different materials. In iradina (Borschel and Ronning 2011), the
correction of electronic stopping is ignored because their free-flight-paths and ion
energies are so small that nuclear stopping is the dominant mechanism of energy
loss. In neutron transport simulation codes such as OpenMC (Romano and Forget
2013; MIT 2011), the free-flight-path is updated to be the distance to the closest
boundary, followed by moving the ion to the intersection between the boundary and
the free-flight-path, and then re-sampling L using the new material’s properties. The
readers are referred to Chap. 8.3 of Bielajew (2001) for details about the treatment
in such neutron simulations. The selection of the 3D geometry representation model
and the ray-tracing method are closely related. Here we will briefly introduce two
kinds of 3D geometry representation methods with some common practices of ray-
tracing.

1. The voxel method. First define the whole target space as a rectangular box, then
subdivide it into equal-sized rectangular voxels (cells). Each cell is assigned to
a pre-defined material, which may be a vacuum. In this case, a curved surface
is approximated by a stepped surface. The progression of the ion along a path
L is composed of a sequence of finding the intersection of rays with the next
surrounding voxel, followed by moving the ion to the next voxel until the entire
path length L is finished or a “boundary crossing” event occurs. A “boundary
crossing” event means that the path L passes though voxels of different materials.
The simulation accuracy of these methods increases with the number of voxels,
while the computation load increases at the same time. Note that there is a
lower limit of the voxel size in TRI3DRYN because of the consideration of
dynamic evolution (Möller 2014). The voxel method has the advantage of easy
implementation of dynamic evolution. For example, the formation of voids in
the bulk can be simulated by reducing the density of certain voxels through some
preset criteria. However, the voxel method may lead to unavoidable artifacts.
For instance, when predicting the sputtering yield of the stepped planes, ions that
have exited may re-enter and create further unphysical sputtering/cascades. Also,
there is still a lack of understanding about the correction of electronic stopping
power at the step edges (Li et al. 2015). Last but not least, domain size adaptivity
and scaling issues should also be considered (Borschel and Ronning 2011; Möller
2014), adding to the complexity of simulations.
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2. The surface method. The 3D structure is constructed by defining the surfaces
of the target in real-space (x, y, z) using mathematical (vector) descriptors. For
example, the vector descriptor for the surface of a spherical nanoparticle centered
at the origin with radius R is x2 + y2 + z2 = R2. If an ion is at position (x0,
y0), then x2

0 + y2
0 + z2

0 < R2, x2
0 + y2

0 + z2
0 = R2 and x2

0 + y2
0 + z2

0 > R2

means the ion is inside the nanoparticle, at the surface of the nanoparticle and
outside the nanoparticle, respectively. Suppose an ion bombards an atom at (x0,
y0), after which the new speed of the ion is �v ≡(u, v, w). We then sample the
distance to travel next with a result of L. To determine if the ion will enter or
exit the surface, one should first compute the minimum distance to the surface
of the nanoparticle using (x0, y0) and �v ≡ (u, v, w) as d = −- ± √-2 −4 ,
where - = x0u + y0v + z0w, and 4 = x2

0 + y2
0 + z2

0 − R2. If there is no
real solution, it means that the ray will never intersect the sphere, no matter how
large L is. If � < 0, the ion is inside the sphere at the beginning, so there will
be two solutions (one positive and one negative). If � > 0, the ion is outside
the particle; thus, the solutions are both positive or negative. If L > d > 0,
a “boundary crossing” event will occur. When the target structure is more
complicated, more surfaces (mathematical descriptors) are required. If there is
more than one surface, one should compute the minimum distance to each surface
along the ray and sort them in order to identify the sequence of surfaces that the
ion will intersect along the path L. There are several ways to construct arbitrary
target structures using the surface method, here we will just briefly introduce
two of them: the constructive solid geometry (CSG) method (Li and Ding
2006) and the previously introduced FETM method (see Sect. 3.1) (Zhang et al.
2012). IM3D supports both the CSG and the FETM methods. The CSG method
constructs the complicated target surfaces by Boolean operations on simple
geometries (such as the sphere, tetrahedron, cuboid, ellipsoid, and taper). These
operations include union, difference, and intersection. Therefore, for simple
nanostructures such as nanoparticles or nanowires, it provides the best balance
between convenience and accuracy. The reader is referred to the documentation
webpage of OpenMC (MIT 2011) for details about the CSG method. The
FETM method, on the other hand, is more suitable for building arbitrarily
complex structures. The triangular mesh for a complicated structure can be
easily generated by programs such as Gmsh (Geuzaine and Remacle 2009). Also,
triangular mesh enables easier determination of intersection points of a straight
line with surfaces. The FETM method is further aided by a spatial subdividing
technique (Li et al. 2008) to avoid the computation of intersections with all
triangular meshing surfaces. Only the surfaces contained in the cubes along the
path L are considered for such intersection searching and distance computation.
For complicated geometries, the number of times for finding the intersection
points with surfaces on a free-flight-path L using the FETM method is usually
much smaller than that using the CSG method, leading to a higher computational
efficiency. The FETM method can be extended to the finite element tetrahedron
method for easier implementation of dynamic evolution in materials during
irradiation.
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Fig. 11 Schematic illustrations of different geometry construction method: (a) voxels (Borschel
and Ronning 2011); (b) CSG and (c) FETM (Li et al. 2015)

The differences between the voxel method and the surface method are illustrated
in Fig. 11. Currently, available full-3D MC codes for the simulation of energetic
particles in matter include MCNP (LANL 2018), OpenMC (Romano and Forget
2013; MIT 2011), Geant4 (Agostinelli et al. 2003), iradina (Borschel and Ronning
2011), TRI3DYN (Möller 2014), IM3D (Li et al. 2015), MyTRIM (Schwen et al.
2009 and 2018), and Corteo 3D (Schiettekatte and Chicoine 2016). The reader is
referred to the documentation of these codes for more details about their methods
for particle tracing and 3D geometry construction.

3.3 Dynamically Evolving Full-3D BCA Simulation Structures

Under high fluence of ion beam radiation, the target can be modified, leading
to changes in the morphology and density in material due to sputtering and
relocation of atoms by atomic collisions. A “dynamic” code is designed to take into
account this evolution of the target during ion implantation, with well-documented
application examples where such dynamic evolution is absolutely necessary to
correctly simulate experimental results. Examples include the secondary ion mass
spectrometry (SIMS) depth profiling technique, plasma–wall interactions in fusion
reactors, and magnetron sputtering for thin film processing. TRIDYN (Möller and
Eckstein 1984) (1D simulation) and TRI3DYN (Möller 2014) (full-3D simula-
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Fig. 12 Schematic of the
voxel types in TRI3DRYN.
Dark blue, light blue, and
white represent bulk, surface,
and vacuum voxels,
respectively (Möller 2014)

tion) have been developed to model this dynamic evolution under ion radiation.
TRI3DYN uses the voxel method (see Sect. 3.2) for the construction of target 3D
structures. Here we will briefly introduce TRI3DYN, for more details please refer
to Möller (2014).

In TRI3DYN, the voxels are classified into three types: bulk, surface, and
vacuum, as shown in Fig. 12. The neighborhoods of a voxel (say “voxel 1”) are
classified by the distance between voxel 1 and its neighborhood voxels. There are
6 first neighbors, 12 second neighbors, and 8 third neighbors. A lower limit for
the voxel size is set (λ < min (�x,�y,�z)), where λ is the mean free path and
�x,�y,�z are the size of voxel along the x, y, z directions, respectively, so that
the path length L between two successive collisions always ends within the volume
that is composed of the 26 first-to-third nearest neighbors. Suppose there are Nc

types of component in the material, then the partial atomic density of a component
l (1 ≤ l ≤ Nc) in the voxel with spatial index (i, j, k) is nl(i, j, k). TRI3DYN and
TRIDRYN both assume that after the relaxation, a constant atomic volume is
reached with the following relation:

1

n
=
∑

l

ql

n0
l

(2)

where n, n0
l , and ql denote the total atomic density, a predefined atomic density of

component l and atomic fractions of component l (0 ≤ ql ≤ 1), respectively. With
this condition at a relaxed state, one can define a reduced partial density:

d =
∑

l
dl =

∑

l

nl

n0
l

(3)

where dl is the partial density of the component l. When nl = ql · n, a “nominal”
density is reached such that d = 1. Based on this, d = 0, d > 1, and 0 < d < 1
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represent “vacuum,” “over-dense,” and “under-dense,” respectively. The simulation
procedure is an iteration of the following pseudocode steps:

1. Perform a SRIM/TRIM-like BCA simulation for the cascade resulting from one
(default) or more incident ions. Record point defect distributions (interstitial
atoms and vacancies).

2. Compensation and recombination of interstitials and vacancies. First, the inter-
stitials and vacancies within the same voxel will recombine. Next, the program
will search for neighboring voxels within a predefined recombination radius and
enable recombination.

3. Incorporation of the remaining point defects from step (2) into the voxels.
4. Relaxation of the voxels, so that nominal density (d = 1) is obtained for each

bulk voxel, while the surface voxel is permitted to be under-dense (d < 1).
5. “Local surface smoothing” will be performed if this kernel is activated. Examples

of smoothing methods are illustrated in Fig. 13.
6. Optionally, adjust the surface layers so that the top two layers are kept a

vacuum.

Ion implantation is a popular tool to tailor the composition and morphology
of materials (Krasheninnikov and Nordlund 2010; Borschel et al. 2011) and is
promising to improve the functional properties of nanostructured materials, such
as using Ar+ to modify the electronic properties of single-wall carbon nanotube
(Gómez-Navarro et al. 2005) or single layer MoS2 (Chen et al. 2018). An example of
the simulation by TRI3DRYN is shown in Fig. 14, where P+ at 10 keV is modifying
the morphology and composition gradually. The 3D surface morphology evolution
of the nanoparticle (changing from a sphere to pillar) can be well captured by the
TRI3DYN simulation.

Fig. 13 Schematic of the
“local surface smoothing” in
TRI3DRYN. (a) “hanging” or
(b) “flying” occurs rarely
during the simulations
(Möller 2014)



97 More Efficient and Accurate Simulations of Primary Radiation . . . 2401

Fig. 14 Evolution of a
spherical Si nanoparticle
(diameter = 30 nm) on SiO2
substrate during the
implantation of 10 keV P,
whose initial velocity is
normal to the substrate
surface. (a–f) Si atomic
fraction. Color coding: 0.333
(red)→ 1 (blue). (g–k) P
atomic fraction. Color
coding: 0 (red)→ 0.1 (blue)
(Möller 2014)

3.4 Maintaining 3D Simulation Efficiency

The usage of full-3D simulations and consideration of dynamic evolution will
potentially increase the computational load. The increase of computational time can
be 10–10,000× for a 3D target with a complicated surface morphology. Therefore,
it is vital to enhance the efficiency of the simulation codes. Here we will briefly
introduce the methods adopted in static BCA-MC simulations (such as Corteo and
IM3D) for the improvement of computational efficiency.
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One of the most computationally expensive parts in the simulation of radiation
damage cascade is the sampling of θC. Traditionally, this requires one to solve the
scattering integral equations, leading to a significant computational load. SRIM uses
the so-called “MAGIC” formula to sample the scattering and azimuthal angles for
better efficiency. Based on it, a “fast indexing” technique using database evaluation
was latter proposed (Yuan et al. 1993) to further enhance the efficiency to about
18 times faster than the “MAGIC” formula. Instead of computing directly from
the “MAGIC” algorithm, this method utilizes interpolated tables for the scattering
angle sin2(θc) and looks up the needed values in the tables. It is worthwhile to note
that the table is indexed using the binary representation of floating point numbers
so that computing logarithms can be avoided (Schiettekatte 2009). This method also
improves accuracy and memory usage. Similarly, one can obtain the electronic stop-
ping power using precalculated tables (generated using “SRModule.exe” (Ziegler
2004)). This “fast indexing” method is now available in Corteo (Schiettekatte 2009),
iradina (Borschel and Ronning 2011), and IM3D (Li et al. 2015). A comparison of
the efficiency is provided in Fig. 15. The readers can refer to Schiettekatte (2009)
for more details about this method. In addition, a ray-tracing technique based on the
FETM 3D geometry representation and spatial subdivision is introduced in IM3D
(Li et al. 2015), boosting the computational efficiency of complex 3D geometry
simulations to a level similar to that in bulk simulations.

For a static BCA Monte Carlo simulation, the history of each ion is independent.
Therefore, it is well suited for parallel computation. IM3D (Li et al. 2015) in
particular is implemented with the Message Passing Interface (MPI) library. Its
parallel scaling performance, as shown in Fig. 16, shows a greatly enhanced speed,
up to 105 faster than SRIM.

2 MeV Au ions

a

b

105 ions

Method SRIM (serial only) Iradina (serial only) IM3D

5760

59

473269

11758

FC (sec)

KP (sec)

12089 (slow), 6345 (fast)

305nm

ZrO2 Si

Fig. 15 A comparison of the computational efficiency (single CPU). (a) Schematic illustration
of the simulation setup: 2 MeV Au ion irradiation on a dual-layer substrate. The top layer is a
ZrO2 film with a thickness of 305 nm and Si is infinitely thick. (b) Comparison of the time for the
simulation of 105 ions. Reproduced from Ref. (Li et al. 2015), which is licensed under CC BY 4.0
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Fig. 16 Wall clock scaling
of IM3D running Message
Passing Interface (MPI), for
the system of a 305 nm ZrO2
film on Si under a total of
100000 Au ion irradiations
with ion energies of 2.0 MeV.
Reproduced from Ref. (Li et
al. 2015), which is licensed
under CC BY 4.0

3.5 Open Sourcing and Stopping Power Databases

An open source code can greatly facilitate the development of advanced codes, as it
allows an open inspection and validation of the underlying algorithms. More and
more codes have joined the open-source family, including Corteo (Schiettekatte
2009), iradina (Borschel and Ronning 2011), MyTRIM (Schwen 2018), Mat-TRIM
(Yang et al. 2018b), and IM3D (Li et al. 2015), etc. One of the main advantages
of open-source is that one can easily modify or incorporate new stopping power
data into the code. It is known that the accuracy of BCA Monte Carlo simulation
codes for ion radiation rely greatly on the accuracy of the stopping power data.
Although SRIM has provided a powerful stopping power database (Ziegler 2004),
it was recently shown to be inaccurate in several circumstances. For example, for
the case of very heavy ions into a light element target, a large discrepancy is shown
between the ion ranges predicted by SRIM and experimental results (Behar et al.
1985; Grande et al. 1988; Friedland et al. 1998; Zhang et al. 2009, 2010; Jin et
al. 2014) due to errors in the stopping power database. An example of heavy ions
into SiC is shown in Fig. 17. Because of this, M-TRIM (Jin et al. 2014) has been
developed based on an early version of TRIM (Ziegler et al. 1985) with updated
stopping power data for Cl, Br, I, and Au ions into SiO2 and SiC. The comparison
between the ion distribution simulated by SRIM and M-TRIM and the experimental
results obtained by Rutherford backscattering spectrometry (RBS) and secondary
ion mass spectrometry (SIMS) are shown in Fig. 17a.

Electronic stopping powers for bulk materials may also need to be corrected
for nanostructured materials. Recently, the electronic energy loss for graphene (see
Fig. 18) and boron nitride (BN) sheets have been studied (Zhao et al. 2015) using
time-dependent DFT. However, there is still a lack of study of the applicability of
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Fig. 17 (a–c) Injected ion distribution of 1 MeV, 7 MeV, and 12 MeV Au into SiC: a comparison
between the simulations and experimental results. (d–g) Comparison of the electronic stopping
power of Cl, Br, I, and Au into SiC between the experimental results and SRIM database (Jin et al.
2014)

bulk stopping power database in nanostructured systems. Currently, Corteo, iradina,
and IM3D use the same stopping power tables generated by Corteo using the
“SRModule.exe” (Ziegler 2004). Since these codes are open-source, in principle
it is possible to generate new stopping power tables. However, there is still a need
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Fig. 18 Comparison of
transferred energy as a
function of proton energy.
The target is graphene and the
collision site is point C (Zhao
et al. 2015)

of a friendly user-interface (UI) that can help generate and conveniently manage the
stopping power data for these codes.

4 Comparisons Between MC and Molecular Dynamics (MD)

Radiation damage in nanostructured materials can also be simulated by MD (Jin
et al. 2018). Here we will briefly review the difference between MC and MD
simulations. MC codes are generally based on more assumptions than MD. MC
codes usually only consider two-body interactions and use universal potentials in
many cases. Because of its high computational efficiency, MC simulations of ion
irradiation serve as convenient engineering tools for the prediction of ion ranges
and vacancy/energy-deposition distributions. On the other hand, MD simulations
are based on solving equations of motion (Li 2005), which is in general more
accurate as they consider many-body interactions and can provide more details
about the cascade process; however, MD is much more computationally intense
than MC, limiting the time and length scales simulated. It should be noted that
the accuracy of MD relies on the accuracy of the interatomic potential used.
Also, it has recently been shown that the electronic energy loss should be taken
into account in MD simulations, while the majority of MD studies on radiation
damage cascades ignore this effect (Rutherford and Duffy 2007; �Chap. 98,
“Incorporating Electronic Effects in Molecular Dynamics Simulations of Neutron
and Ion-Induced Collision Cascades”). For nanostructured materials whose size is
less than the mean-free-path of ions, it was recently shown that electronic stopping
is the dominant energy loss mechanism for incident ions (Yang et al. 2018b),
indicating the necessity of considering electronic energy loss in MD simulations.
The results of MD also depend on the simulation temperature, which is difficult
to consider in BCA-MC codes. Almost no BCA-MC simulations consider defect
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diffusion and defect-sink interactions (kinetics at longer timescales), while MD
simulations more systematically model kinetic processes (especially annealing)
in materials if the time and length scales are within computable limits. For
instance, previous MD simulations showed that defect production can be greatly
enhanced by a large surface-area to volume ratio in nanostructured materials
at low incident ion energies (Hoilijoki et al. 2011; Sun et al. 2012), which
BCA-MC simulations usually fail to predict. However, the primary radiation
damage estimated by MC simulations still has broad and significant engineering
implications.

MC simulation is a useful and rapid method to calculate the Norgett–Robinson–
Torres (NRT) displacements per atom (DPA), a standardized radiation exposure
parameter. The definition of DPA is based on T = 0 K MD simulations, using the
following procedure: First, give a selective incident particle an initial energy E0. The
particle will collide with multiple atoms in the target until its energy is small enough.
Every time when it collides an atom in the lattice, if the kinetic energy transferred
to the target atom exceeds the threshold energy Ed, the atom will be knocked out
(at t = tI ∼ fs). After tI, there is spontaneous recombination of the Frenkel pairs
if the distance between a vacancy and an interstitial atom is within a certain limit.
At t = tF ∼ ps, this athermal dynamic recombination/transient annealing process is
finished. After that, long-term defect evolution occurs, which depends on thermal
activation.

Among all MC codes, SRIM (Ziegler et al. 2008) is the most widely used for
the estimation of DPA because of its powerful stopping power database and its
ease of use. SRIM offers two ways for the calculation of NRT DPA: (1) The quick
Kinchin–Pease (K-P) mode, where defect production by generation-1 ions are tal-
lied by using the K-P formula instead of explicitly calculated and (2) the full-cascade
(FC) mode, where generation-2, -3, -4, . . . ions are also explicitly accounted for
by BCA calculations. It has recently been found that the displacements calculated
by both modes are significantly larger than the results of MD at ten picoseconds
after a PKA when the thermal spike has largely disappeared (Stoller et al. 2013)
(Fig. 19a). Also, the displacements by the FC mode are twice of that by K-P mode
(Fig. 19a–c). Thus, Stoller et al. questioned the FC mode in SRIM, exposing a
fundamental problem in this closed-source code. Recently, this discrepancy between
K-P mode and FC modes has reproduced by IM3D (Li et al. 2015), a new open-
source code.

It is also worthwhile to note that MC codes usually overestimate the number
of radiation defects by three times compared to MD, while only capturing 1/30th
of the atomic mixing (replacement) events (Nordlund et al. 2018), as shown in
Fig. 20a, b. As a result, Nordlund et al. proposed two new complementary
displacement production estimators to quantify the radiation damage more real-
istically: (a) Athermal recombination corrected dpa, namely, “arc-dpa”; and (b)
replacements per atom, namely, “rpa.” Both quantities rely on parameters gained by
fitting MD simulation results. Helpful discussions about the difference between MC
and MD for radiation damage studies can also be found in �Chap. 88, “Molecular
Dynamics Simulations of Non-equilibrium Systems” within this Handbook.
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Fig. 19 (a) Comparison between the displacements calculated by MD, SRIM (K-P mode), and
SRIM (FC mode). (b, c) Depth distribution of vacancies for He+ into Ni (Stoller et al. 2013)

5 Outlook for the Next 10 Years

In summary, Monte Carlo simulation of ion radiation based on a BCA model is
an efficient tool for the prediction of primary damage in materials. A series of
advanced codes have been recently developed, enabling full-3D simulations, which
can consider arbitrarily complex target morphologies, arbitrary beam shapes/sizes,
and even dynamic evolution. The speed of these codes is also greatly enhanced
by the fast indexing method of scattering angle sampling and highly parallel
computation. Also, more and more advanced codes are becoming open-source,
allowing verification of the algorithms and the underlying physics engine. What
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Fig. 20 (a) Schematic illustration of the problem of the NRT-dpa damage model. (b) Comparison
of MD simulation and NRT-dpa model. (c, d) Two new quantification standards: Arc-DPA and RPA
agree well with MD simulations. Reproduced from Ref. (Nordlund et al. 2018), which is licensed
under CC BY 4.0

is more, maintaining an open-source code policy will facilitate the incorporation
of BCA-MC simulations into the framework of multi-scale and multi-physics
frameworks such as MOOSE (Gaston et al. 2009), dynamically providing primary
radiation damage data as input for larger time- or length-scale simulations. Besides,
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it has been shown that legacy codes such as SRIM will lead to significant errors
in many applications, such as nano-beams, nanostructured materials, and rough-
surface. However, the traditional closed-source code SRIM still enjoys a relative
monopoly due to its long history, its relative accuracy for bulk-scale simulation, and
especially its simple and intuitive user interface. It is important for new codes to
have such a friendly user interface, allowing not only the easy input of complex
target morphologies, but also convenient updates of the stopping power database.
Last, but not least, increasing doubt exists on the NRT-DPA model when comparing
MC to MD simulations, while the applicability of newly proposed damage units is
still under exploration.
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Abstract

Molecular dynamics offers an ideal method for investigating the evolution of
collision cascades and the formation of the resulting primary radiation damage.
However, several modifications to classical molecular dynamics are needed in
order to facilitate simulating the highly non-equilibrium cascade process. One
such modification, which is still a point of active research, concerns methods
by which electronic effects, which are expected to be important in collision
cascades, can be included in molecular dynamics simulations, where a priori
atoms are treated as classical particles and electrons are only present implicitly
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through the atomic interactions represented by the interatomic potential. This
chapter describes current methods by which electronic effects can be accounted
for in cascade simulations, with special focus on the developments in the field
that have taken place over the last 10 years.

1 Introduction

Irradiation by energetic particles, such as neutrons or ions, can in crystalline
materials give rise to various forms of damage in the atomic structure, through
collisions with atoms in the target material. Such irradiation events can give rise
to what is known as a collision cascade: a series of elastic collisions between
atoms in the material, resulting in the permanent displacement of a potentially
large number of target atoms. This chapter deals with atomic-scale simulations of
such cascades, and current state-of-the-art methods by which electronic effects can
be explicitly included in such simulations, beyond the bonding effects which are
implicitly captured in the fitting of the semiempirical interatomic potentials.

In cascade events, most of the initial energy of the incident ion, or the recoiling
atom, is transferred to the atoms of the target material through the nuclear stopping
process, and only a small fraction, typically around 20%, is absorbed by the
electronic system. For ions with higher kinetic energy, of the order of MeV, the
collision cross section decreases to the point where interaction with atoms of the
target becomes negligible, and the energy of the ion is mainly absorbed by the
electronic system. Heavy particles in this energy regime are known as swift heavy
ions, and while electronic effects are highly relevant in the formation of damage
from such particles (Toulemonde et al. 1992; Leino et al. 2015), the damage is not
produced through collision cascades, due to the negligible nuclear stopping at higher
velocities, and hence this phenomenon lies outside the scope of the current article.

From the first atomistic simulations of cascades in solids in 1960 (Gibson et al.
1960), molecular dynamics (MD) simulations have uncovered many important
mechanisms of radiation damage formation, including the different stages of
cascade development (Calder et al. 2010), defect recombination during the heat
spike phase (Diaz de la Rubia et al. 1987), and athermal defect cluster formation
(Diaz de la Rubia and Guinan 1991). As the interatomic potentials that describe the
forces between the atoms have improved, the predictive power of MD simulations
has increased (Nordlund and Dudarev 2008). As a simulation method, molecular
dynamics offers the most complete picture of the processes leading to cascade
damage while still being able to treat the full system of up to millions of atoms
that is required to capture the whole cascade event.

In many cascade simulations to date, electronic effects have been neglected,
either in part or fully. While the potential importance of such effects on the highly
non-equilibrium cascade event has been recognized early on (Flynn and Averback
1988; Caro and Victoria 1989), the interactions between the atomic and electronic
systems during the cascade evolution are the result of processes occurring over
many orders of magnitude in energy, and capturing the behavior in a simple,
physically motivated yet computationally expedient model remains a challenging
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task. Nevertheless, the past 10 years have seen significant development in this area,
due in part to a continued increase in computer capacity. On the one hand, modern
supercomputers facilitate performing increasingly large simulations and hence
investigating more energetic cascades, where the electronic effects become ever
more pronounced. On the other hand, with developments in quantum mechanical
techniques of simulating electron dynamics, it is now possible to explicitly follow
the dynamics of the interactions between moving ions and electrons. Although
full cascades are still out of reach of ab initio calculations, a number of studies
of cascade relevant conditions have been performed with different methods (see,
e.g., Race et al. 2010), providing insight into the nonadiabatic quantum mechanical
effects. Most ab initio studies have focused on predicting electronic energy losses in
various projectile-material combinations (Mao et al. 2015; Mason et al. 2007; Race
et al. 2012), although the effect of electronic excitations on the interatomic forces
has also been investigated (Correa et al. 2012). The initial stages of full cascades
have been studied using a time-dependent tight-binding scheme (le Page et al. 2009),
providing a method for assessing the accuracy of various approximations of elec-
tronic energy losses employed in MD simulations. Together, these developments in
computational methods and resources have opened up new avenues for investigating
the nonadiabatic effects in collision cascades.

1.1 Phases of Cascade Dynamics

A collision cascade refers to the process of displacing atoms, which is initiated by
an energetic projectile undergoing an elastic collision with an atom in the target
material, called the primary knock-on atom (PKA). If the kinetic energy acquired
by the PKA is above a certain threshold value, termed the threshold displacement
energy (TDE), the atom will leave its place in the lattice. When the kinetic energy of
the PKA is significantly above the TDE, then as it collides with other atoms in the
lattice, it will transfer energy to these atoms, giving rise to secondary, tertiary, etc.
recoils. This constitutes the ballistic phase of the cascade, which is characterized
by energetic projectiles penetrating undisturbed lattice and undergoing individual
energetic collisions with atoms in the matrix as they expand the volume of material
affected by the cascade. During the ballistic phase, the volume and structure of the
cascade are determined, including possible splitting into subcascades. The energy at
which cascades begin to split is material dependent and occurs at lower energies for
materials with lower atomic mass. Splitting is a gradual transition, but as examples,
in Fe and Ni, cascades begin to split at 20–30 keV, while in W and Au, splitting
begins at around 150–200 keV.

In dense materials, from energetic PKAs, the disturbance of the surrounding
lattice by the recoils will eventually give rise to a heat spike. This stage of the
cascade evolution occurs at the end of the ballistic phase (at around 100–300 fs
depending on PKA energy), when the ballistic recoils have lost most of their kinetic
energy through collisions with other atoms. The heat spike phase is characterized
by a highly disordered, underdense liquid-like volume (or several separate volumes
if the cascade has split into subcascades), which persists for several picoseconds.
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Fig. 1 The disordered core of a 150 keV cascade in W. Atoms shown are from a 2 Å thick slice
through the cascade core and are colored according to their kinetic energy (scale in eV)

At this point, energetic projectiles have ceased to exist, and the cascade volume
ceases to expand. During the heat spike phase, energetic atoms move randomly in
the core of the cascade, resulting in total displacements which are the main causes
of ion beam mixing observed in experiments (Kim et al. 1988). Figure 1 shows the
disordered core of a cascade in W during the heat spike phase from a 150 keV PKA.

The disordered core eventually cools and recrystallizes, resulting in the recom-
bination of most of the damage in the case of metals and leaving individual point
defects and defect clusters as the final products. These defects, which form as a
direct result of the athermal processes of the cascade but are subsequently subject
to thermal evolution, are termed the primary radiation damage (Was 2007).

1.2 Electronic Effects in Collision Cascades

The ballistic phase of the cascade is dominated by the processes associated with
energetic ionic projectiles in matter. It is well established, both theoretically and
experimentally, that electrons play a part in the slowing down of such ions (see,
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e.g., Ziegler et al. 2010). The electronic contribution to the slowing down of ions
is known as electronic stopping. A detailed treatment of the various theories behind
the processes involved in electronic stopping is beyond the scope of this chapter. For
ion energies relevant in cascade simulations, with velocities smaller than that of the
Fermi velocity of electrons, it is given, e.g., by the theory of Lindhard and Sharff
(1961) as

Se = ∂E
∂x

= λE1/2 (1)

where E is the energy of the ion and λ is a material-dependent proportionality factor.
For our purposes, we note that the theoretical treatment is based on the assumption
of an energetic particle traveling through ground-state pristine material. The SRIM
software package (Ziegler 2008) provides plots of the stopping power for any
projectile-target combination. The data in these plots are derived from the theoretical
models, with various correction terms, and fitted to available experimental data. In
many cases, the predictions of the model in SRIM are within a 10% error margin to
experiments, but notable exceptions exist. The two scenarios that are most relevant
to cascade simulations, where SRIM predictions fail, are in the case of channeled
ions and in the low velocity limit.

In the first of the abovementioned cases, predictions fail since SRIM does not
account for the crystal structure nor the dependence of the stopping power on
the electron density and hence on the ion trajectory. Channeled ions experience
a stopping power which may in some cases be significantly lower than that
experienced by ions traveling in a random direction or through amorphous material.
This has been shown experimentally for a number of cases, including for various
projectiles and channels in Si (Wilson et al. 1986) and in W (Eriksson et al. 1967)
and in explicit ion range simulations where electron density-dependent stopping
was implemented (Cai et al. 1996; Sillanpää 2000). This spatial dependence is not
of immediate concern in cascades, where secondary, tertiary, etc. recoils travel in
highly random directions in the lattice. Hence the atoms visit varying regions of
electron density along their path through the material, and an average stopping
power is therefore representative of the average interaction with the electrons.
However, as will be explored in later sections of this chapter, the question has
bearing on the full treatment of the ion-electron interactions during the complete
cascade evolution, including that of the later cascade phases.

In the second case, for the low velocity limit, the model assumes a linear
interpolation of the average stopping power down to zero, at zero velocity, which
is in good agreement with predictions at slightly higher velocities. However, such
behavior is not experimentally verified for very low velocities, and in fact a clear
deviation from linear dependency on velocity is seen, both experimentally and in ab
initio simulations, in the form of a low-energy threshold for the stopping power of H
and He in a number of materials, including insulators (Markin et al. 2009a; Pruneda
et al. 2007), but also in metals such as Au and Cu (Markin et al. 2009b; Zeb et al.
2012). The existence of a threshold was predicted early on, based on considerations
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of electronic densities of state (Semrad 1986). Surprisingly, recent investigations of
the low-energy behavior of the stopping of Si in Si (Lim et al. 2016) have found a
non-zero stopping below the band gap threshold, explained by an “electron elevator”
effect due to an intermediate electron state within the band gap, induced by the
projectile itself.

Another effect of electrons in cascades follows from the electron-phonon cou-
pling, which describes the interactions between thermal ions and electrons. During
the initial ballistic phase of the cascade, it is assumed that electronic transport is
efficient enough in the pristine lattice to justify instantaneously removing the energy
obtained by the electronic system as a result of the electronic stopping of individual
recoils. However, during the heat spike phase, the precise mechanisms of energy
transfer between the atomic and electronic systems, and the rate of heat dissipation
from within the hot, disordered heat spike region, are less obvious. The coupling
strength between electronic and ionic systems and the mean free path of electrons
in the hot cascade core determine whether or not the electronic system achieves
equilibrium with the ionic system during the heat spike phase (Flynn and Averback
1988). However, the energy transfer between electrons and ions in the heat spike
does not lend itself well to experimental investigation, and as a result, the potential
importance of the coupling on cascade evolution is not known. Early investigations
in Cu and Ni (Finnis et al. 1991) indicated that the strong electron-phonon coupling
in Ni will quench the cascade and result in fewer defects in total. In contrast, other
cascade simulations in Ni, Pd, and Pt, where electronic stopping was included but
electron-phonon coupling was disregarded, showed agreement with experiments
of ion beam mixing (Nordlund et al. 1998b), a mechanism which is sensitive to
the lifetime of the heat spike. These results were interpreted as an indication that
electron-phonon coupling effects are negligible in cascades in these materials.

Finally, the contribution of the electrons to thermal diffusion is the dominant
method of thermal conduction in metals yet is completely absent in classical molec-
ular dynamics. Hence the heat conduction in the electronic system surrounding the
cascade region will contribute to removing heat from the cascade region (Finnis
et al. 1991).

2 Electronic Effects in MD Cascade Simulations

2.1 Cascades as a Function of Damage Energy

According to the theories of stopping of ions in matter, an ionic projectile is slowed
down in a material through two different mechanisms: the nuclear and the electronic
stopping. This allows separating the initial projectile energy into two parts. The
energy lost by the ion in collisions with electrons does not directly contribute to the
displacement of atoms, and hence only the remaining energy, which is available for
elastic collisions with atoms, is taken as the cause of the damage and thus termed the
“damage energy,” Tdam. Especially in early cascade simulations, the energy losses
due to electronic stopping were most often disregarded during the simulation but
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were instead taken into account in comparisons to real irradiation events. When
relating cascade simulation results to actual damage produced by ions or neutrons,
the energy of the projectile in the simulation is then labeled EMD = Tdam(EPKA),
with the corresponding (experimental) projectile energy given by EPKA (Stoller et al.
1997). The difference between EMD and EPKA, i.e., the energy lost to electronic
stopping, can be calculated, e.g., using the approximation to Lindhard’s theory
(Lindhard and Sharff 1961) given in (Norgett et al. (1975)). The quantity Tdam is
also the energy used in the NRT (Norgett-Robinson-Torrens) equation (Norgett
et al. 1975) for the displacement damage, NNRTdspl = 0.8Tdam/2Ed , i.e., the basis
for the dpa (“displacements per atom”) measure of radiation exposure (Nordlund
et al. 2015). Here NNRTdspl is the number of defects, or displaced atoms, and Ed is the
(material-specific) threshold displacement energy.

To date, many studies employ this method, in part to facilitate comparison with
previously published results. While effects on the predictions of the primary damage
in lower-energy cascades in many cases may be below the statistical uncertainties,
recent results show that in dense, energetic cascades, such as those occurring in
the heavier element W, the numbers and sizes of defects in the primary damage
are clearly affected by the electronic stopping energy losses (Sand et al. 2016b).
Figure 2 illustrates the increasing effect on the fraction of clustered defects that
electronic stopping has for increasing PKA energy in W. The effect is strongest on
the clustering of vacancies. As cascades of ever-increasing energy are being studied
in various materials, given the growing power of massively parallel supercomputers
able to simulate ever larger systems, including electronic stopping dynamically
becomes increasingly important.

2.2 Electronic Stopping as a Nonlocal Friction Force

A straightforward method of including the electronic stopping dynamically during
cascade simulations is to apply a friction force on the moving atoms. From the
electronic stopping Se = dE

dx
∼ v, one arrives at an additional term in the equations

of motion:

m = d
2x
dt2

= F− βv (2)

Applying such a friction term in molecular dynamics simulations is computa-
tionally efficient, and the method has been used for numerous studies of cascade
damage (see, e.g., refs Zhong et al. (1998), Nordlund et al. (1998a, b), and later
work by these authors).

There are a number of uncertainties pertaining to the use of a nonlocal, average
stopping power (such as that given by SRIM) in classical MD cascade simulations.
As mentioned earlier, the local stopping power depends on the local electronic
density. For most recoils in cascades, the trajectories occur in random directions,
and the average electronic stopping predicted by SRIM is largely applicable. This,
however, does not hold for channeled ions, for which the nonlocal friction force may
be an overestimate.
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Fig. 2 The fraction of defects in clusters predicted by simulations without electronic stopping Se
and with electronic stopping included for different cutoff energies Tc (see Sect. 2.2 for details). In
simulations with no Se, the value of EPKA is calculated from the initial recoil energy EMD in the
simulation (which in this case represents the damage energy) using an approximation to Lindhard’s
theory (Lindhard and Sharff 1961). In simulations with electronic stopping, EPKA is the initial
recoil energy in the simulation

A more serious shortcoming of the average friction term in cascade simulations
is the practice of setting a cutoff Tc for the kinetic energy, below which the frictional
force is not applied. This is necessary in order to avoid quenching all thermal modes,
since the energy lost to electrons is simply extracted from the system. Since such a
threshold in most metals is not directly motivated by any physical theory, various
different ways of choosing a value of Tc can be found in the literature, including
taking twice the value of the material’s cohesive energy (Duffy and Rutherford
2007) or a value of 10 eV independently of the material (Zhong et al. 1998;
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Nordlund et al. 1998a, b). Recent investigations of the effects of different values
for the threshold in W (Sand et al. 2014) and Ni, Pd, and Pt (Sand and Nordlund
2015) have shown an effect of the choice of Tc on both the damage production and
atomic mixing resulting from cascades.

Although the energy lost to collisions with electrons from an ion with low
velocity becomes increasingly tiny, especially in relation to the initial PKA energy,
the total number of atoms in cascades with energies of the order of the threshold
value can reach into the thousands during the heat spike phase. The total energy
losses therefore add up, resulting in a very large difference in the final amount
of energy extracted from the atomic system, depending on the cutoff value. As an
example, in tungsten it was found that a cutoff value of Tc = 1 eV results in roughly
40 keV of excess energy lost from the atomic system during the heat spike phase
of the cascade, compared to negligible energy losses during the heat spike phase if
the cutoff is set to Tc = 10 eV. This is illustrated in Fig. 3. The additional energy
losses roughly equal the amount of energy lost to electronic stopping during the
ballistic phase of the cascade, giving a total of 80 keV energy lost to electrons from
150 keV PKAs, for Tc = 1 eV. This does not agree with the SRIM prediction of
the proportions of electronic and nuclear stopping of ions at that energy and is in
contradiction also with the predictions of Lindhard’s theory. The difference in the
resulting primary radiation damage from such simulations is drastic, with no large
clusters forming when Tc = 1 eV. In contrast, regularly occurring large clusters are
predicted in simulations with Tc = 10 eV.

The impact of the electronic energy losses on predictions of the primary damage
is dependent on material, with a more pronounced effect in materials with larger
atomic mass. Figure 4 shows a comparison of the effects in the bcc materials W
and Fe. Including electronic stopping during the simulation affects the slope of the
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distribution of defect cluster sizes in W quite strongly, while in Fe the slope of the
distribution is largely unaffected by whether or not electronic stopping is included.
This holds when the threshold Tc is set sufficiently high to leave the heat spike
unaffected (for Fe the value Tc = 5 eV was used). This material dependence can
be related to the increasing impact of electronic stopping on cascades of increasing
energy, through the phenomenon of subcascade splitting. For materials with smaller
atomic mass, cascades split at a relatively low energy; hence compact energetic
cascade regions occur seldom in such materials, even for higher-energy PKAs.
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It should be noted that because of the threshold effect, the damage energy Tdam

associated with a given projectile energy EPKA is not a well-defined quantity, when
electronic stopping is included explicitly through a friction term as the sole elec-
tronic effect in cascade simulations. While the energy lost to the electronic friction
during the simulation can be easily traced, the final value depends sensitively on the
chosen cutoff Tc. The plots in Fig. 5 show the dependence of the “damage energy”
on the cutoff value for a range of materials, with a comparison to the predictions
of Lindhard’s theory. While Lindhard’s prediction lies within the range of these
simulations, it becomes clear that relating a damage energy to a cascade simulation
is rather ad hoc, and the electronic effects in the heat spike, which both Lindhard’s
theory and the electronic friction method fail to properly capture, potentially affect
a rather large proportion of the PKA energy in the higher cascade energy regime.

Fig. 5 Energy losses to
electronic stopping as a
function of cascade energy in
Ni, Pd, and Pt, compared to
the damage energy calculated
from Lindhard’s theory.
(Reproduced with permission
from Sand and Nordlund
2015)
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2.3 Electron-Phonon Coupling and Two-Temperature Molecular
Dynamics

The issues with tuning a threshold Tc for electronic stopping are due to the fact
that electronic stopping theories no longer apply once the cascade transitions into
the heat spike phase. At that stage, the dynamics of the atomic system become
more phonon-like, and energy transfer between ions and electrons is more correctly
described by electron-phonon coupling.

A simple model which introduced electron-phonon coupling based on the method
by Hou et al. (2000), as an additional damping term which tends to zero as the
ionic temperature approaches a set temperature for the electronic system, was
investigated for cascade simulations in Fe by Björkas and Nordlund (2009). Results
showed an effect on the numbers of defects but not on the fraction of defects in
clusters. However, using a time constant for the electronic stopping derived from
the Sommerfeld free electron theory resulted in an underestimation of the atomic
mixing with this method.

A method that explicitly includes the electronic system in molecular dynamics
simulations, and accounts for both the electronic stopping and electron-phonon
coupling, was pioneered for cascade simulations by Duffy and Rutherford (2007)
and Rutherford and Duffy (2007). The method uses a stochastic force to represent
the energy transfer from the electronic system back to the ionic system, an idea
which was first suggested by Caro and Victoria (1989). The Langevin equations of
motion for the ionic system are then given by

m
∂vi
∂t
= Fi (t)− γivi + μ(t), (3)

where vi is the velocity of the ion; μ is a stochastic force, the strength of which is
determined by the strength of the electron-phonon coupling; and γivi is a friction
term associated with the electronic stopping. The formalism builds on the two-
temperature model (Lifshits et al. 1960) (TTM), where the atomic and electronic
subsystems are assumed to be separately in internal equilibrium, with different
defined temperatures, which evolve toward the same value through the coupling
between the subsystems. The electronic system in the MD simulation is represented
by a continuum thermal bath at temperature Te, coupled to the ionic system with
temperature Ti, and governed by the heat diffusion equation:

ce
∂Te

∂t
= κe�Te − gp (Te − Ti)+ gsTp (4)

where ce and κe are the specific heat and heat conductivity, respectively, of the
electrons. Note that the corresponding lattice thermal diffusion is accounted for
explicitly in the atomic MD system. The parameters gp and gs are related to
the coefficient γ i in the friction term in Eq. 3 and determine the strength of the
coupling for the electron-phonon interaction and electronic stopping, respectively.
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The second term on the right-hand side of Eq. 4 describes the heat exchange between
electrons and lattice, while the third term on the right balances the energy lost
from the ions through the electronic stopping friction term. The parameter Tp is
determined by energy balance equations.

Although the Duffy and Rutherford model includes a description of both
electronic stopping and electron-phonon coupling and allows exchange of energy
both ways between the electronic and ionic subsystems, it still suffers from an
unphysical cutoff parameter for electronic stopping. The model treats the two
energy loss mechanisms separately, with electronic stopping applied only above an
arbitrarily chosen velocity v0. Hence the coupling term γ i in Eq. 3 is given by

γi = γp + γs for vi > v0 (5)

γi = γp for vi ≤ v0 (6)

where γ p is the friction coefficient for the electron-phonon coupling and γ s is
the coefficient for the electronic stopping friction term. An additional uncertainty
pertaining to the model is the need for a well-defined lattice temperature. In the
initial stage of the cascade, a local temperature is not well-defined, leading to the
choice by authors to “turn on” the electron-phonon coupling after 300 fs of the initial
cascade evolution (Zarkadoula et al. 2014).

The TTM-MD method has been implemented in in-house versions of DL_POLY
but is not yet available in the general DL_POLY distribution (Todorov et al. 2006). It
has been used in a number of investigations of cascade damage in metals, including
both Fe and W, and in some Ni- and Fe-based alloy systems (see, e.g., Zarkadoula
et al. (2017) and references therein). Early investigations with the model in Fe
(Rutherford and Duffy 2007) showed a sensitivity of results to the strength of the
coupling parameter, with an initial increase in the number of defects with increasing
coupling strength, due to a more rapid cooling rate at the later phase of the cascade
evolution, resulting in less recombination at later stages (see Fig. 6). As the coupling
strength was increased further, the number of residual defects decreased to below
the numbers predicted in simulations without electronic effects. This was explained
by the rapid early quenching of the cascade, which inhibited the initial formation
of the heat spike. Later studies of energetic cascades in Fe (Zarkadoula et al. 2014)
used a coupling constant derived from DFT and found little effect on the average
numbers of residual defects but instead saw a discernible effect on the degree of
clustering of the defects. In energetic cascades in W (Zarkadoula et al. 2015), on the
other hand, the TTM-MD method predicts fewer final defects when electron-phonon
coupling is included, as compared to simulations where only electronic stopping is
included as a friction term.

A slightly modified version of the TTM-MD, which corrects for an energy drift in
Duffy’s and Rutherford’s model (Phillips and Crozier 2009), has been implemented
in the LAMMPS code (LAMMPS 1995; Plimpton 1995) and is freely available
for use. However, this implementation enforces periodic boundary conditions in
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all dimensions and hence removes the spatially extended borders of the electronic
system, which the original TTM-MD used in conjunction with a heat sink at the
electronic system borders, to facilitate electronic thermal diffusion away from the
hot cascade region. A thorough investigation of the effects of boundary conditions
on the cascade evolution and damage formation has not been carried out. For
a perspective on the energy increase associated with cascades, one can consider
a 200 keV cascade, which would require a 20 million atom system simulated
in the NVE ensemble in order to maintain the average temperature to within
100 K of the initial ambient temperature. While this is well within the capacity
of today’s supercomputers and in pure MD simulations, such a small temperature
difference would not result in significant differences in the outcome of cascades,
indications are that damage production is more sensitive to temperature effects
when electronic interactions are included (Zarkadoula et al. 2015). Due to this, the
applicability of a periodic electronic system for energetic cascade simulations may
be somewhat restricted. The method has nevertheless been used for lower-energy
cascade simulations in α-quartz (Phillips et al. 2010), silicon carbide (Zhang et al.
2013), and in a pyrochlore system (Ismail et al. 2010).

These TTM-MD studies rely on a number of assumptions concerning the elec-
tronic effects, including, among others, a constant value of the coupling strength,
an electronic thermal conductivity which is independent of the atomic disorder
in the heat spike (and in many studies also independent of temperature), and the
various thresholds such as the cutoff for electronic stopping and the time at which
to include the electron-phonon coupling. The time of turning on the electron-
phonon coupling was shown to affect the numbers of residual defects (Zarkadoula
et al. 2017). The investigations to date have mainly been concerned with the
differences in predictions of the various models and sensitivity of the TTM-MD
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to the coupling constant. As no quantitative comparisons of these simulation results
with experiments have been reported, the conclusions to date mainly amount to an
indication that electron-phonon coupling likely has an effect on the final damage
from cascades.

Mason et al. (2014) recently developed an alternative approach to including
electron-ion energy transfer in both the electronic stopping and electron-phonon
coupling regimes in cascade simulations, which avoids the necessity of a nonphys-
ical cutoff. Instead, a transition between electron-phonon coupling and electronic
stopping is determined based on band structure. In this model, the transition regime
is found for atoms with kinetic energies on the order of hundreds of eV. Mason’s
model also accounts for the effects of disorder on the electronic thermal conduction.
While this model has not yet been used extensively for cascade simulations, the
results presented in Mason et al. (2014) demonstrate a similarity with the method of
including only an electronic friction term above a cutoff set to Tc = 10 eV, when
looking at electronic energy losses over time as the cascade develops. The observed
behavior, where energy losses level off at the end of the ballistic phase (see Fig. 7,
showing energy losses in 25 keV cascades in W, where the ballistic phase ends
roughly after the first 100 fs), can in Mason’s model be traced to the significant
decrease in electronic conduction due to the disorder in the cascade core, effectively
trapping the energy in the heat spike. This leads to the same qualitative behavior
as that achieved artificially by a cutoff Tc of the electronic stopping, when Tc is set
to a value such that energy losses cease during the transition between the ballistic
and heat spike phases. The longer-term energy loss from the atomic system in the
plots with a kinetic energy cutoff kc in Fig. 7 is due to heat dissipation through the
borders of the cell (by the use of a thermostat).

Fig. 7 Energy losses from the atomic system during 25 keV cascades in W using various methods
of energy transfer. 2TMD refers to Mason’s method, 2TMD

(
B, κ

)
refers to Duffy’s model with

fixed electronic thermal conductivity and electron-phonon coupling constant, and kc = 1 and
kc = 10 refer to a model with only a friction term and cutoff at 1 and 10 eV, respectively.
(Reproduced with permission from Mason et al. 2014)
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3 Quantitative Comparisons with Experiment

While it is currently impossible to experimentally observe the collision cascade
itself, there are a number of ways in which the effects of cascades can be
measured experimentally, and quantitative comparisons with these can be used
to guide simulations and give an indication of the validity of various simulation
methodologies. Due to the large variability between individual energetic cascades
and the wide spectrum of energies of the PKAs in, e.g., irradiation experiments
with energetic noble gas atoms, a large set of cascade simulations is needed for any
comparison to be possible.

Although MD simulations incorporating electronic effects can be compared to a
wide variety of experiments, such as swift heavy ion tracks, ion projectile ranges,
short-range and long-range disorder (applicable to alloys), and laser heating, we
present here two examples that specifically address collision cascade phenomenon
and are applicable also to pure materials, namely, the atomic mixing in heat spikes
(captured experimentally by the use of a separate marker species) and the residual
defects, or primary damage, of the cascade.

3.1 Ion Beam Mixing

As a result of cascades, atoms are displaced from their original positions, coming
to rest some distance away from where they originated. In metals, displaced atoms
often come to rest on a lattice site and hence do not contribute to the final damage
but have nevertheless traveled a certain distance. This atomic mixing can be divided
into two parts – the ballistic mixing and the heat spike mixing. The physics
underlying these two mechanisms are different, and while they cannot be separated
experimentally, theoretical predictions of the magnitude of ballistic mixing indicate
that the total mixing in ion-irradiated metals is mainly due to heat spike mixing
(Kim et al. 1988), which occurs as a diffusive process in the disordered, liquid-like
core of energetic cascades, before the core recrystallizes. Simulations support this
conclusion (Nordlund et al. 2015). Since the level of atomic mixing thus depends on
the duration of the heat spike, a suitable choice for the cutoff energy in the electronic
friction model can be found empirically from cascade simulations, by comparing
with ion beam mixing (IBM) experiments.

The total atomic displacements Rsim can be extracted from cascade simulations
as long as atoms are indexed and thus traceable. The square of the displacements
R2

sim can be fitted to a function Nordlund et al. (1998b) of the form

R2(E) = a Ec+1

bc + Ec , (7)

where a, b, and c are fitting parameters and E is the PKA energy. The mixing
efficiency derived from simulation is then obtained by integrating R2

sim over the
whole PKA energy range, weighted by the energy spectrum of the recoils from the
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incident ion (Nordlund et al. 1998b):

Qsim =
∫ E0

0 R2(E)n(E)dE

6n0EDn
. (8)

Here E0 is the initial ion implantation energy, n0 is the atomic density, and EDn
is the damage energy of the ion beam.

As seen in Fig. 3, the choice of the cutoff Tc affects the amount of energy losses
during the heat spike phase. This, in turn, affects the lifetime of the liquid core and
hence the amount of mixing that takes place. The effect of the threshold is strongest
in the more energetic cascades, and these are also the cascades that dominate the
total mixing from the range of recoil energies produced by the impacting noble
gas ions in IBM experiments. Hence the predicted mixing efficiency from cascade
simulations is sensitive to the cutoff energy used for the electronic stopping.

When comparing MD cascade simulations in a pure material with experimental
ion beam mixing results, the effects of impurities, varying heats of mixing and
miscibility of the marker layer and substrate, and other chemical effects in the real
material combination must be taken into account (Paine and Averback 1985). High-
quality IBM experiments which minimize chemical effects have been performed in
the metals Ni, Pd, and Pt (Nordlund et al. 1998b), and comparison of the mixing
efficiencies for these materials with the predictions of cascade simulations shows
that a cutoff at Tc = 1 eV underestimates the mixing in all cases, while a value of
10 eV gives better agreement, although in Pd and Pt, it is then slightly overestimated
(Sand and Nordlund 2015).

These results, combined with the observation that raising the cutoff energy
slightly above 10 eV has little or no effect on the final damage nor on the overall
energy losses (Sand et al. 2013, 2014), while a lower value of 1 eV has a clear
effect on both, and considering the fact that electronic stopping theory does not
directly apply in the heat spike regime, conclude that erring on the side of a higher
cutoff is perhaps to be preferred over introducing excessive energy losses through
an electronic stopping friction term active during the heat spike (Table 1).

Table 1 Simulated and experimental values for the mixing efficiency Q.a Nordlund et al.
(1998b),b Kim et al. (1988),c Fenn-Tye and Marwick (1986). (Reproduced with permission from
Sand and Nordlund 2015)

Material
beam

Qsim
(Å5/eV)Tc = 1 eV

Qsim
(Å5/eV)Tc = 10 eV Qexp (Å5/eV)

Ni 600 keV Kr 2.9 ± 0.1 4.7 ± 0.1 4.8 ± 0.5a

Ni 650 keV Kr 3.1 ± 0.2 5.1 ± 0.1 5.0 ± 0.7b

Pd 600 keV Kr 6.2 ± 0.2 14 ± 1 8.4 ± 0.8a

Pd 400 keV Kr 6.1 ± 0.2 13.7 ± 0.5 9 ± 1c

Pt 1 MeV Kr 6.1 ± 0.3 20 ± 3 14 ± 2b
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3.2 Primary Damage in TEM

It has been noted in several studies, both with the TTM-MD method and with purely
electronic stopping, that the magnitude of electronic energy losses from ions affects
the clustering of defects in the final damage (Zarkadoula et al. 2014; Sand and
Nordlund 2015). Put in different terms, one finds that the distribution of the sizes of
defect clusters in the primary damage is affected. A high fraction of clustered defects
is seen in terms of the size-frequency distribution as the occasional occurrence
of large clusters, with the distribution closely following a power law (Sand et al.
2013). On the other hand, a low fraction of clustered defects corresponds to a
completely different distribution. Figure 8 shows the size-frequency distributions
for SIA clusters in 200 keV cascades in W obtained with electronic stopping using
different values of Tc. While the distributions predicted both without electronic
stopping and with electronic stopping and a threshold of Tc = 10 eV fit well to
a power law, the lower Tc = 1 eV inhibits all formation of larger clusters, and the
size-frequency distribution tails off exponentially.

In materials where the primary damage contains defects large enough to be
visible in an electron microscope, transmission electron microscopy (TEM) can be
used for direct comparison between MD predictions and irradiation experiments.
Such a comparison has been carried out for self-ion-irradiated tungsten (Yi et al.
2015), where irradiations were performed at cryogenic temperatures and defects
observed in situ, thus minimizing the microstructural evolution which could take
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place during the irradiation and between the time of irradiation and the time of
observation. In particular, it was observed during the course of the measurements
that loops did not visibly grow but appeared instantaneously from one frame to the
next. (This is in contrast to higher temperature in situ irradiation experiments, where
gradual growth of loops is apparent (Yi et al. 2013).) Hence the large clusters visible
in the micrographs were concluded to be the products of athermal defect formation
in individual cascades. The size-frequency distribution of the TEM-visible defects
was extracted from the micrographs using an automated method (Mason et al. 2018)
and shown to be in good quantitative agreement with MD predictions from cascades
where electronic stopping was included as a friction force with Tc = 10 eV (Sand
et al. 2017). Comparing Fig. 9 to the predictions plotted in Fig. 8, it is clear that a
value of Tc = 1 eV leads to a direct contradiction with the experimental observation
of TEM-visible loops in W.
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4 Outlook

Historically, perhaps two factors lie most strongly behind the tendency to widely
disregard electronic effects in MD cascade simulations. On the one hand, these
effects are rather poorly known for the complicated processes at play in energetic
collision cascades. But in addition, most early MD cascade studies were restricted to
relatively low PKA energies, where the complicated processes of energy transfer at
lower velocities and in the disordered cascade core are largely negligible in relation
to the overall energy losses during the cascade. Today, with the continued increase
in computer power, increasingly energetic cascades can be simulated with MD,
with enough statistics to capture the fluctuations in the damage production. This
allows investigating the sensitivity of predictions to effects of electronic energy
losses in energetic heat spikes and, most importantly, of validating proposed models
by comparison of the statistics of the primary damage with direct experimental
observations. In addition, the relatively new time-dependent density functional
theory (TDDFT) method provides novel ways of investigating the ion-electron
energy transfer under various conditions and opens the way for probing unexplored
regions of cascade dynamics, offering a way toward a deeper understanding of
electron excitation processes in highly disordered systems and facilitating the direct
parameterization of new energy transfer models.

Recently, the power of TDDFT has been put to use toward realizing the
ideas originally put forward almost 30 years ago by Caro and Victoria (1989) of
expressing the high-energy electronic stopping and low-energy electron-phonon
coupling within one formalism in MD cascade simulations. The motivation behind
this approach is the understanding that the two limiting models of energy transfer –
in the high-energy and low-energy limits – are essentially due to the same physics
(Koponen 1993). The proposed method has the advantage of eliminating the need
for an arbitrary threshold imposed on the electronic stopping but introduces the
need to parameterize the energy transfer for the whole range of electron densities
visited by the recoil. Caro and coworkers (Caro et al. 2015) demonstrate the
feasibility of doing this within TDDFT, with the help of modern computer capacity.
They show the effect of electron density on the stopping of a moving ion and
argue that low-energy thermal ions will effectively be embedded in an electron
density more like that of a vacant lattice site, rather than that experienced by
an interstitial atom or energetic recoil. This approach yields levels of energy
transfer from ions to electrons in the two limiting regimes of an energetic recoil
and a thermal ion, which correspond well to the magnitudes of the friction
terms normally used for the electronic stopping and electron-phonon coupling,
respectively. Figure 10 shows the dependence of the energy of the electronic system
on the atom position during a TDDFT simulation of an Ni atom traversing a vacant
site in the Ni lattice, representing the energy losses experienced by a thermal ion.
Based on these calculations, they present an electron density-dependent stopping
dE/dx = β (ρ)ν that can be conveniently introduced into MD simulations and
treated with the same computational method as that used for calculating EAM-
type interatomic potentials. At the time of writing, this approach has yet to
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Fig. 10 The energy of the
electronic system during a
TDDFT simulation of a Ni
atom traversing an empty site
in the Ni fcc lattice. The
dashed blue line shows the
difference in energy between
the TDDFT electronic states
and the corresponding
Born-Oppenheimer energy.
The slope of the curve is the
instantaneous rate of energy
loss of the ion. (Reproduced
with permission from Caro
et al. 2015)

be implemented in cascade simulations but offers an intriguing possibility for
overcoming many of the weaknesses of current models.

Ultimately, the question of validating ion-electron energy transfer models in MD
cascade simulations will overlap with the question of the accuracy of interatomic
potentials in describing the cascade dynamics (Sand et al. 2016a). For this reason,
validation of models such as the TTM-MD will necessarily need to be supported
by comparisons with experiments also of other phenomenon, where predictions are
less sensitive to the choice of potential.
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Abstract

The atomistic approach of the kinetic Monte Carlo methods allows one to
explicitly take into account solute atoms. In this chapter, we present and discuss
the different pathways available at this point to go behind nearest neighbor
pair interaction for binary alloys on rigid lattices as well as their perspectives.
Different strategies to treat complex alloys with several solutes with improved

C. S. Becquart (�)
Univ.Lille, CNRS, INRA, ENSCL, UMR 8207, UMET, Unité Matériaux et Transformations,
Lille, France
e-mail: charlotte.becquart@univ-lille.fr

N. Mousseau
Département de physique and Regroupement québécois sur les matériaux de pointe, Université de
Montréal, Montréal, QC, Canada

C. Domain
Département MMC, Les Renardières, Moret sur Loing, France

© Springer Nature Switzerland AG 2020
W. Andreoni, S. Yip (eds.), Handbook of Materials Modeling,
https://doi.org/10.1007/978-3-319-44680-6_136

2437

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-44680-6_136&domain=pdf
mailto:charlotte.becquart@univ-lille.fr
https://doi.org/10.1007/978-3-319-44680-6_136


2438 C. S. Becquart et al.

cohesive models are exposed and illustrated as well as the modeling of self-
interstitial diffusion under irradiation and its complexity compared to vacancy
diffusion.

Abbreviations

AKMC Atomic kinetic Monte Carlo
BKL Bortz, Kalos, and Lebowitz
CE Cluster expansion
DFT Density functional theory
FIA Foreign interstitial atom
FISE Final initial system energy
GAP Gaussian approximation potential
KMC Kinetic Monte Carlo
KRA Kinetically resolved activation
LAE Local atomic environment
NEB Nudged elastic band
PD Point defect
RPV Reactor pressure vessel
RTA Residence time algorithm
SFT Stacking fault tetrahedra
SIA Self interstitial atom
SNAP Spectral neighbor analysis potential

1 Introduction

The kinetics of alloy microstructures under nonequilibrium conditions such as
irradiation is driven by the evolution of the population of point defects introduced
by the energetic particles impinging the materials. Being capable of predicting such
evolution is an important academic as well as industrial issue that needs to be
tackled starting at the atomistic level. For this purpose, Atomistic Kinetic Monte
Carlo (AKMC) is a very versatile method that can be used to simulate the evolution
of complex microstructures at the atomic scale, dealing with elementary atomic
mechanisms. It was developed more than 40 years ago to investigate diffusion events
triggered by the motion of a single vacancy (Young and Elcock 1966) in a binary
alloy. Since then, hetero-interstitials (Clouet et al. 2006; Hin et al. 2008) and self
interstitials (Ngayam-Happy et al. 2010) have been introduced in the models and
alloys of more complex nature have been investigated (Cerezo et al. 2003; Liu
et al. 1997). The purpose of this chapter is to discuss how the effect of solutes can
be taken into account in this approach. We will first start by describing briefly the
basis of the AKMC method and its key ingredients. In the following sections, we
present and discuss the different strategies available to build Hamiltonians that take
into account solute atoms as well as the techniques used to estimate the activation
barriers. We conclude by discussing the outlooks and perspectives of the different
approaches described in the previous sections.
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2 AKMC Method

Kinetic Monte Carlo (KMC) methods are techniques intended to simulate the time
evolution of processes that occur with a given known rate, used as inputs to the
algorithm (Voter 2007). It is usually applied at two scales: the atomistic scale, where
processes that can take place are the ones atoms undergo during the evolution of a
microstructure, and the mesoscopic scale, where the microstructure is coarse grained
into objects that can evolve on a lattice or not. The first papers presenting a kinetic
Monte Carlo approach were published by Young and Elcock (1966) and by Bortz
et al. (1975), the first dealing with the kinetic of the vacancy diffusion in ordered
alloys, the latter dealing with the kinetic evolution of an Ising spin system. A full
theoretical description and formalization of the AKMC algorithm was proposed by
Fichtorn (Fichthorn and Weinberg 1991). The most important feature of the AKMC
technique – as compared to atomistic Metropolis Monte Carlo (MMC) simulations
(Metropolis 1953) – is the fact that a time step can be related to each simulation step,
i.e., for instance, the jump of a point defect. In AKMC simulations, configurations
are not generated as a Markov chain and sampled respecting a given probability
distribution (usually a thermodynamic equilibrium distribution) – as it is done in the
MMC approach; rather, the configuration at step i is obtained from configuration
at step i-1 by realizing a point defect or an atom move, i.e., the Markov chain is
constructed taking into account the kinetics of the system.

We will not give an extensive description of the KMC algorithm which can be
found for instance in (Voter 2007) but rather focus on its applications to model
alloys and solute effects. We will remain in the context of diffusion controlled phase
transformation under classical conditions (for instance under thermal aging) or in
the presence of external forcing: here irradiation. A review of AKMC applied to
precipitation can be found in Becquart and Soisson (2018). Atomistic kinetic Monte
Carlo models are based on the residence time algorithm (Young and Elcock 1966)
sometimes referred to as the BKL approach (Bortz et al. 1975). The elementary
mechanisms are the point defect jumps or the interstitial jumps in the case of C
or other hetero-interstitials. In the rigid lattice approach, which is the approach
most used so far, vacancies and interstitials (dumbbells or mixed dumbbells) can
jump from one lattice site to another lattice site (typically first nearest neighbor
sites). If hetero-interstitial atoms are included in the model, they lie on an interstitial
sublattice and jump on this sublattice. Typically one atom is assumed to move and
the rates of possible transitions are determined from the local environment around
the moving atom. According to harmonic standard transition state theory (Vineyard
1957), the frequency of a thermally activated event such as a vacancy jump in an
alloy can be expressed as:

� = νe− Ea
kBT (1)

where ν denotes the attempt frequency and Ea corresponds to the activation energy
of the jump or the migration energy obtained as the difference between the energies
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of the system at the saddle-point and in its initial configuration. Such a description
is derived from the theory of thermally activated processes and is justified when the
thermal fluctuations are smaller than the activation energies: kBT � Ea. The attempt
frequency can be expressed as:

ν =
∏3N−3
j=1 νj

∏3N−4
j=1 ν∗j

(2)

where νj and νj
* are the normal frequencies for vibrations at the local minimum

and saddle states, respectively, and N is the number of atoms. Note that, at constant
pressure, one should consider the enthalpies and free enthalpies of migration, but
the difference is often negligible in solids. The jump frequencies obtained using this
theory appear to be a very good approximation for the real jump frequencies up to
at least half the melting point in most solid materials (Voter 2007).

For sake of simplicity, constant prefactors of the order of Debye’s frequency
are used most of the time (typical values for transition metals are 1012–1013 s−1).
This commonly chosen assumption is based on the fact that small variations of
the activation energy are more likely to have a greater impact on the transition
probability than variations of the attempt frequency which are second-order effects
(because of the exponential dependency of the former). This assumption is supposed
to be valid especially for systems where all species have similar sizes such as 3d
transition metal typical alloying elements in steels (Fe, Ni, Cr, Mn). However, it has
been shown recently (Lazauskas et al. 2014) using Vineyard approach (Vineyard
1957) that the prefactor has an impact on the primary damage evolution and that the
use of a constant prefactor, as is done in many lattice KMC simulations, may change
the self interstitial atom (SIA) migration mechanisms, the amount of vacancy SIA
recombinations, and enhance the difference between the diffusion rates of vacancies
and interstitials. This work also concluded that the vibrational internal energy
contributes little to the attempt frequencies of small point defect cluster migration
mechanisms in Fe and that Vineyard approach was thus accurate enough to obtain
them for each of the defects simulated.

At each KMC step, the algorithm determines the jump frequencies of all possible
jumps in the system, chooses one of them according to its probability, and evaluates
the time that the system would have taken to do the jump. The associated time-step
length δt and average time-step length �t is given by:

δt = − ln r∑
n

�X
�t = 1∑

n

�X
(3)

where r is a random number between 0 and 1.
The key issue of this method is the estimation of the jump frequency and the

activation barrier, Ea, which, when the local chemical environment is complex, i.e.,
when the system is composed of several atomic elements, is not straightforward to
calculate.
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Three kinds of methods have been used, so far, to obtain Ea:

(i) Direct calculation of Ea: This approach is possible for simple cases, for
example, in the study of solute transport mechanisms where only one solute and
one point defect (vacancy or interstitial) are considered, i.e., when the number
of different barriers to determine is small. Such a study was performed by Costa
(2012), using an empirical potential and assuming a limited range of interaction,
e.g., first and second nearest neighbor interactions, to study thermal aging and
spinodal decomposition in the FeCr system, or, more recently, Messina et al.
(2015) using ab initio-computed binding energies and migration barriers in the
FeMnNi system. Usually, the activation energies are tabulated, to speed up
the calculations; however, it is also possible to obtain them on-the-fly, using
approaches such as k-ART (El-Mellouhi et al. 2008) or SEAKMC (Xu et al.
2015) discussed elsewhere in this volume (Chaps. 34, “Off-Lattice Kinetic
Monte Carlo Methods” and 32, “Computational Methods for Long-Timescale
Atomistic Simulations”).

Another possibility to obtain Ea is to perform a cluster expansion (CE) at
the saddle point, as proposed in Rehman et al. (2013) again when the system
is not too complex or to use machine learning method based methods, such as
artificial neural network, that can be trained to estimate the activation energy as
a function of the local environment as proposed 10 years ago by Djurabekova
(Djurabekova et al. 2007), see Behler (2016) for a review.

(ii) Broken bond or cut bond models (Soisson et al. 1996): In these models, the
activation energy is given by the difference between the energy at the saddle
point position and the energy due to the interactions of the bonds broken during
the jump. The activation/migration energy is obtained as:

Ea = espk −
∑

j

εk−j −
∑

j �=k
εPD−j (4)

where espk is the binding energy of atom k at the saddle point position and where
the summations over j extend over all the broken bonds of the migrating atom
k and of the moving point defect (PD). This scheme is illustrated in Fig. 1.
Another form of cut bond model has been developed in Vincent et al. (2008a).
In this method, it is considered that the migrating atom jump does not lead to
the destruction of the bonds with the point defect but that the bonds between
the migrating atom and its neighbors are replaced by bonds with the PD and the
same neighbors. The activation energy is then given by:

Ea =
∑

j

ε
sp
k−j +

∑

j

εPD−j −
∑

j

εk−j (5)

(iii) Methods based on the energy of the final and initial states: They require
that a Hamiltonian is available to obtain the energy of any equilibrium

https://doi.org/10.1007/978-3-319-44677-6_29
https://doi.org/10.1007/978-3-319-44677-6_24
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PD

K

Fig. 1 Illustration of the broken bond model. The green lines represent the bonds around the
jumping point defect and the blue lines the bonds around its final position

configurations and can be used with any Hamiltonian (simple ones like pair
interactions or more complex ones). The kinetically resolved activation (KRA)
according to van der Ven (Van der Ven et al. 2001), or final initial state energy
(FISE) approximation, according to the terminology adopted by Vincent et
al.(2008a) in the context of Fe-cu alloys, is based on the Kang and Weinberg
decomposition of migration energy barriers (Kang and Weinberg 1989), which
consists in computing the migration energy as follows:

Ea = E0
a +

�E

2
(6)

where E0
a depends usually on the migrating atom type but not on the chemical

environment. The method, originally applied to vacancies, can be easily
extrapolated to the migration of SIAs or foreign interstitial atoms (FIAs).

Whatever the method chosen to determine Ea, it must fulfill the detailed balance.
Broken bond and FISE/KRA approaches have been compared in a study of FeCu
alloys thermal aging (Vincent et al. 2008a), and it was found, not very surprisingly,
that it is the parameterization rather than the method which impacts the most on the
results, i.e., the density and mean precipitate radii.

The next section describes the different approaches used to determine the
activation energies as well as build the energetic model of the system. The energetic
model has to be built on a compromise between the complexity of the system (e.g.,
the number of solutes to treat) and the combinatorial increase of parameters to
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determine and adjust, as well as a computational simplicity in order to be able to
perform a very large number of KMC steps to simulate the target microstructure
evolution.

3 Hamiltonians for AKMC Simulations

3.1 Exact Hamiltonians Based on DFT and Empirical Potentials

The evolution of the microstructure is driven by the point defects and the hetero-
interstitials motions in the lattice. The key issue in these models is, as already
mentioned in the previous section, the calculation of the jump probabilities. In
the case of perfect and pure elements with simple defects, jump probabilities are
not difficult to determine as it is easy to calculate the migration barrier and the
attempt frequency using density functional theory (DFT) (i.e. ab initio or first
principles approaches) calculations. However, in reals systems, solute atoms and
strains will impact the activation barriers as described for instance in Tchitchekova
et al. (2014) which can lead to incorrect predictions for the barriers even with a
highly accurate energy calculation. The ideal way to compute jump frequencies
would be to use a first principles approach on a box sufficiently large to limit
size effects. Even though first principles calculations are not strictly exact, since
they are based on a certain number of approximations which are more or less well
controlled according to the different cases, its use represents, at the moment, the
most reliable approach to obtain the potential energy for a given atomic distribution.
Many methods for finding barriers exist and are implemented in DFT-based codes
to determine activation barriers or migration energies. They include the nudged
elastic band (NEB) (Henkelman et al. 2000), the growing spring method (Peters
et al. 2004), the dimer (Henkelman and Jónsson 1999), autonomous basin climbing
(ABC) (Fan et al. 2010) or eigen-vector following methods such as ART-nouveau
(Barkema and Mousseau 1996; El-Mellouhi et al. 2008). However, these methods
are computationally very demanding when applied to DFT calculations, and they
have been used so far only in simple cases such as the estimation of tracer diffusion
coefficients that require the calculations of only a few jump frequencies (Mantina
et al. 2008; Messina et al. 2014). This is why it is often necessary to turn to
empirical potential or force field approach to assess energy barriers. While these
potentials are cheap enough to avoid strain artefacts due to small boxes, one of
their recurring problems is their transferability, and more precisely their ability to
correctly model the desired material under conditions far from the conditions used
when adjusting the parameters. Even with empirical potentials, methods such as
“on-the-fly” AKMC simulations that can require billions of point defects, jumps
remain time consuming without additional tricks (Athènes and Bulatov 2014).
Furthermore, the empirical potentials available at the moment are mostly limited
to binaries, a few ternaries and even less quaternaries. Often, therefore, simpler
models based on strong approximations typically associated with rigid lattices that
are described in the following subsections, and illustrated with a few applications,
must be used.
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3.2 Effective Hamiltonians Based on Cluster Expansions

Cluster expansion methods provide a formalism to derive Hamiltonian, based on
a decomposition of the interaction into pairs (that can be between different nearest
neighbor distances), triplets (εijk), quadruplets (εijkl), quintuplet, and so on (Sanchez
et al. 1984). The total energy of the system is obtained as:

Etot =
∑

i

εi +
∑

i

∑

j<i

εij +
∑

i

∑

j<i

∑

k<j

εijk +
∑

i

∑

j<i

∑

k<j

∑

l<k

εijkl + · · · (7)

3.2.1 Pair Models
The simplest approach is to use pair interaction models (Fig. 2). These models,
based simply on the presence or absence of a given atom, require a rigid lattice and
are often parameterized on experimental or DFT thermodynamical data.

In the case of an Fe alloy containing vacancies, the total energy of the system can
be obtained as:

E =
∑

j

ε
(i)
(Fe−Fe) +

∑

k

ε
(i)
(V−V ) +

∑

l

ε
(i)
(Fe−V ) +

∑

m

ε
(i)
(Fe−X)

+
∑

n

ε
(i)
(V−X) +

∑

p

ε
(i)
(X−Y )

(8)

where V stands for the vacancy, X and Y are solute atoms.
When interactions are limited to first nearest pairs, the thermodynamical proper-

ties of the system are easily determined using the Bragg Williams approximation.
This approach has been applied for instance to study the precipitation of Cu in Fe,
either using a broken bond model (Soisson et al. 1996) or FISE model (Vincent et al.
2008a) to determine Ea. This is the approach also chosen by Liu et al. to investigate
complex Fe-CuNiMnSi alloys (Liu et al. 1997) using only first nearest neighbor
parameters adjusted on binary mixing enthalpies. It has since then been shown
that in bcc metals, one needs to go beyond the first nearest neighbor interaction to
correctly reproduce the interaction of solutes with vacancies or to describe properly
solute transport mechanism predicted by DFT calculations (Olsson et al. 2010)
(Vincent et al. 2006; Messina et al. 2014).

Fig. 2 Illustration of a pair
interaction model

eFe-V_1nn

εFe-Si_2nn
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Hamiltonian-based pair models have also been derived for SIAs. These defects
are more complex than vacancies: different dumbbells form in fcc or bcc metals,
with off-lattice positions. The models have to be simplified as in Soisson (2006)
or Soisson and Jourdan (2016) for which only the elements of the dumbbell X–Y
are stored without considering the detailed migration mechanism and the dumbbell
orientation or adapted on the main diffusion mechanisms as in Vincent et al.
(2008b). In bcc Fe, most of the time, only the 〈110〉 dumbbell is considered, with
eight possible jumps (Fig. 3a). It migrates in general according to the Johnson
mechanism (Johnson 1964; Vincent et al. 2008b; Ngayam-Happy et al. 2010). In fcc

〈0–11〉
or 〈–101〉

〈101〉
or 〈011〉

〈–101〉
or 〈0–11〉

〈001〉 final 〈2 sites〉〈001〉 final 〈2 sites〉

〈010〉 final 〈2 sites〉 〈010〉 final 〈2 sites〉

〈100〉 initial

〈011〉
or 〈101〉

〈110〉

a

b

Fig. 3 SIA migration mechanisms considered (a) in bcc Fe, (b) in fcc Ni, Ni alloys, FeNiCr model
fcc alloys
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Ei
mixed (Xj – Xk)

Ei
Inncomp(dumbi – Xj) Ei

InnTens(Xj)

++

solute - dumbbell

dumbbell - dumbbell

Solute atoms

Fe atom

Eb(dump-dumb)
1nn & 2nn

Fig. 4 SIA-solute pair interaction model proposed by Vincent et al. (Vincent et al. 2008b). Three
kinds of interactions are considered: dumbbell-dumbbell, dumbbell-compression, and dumbbell-
tension sites interactions

alloys such as Ni, Ni alloys or FeNiCr model fcc alloys used to simulate austenitic
materials, the 〈100〉 dumbbell is considered with eight possible translation rotation
jumps (Fig. 3b).

One possible approach decomposes the SIA interaction into pairs that take into
account the different nearest neighbor sites and the sign of the strains of these sites
as illustrated on Fig. 4. Using this approach, the dumbbell contribution to the total
energy of the system can be obtained as (Vincent et al. 2008b):

Edumb =
∑

i

⎛

⎝Ef +
∑

j

E
1nnComp
l

(
dumbi −Xj

)+
∑

j

E1nnTens
l

(
Xj
)

+
∑

i,j

Emixte
l

(
Xj −Xk

)+
∑
El (dumb− dumb)

⎞

⎠

where three kinds of interactions are considered: dumbbell-dumbbell, dumbbell-
compression, and dumbbell-tension sites.

FIAs can also be introduced on a sublattice as shown in Hin et al. (2008), where
the precipitation of carbides in Fe and FeNb alloys has been modeled under thermal
aging using a broken bond model.

Pair interactions and a broken bond model have been used, for instance, to study
radiation induced segregation by electrons and neutrons in Fe-15 at %Cr alloys
(Soisson and Jourdan 2016) taking into account replacement collision sequences
and ballistic mixing as well as the migration of both vacancies and 〈110〉 dumbbells.
Hocker et al. (Hocker et al. 2014) used a similar approach to study precipitation
in FeCuNiMn alloys whereas Vincent and coworkers (Vincent et al. 2008b) chose
the FISE/KRA approach and pair interactions to model FeCuNiMnSi alloys under
irradiation.
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Fig. 5 Most compact
structure for a triplet and a
quadruplet in a bcc lattice

3.2.2 Higher Order Cluster Expansion Models
When expanding the model beyond pair interactions, complexity increases rapidly
as different geometries must be defined for all n-uplets. The most compact ones, as
illustrated for bcc in Fig. 5, can be privileged in order to limit the possible choices
to the most significant interactions – with the selection, in general of solute atoms
close to each other.

Since each triplet has a different energy contribution, function of the three species
considered, the number of energy parameters (i.e., n-uplets containing combinations
of all the solutes) that need to be defined increases exponentially as the number
of solute species increases (Fig. 6). As in the case of pair interaction models,
parameters can be adjusted on experimental thermodynamical data and/or DFT
calculations. This method can be easily used in conjunction with the FISE/KRA
method as done in (Nguyen-Manh et al. 2008) to model thermal aging in FeCr
alloys or more recently to simulate thermal annealing in Fe–20Cr–xW alloys at
773 K (Bonny et al. 2017). The same approach was used to study ordering in
NiCr fcc alloys by Barnard et al. (2014) who used the CASM package (CASMcode
2017; CASM Developers 2016) to build their cluster expansion Hamiltonian which
was then used with the FISE/KRA approach to follow the formation of the Ni2Cr
ordered phase under thermal aging. Van de Walle has developed the Alloy Theo-
retic Automated Toolkit (ATAT) (2017) that builds cluster expansion Hamiltonian
interfaced with DFT. ATAT includes tools for thermodynamical analysis and Monte
Carlo simulation but cannot perform kinetic Monte Carlo.

Note that even with simple pair models, the number of parameters required
increases very quickly with the amount of species that needs to be modeled as
can be seen from Fig. 6. Modelling realistic steels for instance remains a not
straightforward task, especially if the adjustment of the parameters is done “by
hand.”

3.3 Neural Network and Machine Learning Methods

One promising approach by taking into account the local environment influence on
the migration energies is the use of artificial neural network (ANN) as proposed
by Djurabekova et al. 10 years ago (Djurabekova et al. 2007). The more accurate
the training sets, the better the predictions, thus building training sets from DFT
calculations appears to be the direction to take, as long as elastic effects are
correctly accounted for. For accuracy the training set should cover a large set of
configurations. This starts now to be possible with DFT, despite requiring large
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Fig. 6 Evolution of the number of parameters versus the number of species for different
approaches

computing resources. Castin et al. (2017) and Messina et al. (2017) combining
DFT and ANN proved this approach to be manageable to accurately model the
thermal aging of two very well-known systems: FeCr and FeCu. The training
sets have been limited to 2,000–10,000 configurations, with extra care taken to
choose different environments in order to reproduce both the solid solution and the
vacancy environment close to a precipitate. Another possible approach is genetic
algorithm implemented for instance in the open source code potfit that constructs
force matching empirical potentials (Brommer et al. 2015).

4 Taking into Account Solute Effects in the Activation
Barriers

The effect on the local atomic environment on the migration barrier can be
introduced using different approaches that are discussed in that section.

A first approach is to have Esp or E0
a depend on the local environment, and in

a first-order approximation on the number of solute atoms in the vicinity of the
jumping atom. In a typical FISE/KRA approach, such as the one employed in
(Vincent et al. 2008b), all the effects of the environment on the migration barrier
are carried by the �E term. This simple model can be improved by introducing
a dependence of the E0

a term on the local atomic environment. In particular, an
explicit dependence of E0

a on the migrating atom’s saddle point local atomic
environment – whose effect on the vacancy migration energy is particularly strong
(Nguyen-Manh et al. 2008; Costa et al. 2014; Bouar and Soisson 2002), can be
easily introduced. This has been done, with the FISE/KRA model, to study Cu
precipitation in FeCu (Bouar and Soisson 2002) with a broken-bond model, thermal
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aging in FeCr (Nguyen-Manh et al. 2008) or the spinodal decomposition in the same
system (Costa 2012). All studies show, however, that saddle point energies are very
sensitive to both the nature of the jumping atom and that of the first neighbors of
the saddle point. As a result, the kinetics pathways are changed and, for instance,
in the FeCu study, Le Bouar et al. observed that the dependence of the saddle-point
binding energies on the local atomic configurations modifies the relative mobility of
small Cu clusters and Cu monomers.

A more sophisticated model to take into account the LAE in a pair interaction
model has been proposed by Martinez et al. (Martínez et al. 2012) to study FeCr
alloys. In this approach, the pair interactions are fitted on DFT data and depend on
the local concentration as well as temperature. This allows a much better description
of the FeCr phase diagram and its miscibility gap.

Recently, this method has been adapted for multi-component dilute alloys
and, more precisely, to model the Fe-CuNiMnSi system representative of Reactor
Pressure Vessel (RPV) steels (Pannier 2017). In a first and second nearest neighbor
pair interaction model, the pair interaction values depend on whether the vacancy
is in a solid solution or in a precipitate. This method introduces some additional
degrees of freedom as compared to the original method proposed in Vincent et al.
(2008b) with a limited increase of the number of parameters that need to be adjusted
(2× more compared to the original pair model).

The cluster expansion method can also be applied to determine the activation
barrier. In their study of Li diffusion in LixCoO2 oxides, Van der Ven et al. (Van
der Ven et al. 2001) added a cluster expansion contribution to the first term (i.e.,
E0
a in Eq. 6) of the FISE /KRA equation, introducing a dependence of E0

a on the
local environment, independently of the jump direction. Rehman et al. (Rehman et
al. 2013) proposed a procedure based on cluster expansion to obtain directly the
migration barriers encountered during diffusion of Ag on Ag(100) surfaces. They
trained the cluster expansion on activation barriers obtained using the NEB method
and found that they were able to generate an accurate process rate catalogue using
this approach.

A mean field approach to include the influence of the local environment in the
migration barrier has been proposed recently to study the diffusion of H in zircaloy
(Zhang et al. 2017). At each KMC step, the migration barrier of each jump, Ea, is
modified as:

Ea = E0
a + Eit if R < cit

where E0
a is the barrier without trapping, i.e., the activation energy in pure Zr. Eit is

the binding energy of H at a trapping site t with a concentration cit induced by solute
i, the concentration of which is ci. R is a random number drawn each time the jump
rate is evaluated.

A last approach uses many body potentials or DFT calculations, recognizing
that they take into account naturally the effects of mean local solute concentrations.
Potentials based on the embedded atom method (EAM) (Daw and Baskes 1984) are
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usually a good compromise to describe metals and their alloys. Such potentials, with
additional refinements, have been used to describe the evolution of FeCr systems
during short range ordering (Pareige et al. 2009) and spinodal decomposition
(Pareige et al. 2011). In Kushima and Yildiz (2010), a database of migration barrier
energies as a function of lattice strain for a set of representative defect distributions
in the vicinity of the migration path in yttria stabilized zirconia was constructed
using DFT and the NEB.

5 Specific Issues Linked to Irradiated Microstructures

Real microstructures contain interfaces such as grain boundaries, phase boundaries,
and so on. They are important to take into account as segregation or depletion of
solutes can take place in their vicinity because they can act as sinks or traps.

In the AKMC approach, grain boundaries can be modeled using different
methods. They can simply be introduced as an atomic plane in the simulation boxes
that has perfect sink properties for vacancies and SIAs (Soisson and Jourdan 2016)
or with specific trapping properties in the energetic model (Soisson and Jourdan
2016; Piochaud 2013).

Another issue is the impact of energetic particles impacting alloys as in the
case of irradiation. Depending on the energy of the incident particle, isolated
Frenkel pairs (e.g., with electron irradiation) or displacement cascades with the
formation of vacancies and self interstitials isolated and in clusters in a localized
zone, few nanometers large (e.g., for high energy ions and neutrons) are created
in a few pisoseconds. The associated time scale being much smaller than the
atomic migration time scale, the point defects associated to one energetic particle
interaction can be introduced between two atomic migration kinetic Monte Carlo
steps.

Different approaches are possible to model such events which, in the case of
a pure metal, can lead to similar microstructures; however, in alloys, they are
not equivalent. In the case of Frenkel pairs, one can either introduce a vacancy
and a SIA, at with or without a correlation distance between them, randomly in
the simulation box as in Ngayam-Happy et al. (2010) or introduce a series of
replacements ending by one vacancy and one SIA at the other end as in Soisson
and Jourdan (2016). In the case of displacement cascades, they can be simulated
by introducing, in the simulation box, the positions of vacancies and SIAs from
a cascade database debris obtained by MD (Vincent et al. 2008b) or they can be
obtained as a superposition of channeling sequences (along the <111> direction in
bcc crystals for instance), replacement collision sequences (with a specific length),
and replacement cascades, i.e., the introduction of vacancies and SIAs within the
volume of a sphere (Soisson and Jourdan 2016). When replacements are made in
alloys, solute mixing can occur, which may be important in concentrated alloys as
they can lead to precipitation or ordering (Lear et al. 2017).
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6 Future Directions and Perspectives

Modeling the microstructure evolution of alloys, during thermal aging, irradiation,
or under any external constrain, is a difficult task as one has to deal with multiple
solutes and/or several point defects. A balance between the computational cost,
the cohesive model accuracy and the number of input parameters to build it, the
chemical complexity (e.g., multi solute treatment) has to be found. This is why,
even as off-lattice AKMC methods are introduced, the need will remain for lattice-
based approaches as these are much faster and can achieve the billions of time steps
required to understand the physics of defects and alloys in complex environments.

There is still considerable place for improvements, and we consider, in this
section, a few directions that must be considered.

For dilute alloys, methods that estimate the activation energies in a specific
local environment as a correction of the activation energy in a perfect unary matrix
as in Zhang et al. (2017) can be used as long as the local environment remains
dilute. These methods are thus appropriate to determine for instance the diffusion
coefficients in dilute alloys but not precipitation or solute segregation.

Without a doubt, the most urgent advance must come from force field devel-
opers particularly when it comes to complex alloys and solutes. Since, ab initio
approaches will remain confined to relatively small systems for the foreseeable
future, we must turn to approximation. As far as the cohesive model is concerned,
machine learning methods that are under development to build improved empirical
potentials or cohesive models are currently the most promising path to provide a
satisfactory solution both in terms of computational costs and precision. “Quantum
accurate interatomic potentials” such as the Gaussian approximation potentials
(GAP) (Bartók and Csányi 2015) or the Spectral Neighbor Analysis Potential
(SNAP) (Thompson et al. 2015) can now be built, by constituting a very large
DFT database and the use of machine learning tools. Fitting empirical potentials to
functional forms based on the knowledge of the chemical interactions responsible
for the material cohesion has limitations and the development of methods that uses
very generic functional forms, not based on physical considerations, is well under
way (Handley and Behler 2014). This is where machine learning algorithms become
even more necessary. A recent review of these methods that discusses the central
ideas behind machine learning potentials as well as their current applicability and
limitations can be found in Behler (2016). Among the latter, the size of the database
required to fit multicompound systems remains, nevertheless, a major hurdle that
has not yet been solved. It is, however, only a matter of time before more complex
systems become treatable, especially in the context of AKMC, where only local
minima and transition require accuracy.

An accurate description of the energetics is not always sufficient, however. In
many cases, variations in the entropy associated with diffusion mechanisms can
completely change the kinetics. Yet, evaluating the contribution of entropy on the
migration barriers is very computational demanding and will depend significantly,
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again, on the cohesive model used. Theoretical methods exist to do so, see a
review in Van der Ven et al. (2010); however, there require a considerable amount
of additional calculations as one should calculate the configurational, vibrational,
electronic, and magnetic entropic contributions as it has been done for defect and
defect clusters formation energies (Marinica and Willaime 2007; Murali et al.
2015; Tucker et al. 2010; Posselt et al. 2017). This becomes especially important
for inhomogeneous conditions such as grain boundaries, high entropy alloys, and
surfaces. For example, the tetrahedral vacancy cluster, formed by a three-vacancy
cluster with a displaced atom in the center (Aidhy et al. 2016) is very unstable at
low temperature in Ni, with an energy 0.4 eV above ground state, separated by
a barrier of only 0.08 eV, but is found to be stable above 400 K, due to entropic
effects (Mahmoud et al. 2018).

Incorporating these effects in lattice-based AKMC will require a better approach
to evaluate barriers, including energy and entropy, without exploding the event
catalog and the number of local environments increases with solutes. This could
be done by expending on cluster expansion methods. One promising improvement
in this approach towards modeling more realistic microstructures is the methods
derived by Yuge and co-worker (Yuge and Okawa 2014) to take into account strain
effects which can be non negligible during alloys phase transitions, and handle
multiple lattices (Yuge 2012). The performance of three CE fitting algorithms
have been investigated in Herder et al. (2015) who find that performance depends
on system details and complexity and becomes a trade-off between accuracy and
computational cost. They find that quality of a CE depends on the data that it is fit
to and the algorithm used to identify terms to introduce in the CE.

Clearly, CE methods will have to consider more complex and larger objects
containing 10 or 20 atoms. To do that requires a better description and classification
of local environments. Topological analysis tools such as NAUTY (McKay and
Piperno 2014) or the graph approach proposed in Yuge (2017), for example,
while first used with off-lattice KMC approaches, provide a very efficient way to
differentiate between local environments, even with a large number of solutes, while
automatically taking symmetry operations into account.

Even if this is not the purpose of this chapter, one important issue is the speeding
up of the simulations as the calculation speed has to be taken into account in the
choice of the cohesive models. In particular, when both low and high migration
barriers can be encountered during the point defect motion, the defect can be
trapped and many KMC steps are necessary to change configuration which can
drastically slow down the evolution of the microstructure. Different methods are
being developed to boost the simulation, see for instance Athènes and Bulatov
(2014) or Danielson et al. (2017).
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Abstract

Materials for nuclear applications are subjected to extremely stringent condi-
tions. The incoming energetic particles create different types of defects in the
material that modify the system microstructure. These defects diffuse and interact
with each other and pre-existing features in the material, leading to alterations of
the material properties, and even to failure. To deploy reliable materials for such
extreme applications, a deep understanding of the microstructural changes and
their relation to material properties is critically required. Synergistic experimen-
tal and theoretical studies are paramount to gain such crucial knowledge. In this
work we review one theoretical venue developed over the years to first understand
and then predict the material response upon irradiation: an object kinetic Monte
Carlo (OKMC) approach parameterized to first-principles data. We review the
theory behind the kinetic Monte Carlo (KMC) algorithm and the specifics of
the OKMC as a mesoscale methodology. We describe density functional theory
(DFT) as an ab initio approach that can accurately calculate parameters required
by the OKMC as input data to be able to analyze the microstructure evolution of
the system. Finally, we show two applications lengthily studied in the literature:
the microstructural evolution of both ferritic steels and tungsten under diverse
irradiation conditions.

1 Introduction

Irradiation has the potential to significantly alter the atomic structure of the material
being irradiated. As energetic particles collide with the underlying atomic structure,
extra energy is deposited in the material generating a sequence of structural
modifications that are commonly denoted as defects. It is the evolution of these
defects and their coupling with the material that dictate the resilience of the material
to such irradiation conditions. Defects at the electronic level are known to vary the
cohesive properties of the material (Correa et al. 2012; Draeger et al. 2017) and are
usually characterized by short existence time on the order of femtoseconds. Defects
at the atomic level, such as vacancies and interstitials, may also be created during
the irradiation process. These structural defects are characterized by much longer
lifetimes compared to electronic defects, during which these defects can migrate
and interact with one another, generating new microstructural features that modify
the material properties, and may eventually lead to failure. The time and length
scales required to study the evolution of the irradiation-created defects exceed that
attainable by molecular dynamics (MD) calculations. This is because MD solves
Newton’s equations of motion for an ensemble of atoms using an integration time
step on the order of femtoseconds. This implies that the total number of steps
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needed to reach simulated times of hours is around 3.6 × 1018, far beyond the
current computational capabilities. Accelerated MD (AMD) algorithms (Voter 1997,
1998; Sørensen and Voter 2000) extend the physical time that can be studied using
MD approaches and provide good insights into complex mechanisms, but, because
they also rely on a full description of the interatomic forces, their application is
still limited in the system size as well as the simulated time. The kinetic Monte
Carlo (KMC) algorithm (Elcock and McCombie 1958; Elcock 1959; Young and
Elcock 1966; Bortz et al. 1975; Gillespie 1976, 1977; Voter 2007) also called the
Stochastic Simulation Algorithm provides a methodology to overcome the MD time
limitation. The scope of applications for KMC is extraordinarily wide, ranging
from epidemiology and population kinetics to surface growth or radiation damage.
This chapter reviews the time evolution of this last type of defects generated under
irradiation as analyzed theoretically with a computational tool called object kinetic
Monte Carlo (OKMC).

The specific type of defects generated under irradiation and the spatial cor-
relations between them depend on the irradiation conditions and the material
subjected to irradiation. Under electronic irradiation, usually Frenkel pairs, i.e.,
a vacancy and a self-interstitial, are formed (Was 2007). On the other hand, if
irradiation is performed with neutrons, protons, or heavier ions with high enough
energies, a thermal spike occurs in the material leading to a displacement cascade.
Displacement cascades are commonly characterized by a low density core and a
denser outer shell, i.e., the core is vacancy rich while the periphery is self-interstitial
rich (Was 2007). The main goal of the OKMC is to study how these long-standing
defects diffuse, react, and couple with pre-existing material’s features to be able
to first understand and then predict the microstructural changes taking place upon
specific irradiation conditions. For such end, the OKMC needs the probabilities per
unit time of all the possible events in the system. These probabilities are usually
calculated in the context of transition state theory (TST) (Eyring et al. 1944; Voter
and Doll 1984, 1985). According to TST, the rate for an event to happen follows an
Arrhenius expression

�T STα→β = ν∗ exp

(
−�Gα→β

kBT

)
(1)

where ν∗ is a pre-exponential factor, �Gα→β the activation free energy for the
event that takes the system from state α to state β, kB the Boltzmann constant,
and T the temperature. This model relies on several assumptions: (i) the adiabatic
approximation (Born-Oppenheimer) holds; (ii) the dynamics of the nuclei can be
described with the classical equations of motion; (iii) the configuration at the initial
minimum is at equilibrium, i.e., the system follows a Boltzmann distribution; and
(iv) recrossing events at the transition state are negligible. The TST rate represents
an upper bound to the true rate, �T STα→β > �α→β , and can be adjusted considering
dynamical corrections (Voter and Doll 1984, 1985). In the crystalline systems of
most interest, at intermediate-to-low homologous temperatures, TST is commonly
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approximated considering that the potential energy landscape is mostly harmonic
(Vineyard 1957). In this approach, termed as harmonic TST (HTST), the rate is
obtained through the expression

�HT STα→β =
∏3N
k ωαk∏3N−1
k ωtsk

exp

(
−�Eα→β

kBT

)
(2)

where ωαk are the normal mode frequencies in the initial minimum configuration
(α), ωtsk are the normal mode frequencies when the system is at the transition
state (ts), and �Eα→β is the activation potential energy for the particular event.
Assuming that HTST holds, the big question is then how to obtain the activation
energies and the vibrational frequencies to calculate the rate for the specific event.
As we shall see in the following, for small defects and defect clusters containing
less than around six individual defects, the most accurate tool that is commonly
used is density functional theory (DFT) (Sholl and Steckel 2009), which considers
electronic degrees of freedom and relies on fewer assumptions than classical
empirical potentials. It is worth noting that free energies can also be computed
within the DFT approach, which sometimes allows for the harmonicity constrain
to be relaxed. Although more accurate, the computational cost constrains the
calculations to fairly small samples and thus the size of the defects to be studied.
The activation energy might depend on both the migration energy and a binding
energy of the defect to a microstructural feature. For larger defects, the calculation
of the rates usually relies on empirical potential approaches, such that interactions
between defects are minimized and accurate parameters are obtained.

In this chapter we first review the theory behind the kinetic Monte Carlo
algorithm to then particularize into the object-like KMC methods. Subsequently,
we review the density functional theory approach and the calculations that can be
done to obtain the mechanisms and the rates for such events to finally give some
examples of OKMC simulations of microstructure evolution under irradiation.

2 Formulation and Mathematical Aspects of the Kinetic
Monte Carlo Algorithm

The KMC algorithm gives one realization of the Markovian master equation. In this
section we will review the definition and derivation of the master equation and its
relation to the KMC method.

2.1 The Master Equation

2.1.1 Markov Processes
A Markov process (Kampen 1992) is a stochastic process with the property that the
outcome of one step depends only on the outcome of the previous step. Formally,
this can be written for n successive measurements as
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P(xn, tn|x1, t1; · · · ; xn−1, tn−1) = P(xn, tn|xn−1, tn−1) (3)

That is, the conditional probability density P to find the system in a state defined
by xn at time tn, given by the value xn−1 at tn−1, is uniquely determined and is not
affected by any knowledge of the values at earlier times. P is called the transition
probability, and xn and tn are two stochastic variables representing the measure and
the time of the process.

A Markov process is fully determined by the two functions P(x1, t1) and
P(x2, t2|x1, t1); the whole process can be constructed from them. For instance,
taking t1 < t2 < t3

P(x1, t1; x2, t2; x3, t3) = P(x1, t1; x2, t2)P (x3, t3|x1, t1; x2, t2)

= P(x1, t1)P (x2, t2|x1, t1)P (x3, t3|x2, t2) (4)

Continuing with this logic, one finds successively all Pn. This property makes
Markov processes manageable, which is the reason why they are so useful in
applications.

Integrating Eq. 4 over x2 and dividing by P(x1, t1), one obtains for t1 < t2 < t3

P(x3, t3|x1, t1) =
∫
P(x3, t3|x2, t2)P (x2, t2|x1, t1)dx2 (5)

This is the Chapman-Kolmogorov equation. It is an identity which must be obeyed
by the transition probability of any Markov process. The time ordering is essential:
t2 lies between t1 and t3. Two important remarks are as follows:

1. Two different Markov processes can describe the same physical system, depend-
ing on the level of coarseness of the description.

2. A Markov process is not restricted to one-component processes. For any
r-component stochastic process, one may ignore a number of components, and
the remaining s components again constitute a stochastic process. But, if the
r-component process is Markovian, the process formed by the s < r components
in general is not. Vice versa, if a certain physically given process is not
Markovian, it is sometimes possible by introducing additional components, to
embed it in a Markov process. These additional components serve to describe
explicitly information that otherwise would be contained implicitly in the past
values of the variables.

As a matter of fact, in general, any closed isolated physical system can be described
as a Markov process introducing all microscopic variables as components of the
process. The key problem is to find a small set of variables which evolution can be
described as a multicomponent Markov process. This reduction to a smaller number
of variables is called “contraction” or “projection” (Kampen 1992).
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2.1.2 Derivation of the Master Equation
Consider a Markov process in which the transition probabilities only depend on the
time difference τ = t2 − t1 such that P(x2, t2|x1, t1) = Tτ (x2|x1). The Chapman-
Kolmogorov Eq. 5 for Tτ is a functional relation, which is not easy to handle in
actual applications. The master equation is a more convenient version of the same
equation: it is a differential equation obtained by going to the limit of vanishing
time difference τ . It can be shown (Kampen 1992) that Tτ (x2|x1) for small τ has
the form

Tτ (x2|x1) = (1− a0τ)δ(x2 − x1)+ τW(x2|x1)+O(τ ) (6)

HereW(x2|x1) is the transition probability per unit time from x1 to x2, and hence

W(x2|x1) ≥ 0 (7)

The coefficient (1 − a0τ) in front of the delta function is the probability that no
transition takes place during τ ; hence

a0(x1) =
∫
W(x2|x1)dx2 (8)

The Chapman-Kolmogorov Eq. 5 can be written as

Tτ+τ ′(x3|x1) = [1− a0(x3)τ
′]Tτ (x3|x1)+ τ ′

∫
W(x3|x2)Tτ (x2|x1)dx2 (9)

Dividing by τ ′, go to the limit τ ′ → 0, and use Eq. 8

∂

∂τ
Tτ (x3|x1) =

∫
{W(x3|x2)Tτ (x2|x1)−W(x2|x3)Tτ (x3|x1)}dx2 (10)

which is a differential form of the Chapman-Kolmogorov equation, known as the
master equation. For a discrete Markov chain with index n, this equation reduces to

∂P (x, t)

∂t
=
∫
{W(x|x′)P (x′, t)−W(x′|x)P (x, t)}dx′ (11)

If the range of X = (x1; x2; · · · ; xn) is a discrete set of states, the equation
reduces to

∂pn(t)

∂t
=
∑

n

{Wnn′pn′(t)−Wn′npn(t)} (12)

which represents a rate equation (gain-loss equation) for the probabilities of the
separate states n. The first term is the gain of state n due to transitions from other
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states n′, and the second term is the loss due to transitions from n into other states.
Remember that Wnn′ ≥ 0 when n �= n′ and that the term with n = n′ does not
contribute to the sum (Kampen 1992).

Equation 12 can be written in a more compact form when the following matrix
W is defined

Wnn′ = Wnn′ − δnn′
(
∑

n′′
Wn′′n

)
(13)

Then Eq. 12 can be written

ṗn(t) =
∑

n′
Wnn′pn′(t) (14)

Formally the solution of Eq. 14 with given initial pn(0) may be written

pn(t) = exp{t ·Wnn′ }pn(0) (15)

Wnn′ needs to follow

Wnn′ ≥ 0 for n �= n’; (16)
∑

n

Wnn′ = 0 for each n’. (17)

Equation 16 shows the fact that the probability of staying in state n′ is simply
1 minus the probability of escaping. For a complete reference on the properties of
these matrices, see, e.g., Kampen (1992).

A fundamental property of the master equation is that as t → ∞, all solutions
tend to the stationary solution. This statement is strictly true only for a finite number
of discrete states. For an infinite number of states, there are exceptions, such as the
random walk.

3 The Kinetic Monte Carlo Algorithm

In any particular case, the master equation is fairly easy to write; however, solving
it is quite another matter. The number of problems for which the master equation
can be solved analytically is very limited. In addition, the master equation does
not readily lend itself to numerical solutions due to the number and nature of its
independent variables.

In 1976 Daniel T. Gillespie published his seminal paper A General Method for
Numerically Simulating Stochastic Time Evolution of Coupled Chemical Reactions
(Gillespie 1976). In this work, Gillespie developed the main theory behind what
is nowadays known as the kinetic Monte Carlo algorithm. We will follow his
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derivation here since it is concise and very clear. In Gillespie’s words: “The method
is a systematic, computer-oriented procedure in which rigorously derived Monte
Carlo techniques are employed to numerically simulate the very Markov process
that the Master Equation describes analytically.” That is, the method circumvents
the need to solve analytically or numerically the master equation and gives what is
usually called “one realization of the master equation” since one dynamic trajectory
in phase space is obtained from it. If many trajectories are simulated, the obtained
probability distribution complies with the master equation, and thus, in essence,
the algorithm is a method to numerically solve the master equation that we have
described in previous sections.

Gillespie developed this method to study chemical reactions. In general, the
method is applicable to every process that can be modeled with the master equation,
and hence, the constraints imposed to its derivation apply to the problems that can
be solved with this algorithm; mainly, the process has to be Markovian (remember
that every deterministic process is Markovian) and first order in time.

We want to solve the dynamic evolution of a system characterized by a set of
states in phase space α, β, γ, etc. As mentioned above, it is the researcher’s task to
define phase space so to comply with the necessary constraints and, therefore, to be
able to solve the problem at hand using the kinetic Monte Carlo methodology. The
fundamental hypothesis of the stochastic formulation, and the only assumption to be
made by the computational method, is that the probability that a particular transition
occurs in the next time interval δt is equal to cμνδt + o(δt), where o(δt) denotes
unspecified terms which satisfy o(δt)/δt → 0 as δt → 0. Therefore

cμνδt ≡average probability, to first order in δt,

that a particular transition (μ→ ν) occurs. (18)

We want to solve the probability for the system to be in state μ at time t,∀t , and
P(μ; t), knowing the initial probability distribution and the transition probabilities
per unit time cμν . It is worth mentioning that the master equation can be derived
from Eq. 18 by using the addition and multiplication laws of probability theory to
write P(μ; t+dt) as the sum of the probabilities of the different ways for the system
to arrive at state μ at time t + dt :

P(μ, t + dt) = P(μ, t)
[

1−
M∑

μ

cμνdt

]
+

M∑

ν

cνμP (ν; t)dt (19)

and therefore

∂P (μ, t)

∂t
=

M∑

ν

cνμP (ν; t)−
M∑

μ

cμνP (μ, t) (20)

which is the master equation, withM as the total number of states.
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The principal theoretical construct upon which the procedure is based is not the
grand probability function P(μ, t), nor any of its derived quantities, but rather an
entity which is called the reaction probability density function, P(τ, μν), which is
defined as

P(τ, μν)dτ ≡probability at time t that the next transition

in volume V will occur in the differential

time interval (t + τ, t + τ + dτ)
and will be transition μ→ ν. (21)

P(τ, μν) is a joint probability density function on the space of the continuous
variable τ(0 ≤ τ < ∞) and the discrete variable μν(μν = α → β, α →
γ, . . . , β → α, . . .). This joint probability is the product of P0(τ ), the probability at
time t that no transition will occur in the time interval (t, t + τ ), times cμνdτ , and
the subsequent probability that transition μ → ν will occur in the next differential
time interval (t + τ, t + τ + dτ ):

P(τ, μν)dτ = P0(τ ) · cμνdτ (22)

Note that we need not worry about more than one reaction occurring in (t + τ, t +
τ + dτ ), since the probability for this to happen is o(dτ). P0(τ ) can be obtained if
the interval (t, t + τ) is divided into K subintervals of equal length ε = τ/K . The
probability if nothing happened in the first subinterval ε is

M∏

μν

[
1− cμνε + o(ε)

] = 1−
M∑

μν

cμνε + o(ε) (23)

For the whole interval, we can then write

P0(τ ) =
[

1−
M∑

μν

cμνε + o(ε)
]K

=
[

1−
M∑

μν

cμντ/K + o(K−1)

]K
(24)

In the limit of infinitely large K

P0(τ ) = exp

[
−

M∑

μν

cμντ

]
(25)

Substituting in Eq. 22, we obtain

P(τ, μν) = cμν exp

[
−

M∑

μν

cμντ

]
(26)
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The main goal of the KMC algorithm is to generate random points in phase
space according to such probability density function. Three main methods have been
developed to do so: (i) the direct method, (ii) the first reaction method (also called
the first passage method), and (iii) the null event method.

3.1 The Direct Method

This method is based on the fact that any two-variable probability density function
can be written as the product of two one-variable probability density functions. As
such we can write P(τ, μν) as

P(τ, μν) = P1(τ ) · P2(μν|τ) (27)

where P1(τ )dτ is the probability that the next reaction takes place within the
interval [t + τ, t + τ + dτ ], independent of which reaction it might be. P2(μν|τ) is
the conditional probability that next event is μν given that it occurs at time t + τ .
P1(τ )dτ is obtained summing P(τ, μν)dτ over all possible events μν:

P1(τ ) =
M∑

μν

P (τ, μν) (28)

Substituting this expression into Eq. 27 and solving for P2(μν|τ)

P2(μν|τ) = P(τ, μν)
∑M
μν P (τ, μν)

(29)

Substituting now the expression for P(τ, μν) given in Eq. 26 and defining
R =∑M

μν cμν , we obtain

P1(τ ) = R exp (−Rτ) (0 ≤ τ <∞), (30)

P2(μν|τ) = cμν
R

(μν = 1, 2, . . . ,M), (31)

and we can now generate a random τ according to P1(τ ) and a random cμν from
P2(μν|τ) with the resulting pair (τ, cμν) distributed according to P(τ, μν). τ can
be obtained drawing a uniformly distributed random number (ξ1) in the interval
[0, 1) from the expression

τ = 1

R
ln

1

ξ1
(32)
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while cμν can be obtained drawing a second random number (ξ1) again uniformly
distributed in [0, 1) and taking the event that satisfies

m−1∑

μν

cμν < ξ2 ≤
m∑

μν

cμν (33)

3.2 The First Reaction Method

This method is based on the fact that the probability that at time t the event μν
occurs in the interval (t + τ, t + τ + dτ) irrespectively of all other possible events
is given by

Pμν(τ)dτ = exp
(−cμντ

) · cμνdτ (34)

Therefore, independent times for each event might be drawn from such probabil-
ity distribution using the same expression as before:

τμν = 1

cμν
ln

1

ξμν
(35)

where ξμν is a random number to be drawn uniformly for each possible event. The
actual next event is the one with the shortest time. This scheme generates a pair
(μν, τ ) that complies with the P(τ, μν) probability density function. Because the
amount of random number needed is much larger than in the previous method, this
algorithm is usually less efficient. However, recent implementations take advantage
of spatial decompositions to accelerate the wall time for the system to evolve in time
(Opplestrup et al. 2006).

3.3 The Null Event Method

algorithm is based on the introduction of a new type of event, usually denoted as
a null event, which if chosen keeps the microstructure in its original state. This
extra event can be added to each individual event such that all events have the same
total rate (Gilmer and Bennema 1972) or can be added to a cumulative rate of a set
of events (Hanusse and Blanche 1981). It can be shown that this algorithm solves
the same master equation as the previous two methods and therefore can be used to
study the microstructural evolution, that is, the algorithm follows the right dynamics.
The advantage of this method is that the searching wall time to find the event is
reduced considerably, even to zero, i.e., the CPU time scales as O(1). However,
the simulated time step decreases, since it is sampled from the same probability
distribution with the extra rates due to the null events, τ = 1

Rnull
ln 1
ξ1

, with Rnull the
aggregate of all rates. This implies that the best computational efficiency will occur
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Fig. 1 Sampling approaches

for a minimum in the total null event rate (Chatterjee and Vlachos 2007). If the
searching step in the direct method represents a large bottleneck in computational
speed and the system is not significantly stiff (i.e., the total null event rate is not
daunting), this algorithm can outperform the direct method.

Figure 1 shows schematics of the three sampling methods described above.

4 Searching and Updating Algorithms

Provided the rates are trivially calculated or are tabulated in advance, sampling
Eq. 33 can represent the main computational bottleneck in KMC simulations. In
general, the calculation of the rates is far from trivial, and several algorithms have
been recently developed to calculate more accurately rates on-the-fly within a KMC
scheme. This set of methods are usually denoted as adaptive KMC algorithms
(Henkelman and Jonsson 2001; El-Mellouhi et al. 2008; Xu and Henkelman 2008).
However, these methods are computationally demanding, and the total simulated
time and the sample size remain limited. On the other hand, they are usually able
(like MD or AMD) of obtaining the reaction mechanism without extra assumptions.
In the context of irradiation to analyze the long-term microstructural evolution of the
system under irradiation, the rates for the different events are usually pre-computed,
and under these conditions, it is important to identify the possible different searching
and updating algorithms that reduce the wall time in sampling Eq. 33 and updating
the rates and its aggregate.

4.1 Linear Search

The linear search is the simplest algorithm to implement. It uses an array or list of
possible events with an assigned rate that visits linearly, i.e., one by one in the list,
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to calculate the cumulative rate, until Eq. 33 is satisfied. This method scales linearly
with the number of events, i.e., O(N) with N the total number of events. Grouping
can be used to improve the efficiency in what has been denoted as n-level linear
algorithms. In this case a set of events are grouped together and the cumulative
rate computed in as many levels as wanted. Each search goes in general through a
number of events that is Nn ≈ N1/n, with n the level of grouping. The wall time
of this algorithms scales then as nO(Nn), which can be considerably faster than the
brute force linear search.

4.2 Binary Search

Binary searches rely on the generation of a tree data structure containing information
about the rates (Gibson et al. 2000; Schulze 2002) to reduce the CPU time
required to sample Eq. 33. In this structure, each node represents a cumulative
propensity of the branches below it, such that the bottom nodes represent individual
propensities for specific events. The number of levels in a tree will be at least
Nlevel = f loor(log2(N)). If this is the case, the tree is considered equilibrated,
and the computational efficiency is maximum. The algorithm starts at the head
node that contains the cumulative rate of the left branch. If the target rate is
lower, the next search is performed in the children to the left of the head
node, to the right otherwise. This process is repeated until the bottom of the
tree is reached and the event identified. In this algorithm the CPU time scales
as O(log2(N)); however, the pre-factor to keep the tree equilibrated might be
significant, and, not in every situation, this algorithm is faster than the linear
searches.

4.3 Constant Time Search

The main idea of this method is based on the null event (or rejection) algorithm,
in which the need for searching is reduced to drawing an integer random number
from a uniform distribution between [1, N], with N the total number of possible
events, which will directly point at the event to be performed, including a null
event. A second random number must be generated to pick between the actual
or the null events. The search does not depend on the number of events, N , and
therefore scales as O(1). In a stiff problem with significantly different rates, a
grouping algorithm can be developed to minimize the amount of null events. This
will resemble a combination between the n-level search with the extra addition of
the null events. In this case the search would be O(Nn), with Nn the number of
groups. This null event (or padding) method could also be combined with a binary
search to keep the tree balanced. A review of this method can be found in Slepoy
et al. (2008).

Figure 2 shows a summary of the searching algorithms discussed above.
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5 Object Kinetic Monte Carlo Methods

The object kinetic Monte Carlo (OKMC) method uses a coarse-grained repre-
sentation of the system to accelerate the wall time required to analyze its time
evolution. In the context of materials under irradiation, the method averages out
the underlying atomic structure to consider as possible event processes involving
defects. Therefore, the algorithm follows the irradiation-created defects in time,
solving for their migration and the interaction with one another and other kinds
of features in the microstructure, such as grain boundaries, dislocations, alloying
elements, or such. As it was mentioned in Sect. 1, TST is usually assumed to
calculate the rates for each possible event, although, in general, experimental results
or MD simulations can be also used to obtain such propensities, including dynamical
corrections. The method results in a defect distribution evolving in time for a
given initial microstructure (may be containing defect sinks such as interfaces
or dislocations) under a given set of irradiation conditions, such as dose rate,
temperature, pressure, and information about the nature of the defects created in
the collision processes.

6 Density Functional Theory to Calculate Propensities

Density functional theory (DFT) is a mean field approach to solve the many-body
Schrodinger equation (Hohenberg and Kohn 1964). It is based on the fact that the
ground-state properties of a many-electron system are uniquely determined by an
electron density that depends on only three spatial coordinates. As such, the many-
body problem of M electrons with 3M spatial degrees of freedom is reduced to
three spatial coordinates through the use of functionals of the electron density. DFT
assumes that the electron dynamics are much faster than the nuclei and solves
the ground-state electronic structure for a fixed positions of the nuclei, i.e., the
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Born-Oppenheimer approximation is assumed to hold. Hohenberg and Kohn (1964)
developed an energy functional for the system and demonstrated that the true ground
state of such energy functional minimizes the functional. Subsequently, Kohn and
Sham (1965) were able to reduce the many-body problem of interacting electrons in
a static external potential to a solvable problem of noninteracting electrons evolving
in an effective potential. The correctness of these methods mainly relies on the
accuracy of this effective potential. This effective potential includes the external
potential and the Coulomb interactions between electrons, with contributions from
the exchange and correlation interactions. The simplest approach is the local-
density approximation (LDA) that relies on the exact exchange energy for a uniform
electron gas as given by the Thomas-Fermi model (Ceperley et al. 1980). More
complex functionals for exchange and correlation have been developed and still
are a very active field of research. One widely used example is the generalized
gradient approximation (GGA) that incorporates information about the gradient of
the electron density in the functionals to account for the non-homogeneity of the
real electron density (Langreth and Mehl 1983; Becke 1988; Perdew et al. 1992).
Hybrid functionals incorporating a portion of the exact exchange energy calculated
from Hartree-Fock theory with the rest of exchange correlation from other sources
are also extensively used. The problem of finding the ground-state electron density
is variational and has to be solved iteratively in a self-consistent manner such that
the effective potential and the wave functions are also obtained for such electron
density.

DFT is widely used in chemistry and materials science to understand and
predict the properties of complex systems under specific conditions. Although
computationally more efficient than all-electron approaches, the solution of the DFT
equations presents a computational bottleneck, which translates into limited system
sizes and simulated times. In general, the computational scaling of this method is
O(n3)with n the number of electrons since usually the diagonalization of the system
Hamiltonian scales as n3. The development of O(n) methods is also a remarkably
active research area (Niklasson et al. 2006; Witt et al. 2018).

In the context of materials under irradiation, this approach has been broadly used
to estimate the properties of defects. Although usually calculated at 0 K, there
have been some studies using ab initio MD to compute the required properties
(Grabowski et al. 2007; Körmann et al. 2008; Grabowski et al. 2011; Glensk et al.
2015) at higher temperature. One of such properties is the defect formation energy.
This is usually calculated as

Efor(D) = E [Nat +D]− (Nat +D)μ (36)

where D represents the defect, Nat is the number of atoms in the bulk system, and
μ is the cohesive energy of the material. This formation energy might be used to
estimate the equilibrium defect populations.

Another important quantity is the migration energy (Em(D)), which is defined
as the difference of the energy of the system at the saddle point and the initial state
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for a defect hopping. To compute this migration energy, the system is forced to
converge to the minimum energy path (MEP) between the initial and final states. If
the initial and final states are known, methods like the drag method (Trushin 2005)
or the nudged elastic band (NEB) (Henkelman and Jonsson 2000; Henkelman et al.
2000) are commonly used. If the final state is unknown a priori, the dimer method
(Henkelman and Jonsson 1999) or the Lanczos method (El-Mellouhi et al. 2008) are
usually preferred. Recently, advanced methods have been developed to improve the
predictions obtained with the traditional methods, such as free-end NEB (Zhu et al.
2007) or free-end adaptive NEB (Zhang et al. 2016). This Em(D) will be used in
the HTST expression (Eq. 2) to compute the migration rate. The pre-factor is usually
assumed constant and close to the Debye frequency of the material. However, under
certain conditions, it has been shown that the explicit calculation of the pre-factor
might significantly change the event rate. One of such conditions arises when the
system is under nonuniform strain, in which case the pre-factor can change by orders
of magnitude (Uberuaga et al. 2007). Vineyard pre-exponential factors can also be
calculated within DFT, although the computational expense is high.

Binding energies are also crucial for the method to be predictive. The binding
energy characterizes the interaction between two or more species in the system.
It is defined as the energy gain in a given reactions that can be exothermic or
endothermic:

EbX−Y (A) = E[S +X + Y ] + E[S] − (E[S +X] + E[S + Y ]) (37)

where EbX−Y (A) denotes the binding energy of species X and Y in system S, E[S+
X+Y ] is the energy of the system with the interacting species,E[S] is the reference
system, and E[S + X] and E[S + Y ] are the reference systems with specie X and
Y , respectively. Important binding energies are, for example, from single defects to
clusters, between defects and impurities or alloying elements, and between defects
and sinks (such as grain boundaries or dislocations). This binding energy enters
in the activation energy for a dissociation process, altering the propensity for such
reaction to occur. Expressions derived from elasticity theory are commonly used to
fit the values obtained from DFT and extrapolate for larger cluster sizes (Perini et al.
1984).

The interaction radius is also an important parameter needed in the OKMC
method. In general, it depends on the species and its size. Usually, empirical
relations based on DFT data are used. For defect clusters, a common expression

is rn = Z ·
(

3n�
4π

)1/3 + r0, where Z is a bias factor depending on the nature of the

defect, n is the number of single defects in the cluster, � is the atomic volume, and
r0 is a constant usually obtained with DFT.

DFT has also been used to obtain threshold displacement energies in materials of
interest, i.e., the minimum energy that needs to be given to an atom such that a stable
Frenkel pair is formed. This approach has been employed to study the energetic
threshold depending on the orientation in materials such as α-Fe (Olsson et al. 2016)
and W (De Backer et al. 2016).
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7 Examples

In this section we will show a couple of examples in which this method has been
applied to analyze the evolution of the microstructure under irradiation. The first one
is for ferritic/martensitic steels, which is of great importance in nuclear applications.
The second example studies the defect evolution in tungsten (W) and the interaction
of the irradiation-created defects with He created from (n, α) nuclear reactions and
the incoming flux from the plasma ashes.

7.1 Microstructural Evolution in α-Fe Under Irradiation

Irradiation of a metal and subsequent annealing while measuring electrical resis-
tivity can provide important information about basic processes related to defect
migration and defect stability, data that can be calculated with DFT or other atomic-
scale models as mentioned in the previous section. C. C. Fu et al. (2005) using event
kinetic Monte Carlo with parameters from DFT simulated the resistivity recovery
curve of Fe after electron irradiation and correlated these results to the different
peaks observed in experiments performed by Takaki et al. (1983). Figure 3 shows
the derivative of the number of defects (N) as a function of temperature obtained
in this case with OKMC and the same parameters as in Fu et al. (2005) for a dose
of 2 × 10−6dpa (dpa = displacements per atom). The locations of the peaks found
experimentally in Takaki et al. (1983) are marked in the same figure with arrows.
These simulations show that the first peak (named stage ID2) appears because of
the recombination of correlated Frenkel pairs. In this case the vacancy and self-
interstitial belong to the same Frenkel pair in such a way that with one single
self-interstitial jump, these defects recombine. Recombination of defects gives rise
to a decrease in the resistivity of the material and therefore a peak in the derivative
of the curve. The second stage, named IE, also corresponds to the recombination
between vacancies and self-interstitials but for pairs of defects that are far away
from each other, so more than one jump of the self-interstitial must occur for the
defects to recombine. This peak appears at a temperature that corresponds to that of
self-interstitial migration. The next stage, stage II, is due to the migration of self-
interstitial clusters, while stage III is due to vacancy migration.

In the case of an alloy, if the concentration is low, the alloying element can be
treated explicitly in the OKMC approach by treating every alloy atom as a defect.
As mentioned above, in the OKMC approach, there is no underlying lattice, so,
in principle, these atoms will be distributed randomly within the simulation cell.
All the possible events that these atoms can perform, interaction with vacancies
or self-interstitials, formation of clusters, or migration must be specified with
their appropriate rates. For the case of FeCr alloys, there is information obtained
from DFT on small clusters (Olsson et al. 2007; Olsson 2009). One important
defect formed in FeCr alloys is the mixed interstitial dumbbell, which has a lower
migration energy than the self-interstitial cluster, but also a low binding energy
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Fig. 3 Derivative of the number of defects as a function of temperature for electron irradiation of
Fe at a dose of 2× 10−6dpa from OKMC calculations and parameters from Fu et al. (2005)

(Domain et al. 2004). Experimentally, it is observed that in low-concentration alloys
(between 0.01 and 0.1% Cr), the IE peak in the resistivity recovery measurements
shifts toward lower temperatures and the shift increases with Cr concentration (Abe
and Kuramoto 1999; Maury et al. 1987). Using an OKMC model with parameters
from DFT as described in Gámez et al. (2011) that include the formation of mixed
dumbbells (ICr) as well as other Cr clusters (I2Cr, ICr2, and I2Cr2), the shift
was reproduced as it can be seen in Fig. 4. This figure shows the results for pure
Fe and for FeCr at the three concentrations measured experimentally in Abe and
Kuramoto (1999), 0.019 at%, 0.047 at%, and 0.095 at%), and how the IE peak
moves toward lower temperatures with increasing Cr concentration in agreement
with the experiments. The reason behind this shift is in fact the formation of the ICr
mixed dumbbell.

One of the advantages of the OKMC approach is that system sizes larger than
those in lattice KMC (LKMC) models can be simulated, typically cubes of hundreds
of nanometers on each direction. This allows for calculations of damage accumu-
lation as a function of irradiation to doses that can be achieved experimentally and
to model the formation of clusters large enough to be visible under transmission
electron microscopy (TEM). An example of these types of simulations that have
been performed by several groups for different conditions, starting with the work of
Heinisch (1990) (see, e.g., Domain et al. 2004; Malerba et al. 2008; Becquart and
Domain 2010), is presented here. In this case, the accumulation of damage during
continuous irradiation of Fe and Cu is simulated. Details of these calculations are
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Fig. 4 Derivative of the
number of defects as a
function of temperature for
electron irradiation of pure Fe
and FeCr alloys of three
different concentrations
following the experimental
work of Abe and Kuramoto
(1999) obtained from OKMC
and parameters from DFT
(see Gámez et al. (2011) for
details)

in Caturla et al. (2000). In brief, a database of collision cascades in Cu and Fe
for 30 keV recoils obtained from molecular dynamics simulations is used as initial
damage distribution. This picosecond time damage is very different in Fe and in Cu.
Cu presents mostly clustered vacancies with surrounding self-interstitial clusters,
while in Fe most of the vacancies are isolated or forming very small clusters. The
values of migration energies and binding energies of defects used in the calculations
were obtained from empirical potentials. Figure 5 shows the total concentration of
visible clusters as a function of dose for the case of the two materials studied, Cu
and Fe. Here, the visibility conditions were considered as follows: 20 defects for
vacancies in Cu, equivalent to a stacking fault tetrahedra of 1.5 nm, 350 vacancies
for a 1 nm void in Fe, and 50 self-interstitials for a 1 nm loop in Fe. This figure
shows that there is an important difference in the damage accumulated in Fe vs.
Cu, phenomenon also observed experimentally (Dai et al. 1997). The reason for
this difference is related both to the initial damage distribution and the effect of
impurities in these two materials. In Cu, where no impurities are considered in
the simulation, most self-interstitials and self-interstitial clusters disappear through
recombination with vacancies or at grain boundaries, and most of the damage is
vacancy clusters, with an average size of about 28 vacancies which corresponds
with a 2 nm stacking fault, in agreement with experimental observations (Zinkle
and Farrell 1989). In Fe, self-interstitials are trapped by impurities, which result in
visible clusters, while vacancies are too small to be observed under TEM (with less
than 15 defects). In Fe most of the evolution of the clusters and growth to sizes
that can be observed experimentally is going to occur through defect diffusion and
defect coalescence. And the description of these interactions depends on the set of
reactions that the user of the OKMC model has decided to consider as the important
ones.
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Fig. 5 Visible defect clusters as a function of irradiation dose for the case of Fe and Cu (see
Caturla et al. 2000 for details)

7.2 Microstructural Evolution in W Under Fusion Conditions

Critical components in magnetic fusion reactors are required to have stringent prop-
erties including low neutron activation, high melting point, good thermomechanical
properties, low sputter erosion, and low tritium retention/co-deposition. Tungsten
(W) is the leading plasma-facing material (PFM) candidate due to its high melting
temperature, low erosion rates, and small tritium retention. These advantages are
unfortunately coupled with very low fracture toughness characterized by brittle
transgranular and intergranular failure regimes, which severely restrict the useful
operating temperature window and also create a range of fabrication difficulties.
Exposure to He and H plasma leads to the formation of diverse microstructures
(pits, holes, bubbles, nanostructured surface morphology termed as fuzz) (Baldwin
and Doerner 2008) that severely limit its utilization. Therefore, understanding the
mechanisms leading to the W failure is crucial to develop materials to be able to
withstand the extreme environments posed by fusion energy generation.

DFT has been broadly used to obtain the data mentioned above and needed
by the OKMC to evolve the microstructure. Using different DFT approaches, the
formation energies of intrinsic defects have been calculated. The single vacancy (V)
values in the literature range from∼3.1 to∼3.7 eV (Söderlind et al. 2000; Becquart
and Domain 2007; Suzudo et al. 2014), while for self-interstitial atoms (SIA), the
values depend on the configuration. Some discrepancy arises in the literature about
the most stable configuration, with similar values for the 〈111〉 dumbbell, 〈111〉
crowdion, and a slightly rotated configuration, with values around ∼9.6–9.7 eV
(Nguyen-Manh and Dudarev 2006; Suzudo et al. 2014) and ∼10.41 (Becquart and
Domain 2007) depending on the approach. Binding energies of individual defects



100 DFT-Parameterized Object Kinetic Monte Carlo Simulations of . . . 2477

Fig. 6 Binding energies of
individual defects to their
clusters for (a) vacancies, (b)
self-interstitial atoms, and (c)
He atoms (Becquart and
Domain 2010)

to defect clusters are also required. Becquart et al. calculated the ones for vacancies
and interstitials using their DFT approach and use a capillary law for large defect
clusters (>8 V for vacancy clusters and >7 SIA for interstitial clusters). Figure 6a
and 6b shows the results for vacancies and self-interstitials, respectively. We observe
that the capillary approximation fits well the ab initio data. One of the puzzling
results in W is that the binding energy of two individual vacancies is repulsive, i.e.,
vacancies do not want to aggregate.

The migration energies for the intrinsic defects and their clusters are also needed.
For individual defects, several sources are available in the literature (Becquart
and Domain 2010; Suzudo et al. 2014; Huang et al. 2016), all describing single
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vacancies with a large migration energy (∼1.7 eV), while SIAs show a remarkably
small migration barrier (∼0.005–0.056) eV. Becquart et al. (2010) proposed an
expression for the diffusion constant of defect clusters. In the case of vacancy
clusters, the attempt frequency is given by ν = ν0(q

−1)n−1, with ν0 = 6× 1012 s−1

constant and equal for V and SIA, q = 1000, and n the number of individual defects
in the cluster. Based on this model, Castin et al. (2017) have recently proposed an
extension to account for the effect of grain boundaries and carbon impurities. The
authors presented a sensitivity analysis of the parameters that mostly influence the
onset of void swelling using their in-house OKMC code called MATEO concluding
that the presence of carbon impurities in the W matrix strongly influences the
kinetics of void formation due to the strong binding interaction between carbon
and vacancies. They also showed the importance of correlated recombination after
cascade events in the microstructure evolution. Mason et al. (2014) used a different
parametrization of formation and migration of clusters to study loop accumulation
and their interactions in a W thin film. In this case, they explicitly added elastic
interactions between defects to analyze the evolution of collision cascades and
compare the effect of impurity trapping and elastic trapping concluding that elastic
loop trapping within a cascade can stabilize large loops at high temperatures, while
they shrink at low temperatures. On the other hand, small loops glide to the surface
at high temperature, hence accounting for the experimentally observed reduction in
total loop density and the change in the loop size distribution (Fig. 7).

As mentioned above, the study of the effect of He and H is paramount to
understand the response of W to plasma exposures and neutron irradiations. OKMC
has also been used to study the evolution of W in the presence of these two light
elements. For this end, parameterizations of the behavior of these elements and
their interactions among them and with V and SIA have been developed. Becquart
et al. (2010) used their parametrization to study the isochronal annealing of He
desorption in W and compared the results to experimental observations, employing
the LAKIMOKA OKMC code (Domain et al. 2004). Subsequently, they studied
the microstructural evolution of W under irradiation accounting for He production.
They observe that the OKMC model reproduces satisfactorily the microstructure
formed in the track region by 800 3He implantation for different fluence conditions
(see Fig. 8).

The influence of grain boundaries on the microstructure evolution accounting for
He has also been studied within an OKMC model. Extending the parametrization
of Becquart et al. (Becquart and Domain 2009; Becquart et al. 2010), Valles et al.
(2015a, b) studied the retention of He in the sample depending on the density of
grain boundaries under pulsed He irradiation. They observe that around 50% of the
incoming ions were retained at the interfaces in nanocrystalline W, while in the
case of larger grains, that number dropped to around 30%, which indicates a strong
dependence of He retention with grain boundary configurations. They also conclude
that in the nanocrystalline W, mixed HenVm clusters contain more vacancies with a
lower He/V ratio.

Valles et al. (2017a) have also studied the influence of H atoms in the defect
evolution under irradiation and the effect of grain boundaries in the sample. They
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Fig. 8 (a) Vacancy concentration at the end of the implantation sequence for different fluences:
a comparison of the experimental data with the SRIM, MARLOWE, or OKMC models. The black
line is a linear fit (in the logarithmic scale) of the OKMC results. (b) The amount of desorption,
annihilation, and clustering versus fluence at the end of the implantation stage as calculated by
OKMC (Becquart et al. 2011)

extended the energetics for small clusters available in the literature (Henriksson
et al. 2005; Fernandez et al. 2015; Lu et al. 2014; Ohsawa et al. 2010) to
parametrize the H-V interactions using DFT calculations and considered H-SIA
clusters as immobile. It is important to note that the H-H interaction is repulsive
and, therefore, pure H clusters will not occur. However, in the presence of defects,
the situation is different, with a strong binding between vacancies and H atoms. The
authors conducted OKMC simulations using the MMonCa code (Martin-Bragado
et al. 2013) and concluded that grain boundaries have a clear influence on the
number density and distribution of vacancies, observing a larger concentration
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in the nanocrystalline sample compared to a single-crystal sample. Also, they
observed that H retention is highly influenced by both grain boundaries and
vacancy concentration, the size of HnVm clusters varies slightly with the presence
of grain boundaries, and grain boundaries act as fast diffusion pathways for H.
Other KMC models on the same system reached similar conclusions (Oda et al.
2015).

Impurities, such as carbon and oxygen, or alloying elements or transmutation
products will also influence the long-term damage evolution in W. DFT calculations
have shown that both vacancies and He atoms strongly interact with solute atoms.
Carbon and oxygen have also been found to be able to trap He atoms, increasing
its retention in the material and the probability of forming bubbles. Self-interstitial
atoms also interact with solute atoms and impurities (Suzudo et al. 2014; Gharaee
et al. 2016; Huang et al. 2017, 2018). Some of these extra atoms modify the relative
stability of SIA configurations, which in turn modifies the transport properties and
the flux coupling between the defects and the solute elements. Very recently, Castin
et al. (2018) have developed an OKMC model based on DFT calculations to study
the role of carbon impurities in defect evolutions and also the presence of rhenium
upon neutron irradiation, which also impacts the diffusivity of defects and therefore
the microstructure evolution. Their model compares well with experiments in terms
of both density of loops and voids.

Another material problem where the OKMC has been extensively applied was
the analysis of the formation of a nanostructured surface morphology termed as
fuzz appearing in W exposed to He plasma under conditions relevant for energy
generation. The increased surface area and fragility of these nanostructured surfaces
raise new concerns for the use of W as a fusion reactor PFM, particularly as a
source of high-Z dust that will contaminate the plasma. Lasa et al. (2014) developed
a model considering the He atoms and the bubbles as the objects in the system.
He atoms are mobile but bubbles are not. Bubbles are considered to blast at
a threshold distance from the surface that depends on the bubble radius. They
concluded that the square root of time dependence of the growth rate is due to
the He bubble growth and not to He diffusivity. The surface above the bubbles
grows as interstitial loops are emitted from the bubbles with a preferential direction
toward the surface. Bubble rupture near the surface will create roughness as seen in
the experiments. Even though the model does not consider elastic interactions, nor
surface diffusion or W knockout adatom formation, it reproduces the experimentally
found growth dependence on time, which suggests that those mechanisms might
not be crucial to explain fuzz formation. Building on this model, refining the
parametrization, Valles et al. (2017b) studied the effect of temperature on fuzz
growth. The authors identified the reason for fuzz formation as the formation of
large HenVm clusters, which are only stable at intermediate temperatures (900–
1900 K). At low temperatures (700 K), fuzz growth is prevented by the stability
of small He9V1 clusters, hindering He emission. In contrast, at high temperatures
(2500 K), fuzz does not grow due to the high He emission from HenVm clusters,
leading to their dissolution and, thus, preventing He retention.
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8 Limitations of the Method

The main limitation of the method is the fact that all possible mechanisms
characterizing viable events have to be identified a priori and taken as input for the
OKMC simulations. However, it is oftentimes the case that unforeseen mechanisms
occur as the system evolves in time. One simple example often given in the
literature is the adatom diffusion on a {100} free surface in fcc metals, which
was long misunderstood until Feibelman showed that the exchange mechanism
could be energetically favorable compared to direct migration (Feibelman 1990).
Recent examples include the computational observation using MD that stacking
fault tetrahedra (characteristic irradiation-created defects in fcc metals) might
indeed migrate with diffusivities depending on their atomic structure, contrary
to the commonly accepted assumption that described these defects as immobile
(Martinez and Uberuaga 2015). It was shown that their mobility can significantly
impact the long-term behavior of the system, precisely relying on an OKMC
model as implemented in the code MMonCa (Martin-Bragado et al. 2013). Another
interesting example is the understanding that small He clusters might indeed diffuse
in a W matrix as Frenkel pairs are created and the self-interstitial annihilates
with a different vacancy to the originally created, leading to net translation of the
cluster. Using a cluster dynamics model as implemented in the code Xolotl (Xu
et al. 2012), it was shown that the incorporation of this mechanism in the viable
events significantly modifies the amount of He retained in the W wall and the
bubble distribution. As the microstructure becomes more complex, the probability
of finding new mechanisms increases, which might significantly modify the long-
term evolution of the system (Uberuaga et al. 2018). Therefore, much attention
needs to be given to understanding the atomistic processes occurring in the systems
of interest under irradiation and their characterization with accurate rates for the
OKMC calculations to be predictive.

It is also commonly assumed that the rates for the possible events are independent
of the current configuration, i.e., there is no long-range interaction between defects
that might modify their diffusivities. There are studies in the literature mitigating
this limitation (Hudson et al. 2005; Wen et al. 2009; Subramanian et al. 2013;
Mason et al. 2014). A common approach is to use a linear approximation in which
the dipolar tensor of the defect is used to compute a variation of the energy at the
saddle point and at the initial state due to elastic interactions (among defects and also
between irradiation-created defects and pre-existing dislocations/grain boundaries
(Vattré et al. 2016)). These modifications in the rates due to elastic interactions
have been shown to modify the microstructural evolution of the system. A similar
situation is encountered in the case of charged defects, in which long-range
Coulomb interactions might be considered to bias defect diffusivities (Martin-
Bragado et al. 2006). Although these long-range effects might be significant,
they are not commonly considered based on computational arguments. Usually
this problem scales as O(N2), with N the number of species, which reduces the
efficiency of the algorithm and the attainable simulated time. This bottleneck could
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be in part mitigated relying on fast multipole methods, which reduce the algorithmic
complexity to O(N) (Arsenlis et al. 2007), albeit with a large pre-factor, or Fourier
transform methods (n log(n)), with n the number of grid points (Hunter et al. 2011;
Bertin et al. 2015), to accelerate the computation of the interactions.

In principle the method should be able to handle alloying elements and impurities
provided that the whole parametrization is known. In practice this represents
another challenge in terms of computation since the number of events can increase
considerably. Also, the definition of local concentration and its relation with a
certain cluster is unclear for non-dilute alloys. In this scenario, it is also important
to consider the possibility of defect trapping, i.e., the presence of superbasins in
which defects might flicker between nearby positions without much addition to
the simulated time, reducing considerably the efficiency of the algorithm. Several
methods have been proposed to alleviate this drawback that can indeed significantly
increase the efficiency in such situations (Novotny 1995; Fichthorn and Lin 2013;
Athènes and Bulatov 2014).

In common conditions in nuclear environments, the amount of irradiation-created
defects per unit time and volume is considerable and increases with time until it
reaches steady state (if attainable). Tracking all these defects in an efficient manner
is a challenge. Parallel algorithms to take advantage of parallel architectures have
been recently developed with the goal of improving both simulated time and system
size (Shim and Amar 2005a, b; Martínez et al. 2008, 2011). Implementation on GPU
architectures has also been considered with the same goal and showed promising
results (Jiménez and Ortiz 2016).

9 Conclusions

We have reviewed in this chapter the kinetic Monte Carlo (KMC) methodology
describing in detail the theory behind this powerful and flexible approach and how
it can be used to study the microstructure evolution of systems under irradiation.
The KMC approach described here is called object KMC (OKMC), which coarse-
grains out the atomic structure to focus on elements (or objects) of interest,
such as irradiation-created defects, impurities, transmutation or alloying elements,
etc. These objects evolve in time according to prescribed rules characterized by
probabilities per unit time (or rates), which enter in the OKMC algorithm to follow
the system evolution. It is commonly assumed that the rates follow transition state
theory, which relates activation free energies and attempt frequencies with such
rates. We have seen how these parameters can be accurately calculated using density
functional theory, which explicitly accounts for the electronic degrees of freedom.
Although computationally expensive, which limits system size and total simulated
time if dynamics are required, its accuracy, superior to that of empirical interatomic
potentials makes it the method of choice to obtain the required values for single
defects and small defect clusters, along with their interactions with impurities and
alloying elements. We have shown two examples in which the evolution of the



2484 E. Martínez et al.

system under irradiation has been studied using this methodology: ferritic steels and
tungsten. In both systems we show that the results in terms of defect distributions
can be satisfactorily compared to experimental observations. Finally, we have
reviewed the limitations of the methodology and how current research approaches
are tackling those limitations.
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Abstract

Cluster dynamics is a mean field method which is used to simulate the evo-
lution of defect clusters in materials under aging and irradiation conditions.
Its popularity is due to the simplicity of the underlying “cluster gas” model,
which is able to simulate accurately and efficiently dilute cases, provided it is
carefully parametrized. In this chapter cluster dynamics formalism is reviewed.
Parametrization of cluster dynamics models and numerical schemes to efficiently
solve cluster dynamics equations are discussed.

1 Introduction

Microstructure evolution under irradiation is driven by phenomena occurring over
very different time and length scales. For example, displacement cascades are
produced in a few picoseconds and span over a few tens of nanometers, whereas
subsequent defect diffusion over micrometers requires a few seconds or more.
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Quantitative simulation of the impact of radiation damage over experimental time
scales requires the modeling of all these processes. Although no single tool is
capable of performing such a task, cluster dynamics has emerged as a versatile tool
to explore various consequences of irradiation. In particular, when it is informed
with atomistic calculations, it has proven capable of simulating precipitation in
dilute alloys (Clouet et al. 2005; Jourdan et al. 2010), void and loop nucleation,
growth, and coarsening (Ortiz et al. 2007; Xu et al. 2012b; Moll et al. 2013), without
suffering the limitations of fully atomistic calculations.

A distinctive feature of cluster dynamics is its mean field character, which
solves the length scale problem. Microstructure evolution is obtained by solving
a set of ordinary differential equations (ODEs) on cluster concentrations. However,
for some phenomena which are highly localized in space, such as displacement
cascades, mean field formalism can be a drawback, and special care must be
taken. Concerning the time scale problem, high-frequency events, which limit the
efficiency of stochastic methods such as object kinetic Monte Carlo (OKMC),
may also hinder the solving of cluster dynamics equations. More precisely, the
large scatter in reaction rates leads to very stiff equations, for which dedicated
methods must be used. In addition, to simulate large clusters, it can be essential
to reduce the number of equations by approximating the initial ODE set. Grouping
methods (Golubov et al. 2001a) and Fokker-Planck-based methods (Ghoniem and
Sharafat 1980) are useful ways to achieve such reduction.

In this article we first present the cluster dynamics formalism. Then, parametriza-
tion of cluster dynamics models is discussed. In the last section, technical aspects
for the efficient solving of cluster dynamics equations are presented.

2 Cluster Dynamics Formalism

Cluster dynamics is a mean field approach which considers the microstructure as a
collection of clusters. These clusters can diffuse in the matrix and absorb and emit
other clusters (Martin 2006; Clouet 2009). For this reason, this model is sometimes
called a “cluster gas model.” As such, cluster dynamics is essentially appropriate
for dilute cases, where clusters can be distinguished unambiguously. Such cases
include the precipitation of secondary phases in dilute alloys and the formation of
point defect clusters. It bears much resemblance to OKMC and mostly requires the
same input parameters.

Let us consider, for example, the formation of vacancy and self-interstitial
clusters under irradiation in a pure metal. Assuming that only one type of cluster
exists for each self-defect, point defect clusters can be conveniently identified by
a single index n. We use n < 0 for a vacancy cluster containing |n| vacancies
and n > 0 for an interstitial cluster containing n self-interstitials. The evolution
equation, for the concentration Cn of mobile clusters in class (n), reads (Hardouin-
Duparc et al. 2002; Xu et al. 2012a; Jourdan et al. 2014):
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dCn
dt

= Gn +
∑

m∈M
n−m�=0

Jn−m,n −
∑

m∈M
Jn,n+m −

∑

m∈Z\{0}
Jm,m+n

−
∑

j

k2
j,nDn

(
Cn − Ce

n,j

)
. (1)

In this equation, Gn and Dn are the production rate and the diffusion coefficient
of cluster (n), respectively, and M is the set of mobile species. The factor k2

j,n

represents the sink strength of sink type j which is not explicitly treated with cluster
dynamics variables, in analogy with classical rate theory approach (Nichols 1978).
In the present case, network dislocations and grain boundaries, for example, are
taken into account with sink strengths, whereas vacancy and interstitial clusters are
explicitly treated with the dedicated equations on Cn. Equilibrium concentration of
(n) near sink j is noted Ce

n,j .
The flux Jn,n+m is a net flux between classes (n) and (n+m), due to the mobility

of (m) only. It is defined by:

Jn,n+m = βn,mCnCm − αn+m,mCn+m, (2)

where βn,m and αn+m,m are the absorption and dissociation rates, respectively. The
effect of mobility of (n) is taken into account with the term Jm,m+n in Eq. (1).
Absorption rates are closely related to the sink strengths used in rate theory (Nichols
1978). They take different forms, depending on the cluster type, the presence of
long-range interactions (elastic, but also electrostatic interactions for materials with
charged defects Kotomin and Kuzovkov 1992), and the presence of an energy barrier
for the association of clusters (Waite 1958). For example, if (n) is a cavity in an
infinitely dilute system and if elastic interactions between (n) and (m) are neglected,
we obtain, for a three-dimensional diffusion of (m) (Waite 1957):

βn,m = 4π(rn + rm)Dm, (3)

which corresponds to the classical sink strength k2
n,m = 4π(rn + rm)Cn. In Eq. (3)

rn is the radius of cluster (n). The emission rate of (m) by (n + m) is obtained by
imposing that Jn,n+m is zero at equilibrium, so

αn+m,m = βn,m
Vat

exp

(
−F

b
n+m,m
kBT

)
, (4)

where F b
n+m,m = F f

n + F f
m − F f

n+m is the binding free energy of cluster (m)
to cluster (n) and F f

n is the formation free energy of cluster (n). This free
energy notably contains a configurational entropy term. It is important to note
that the thermodynamic part of a cluster dynamics model is only given by the



2492 T. Jourdan

emission coefficients. In particular, contrary to the classical nucleation theory
(Feder et al. 1966), the chemical potential of the monomer in the matrix is not
present. This is due to the fact that in cluster dynamics there is no distinction
between the matrix, where heterophase fluctuations occur, and the secondary
phase. All clusters, whatever their size, evolve due to the absorption and emission
processes. This seamless description of the nucleation, growth, and coarsening
processes is one of the strengths of the method.

If the hypothesis of infinite dilution is not well justified, corrections can be
performed on the absorption (Nichols 1978; Brailsford and Bullough 1981) and on
the emission (Lépinoux 2009; Berthier et al. 2010) rates.

Under irradiation, dislocation loops quickly reach sizes which are comparable
to the mean distance between clusters. Loops interact with each other or with pre-
existing dislocations. Loop size and density saturate, while the network dislocation
density reaches a steady state, as a result of incorporation of loops and dislocation
recovery (Brager et al. 1977). Cluster dynamics, as described above, is unable to
simulate such phenomena. Although the validity of cluster dynamics at high doses
is questionable, it may be desirable to include loop interactions and dislocation
recovery into cluster dynamics formalism to perform qualitative modeling in support
of experiments. This has been done recently (Zouari et al. 2011; Michaut et al.
2017), based on evolution equations proposed for rate theory (Stoller and Odette
1987) and then adapted for cluster dynamics (Jourdan 2015).

Up to now, cluster dynamics has been described for a pure metal containing self-
defects or a dilute binary alloy under thermal aging. For more complex materials, a
natural extension of Eq. (1) is to describe clusters through tuples (n1, n2, . . . , np),
where p is the number of components in clusters. This has been done mostly in
the case of self-defect clusters in the presence of gas atoms, such as helium and
hydrogen (Ghoniem et al. 1983; Golubov et al. 2007; Ortiz et al. 2007; Marian
and Bulatov 2011; Moll et al. 2013). For multicomponent alloys, one of the
difficulties is to parametrize the model. In addition, negative flux couplings can
arise, which cannot be taken into account in cluster dynamics due to its mean field
character. Even if a reliable parametrization is available, the number of equations
to solve becomes too large as soon as three components or more are present. For
all these reasons, approximations to the initial problem can be necessary. Some
recent attempts have aimed at simulating either precipitation or self-defect cluster
evolution in multicomponent alloys (Ke et al. 2017; Mamivand et al. 2017), using
equations similar to Eq. (1) coupled with CALPHAD approach.

Although surfaces can be taken into account in an effective way through sink
strengths, it is sometimes necessary to describe them explicitly. For this purpose, a
spatial dependency of rate equations on depth is introduced. The system is however
assumed to be locally homogeneous, so that the mean field hypothesis of cluster
dynamics remains valid. In practice, a diffusion term is added to Eq. (1) (Ortiz et al.
2004; Xu et al. 2012a; Jourdan et al. 2014), and the system is discretized along the
depth. This approach is well adapted to simulate, for example, nonuniform damage
creation by ion irradiation or irradiation of thin foils. Spatially resolved cluster
dynamics in three dimensions has also been developed (Dunn and Capolungo 2015).
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3 Parametrization of Cluster Dynamics

Among the parameters of cluster dynamics models, diffusion coefficients and
binding energies at low temperature for small clusters can be estimated by atomistic
calculations (Domain and Becquart 2001; Fu et al. 2004; Fu and Willaime 2008).
Analytical laws for binding energies can be used to extrapolate values for larger
clusters (Soneda and Diaz de la Rubia 2001; Varvenne et al. 2014; Alexander et al.
2016). A more difficult task is to calculate the binding free energies, so very often
entropic contributions are neglected. However, it should be noted that to lead to
quantitative results, such contributions should be included. In particular, it has been
shown that cluster dynamics can reproduce atomistic kinetic Monte Carlo (AKMC)
results on precipitation under thermal aging, provided that cluster free energies,
taking into account configurational entropies, are calculated with the same energy
model (Clouet et al. 2005; Jourdan et al. 2010) (Fig. 1). Another example is the
annealing of loops in iron after helium implantation (Moll et al. 2013). Using an
atomistically-informed model for the thermodynamics of helium bubbles (Jourdan
and Crocombette 2011) appeared crucial to properly model the annealing kinetics
of interstitial dislocation loops, which evolve due to Ostwald ripening by vacancy
emission. Modeling the kinetics permitted, in turn, to deduce the vacancy free
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Fig. 1 Density of copper precipitates, mean radius, and monomer concentration in AKMC and
cluster dynamics (CD) in a Fe-1.34at.%Cu alloy during thermal aging at 500 °C. Two different
models for interface free energies in cluster dynamics are used, a Cahn-Hilliard approach (σCH) or
a size-dependent interface energy (σn), obtained by the method of overlapping distributions, using
the same energy model as for AKMC simulations (Jourdan et al. 2010)
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activation energy from experiments. In general, under thermal aging, results are
more sensitive to the precise values of emission coefficients than to the absorption
coefficients.

For complex alloys, setting up a physically based thermodynamic parametriza-
tion is much more difficult than for model materials, if not impossible. A common
approach is to use the so-called gray alloy approach. Only self-defect clusters are
considered, and their properties reflect the chemical composition of the materials.
Such an approach must somehow be calibrated on experiments and has a limited pre-
dictive character. However, it can be useful to perform sensitivity studies or to inves-
tigate the relevance of some mechanisms (Zouari et al. 2011; Michaut et al. 2017).

Under irradiation, microstructures of self-defect clusters are also very sensitive
to coefficients βn,m. Indeed, the growth rate of these clusters depends on the
net flux of interstitials and vacancy to them. Since in general interstitials and
vacancies are created in equal numbers, the growth of self-defect clusters results
from tiny differences between interstitial and vacancy fluxes. These differences,
which are crucial to explain phenomena such as void swelling and irradiation
creep, are essentially explained by elastic effects which favor the absorption of
interstitials by dislocations. In this “dislocation bias” model (Greenwood et al. 1959;
Bullough and Perrin 1970), the preferential absorption of interstitials by dislocations
leads, by conservation of matter, to a net flux of vacancies to voids. Therefore
simulating quantitatively the growth of voids and dislocation loops requires precise
knowledge of absorption coefficients. Obtaining sink strengths from experiments
requires some assumptions (Kiritani et al. 1975; Golubov et al. 2001b), such as the
fraction of freely migrating species. Alternatively, sink strengths can be evaluated
numerically (Dubinko et al. 2005; Rouchette et al. 2014; Heinisch et al. 2000). It has
been shown, however, that sink strengths greatly depend on the precise properties
of point defects, such as point defect anisotropy at saddle point (Dederichs and
Schroeder 1978; Skinner and Woo 1984; Carpentier et al. 2017), so up to now
general laws to be implemented in cluster dynamics are still lacking.

Besides bias values, cluster dynamics results under irradiation are known to
be very sensitive to production rates Gn. To define them, it is tempting to
perform molecular dynamics (MD) simulations of displacement cascades, count the
remaining clusters at the end of the simulations, and average the cluster populations
over several runs. However, this method overestimates cluster densities in general.
Indeed, at the end of MD simulations, clusters are still spatially correlated, whereas
cluster dynamics can only describe a homogenous distribution of clusters. To
circumvent this problem, an idea is to let self-defects and self-defect clusters
diffuse over longer times, with OKMC, for example (Adjanor et al. 2010; Becquart
and Domain 2011). It can be expected that if the temperature is high enough,
the damage will be less correlated at the end of the simulation, so a transfer to
cluster dynamics is more valid. However, it is not always easy to define a proper
annealing time, since fast diffusers (typically interstitials) will homogenize more
rapidly than slow diffusers (typically vacancies). For this reason it seems more
legitimate to work on homogenization distance instead of homogenization time.
This homogenization distance is given by cluster dynamics itself: for example, two
clusters a few nanometers apart can be considered either as spatially correlated if the
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Fig. 2 Cluster distributions obtained with full OKMC simulations or cluster dynamics with
two different source terms. Cascades are produced with the primary damage code MAR-
LOWE (Robinson 1989), so only mono-interstitials and mono-vacancies are generated. For the
non-homogenization case, a zero-time homogenization process was actually imposed to trigger
close pair recombinations and clustering, but no thermally activated diffusion. Such small times
are typical of MD simulations. Homogenization was performed using the procedure published
in Jourdan and Crocombette (2012). Calculations were performed at 300 K up to 10−3 dpa, for
an irradiation of iron with 20 keV iron ions and a damage rate of 10−4 dpa.s−1 (see Jourdan and
Crocombette 2012 for more details)

density of clusters in cluster dynamics is low (e.g., at the beginning of irradiation) or
uncorrelated if the average distance between defects in cluster dynamics is also a few
nanometers. On this basis, a procedure has been proposed to provide a homogenized
source term which is time dependent, even under constant irradiation (Jourdan and
Crocombette 2012). A comparison between cluster dynamics with homogenized
source term and full OKMC simulations, for an irradiation with 20 keV iron
ions, is shown in Fig. 2. It should be noted that if only isolated Frenkel pairs
are created by irradiation, this method is equivalent to reducing the production
rate of self-interstitials and vacancies, due to recombinations which occur during
homogenization. For ion and neutron irradiations, the source terms also contain
self-defect clusters, either because they are created during the MD simulations or
because they result from the diffusion and agglomeration of defects during the
homogenization process. Therefore, this procedure naturally includes some aspects
of “production bias” rate theory model (Golubov et al. 2012). One-dimensional
migration of interstitial clusters, which is another cornerstone of this model, can
be implemented by appropriate absorption coefficients (Singh et al. 1997).

4 Solving Cluster Dynamics Equations

Cluster concentrations at a given time are obtained by solving an ODE set containing
equations similar to Eq. (1). This ODE set is known to be very stiff, which means
that the use of explicit schemes requires very small time steps, so it may not be
possible to run the problem until the desired physical time. It was soon recognized
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that implicit methods based on multistep methods, such as the GEAR pack-
age (Hindmarsh and Gelinas 1971) or the more recent CVODES solver (Hindmarsh
et al. 2005), are more appropriate for such problems (Ghoniem and Sharafat 1980).
These methods require the solving of linear systems based on the Jacobian matrix
of the ODE set. Without optimization of this step, the calculation may be intractable
for memory and computation time problems. For systems containing more than a
few thousands of equations, it is clearly advantageous to provide the analytical form
of the Jacobian matrix, instead of letting the solver evaluate it by finite differences.
In addition, if only a small proportion of cluster classes are mobile, the Jacobian
matrix is sparse, and dedicated solvers can be used. Examples of the use of sparse
direct solvers are given in Xu et al. (2012a) and Jourdan et al. (2014). A final
improvement consists in resizing the cluster size space on the fly, in order to avoid
useless consideration of zero concentration clusters (Jourdan et al. 2014).

Even when the sparsity of the Jacobian matrix is taken into account, the
computation time and memory use can become too large as the maximum cluster
size increases. For example, to simulate the formation of a 10 nm cavity in iron
filled with helium atoms over a spatial discretization of 100 slices, it is necessary to
consider more than 1011 equations, which is well beyond the current capabilities of
computation resources. In this case, approximating the master equation (1) becomes
necessary. Two different kinds of methods can be distinguished:

• Grouping methods, first developed by Kiritani (1973), consist in solving equa-
tions for the moments of the cluster distribution over groups of equations. It was
shown by Golubov et al. (2001a) and Ovcharenko et al. (2003) that accurate
results can be obtained by taking into account the zeroth and first moments of
the distribution. One of the advantages of this method is to be able to handle the
mobility of large clusters (Golubov et al. 2007). However, it does not guarantee
that cluster concentrations remain positive.

• Fokker-Planck-based methods. Although they can also be viewed as grouping
methods since the final number of equations is reduced, the mathematical
justification is completely different. For large values of n, the master equation
for immobile species can be written as a Fokker-Planck equation (Goodrich 1964;
Wolfer et al. 1977):

∂

∂t
C(x, t) = − ∂

∂x
[F(x, t)C(x, t)]+ ∂2

∂x2 [D(x, t)C(x, t)], (5)

with xn = n, C(xn, t) ≈ Cn(t) and

F(x, t) =
∑

m∈M
m [βm(x)Cm(t)− αm(x)], (6)

D(x, t) = 1

2

∑

m∈M
m2 [βm(x)Cm(t)+ αm(x)]. (7)
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This equation can then be discretized on a coarse mesh to reduce the number of
equations to solve. Special care must be taken to connect the master equation
used for small clusters to the discretized Fokker-Planck equation used for large
clusters (Jourdan et al. 2014). Formulating the problem with a conservative form
and using a finite volume approach is particularly convenient to ensure that matter
is exactly conserved (Jourdan et al. 2014). The last important point is to choose
an appropriate discretization scheme for the advection term. Recently, it has been
shown that high-resolution, monotonicity-preserving schemes permit to accu-
rately reproduce reference cluster distributions obtained by solving all equations,
without introducing negative concentrations nor spurious oscillations (Jourdan
et al. 2016) (Fig. 3). Although they are more computationally expensive than
simple upwind schemes, high-resolution schemes do not introduce numerical dif-
fusion and should therefore be preferred when high precision is needed on cluster
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Fig. 3 Long-time limit cluster distributions for the clustering of quenched-in vacancies (Koiwa
1974) using different approximations (circles): (a, b, c) Fokker-Planck (FP) with upwind, centered,
and high-resolution schemes for the advection term and (d) grouping method. Grouping and
Fokker-Planck with high-resolution discretization scheme give very similar results, except in the
distribution tail where negative concentrations occur with the grouping method (Jourdan et al.
2016)
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distributions. The Fokker-Planck method can be generalized to multidimensional
cases and permits to drastically reduce the number of equations. An example is
given in Moll et al. (2013), where a spatialized simulation of helium implantation
in iron could be performed. One drawback of this method, however, is that it is
not really appropriate to treat the mobility of large clusters.

Alternatively, stochastic methods can be used to solve cluster dynamics equa-
tions. Among them, the simplest one is the so-called stochastic simulation algorithm
(SSA) proposed by Gillespie (1976) and recently used for cluster dynamics (Marian
and Bulatov 2011; Hoang et al. 2015). A finite volume V is envisaged, and equations
on the number of clusters Nn = CnV , derived from Eq. (1), are solved by a
kinetic Monte Carlo method, using the appropriate rates for all possible events. An
advantage of this method is that it does not require the solving of linear systems, so
the memory requirements are lower than for deterministic solving, especially if large
cluster spaces are considered. However, time steps are in general very low due to
high-frequency events, so it is less efficient than deterministic solving for systems
with one- or two-dimensional cluster spaces. Coupling stochastic approaches for
large cluster sizes to deterministic solving for small clusters has been proposed, in
order to avoid the stochastic treatment of high-frequency events (Surh et al. 2004;
Gherardi et al. 2012; Terrier et al. 2017).

5 Conclusions and Perspectives

Over the last two decades, cluster dynamics has proven an interesting method to
simulate irradiation processes over long time scales. Two aspects must be considered
with care to obtain reliable results within the domain of validity of cluster dynamics:
the numerical schemes to solve cluster dynamics equations and the parametrization
of models. Efficient and accurate numerical schemes exist for time integration and
for grouping methods. Additional efficiency improvements could be obtained by
using hybrid methods, which couple deterministic to stochastic solving. Concerning
the parametrization of cluster dynamics models, atomistic calculations now provide
a large amount of data that can be used either directly in cluster dynamics or to
parametrize scaling laws. Although no complete parametrization, from cluster free
energies to sink strengths, exists even in pure metals, all tools are available to fill
this gap. A remaining issue is to be able to treat heterogeneities in materials, which
is not possible with current cluster dynamics models.
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which have enabled the validation of models and theories of radiation-induced
defects, including TEM at the atomic scale and techniques for extracting defect
information from nanoscale TEM. We conclude with an outlook and perspective
on advances to come in the next ten years, expected to further aid in radiation
damage model validation.

1 Introduction

Nuclear fission and fusion materials are primarily degraded by the accumulation
of lattice defects produced upon knock-on displacement of host atoms under
irradiation – point defects (vacancies and self-interstitial atoms (SIAs)) and their
clusters (dislocation loops and cavities (voids and bubbles), etc.) (Was 2007). In
understanding radiation damage, precise knowledge of its component processes –
the production of defects and their movement and interaction with others – is crucial.
Therefore, dynamics of radiation-produced defects in comparatively simple pure
metals and model alloys have been extensively studied by modeling methods such
as density functional theory (DFT), molecular dynamics (MD), kinetic Monte Carlo
(kMC), and rate equations (RE) (Dudarev 2013; Marian et al. 2017). Needless
to say, these modeling studies require experimental validation. Nowadays, in situ
transmission electron microscopy (TEM) is recognized as a powerful technique for
model validation. This chapter focuses on the use of in situ TEM for radiation-
produced defects in “pure” metals and model alloys as a model validation technique.
Following the description of the capabilities and limitations of the in situ TEM in
Sect. 2, the key advances in the last ten years are provided in Sect. 3. Finally, a
perspective of the outlook for the next ten years is given in Sect. 4.

2 Capabilities and Limitations of the In Situ TEM for
Visualizing Radiation-Produced Defects

TEM is the most powerful technique for the observation of local structures
such as defects and precipitates within solids with atomic to nanoscale spatial
resolution. In in situ TEM (Fig. 1), the dynamic behavior of such local structures
is probed in response to applied stimuli, such as heating, cooling, deformation, and
irradiation with high-energy electrons, ions, and photons. Here, the typical imaging
mechanisms of TEM and its capabilities and limitations are briefly provided to give
context.

TEM enables both reciprocal-space (diffraction) and real-space imaging for the
same region. It functions by passing an incident electron wave through a specimen,
whereby the wave function of the transmitted electron wave at the exit surface
of the specimen (exit wave) is Fourier transformed at the back focal plane of
a magnetic objective lens. It is again Fourier transformed at the image plane of
the objective lens. The distributions of the absolute square of the wave functions
(intensities) at these planes correspond to the diffraction and real-space magnified
image, respectively.
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Fig. 1 Example of a transmission electron microscope (TEM) combined with a low-energy ion
accelerator at Shimane University in Japan (Arakawa et al. 1999). Using this instrument, the
dynamic behavior of local structures such as defects within solids can be monitored with nanoscale
spatial resolution and recorded with 30 frames per second, in response to ion irradiation under
heating, cooling, or deformation

Among various imaging methods, the most typical ones adopted for defect imag-
ing are atomic high-resolution TEM (HRTEM) (De Graef 2003; Kirkland 2010)
and nanoscale “low-resolution” bright-field and dark-field TEM (De Graef 2003;
Hirsch et al. 1965; Jenkins and Kirk 2001). Normally, the specimens are illuminated
by an almost ideal plane wave for conventional TEM. Instead, they are illuminated
by a convergent electron beam for scanning TEM (STEM) (Pennycook and Nellist
2011). Even “low-resolution” bright-field and dark-field TEM and STEM are very
useful and often utilized, because they are superior in terms of applicability to
thicker specimens, wider areas, and temporal resolution. Principally, conventional
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TEM is superior to STEM in terms of temporal resolution, although STEM also
has remarkable advantages. Therefore, conventional TEM is generally utilized for
in situ TEM probing dynamical behavior of defects. Hereafter, only conventional
TEM is described.

2.1 Atomic High-Resolution TEM (HRTEM)

HRTEM can be adopted only for comparatively thin specimens less than a few
10’s of nanometers in thickness. Multiple reflections in the diffraction signal are
selected for imaging using a comparatively large objective aperture at the back
focal plane of the objective lens. The transmitted plane wave at the exit surface of a
specimen is modulated by the electrostatic potentials around individual atoms within
the specimen. For very thin specimens with only a few to several atomic layers in
thickness, only the phase of the electron wave is shifted by σVp (x, y), where σ is
the interaction constant being a function of the electron acceleration voltage and
Vp (x, y) is the projected potential onto the observation plane (x–y plane). This
phase modulation is converted to an amplitude modulation by the objective lens.
HRTEM is therefore called phase-contrast imaging. For a specific condition with
a specific objective lens defocus (Scherzer defocus) and objective aperture radius
(Scherzer frequency), the final image corresponds to the distribution of 1–2σ Vp (x,
y), i.e., the projection of the atomic arrangement onto the observation plane. This
image is called the structure image. However, for thicker specimens, both the phase
and amplitude of the electron wave are modulated in a complex manner. Then, the
image reflects only the spatial frequencies corresponding to the atomic arrangement.
This image is called the lattice image. Therefore, interpretation of the HRTEM
images often requires image simulations for model structures (Kirkland 2010). To
the author’s knowledge, the best spatial resolution recorded to date in HRTEM is
43 pm, which corresponded to the (633) lattice fringe of tungsten (Akashi et al.
2015). The HRTEM, therefore, can be applied to observation of the core structure
of defects. In contrast, the direct detection of moving atomic-scale defects such as
point defects has been performed only for very limited systems with only a few
atomic layers of thickness (e.g., carbon nanotube) (Suenaga et al. 2007), and it has
not been achieved for metals, to the author’s knowledge.

2.2 Nanoscale “Low-Resolution” Bright-Field and Dark-Field TEM

Bright-field and dark-field TEM can be adopted for comparatively thick specimens
from tens to hundreds of nanometers in thickness. Only a transmitted or excited
diffracted reflection in the diffraction signal is selected for bright-field or dark-
field TEM, respectively, using a comparatively small objective aperture at its
back-focal plane. In normal bright-field and dark-field TEM, the electron incident
direction deviates from precise low-index directions, and only systematic reflections
(reciprocal lattice vectors, 0g, 1g, 2g, 3g, etc.) are highly excited. In the process
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of electron waves transmitted through a specimen, only those corresponding to
these reflections (φ0, φg, φ2g, φ3g, etc.) interfere with one another, which is called
dynamical diffraction. In the two-beam approximation, where only the transmitted
wave φ0 and a diffracted wave φg are considered, the following Howie–Whelan
equations on dynamical diffraction are established (inelastic scattering is neglected
here, for simplicity):

{
dφ0(x,y,z)

dz
= iπ

ξ0
φ0 (x, y, z)+ iπ

ξg
exp (−2πi (−sz− g·R (x, y, z))) φg (x, y, z)

dφg(x,y,z)

dz
= iπ

ξg
exp (−2πi (sz+ g·R (x, y, z))) φ0 (x, y, z)+ iπ

ξ0
φg (x, y, z)

,

(1)

where R(x, y, z) is the displacement around a defect (z-coordinate along the depth
in a specimen), ξ0 and ξg are parameters called extinction distances being functions
of the corresponding structure factor, and s corresponds to the deviation of the
diffraction vector for φg from g and means the deviation from the exact Bragg
condition (Hirsch et al. 1965). These equations clearly show that defect contrast
arises from the factor g ·R(x, y, z) and only the component of R(x, y, z) being parallel
to g contributes to defect contrast. The contrast in the image due to this mechanism
is called diffraction contrast. The bright-field or dark-field images correspond to
the distribution of |φ0(x, y)|2 or |φg(x, y)|2 at the exit surface of the specimen,
respectively. For example, in imaging dislocations, what is imaged is spatially
extended R (x, y, z) around a dislocation (Hirth and Lothe 1982). Even so, in
weak-beam dark-field TEM, where intensity of the adopted reflection is weak under
considerable deviation of the s value from zero, the spatial resolution can reach
approximately 2 nm (Jenkins and Kirk 2001). In ordinary bright-field TEM, the
spatial resolution is worse. The displacement field R(x, y, z) around a dislocation
is primarily parallel to its Burgers vector, b. The dislocation contrast, therefore,
almost vanishes when g · b = 0 is satisfied. Using this relationship, the direction
of b can be determined. In imaging stacking faults, defect contrast also arises from
R(x, y, z) of the stacking faults. In contrast, in imaging cavities, the local structure-
factor reduction due to the presence of a cavity is imaged. It is therefore called
structure-factor contrast (Jenkins and Kirk 2001).

2.3 Capabilities and Limitations of In Situ TEM

The dynamic behavior of defects can be monitored and recorded through a camera,
in response to various stimuli. Temporal resolution normally ranges from 10 to
30 frames per second (fps) for ordinary cameras. Nowadays, even 400 fps can be
achieved for high-speed and high-sensitivity cameras. As basic stimuli, heating and
cooling are applicable. For commercially available specimen holders, the maximum
temperature is approximately 1573 K, and the minimum temperature is approxi-
mately 10 K. For irradiation sources, electrons and ions are available (Hinks 2015).
For in situ high-energy electron irradiation, high-voltage electron microscopes with



2508 K. Arakawa and M. P. Short

acceleration voltages higher than 1000 kV are applicable. For in situ ion irradiation,
microscopes combined with ion accelerators are applicable (Fig. 1).

The most remarkable limitation for in situ TEM is the necessity of the use of
thin-foil specimens, ranging from a few nanometers to a few hundred nanometers in
thickness, as described above. In considerably thin specimens, the specimen surface
can significantly influence the behavior of defects. For example, mobile defects can
escape to the free surface. This is one of the major reasons why “low-resolution”
bright-field and dark-field TEM suitable to comparatively thick specimens are very
useful. The second limitation is that directly tracking considerably fast-moving
defects is impossible, because of the limitation in temporal resolution. The third
limitation is that directly probing moving atomic-scale defects is still practically
impossible, as described above. Another limitation for the in situ TEM is the
energy of electrons for observation, with 200 keV in kinetic energy for ordinary
200-kV microscopes. For example, even 200 keV electron irradiation of aluminum
specimens causes knock-on displacements to produce additional point defects,
thereby changing the image by measuring it. In in situ TEM experiments, these
limitations should be considered.

3 Key Advances in the Last Ten Years in the In Situ TEM for
Radiation-Produced Defects

Here, the key advances in the last ten years in the in situ TEM for radiation-produced
defects in metals are briefly provided. For this purpose, typical successful examples
are shown, for direct evaluation of the dynamic properties of slow-moving nanoscale
defects and indirect evaluation of the dynamic properties of invisible atomic-scale
defects.

3.1 Direct Evaluation of Dynamic Properties of Nanoscale
Defects

As described above, in in situ TEM, temporal resolution is limited to a few tens
of milliseconds at best. Also, practically, only nanoscale defects can be directly
tracked. However, in some cases, motion of nanoscale defects is considerably slow,
which can be directly tracked by normal in situ TEM. There, the most remarkable
key advance in the last ten years is that dynamic behaviors of individual nanoscale
defects have been observed to evaluate their dynamic properties, which can be
compared with modeling results.

3.1.1 Motion of Nanoscale Defects and Their Interaction with Other
Defects

One of the most successful examples is an experiment for 1D glide diffusion of
SIA dislocation loops (Arakawa et al. 2007). This phenomenon is critical in the
accumulation process of defects in metals upon irradiation. There had previously
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Fig. 2 TEM visualization of 1D glide diffusion of 1/2<111> SIA dislocation loops in high-purity
iron (Arakawa et al. 2007). (a) Experimental setup of the TEM observation of a 1D-diffusing
loop. (b) Bright-field TEM observation of an almost isolated 1D-diffusing 1/2[111] loop 5.9 nm
in diameter at 575 K. (c) Mean squared displacement as a function of time for the loop shown
in (b). (d) Arrhenius plot of the diffusivity of almost isolated 1/2<111> loops. Matching symbols
correspond to the same loop with diameter d. The diffusivities of carbon and nitrogen in the matrix
(Lord and Beshers 1966) are also drawn

been extensive MD (Marian et al. 2002; Osetsky et al. 2003; Soneda and Diaz de
La Rubia 2001; Terentyev et al. 2007; Wirth et al. 2000) and theoretical studies
(Barashev et al. 2000; Dudarev 2002) of this effect. Here, the diffusivity or activation
energy for diffusion was directly compared between the TEM experiment and the
MD calculations.

Figure 2 shows the TEM experiment on 1D diffusion of loops with b= 1/2<111>
in high-purity iron (purity, 99.998 wt.%) (Arakawa et al. 2007). Figure 2a shows
the experimental setup. In this experiment, the thin-foil effect on 1D diffusion
was eliminated even for thin-foil specimens by setting the specimen surface to be
parallel to the loop glide direction (b direction). Here, the effect of the electron
irradiation for the observation was negligible, because its energy was only 200 keV,
and therefore its associated PKAs were below the displacement threshold energy.
Figure 2b shows an example of a bright-field TEM observation of an almost isolated
1/2[111] loop 5.9 nm in diameter at 575 K, which undergoes 1D diffusion along its
b direction. By directly tracking the loop position with a time step of the frame
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interval (1/30 s), the loop motion was analyzed. Figure 2c shows the mean squared
displacement as a function of time for the loop, as shown in Fig. 2b. From the slope
of the line in Fig. 2c, the diffusivity for this loop at this temperature can be directly
evaluated. Figure 2d shows the Arrhenius plot of the evaluated diffusivity for various
loops with diameter d. It clearly shows that the temperature dependence of the
diffusivity satisfies Arrhenius’ law. From the slope of the lines, the activation energy,
E, for the diffusion can be evaluated. As a result, the E value was 1.3 eV, found to
be independent of the loop size. These experimental results can be compared with
corresponding MD results (Marian et al. 2002; Osetsky et al. 2003; Soneda and Diaz
de La Rubia 2001; Terentyev et al. 2007; Wirth et al. 2000). The size independence
of the diffusivity matches the MD results. The experimental E value (1.3 eV) is,
however, considerably greater than the E value obtained by MD for perfectly pure
metals (0.1 eV). The considerably high E value in the experiment was attributed
to the effect of impurity atoms with high diffusivity such as carbon and nitrogen
forming a Cottrell atmosphere around loops and following the loop motion (Fig. 2d),
although it is still controversial.

This experimental technique has been also successfully applied to other cases,
such as 2D climb diffusion of loops (Swinburne et al. 2016), elastic interaction
among loops (Dudarev et al. 2010), collision processes between two loops (Arakawa
et al. 2011; Arakawa et al. 2017), and the dynamical interaction of bubbles with
grain boundaries (Ono et al. 2007) and collision cascades (Ono et al. 2009). Thus, it
has become possible to make direct experimental validation of modeling results for
dynamic properties of nanoscale defects under certain conditions.

3.1.2 Growth or Shrinkage of Nanoscale Defects
Ordinarily, bright-field and dark-field in situ TEM with a wide field of view is
applied to visualize dynamic defects. In contrast, even in situ HRTEM with a narrow
field of view can be applied to the evaluation of the growth or shrinkage processes
of static defects.

Figure 3 is an example, which shows the atomistic growth process of a void
in magnesium by absorption of vacancies produced under electron irradiation (Xu
et al. 2013). This process was interpreted in terms of the vacancy diffusion process
as calculated by MD (Xu et al. 2013).

This experimental technique is principally applicable to other defects. Actually,
even using weak-beam dark-field TEM, the nucleation and propagation of unit jog
at the periphery of SIA dislocation loops have been detected in the past (Arakawa
et al. 2000). This could be extended to HRTEM.

3.2 Indirect Evaluation of Dynamic Properties of Invisible
Atomic-Scale Defects

Directly tracking moving atomic-scale volumetric defects in metals is practically
impossible, unless the specimen is so thin that defects can too easily reach free
surfaces. Understanding dynamic behaviors of these invisible defects behind visible-
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Fig. 3 HRTEM observation of the void growth process in magnesium under 200 keV electron
irradiation at room temperature (Xu et al. 2013). (a) Facet plane indexes. (b) A vacancy layer
nucleated as indicated by the yellow arrow. (c) The vacancy layer extended on the facet. (d) The
growth of the facet. Scale bar, 2 nm

defect accumulation is, however, considerably important and feasible. To extract the
dynamic properties of these invisible defects, the formation and growth processes
of visible nanoscale point defect clusters under irradiation have been compared
between TEM experimental results and corresponding modeling results. In the
past, the primary modeling technique for such comparison has been rate theory
based on mean-field theory (Kiritani 1994). However, in the last ten years, even
kMC has been often adopted to such comparisons. kMC takes into account even
spatial correlations among defects (Amino et al. 2011), and it is more suitable to
quantitative comparisons. Here, examplary studies in which in situ TEM is used to
monitor or infer defect evolution or migration are shown.
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3.2.1 Fast-Moving Point Defects
In high-energy electron irradiation, only point defects (vacancies and SIAs) are
principally produced as primary damage, and the production of point defects
is almost spatially homogeneous (Was 2007). Therefore, high-energy electron
irradiation is suitable to extract dynamic properties of point defects.

Figure 4 shows the comparison between a TEM experiment and corresponding
kMC for the formation and growth process of SIA dislocation loops in high-purity
(purity, 99.9999 wt.%) tungsten at 16 K under 2000 keV electron irradiation (Amino
et al. 2016). At this temperature, vacancy thermal migration is frozen, and the
moving defects are only SIAs. Figure 4a shows weak-beam dark-field TEM images
of the loops for different irradiation times for a beam flux of 3.0 × 1022 m−2s−1.
From these TEM photographs, both average size and number density of loops were
measured as a function of irradiation time. These experimental data were compared
with kMC. In the kMC simulation, almost all the parameters for the dynamic
properties of SIAs were regarded as fitting parameters, such as the migration
dimension (3D or 1D), migration activation energy (Em

I), and reaction radius values

Fig. 4 Comparison between TEM and kMC for the formation and growth of SIA dislocation
loops in high-purity tungsten under 2000-keV electron irradiation (Amino et al. 2016). (a) Weak-
beam dark-field TEM images of loops for different irradiation times. (b) Comparison between the
experiment and kMC for temporal variation in loop number density. In the kMC, the SIA migration
dimension is 3D. (c) Comparison between the experiment and kMC for temporal variation in loop
number density. In the kMC, the SIA migration dimension is 1D
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with an impurity atom (rIX), a vacancy (rIV), and another SIA (rII). Figures 4b, and
4c show examples for the comparison. The 3D migrating SIA never reproduces the
experimental result (Fig. 4b). In, contrast, simulating 1D migrating SIAs reproduces
the experimental result for the other parameters within a limited range (Fig. 4c).
This result matches a DFT result showing that the most stable SIA structure is a
crowdion undergoing 1D migration (Nguyen-Manh et al. 2006). The range within
the parameter space reproducing the experimental results was considerably narrow.
Thus, the parameters for the SIA dynamics can be fixed, through the comparison
between TEM and kMC.

3.2.2 Collision Cascade Defects
In the primary damage process of ion and neutron irradiation, point defect clusters
are also generated as well as point defects, which is called the collision cascade (Was
2007). The collision cascade has never been directly observed by any experiment. Its
structure calculated by MD depends on the interatomic potentials chosen (Terentyev
et al. 2006), the correct choice and quality of which are often unresolved matters of
great debate. Therefore, modeling the defect accumulation processes under collision
cascade is less straightforward. Even so, some efforts for the comparison between
TEM and kMC (and cluster dynamics) for ion irradiation have been performed. For
example, validation of the dynamic properties of invisible small defects has been
attempted (Xu et al. 2012). Also, the trapping centers of intrinsically fast-moving
defects were examined (Mason et al. 2014). These types of studies are growing
in number, and represent an area of considerable growth for using in situ TEM to
validate primary radiation damage. Ultimately a carefully planned suite of in situ
TEM experiments could even help inform the choice of the best MD interatomic
potentials to use, further boosting the efficacy of more complex simulations not as
easily validated by experiments.

4 Outlook of the Next Ten Years of the In Situ TEM for
Radiation-Produced Defects

Efforts for reducing the limitations of the TEM are expected, as increasing
especially the time resolution of in situ TEM represents a way to both acquire more
data for existing experiments and temporally resolve new regimes of radiation defect
accumulation. For example, temporal resolution will be significantly improved
using microscopes with pulsed electron sources. The ideal spatial resolution for
a 15-ns pulse is approximately 1 nm (LaGrange et al. 2012). This type of high-
speed technique will be applied to fast-moving nanoscale defects (Arakawa et al.
2014). Efforts for directly observing dynamic behaviors of atomic-scale defects are
expected, by improving the signal-to-noise ratio in the image. For example, this new
technique will be applied to the nucleation process of point defect clusters.

In addition to simply improving the resolution in both time and space of the
in situ TEM, carefully coordinated sets of experiments can be used to rapidly
resolve current scientific questions and matters of debate. For example, a set of
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TEM observations on the self-ion irradiation of pure tungsten after one second of
irradiation (Yi 2015) has garnered two competing explanations for the observed
cluster size distribution (Sand 2017, Jin 2018). The former explains the defect size
distribution using primary radiation damage and sub-cascade splitting, while the
latter uses cluster dynamics and rate theory to explain the deviation from the power
law size distribution. Neither study can be confirmed right or wrong without more
data. An in situ study, acquiring sufficiently resolved TEM images with tens of
millisecond resolution over a period of minutes, could help to determine whether
dynamical effects are responsible for the cluster size distribution or not.

The example above may have other ramifications for the choice of MD inter-
atomic potentials, constantly a matter of debate. The sheer data throughput rate
of in situ TEM can generate enough information to apply techniques of machine
learning, first to decide which available potential is most suitable to reproduce an
experiment, then as a training database to iteratively design better potentials for even
better experimental reproduction.

Finally, the combination of direct visualization of radiation-induced defects in
the in situ TEM with complimentary in situ measurements of material property
evolution can yield ultra-high throughput structure-property relationships in irra-
diated materials. For example, studies such as those of Xu et al (Xu 2013) which
directly visualize void growth could be combined with new techniques such as
in situ transient grating spectroscopy (TGS) of the thermo-elastic properties of
irradiated metals (Dennett 2019). Theories relating changes in elasticity due to
defect structures can be combined with the directly visualized structures themselves,
helping to reconcile theory, simulation, and experiment at once. As these capabilities
are further developed and enhanced, it will always fall to the in situ TEM to provide
the direct structural visualization to map new structure-property relationships at
unprecedented resolution.
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Abstract

Radiation-induced segregation and precipitation is one of the main factors for the
changes in macroscopic properties taking place in steels under irradiation. For
instance, reactor pressure vessel steels and ferritic-martensitic steels are known
to harden and embrittle within the lifetime of the reactors. The development
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of quantitative predictive models for these changes is a very challenging task,
because of the highly multiscale nature of the mechanisms taking place at
the microstructural level and the chemical complexities involved. Complete
physical-based approaches such as object kinetic Monte Carlo models are
promising tools to take this challenge, but their parametrization must be accu-
rately and adequately elaborated. In this chapter, we revise how highly powerful
and flexible numerical tools offered by machine learning systems, specifically
artificial neural networks, have contributed to these models. Perspectives for
future developments are also discussed, in light of the state-of-the art modeling
activities in the community.

1 Introduction

Irradiation with bombarding particles results in a continuous creation of point
defects in the bulk of the studied material, i.e., vacancies and self-interstitial atoms
(SIA). The increased concentration of vacancies thus enhances the kinetics of
diffusion-driven process (such as precipitation of insoluble species) but might also
alter the thermodynamic equilibrium. Moreover, SIA exhibit a profoundly different
behavior from vacancies, potentially giving rise to processes not normally observed
in materials. For instance, reactor pressure vessel steels and ferritic-martensitic
steels are well known to harden and embrittle under neutron irradiation (Petrequin
1995), potentially limiting the lifetime of the power plants. Today, experimental
evidence (Bergner et al. 2014) demonstrated that the main responsible for this
degradation are nano-sized diffuse solute clusters, invisible to the transmission
electronic microscope (TEM) but observable with the atom probe tomography
(APT) (Kuksenko et al. 2013; Meslin et al. 2010), which are fully radiation-induced
features.

Because it all starts at the atomic level, only a multiscale strategy can derive
thorough and nonempirical physical models capable of describing the mechanisms
leading to the formation of these nano-sized embrittling solute clusters. Figure 1
depicts an overview of a modeling approach based on kinetic Monte Carlo (KMC)
methods, which is one of the possible choices to bridge the gap from the electronic
to coarse-grained level. Interested readers are directed to general overviews for
alternative approaches (Becquart et al. 2010; Becquart and Domain 2011). In the
lowest left corner, two fundamental sources of input data are (a) calculations based
on first-principle physics to address the electronic structure, most often using the
density functional theory (DFT), and (b) any kind of experimental evidence, e.g.,
formation energies, diffusion coefficients, phase diagrams, etc. Unquestionably,
these remain the only true final judge on any model prediction. The story ends at the
coarse-grained level, which is in this work implemented by the object kinetic Monte
Carlo (OKMC) method. There, the processes undergone by the defects injected
during irradiation are described as thermally activated events that correspond, for the
objects involved, generally clusters of point defects, to specifically designed laws



103 Modeling Radiation-Induced Segregation and Precipitation: Contributions . . . 2519

Fig. 1 Multiscale modeling approach for describing the effects of irradiation in structural
materials

for mutual interactions, mobility, and stability. A substantial number of reactions
must be carefully parametrized in OKMC models, which are achieved summoning
a variety of methods and models at lower scales, ranging from DFT, molecular
dynamics, and atomistic kinetic Monte Carlo (AKMC).

OKMC models have been widely used to describe the microstructural evolution
in materials under irradiation, in terms of radiation defects, i.e., vacancies, SIA,
and their clusters. For example, a model of this type was successfully developed
(Jansson and Malerba 2013) to simulate irradiation processes in Fe-C systems,
as reference system for models addressing steels, i.e., with a more complex
composition. However, the only objects explicitly treated were point defects and
their clusters. The parameters describing their migration and dissociation were
specific for Fe, and the effect of C was effectively introduced in terms of traps for
mobile clusters, without explicitly introducing C atoms. Likewise, models of this
type have been extended to model chemically more complex systems, e.g., Fe-Mn-
Ni as representative of RPV steels (Chiapetto et al. 2015a) or FeCr as representative
of ferritic-martensitic steels (Chiapetto et al. 2015b). The effect of the presence
of solutes was implicitly introduced in terms of changes of parameters due to the
presence of solutes, without explicitly introducing them in the simulation box.
This was achieved in a simplified way, assuming that the solute atoms are always
uniformly and randomly distributed in the simulation volume, so that their effect
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is inherently independent of local fluctuations of composition. Clearly, the solutes
must be explicitly included in future models for describing the formation of their
clusters.

Playing the role of reference metrics for the physical description of the studied
material, vital inputs in multiscale modeling approaches are, undoubtedly, cohesive
models. Given a set of atoms described by their coordinates in space and their
chemical species, their task is to provide a numerical value for the total energy of
the system in any configuration. They thus determine the driving forces, e.g., solute
transports by point defects, and eventually the formation of solute-rich clusters.
In a quantum mechanism framework, ab initio methods, e.g., DFT, are, for many
good reasons, regarded as the most reliable choice to explore the energy landscape
of the system. There are, however, limitations. Firstly, some degree of empiricism
remains. Unfortunately, a blind use of DFT may, in some cases, provide imperfect
predictions (Olsson et al. 2010). Secondly, even with state-of-the-art computing
facilities, using DFT still implies a huge cost in CPU resources which is often
unaffordable and, sometimes, unwarranted. For these reasons, alternative cohesive
models are still extensively used, empirical interatomic potentials (IAP) being a very
popular example. On the one hand, in addition to the largely reduced computing
cost, the main advantage of these potentials is the possibility to achieve a tunable
compromise between various target properties. It can thus mix DFT-originated
with experimental-originated data, as conveniently as required. For example, an
FeCu potential (Pasianot and Malerba 2007) was fitted to faithfully reproduce
the experimentally observed Cu solubility limit in Fe, whereas DFT is known to
underestimate it (Messina et al. 2017). The affordable computing time allows large
and complex systems, containing up to several million atoms, to be studied. On the
other hand, the simplicity proper to IAP also implies an intrinsic limitation in their
capacities of making accurate prediction of various sets of properties at the same
time.

Suitable low-computing-cost cohesive models allow the gap between the basic
atomic level and the realm of longer timescale Monte Carlo (MC) models to be
bridged. Many more gaps remain to bridge, however. Even using IAP, the precise
calculation of the energy barriers the system has to overcome through thermal
activation, which are at the core of MC methods, poses severe computing time
limitations. Repetitive and heavy routine calculations are indeed required at key
steps of a MC simulation, significantly limiting the range of applicability of the
method. Similar limitations arise in connection with storage and integration of
data/knowledge moving from one scale to a higher one. An illustrative example
is the calculation of migration energies of single point defects in a chemically
changing environment. These need to be routinely calculated using a dedicated
method in order to let a Monte Carlo simulation that describes diffusion-driven
processes to progress, but they entail a prohibitive computational cost if the
calculation is performed in a precise way each time. Bridging the gap between
models thus here means finding a numerical solution for either speeding up the
calculation of the migration energies or, from another standpoint, extrapolating
knowledge in the MC model from a limited amount of examples.
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Machine learning techniques, specifically artificial neural networks (ANN), are
very promising tools for taking this challenge. These tools have been progressively
coupled to atomistic Monte Carlo models to improve their physical reliability,
within affordable computing loads (Castin and Malerba 2010; Castin et al. 2014).
ANN are flexible and powerful regression techniques, capable to assimilate complex
and inexpressible laws of interactions from a limited number of explicit examples.
Once the ANN are properly designed, they provide the values required for the
model at a very limited computing cost, thanks to their mathematical simplicity. The
remaining of this chapter is organized as follows. In Sect. 2, we start by providing a
basic description of ANN techniques and the underlying mathematical framework.
Next, in Sect. 3, we describe how ANN were used to create enhanced AKMC tools,
providing novel and accurate models for solute transport and segregation. Both
rigid-lattice and lattice-free concepts are presented. Similar mathematical concepts
to the latter are then further exploited in Sect. 4 to define ANN-based cohesive
models, directly fitted from DFT. Finally, we provide visions and recommendations
for future perspectives in Sect. 5.

2 Artificial Neural Networks: A Practical Form of Artificial
Intelligence

Artificial neural networks (ANN) are a concept of weak artificial intelligence, in
a group of paradigms often denoted to as machine learning, or computational
intelligence. They can be seen as self-learning systems aimed at extracting hidden
knowledge from their environment, in order to take relevant actions when entirely
new situations are encountered. For the particular application to the design of
numerical predicting tools, for instance, they are surrogate models sparing the user
the (otherwise fastidious) need to explicitly formulate knowledge about the problem
at hand.

A complete description of the theoretical and mathematical frameworks of ANN
goes beyond the scope of this paper. For a complete and detailed reference textbook,
interested readers are directed to Bishop (1995) or to a more concise overview in
Bishop (1994).

2.1 The Multilayer Perceptron: A Universal Approximation
Machine

The so-called multilayer perceptron depicted in Fig. 2 provides appropriate solu-
tions for the design of general numerical regressions. Inspired from biological neural
networks such as the human brain, the fundamental idea is to create a network
of simple processing units (either called neurons or nodes in the literature), thus
constructing a sophisticated and complex response out of a set of simple individual
rules. For the sake of simplicity, at least from the mathematical point of view, ANN
are typically constituted of organized layers of nodes. On the left-hand side in Fig. 2,
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Fig. 2 Example of feed-forward multilayer perceptron with four input variables (x1, x2, x3, and
x4), one hidden layer with H = 6 nodes, and one output (O). The right part of the figure shows
the detail inside a node of the hidden layer. The signal is propagated from the left to the right of
the network, in a layer-by-layer fashion

the input layer is the collection of the raw input signals for the whole network. On
the right-hand side, the last layer is called the output layer, providing the answer
of the network. In between, several intermediate layers may be introduced (there is
only one in the figure). They are called hidden layers, for the reason that they are,
in practice, invisible to the user. There is in theory no restriction about how nodes
of different layers can be connected to each other. For simplicity, many networks do
not allow backward connections: a given node never receives as input-output signals
coming from nodes of either the same layer or from the next layers. Such a network
is qualified as feed-forward. Lastly, the network shown in the figure is said to be
fully connected, because all nodes in a given layer receive as input all output signals
coming from the immediately preceding layer, and no layer bypass is allowed. The
inputs for the first (and only) hidden layer are the raw input signals of the network.

The interest of the feed-forward multilayer perceptron, in its simplest form as
depicted in Fig. 2, is that it fulfills the universal approximation theorem (Hornik
et al. 1989): for any continuous function F(x1, . . . , xn), there exists an ANN with
a finite number of hidden nodes that fulfill the following condition, for all sets of
inputs xi and all ε:

|F(x1, . . . , xn)−O(x1, . . . , xn)| < ε (1)

Here, O(x1, . . . , xn) is the output of the ANN. The multilayer perceptron can
therefore, in theory, be regarded as a universal approximation machine capable
of perfectly assimilating any problem with a numerical character. It is safe and
reasonable to assume that such degree of idealness cannot be dreamed of in
practice, unless perhaps for some academical examples. Concretely, it is the authors’
opinion that the flexibility and generality of the ANN internal structure, avoiding
the user to explicitly formulate knowledge about the problem at hand, come at
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an unavoidable cost. Indeed, ANN might be very successful in understanding a
given problem from a limited amount of examples, but expecting it to perform a
truly general understanding is hazardous. In other words, it is safe to assume that
ANN is inherently devoted (not to say limited) to interpolation problems, whereas
the extrapolation outside the domain of the input space covered during training is
uncertain. Therefore, during any application of ANN, it is important to make sure
that the domain of applicability can be determined. This can in fact be delicate in
some cases, as discussed later.

2.2 Supervised Training

In this work, ANN are designed to implement numerical regression tools. This
is therefore a supervised training problem, and training can be regarded as an
optimization problem that consists in the minimization of the following objective
function:

f (NH , w̄) =
NT∑

i=1

(oi(NH , w̄)− di)2 (2)

Here NT is the number of available examples of I/O for training, di is the desired
output for the example i, and oi is the corresponding prediction by the network.
The latter is a function of the ANN architecture, i.e., the number NH of nodes in
the hidden layer and, finally, the vector w̄ of synaptic weights. Assuming that NH is
fixed, the minimization of function f is thus the problem of determining the optimal
numerical value of the synaptic weights w̄: it can be undertaken by any classical
method for nonlinear optimization. In this work, we used the method proposed by
Levenberg (1994) and Marquardt (1963) (LM).

A major concern while training ANN is to guarantee that the predictions for new
sets of inputs are equally accurate, compared to predictions on the available set of
examples used for training. Indeed, without control, there is a risk that the ANN
does not develop a general logic but in reality rather memorizes the complete set of
available examples, as illustrated in Fig. 3. We see that reasonable interpolation is
achieved by the ANN if the latter is not too complex, i.e., ifNH is small. Predictions
are however not equally accurate for all training examples. If the number of hidden
nodes is increased, the ANN manages more accurate predictions for all known
points but clearly loses generality. This pathology cannot be easily identified only
on the basis of a limited amount of examples of I/O, especially if the dimensionality
of the problem at hand is large. ANN training must therefore be regularized. A
common regularization approach is called early stopping and is based on the idea
that memorization of the provided examples, or more generally can we say network
overspecialization, develops only at a certain moment of training, i.e., after a certain
number of training iterations, called epochs in ANN jargon. The most natural way
to prevent it is therefore to divide the available table of examples of I/O into two
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Fig. 3 (Left) Schematic illustration of ANN overspecialization for a simple problem with one
variable x and one output y. Blue points represent data in the training set. The dashed line
shows predictions by an ANN with a small number NH of hidden nodes, whereas the plain line
shows predictions of another ANN where too many hidden nodes were introduced. (Right) Typical
evolution of the average error committed on the training set (TSet) and reference set (RSet) with
increasing number of training epochs (NH being fixed) or with increasing NH (at the end of
training)

different and nonoverlapping sets: (a) The training set is used to minimize function
f in Eq. (2). Only these examples are thus used to calculate the gradients with the
LM algorithm, and the synapses are updated during each epoch taking only them
into account. (b) The reference set is used to measure, after every epoch, the average
error of prediction on new cases. Figure 3 shows the typical evolution of the average
error of prediction on both sets during the training epochs. The error committed on
the training set always decreases. The error on the reference set, however, ceases to
decrease from a certain epoch and then starts to increase, as a clear sign of the onset
of overspecialization. Training is therefore interrupted at that moment.

At this stage, the determination of the optimal network architecture is still an
open question. In our applications, we invariably found optimal architectures using
no more than one hidden layer in the ANN. Determining the optimal architecture is
thus a mono-parametric study: networks with increasing NH are trained separately,
and the one committing the lowest error on the reference set is finally retained,
as depicted in Fig. 3. Too small a NH understandably leads to higher errors of
prediction, because not enough degrees of freedom are available in the network.
Oppositely, too high a NH increases the risk of overspecialization, and the error on
the reference set increases as well.

3 Enhanced Atomistic Kinetic Monte Carlo Models

Atomistic kinetic Monte Carlo (KMC) methods are widespread simulation tools
dedicated to describe diffusion-controlled phenomena at the atomic level. Generally
based on a rigid-lattice approach, they feature an explicit spatial characterization
of the diffusion of lattice defects and atoms, enabling a detailed investigation of
the kinetics of formation of fine microstructural features. The evolution of the alloy
proceeds through migration events of single defects (vacancies and/or interstitials)
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(Young and Elcock 1966; Bortz et al. 1975; Fichthorn and Weinberg 1991), which
are stochastically selected at each step based on their transition rates:

� = �0 · exp

(−Em
kBT

)
(3)

Here, kB is Boltzmann’s constant, T the absolute temperature, �0 the attempt
frequency, and Em the migration energy, generally evaluated in static atomic-level
calculations. The accuracy of the latter parameter is thus crucial to ensure the
physical reliability of the model, as it embodies both thermodynamic and kinetic
properties of the system being studied.

Migration rates associated with single point defects are traditionally computed
with several approaches; see, e.g., Chatterjee and Vlachos (2007) and Becquart and
Domain (2010) for extensive reviews. Here, we use the nudged elastic band (NEB)
method (Henkelman and Jónsson 2000), which provides the migration energy given
both initial and final states of the desired transition. The direct on-the-fly use of
any cohesive models (e.g., IAP or DFT) to calculate energy barriers is impractical,
because the exact saddle-point configurations in each transition event are unknown
and must be sought with time-consuming procedures. A concrete solution based on
ANN to overcome this technical limitation is depicted in Fig. 4. The AKMC module
is found on the left-hand part of the figure, where an example of migration event for
a single vacancy is indicated by the black arrow. The local atomic configuration
(LAC) is defined by the species located in the closest neighbor lattice nodes to
both initial and final vacancy sites, denoted as A to M and encircled by a blue line
in the figure. This LAC is described by a vector of numerical signals, aimed at
communicating with other modules of the simulation code. The migration energies
are obtained in the NEB module, using a suitable cohesive model to evaluate total
energy and atomic forces. This may be directly returned to the AKMC module (on-
the-fly mode), but most importantly it is also stored in a database aimed at designing
an ANN in replacement of the NEB module. The ANN is obviously expected to
accurately return the migration energies corresponding to the same configurations
as previously added in the database, but most importantly it is aimed at making
faithful predictions for new (never previously calculated) configurations, i.e., for
any atomic configuration that may be encountered during the AKMC simulation.
This prediction is very fast produced by any computer, thereby gaining orders of
magnitude in terms of computing time.

3.1 Assuming a Rigid-Lattice Description of the Studied System

In rigid-lattice models, the atoms in the studied system are assumed to occupy
always the nodes of a perfect lattice, e.g., bcc. This hypothesis is reasonable if
single vacancies are the only defect present in the system, but it can also include
more complex defects, such as vacancy-solute clusters (Castin et al. 2012), single
SIA (Terentyev et al. 2012), or even small SIA clusters (Castin 2011). In these cases,
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Fig. 4 AKMC model aided with ANN for fast and accurate on-the-fly estimations of the activation
energies associated to the migration of single point defects

Fig. 5 Snapshots from an AKMC simulation of a thermal annealing experiment in a Fe-1.34% Cu
at 500◦C

the LAC vector in Fig. 4 may remain limited to a minimal amount of information:
since the atomic coordinates are deducible from the crystallographic structure, only
the chemical nature of each lattice site needs to be specified. The LAC is thus
unequivocally defined with a vector of integers: each of them takes a predefined
value that varies with the chemistry (e.g., value 1 stands for Fe, 2 for Cu, 3 for Ni,
etc.) for the atoms sitting at sites A to M in the figure.

This methodology was applied to simulate thermal annealing experiments in Fe-
based model alloys. Primarily using IAP as cohesive models, the FeCr system was
first considered (Castin and Malerba 2010), and also the FeCu system (Castin et al.
2011), modeling the kinetics of precipitation. The physical accuracy of these models
was later on significantly enhanced (Messina et al. 2017; Castin et al. 2017), using
DFT directly as cohesive model. In a cubic simulation box with periodic boundary
conditions, the prescribed content in solutes is initially introduced in random
positions, as illustrated on the left-hand side in Fig. 5, together with a single vacancy.
The simulation proceeds by computing its possible migration events toward each 1
nn position (eight in bcc structures). The individual migration energies are evaluated
by the procedure illustrated in Fig. 4, which entirely pilots the evolution of the
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system. Homogeneous precipitation of solutes eventually takes place, as depicted
in Fig. 5, if so dictates the thermodynamics embedded in the underlying cohesive
model, reflected by the ANN if the error of prediction is low enough.

In the absence of a formal feedback on the ANN predictions, their reliability
for new atomic configurations must be maximized with a proper choice of the
examples in both the training and the reference sets. Mathematically speaking, a
new configuration is a new combination of integers in the LAC vector. Since each
of these integers is seen at all positions many times in the training database (in other
words, many cases are included with either an Fe or an X atom sitting in a given
lattice site), new configurations are actually never in an extrapolative area in the
input space. However, a new configuration can be considered as extrapolative from
a physical point of view, if it describes a case governed by the kinds of interactions
that were never, at least qualitatively, included in the training set. One can show
(Castin and Malerba 2010) that the ANN predictive capabilities are maximized if
the training data encompasses all expected stages of the thermal annealing process,
as depicted in Fig. 5: Configurations where the solute atoms are randomly diluted
in the matrix, or found under the form of small and big clusters, should be equally
represented in the ANN training database.

The accuracy of prediction performed by the ANN trained to predict the vacancy
migration energies, and the results of the AKMC simulations, is summarized
in Fig. 6. In the FeCr case, the DFT-based model leads to predictions in better
agreement with experimental evidence than the one based on IAP. Both densities
and average sizes of the formed solute clusters coincide. In the FeCu case, the
mechanism for the coherent stages of Cu precipitation in Fe was revealed (Castin
et al. 2011), further stressing the importance of Cu cluster mobility (Soisson and
Fu 2007): classical Ostwald ripening is not sufficient to explain the rapid kinetics of
Cu precipitation. This was rendered possible, thanks to the model hybridization, and
the accurate parametrization enhanced by the ANN. Even if the predictions obtained
from an IAP resulted very satisfactory, the DFT-based parametrization maximized
the agreement with experimental evidence. The solubility limit as predicted by
DFT did not match the experimental one (Messina et al. 2017), with a consequent
overestimation of the cluster density. Nevertheless, the model significantly improved
from the point of view of time rescaling, necessary to convert the time in the MC
simulation into a physical time comparable to the experiment, which resulted more
consistent.

3.2 Applications Beyond the Rigid-Lattice Limit

The ANN-based AKMC algorithm as described in the previous section is not
directly applicable to systems where the rigid-lattice assumption is no longer valid,
e.g., near free surfaces, grain boundaries, in the presence of dislocations, or in
the presence of nanostructural features such as dislocation loops. By removing the
rigid-lattice assumption, the definition of the transitions and especially of the LAC
becomes much more complex. Therefore, a different formulation is needed.
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Fig. 6 Application of the ANN-based AKMC model to thermal annealing experiments. The ANN
accuracy of prediction for the vacancy migration energies is shown on the left panels. NT is the
number of examples in the training database, and δ is the residual average error of prediction,
after training. On the right panels, the series “IAP-NEB-ANN” refers to the ANN trained from
NEB calculations using an IAP, whereas “DFT-NEB-ANN” is based on DFT, (top) in Fe-20%Cr
at 500◦C. Experimental data is taken from Novy et al. (2009), Novy (2009), and Bley (1992),
(bottom) in Fe-1.34%Cu at 500, 600, and 700 ◦C. Experimental data is taken from Goodman et al.
(1973), Kampmann and Wagner (1986), Mathon et al. (1997), and Perez et al. (2005)

Fully lattice-free AKMC models do exist. They constantly explore the local
curvature of the potential energy surface and find transitions to nearby basins
looking for saddle points, as specified by the transition state theory (Fichthorn
and Weinberg 1991). For example, in 2001, Henkelman and Jonsson used the
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dimer method (Henkelman and Jónsson 1999), which in theory searches for all
possible transitions without the need to make assumptions. Other authors developed
different schemes, though accomplishing the same finality, e.g., the ART method
(Barkema and Mousseau 2001; Béland et al. 2011). In these, the definition of the
migration events, and the calculation of their corresponding migration barriers, is
made on the fly. Clearly, the advantage is the flexibility with respect to the simulated
system. However, the required computing time is prohibitive for performing long
simulations, inherently limiting the practical application of the method to no more
than a few thousands of events. This is undoubtedly insufficient to study long-term
and slow processes such as precipitation or depletion of solutes at interfaces.

Similar ideas to the ANN-based model described in the previous sections may
be developed in a lattice-free framework (Castin et al. 2014), for proposing a
compromise between the afore-discussed extremes. The search for any possible
transition events with a fully general method is equivalent to test migration vectors
in the 3N space, starting from the present state of the system. This allows the
definition of a large number of migration events, which can become unmanageable.
Additionally, many events found are likely to be minor (e.g., slight displacement
of a single atom to a very nearby stable position), thus not letting the system
advance significantly in time. Instead, we define a generic procedure for defining
transitions, assuming the most likely events. Let’s consider the example of a grain
boundary in FeCr alloys. Making legitimate assumptions, migration events may
be defined looking for sites with enough open volume (thus playing the role of
a pseudo-vacancy) (Castin et al. 2014), using a geometrical criterion based on
Voronoi vertexes, as shown in Fig. 7a. In the figure, seven atoms are found within a
prescribed maximal distance from an eligible site, thus leading to the definition of
seven transition events (the migration of any of them toward the site). A vector of
migration is thus naturally defined for each transition, as illustrated in Fig. 7b. The
direction of evolution for the system is thus reduced to a vector in three dimensions
(indicated as d̄(e) in Fig. 7b), expressing the relative translation for the migrating
atom.

The activation energy associated with each event may be defined using a
semirigid-lattice procedure: the migrating atom is first rigidly translated to the
destination site, and later on full static relaxation using conjugate gradients is
applied. The obtained configuration is defined as the final state assigned to the
event, and NEB is applied to evaluate the migration energy. Similar to the idea
illustrated in Fig. 4, many examples of transition events are gathered in a database,
until enough data are available for designing an ANN, aimed at fully replacing
the NEB calculations. Similar to the rigid-lattice AKMC, its purpose is strictly to
provide a numerical estimate of the migration energy. The required inputs are, again,
a description of the initial state (calculated from the relaxed atomic coordinates in
the 3N space). The direction of migration is, also, implicitly provided, because the
z-axis of the attached referential system of spherical coordinates is, by convention,
aligned with the migration vector d̄(e). It is worth noting that the final state of the
system, i.e., after a given migration event is applied, is not known. Different from
the rigid-lattice case, it cannot be fully deduced without the application of static
relaxation.
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Fig. 7 Application of the ANN-based AKMC model to a lattice-free problem. (a) Definition of
possible transition events with a generic procedure. (b) Definition of a migration vector (denoted
as d̄(e)) and a LAC (atom within a given cutoff radius Rc) for a given event. (c) Accuracy of the
prediction of the event migration energy, achieved by the ANN after training

Following a basic Monte Carlo algorithm, a list of events is established at every
step of the simulation using the generic procedure, and the ANN is used to estimate
the associated migration energies. One event is thus stochastically selected among
the others. From this point, only static relaxation is necessary, after the migration
atom is rigidly placed at its destination. The application of NEB is then optional and
may be reserved for occasional feedback on the ANN predictions.

The major advantage of the here proposed lattice-free AKMC model is that
the CPU cost is reduced to the minimum necessary. Instead of applying a general
transition search method many times at each step of the simulation (for which it is
in principle necessary to define a list of events), this operation is performed only
once, i.e., for the selected event only. Once again, this algorithm entirely relies on
the capacity of an ANN to make faithful predictions of the event migration energies,
given as input a description of the initial state, and of the migration vector d̄(e). We
demonstrate the feasibility, successfully training an ANN for the case of a single
vacancy migrating near a grain boundary in FeCr alloys, as shown in Fig. 7c. Taking
advantage of the symmetry of the system, the ANN input variables were taken to be
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the moduli of the following Cnlm coefficients. These are, by construction, invariant
with respect to rigid rotations around the migration vector d̄(e) in Fig. 7.

Cnlm = 1

NRC

NRC∑

i=1

SiRn(ri)Ylm(θi, ϕi) (4)

Here, n, m, and l are integers defining the complexity for an expansion in series,
with 0 ≤ m ≤ l. The summation in Eq. (4) is performed over all neighboring atoms
i found within the prescribed cutoff RC from the migrating atom, located in space
using their relative (ri, θi , ϕi) spherical coordinates. Functions Rn(ri) are series of
orthogonal radial functions, and Ylm is the Laplace spherical harmonics. Finally, Si
is an integer describing the chemical species of the atom i, e.g., 1 for Fe, 2 for Cr,
etc. The vector of ANN input variables is defined as:

C̄ � [|Cnlm|] (5)

with 1 ≤ n ≤ NMax and 0 ≤ l ≤ LMax. The number NC of ANN input variables is
thus given by:

NC = NMax

(
LMax + LMax(LMax + 1)

2

)
(6)

The ANN shown in Fig. 7c was defined taking NMax = 8 and LMax = 36, thus
withNC = 5616. It was trained on the basis of a database collecting a total of 31000
NEB calculation. The average residual error of prediction is 123 meV.

4 Neural-Network Potentials Fitted from DFT

As previously evoked, cohesive models are a central element in a multiscale
modeling strategy. Density functional theory (DFT) is, in this respect, often an
ideal and thus preferred choice. Cluster expansion models, e.g., the FeCrW by
Bonny et al. (2016), were originally proposed to extrapolate DFT data for rigid-
lattice configurations (van de Walle and Ceder 2002). In this case, the total energy
is decomposed in contributions from clusters of atoms, according to predefined
patterns: these are, e.g., pairs of atoms found in first nearest-neighbor position,
triangles, quadruplets, etc. While this approach has been especially taken for
addressing simulations in bulk materials driven by vacancy defects (der Ven and
Ceder 2005), it has also been used to consider configurations with self-interstitials
(Ngayam-Happy et al. 2012). It is worth noting that the deployment of a CE in the
latter case is far more delicate, mainly because of the increasing complexity in the
geometry of the explored configurations and the ensuing reduction of exploitable
symmetries. As a consequence, the required numbers of clusters in the expansion
for a proper general description rapidly explodes.
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Given these limitations, neural-network potentials (NNP) are a very promising
alternative method. They naturally benefit from the generality and portability proper
of ANN, therefore not making any assumption regarding the kind of interactions
between the chemical species in the target alloy. Such qualities are predicated to
surpass the abilities of EAM-like potentials or any CE, provided that enough data
are available for training. As in the case of the CE, NNP are meant to learn from
DFT directly, and no experimental data can be directly incorporated. Different from
CE, however, NNP are not limited to a rigid-lattice formalism nor by the geometrical
complexity of the configurations described.

A method for designing NNP specifically aimed for KMC models in binary Fe-
based alloys was proposed (Castin et al. 2017). Consistent with the prerequisites
for high-dimensional potentials, the total energy of a given atomic configuration is
decomposed as:

E
(Tot)
ANN =

N∑

a=1

E
(X(a))
ANN (ρ(a)) (7)

Here, ρ is the local atomic density. Superscript (a) refers to a particular atom within
the N constituting the studied configuration, andX(a) denotes the chemical species
for atom (a), i.e., X(a) = Fe, Cu, Cr, . . .. Functions E(X(a))ANN are atomic energy
functions (AEF), providing an estimation of the energy assigned to every atom of
the corresponding chemical species; subscript ANN refers to the fact that each AEF
is implemented by an individual ANN. Their input variables are a description of the
local atomic density, using symmetry functions defined as follows:

Q
(a)
nl �

l∑

m=−l
|C(a)nlm|2 (8)

with C(a)nlm defined above in Eq. (4) but the Si coefficients for determining the chem-
ical species are not included. Instead, this information is included by expanding
the vector of ANN input variables in distinct components. Considering the example
of a binary FeX alloy, three distinct Q̄ vectors are combined, each including the
contribution from chemical sub-ensembles in the neighboring atoms, i.e.:

Q̄(a) �
[
Q
(a)
FeFeQ

(a)
FeXQ

(a)
XX

]
(9)

Here, Q(a)Fe , Q(a)X , and Q(a)FeX are identical as defined in Eq. (5) but only consider
either Fe atoms, X atoms, or both, respectively. Given NMax and LMax, the number
NQ of symmetry functions (corresponding to the ANN input variables) is thus
given by:

NQ = 3NMax(LMax + 1) (10)

NNP were fitted for both the bcc FeCu and the FeCr systems (Castin et al. 2017)
and also for the FeNi case. Primarily aiming to incorporate DFT-based energies
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in rigid-lattice Monte Carlo models, training configurations were extracted from
NEB calculations of single point defects migration energies (both single vacancy
and single self-interstitial). To fix the ideas, each NNP was fitted from 2000 to 5000
NEB calculation (requiring 10–30 million CPU hours), providing a total number
of 20,000–50,000 atomic configurations. The vector of input variables was defined
using NMax = 5 and LMax = 10, thus leading to NQ = 165. The accuracy of
prediction, after training, is summarized in Fig. 8. Similar results were later on
obtained for the FeNi system, as also shown in the figure.

In addition to refine the models for thermal annealing experiments (previously
shown in Fig. 6), the potentials were used to evaluate the phase diagram, using a
Metropolis Monte Carlo method. As shown in Fig. 9, we see that DFT predicts a
Cr solubility limit that is very consistent with an extensive review of experimental
data (Bonny et al. 2008, 2010); alloying Cr atoms should remain fully solute in the
ferritic matrix at all temperatures, up to a concentration near 9at%Cr from which α′
phases form.

Fig. 8 Accuracy of prediction achieved by the ANN potential for the FeNi, FeCu, and FeCr
systems. δ is the mean absolute error of prediction

Fig. 9 Phase diagram for the
FeCr binary alloy, as
predicted with Metropolis
MC based on rigid-lattice
NNP. The dashed line is a
review from experimental
data (Bonny et al. 2008,
2010)
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5 Future Perspectives: Proper Modeling of
Radiation-Induced Hardening in Ferritic Steels

Artificial neural networks and machine learning schemes in general may find
manifold applications in a multiscale modeling framework. The examples provided
here are essentially all based on the idea of predicting how chemically complex local
atomic configurations and/or specific strain fields influence the activation energy of
selected thermally activated events, shortcutting computationally heavy calculation
methods. Appropriately trained ANN are then used to inform more or less standard
atomistic KMC models. Similar schemes can be used to calculate other quantities
than activation energies and to transfer atomistic details to non-atomistic models,
thereby helping in the effort of bridging between scales. Here a few examples are
discussed.

As previously mentioned in Sect. 1, OKMC models were proposed for describing
the microstructural evolution in RPV and F/M steels, assuming a gray matrix
approximation as far as solute atoms are concerned. A future development of these
models would consist in making the parameters of migration and dissociation of
point-defect clusters sensitive to the local composition. As a matter of fact, phe-
nomena of radiation-enhanced or radiation-induced heterogeneous precipitation are
expected to create significant fluctuations in the local composition. Thus, vacancies
will form complexes with solute atoms, mobile SIA clusters and dislocation loops
will be repelled or attracted by regions rich in a given solute, while immobilized
defects of the same type will become decorated by solutes, especially when these
are dragged by point defects. In order to describe these processes, it becomes
necessary to know, for example, how the formation, trapping, and migration energy
of point-defect clusters change as a function of the local composition. Such a
type of information cannot be calculated on the fly. First of all, such calculation
would offset the advantage of non-atomistic modeling tools, i.e., the fact of
simulating relatively long timescale. Secondly, concentration-dependent quantities
are inherently averages or else randomly selected values for different configurations
with the same local solute concentrations. ANN trained to calculate these quantities
as functions of the local atomic configurations would allow the introduction of the
chemical and atomistic detail in models that in fact do not include atoms but handle
only, in the best case, local concentrations.

Therefore, a more realistic description of solute dragging by single point defects
could be provided, beyond the assumption of infinite dilution limit, incorporating
the effect of local chemical configurations. For instance, the dragging of a solute
by a point defect may be reduced by the presence of other solutes, or the carrying
defect may more favorably bind to a different solute encountered along the way.
Given an adequate cohesive model as input, the ANN-based technique described in
Sect. 3 could be integrated in the OKMC model to provide on-the-fly appropriate
parameters at negligible computational cost.

Another example concerns the behavior of SIA loops decorated by solutes. By
DFT some data on the relevant binding energy can be obtained in the presence of a
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limited number of solutes at a time, and it is impossible to explore all possible ways
in which solutes will aggregate around a loop. A valuable improvement in the model
would be to train ANN to accurately predict the binding energy between SIA loops
and decorating solutes, ideally on DFT data. Given as input a loop size in number
of SIA and a content in solutes (either as an explicit set of spatial coordinates or as
a composition in regions of space), ANN could assimilate how the effective binding
energy changes.

Similarly, and without mutual exclusion, ANN could be used to predict how
the migration energy of mobile defects is influenced by the presence, in non-
atomistic models such as those of OKMC type, of strain fields, such as those
created by dislocation loops and lines, grain boundaries, etc. It is of course possible
to describe this effect by associating with each extended defect the strain field
that it generates, as calculated in an elasticity theory framework, treating, for
example, single point defect as elastic dipoles and parametrizing their migration
energy on DFT as function of the dipole/strain field interaction. However, this
is an approximation that slows down significantly the calculation and is limited
to relatively simple strain fields, the description of which becomes complicated
when, for example, the materials are anisotropic, or when strain-field superposition
occurs. In contrast, ANN could be trained in this sense directly on atomistic
models, to provide, say, the migration energy of a single point defect as function
of the local strain field. Moving to different scales and processes, when applying
dislocation dynamic models to describe plastic deformation in irradiated materials,
it becomes necessary to define local rules of interactions between specific types of
dislocations and obstacles. These obstacles can be solute clusters or precipitates of
different types and compositions, loops orientated in different ways, decorated or
not by solutes, etc. By molecular dynamics, it is possible to explore only a limited
number of configurations, temperature being also a key variable to define the result
of the dislocation/obstacle reaction. Once again, ANN trained to predict the key
parameters that govern the interaction between dislocations and defect, depending
on the specific features of both, would enable dislocation dynamic models to
become more local and take into account variables, such as chemical composition
of obstacles, which are currently very difficult or impossible to include in these
models.

All the examples given concern quite strictly machine learning applied to varying
atomistic configurations. In a more general and futuristic way, machine learning
may one day shortcut and replace numerical simulation models that require long
computing times to provide an answer. These models, e.g., suite of codes that,
through different scales, provide the increase of yield strength as a consequence of
irradiation for a given temperature, flux, fluence, materials composition, etc., may
be used to provide examples of results for given initial and operating conditions,
on which suitable machine learning schemes could be trained, possibly also
completed by experimental examples. These machine learning schemes would
then eventually be able to provide equivalent results, at negligible computational
cost.
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6 Conclusive Remarks

In this chapter, we have surveyed our work aimed at achieving a more physically
accurate parametrization of atomic-scale modeling, more specifically kinetic Monte
Carlo models devoted to the description of irradiation-induced microstructure
changes in metals and alloys. However, the value of the concepts and examples here
presented goes beyond the field of materials modeling, as there exist many more
research fields where ANN, and machine learning techniques in general, can provide
substantial contributions and help building more advanced and accurate models. It
is in fact common in many modeling activities to face the need for more powerful
and flexible regression techniques, which may appreciatively enhance the quality
and applicability of the model.
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Abstract

Some of the most recent advances in multiscale modeling of human diseases are
briefly summarized. These progresses benefited from the rapid development of
advanced multiscale modeling techniques as well as the development and avail-
ability of new mechanobiology experimental techniques and diverse imaging
modalities. The close interdisciplinary collaborations between modeling scien-
tists, experimentalists, and medical doctors enabled unprecedented quantitative
understanding of human pathologies. Two specific examples are given on the
recent advances in multiscale modeling of malaria – an infectious disease and
sickle cell disease – a genetic disease. Future outlook is presented, followed by a
brief introduction of the chapters included in this section.
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1 Overview of Recent Advances

All biological systems in a human, e.g., from a big organ such as the heart to a
simple cell such as the red blood cell (RBC), are multiscale and multi-rate in nature
with characteristic spatiotemporal scales disparate by several orders of magnitude.
Diseases often affect the cellular structure of diverse cells, the tissues, the signaling
mechanisms, but also one or multiple organs. For example, parasitic infectious
diseases or other hereditary hematologic disorders, such as sickle cell disease, are
often associated with major morphological changes and affect the viscoelastic prop-
erties of RBCs, that is, they are becoming stiffer. Protein or hemoglobin changes in
RBCs, in turn, can disrupt blood flow and possibly lead to vaso-occlusion affecting
significantly brain perfusion, as in the case of cerebral malaria. Modeling of these
hematologic disorders requires a seamless multiscale approach, where blood cells
and their components as well as blood flow in arteries, arterioles, and capillaries are
all represented accurately using physiologically consistent parameters. However,
not all these parameters can be obtained from first-principles nor from in vivo
experiments, but with careful ex vivo or in vitro experiments they can be estimated
with adequate accuracy in many cases.

In the past decade or so, there have been many exciting developments in the field
of blood rheology, cell mechanics, and tissue mechanics for human diseases, and
multiscale modeling has played a critical role in the process. These advances were
made possible due to the following three key factors, among others:

1. The development of advanced multiscale modeling techniques (Lin et al. 2013,
2017a) that interface heterogeneous descriptions and corresponding computa-
tional solvers across scales. Also, the development of coarse grained versions
of molecular dynamics that can simulate much bigger domains and for longer
time scales. Finally, large-scale simulations are now being performed almost
routinely on most of the labs on inexpensive CPU and GPU clusters providing
unprecedented computational power

2. The development of new mechanobiology experimental techniques (Bao and
Suresh 2003; Suresh 2007a; Suresh et al. 2005; Diez-Silva et al. 2010) and
diverse imaging modalities (Choi et al. 2007; Park et al. 2008, 2010; Hos-
seini et al. 2016). These tools were made widely available within the past
10–15 years, while not available or hardly accessible to the previous generation
of researchers, including optical tweezers (OT) (Dao et al. 2003; Diez-Silva
et al. 2010), atomic force microscope (AFM) (Bao and Suresh 2003; Suresh
2007a, b; Carvalho et al. 2013), microfluidics (Bow et al. 2011; Quinn et al.
2011; Du et al. 2013, 2015), diffraction phase microscope (DPM) (Park et al.
2008, 2010), tomography phase microscope (TPM) (Choi et al. 2007) etc. The
recent advances have provided diverse and accurate multiscale measurements for
static and dynamic experiments that help to obtain input parameters and validate
the simulation outputs of the multiscale models. Figure 1 shows a microfluidic
platform developed recently at MIT for investigating biophysical/biomechanical
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Fig. 1 A microfluidic platform developed recently for investigating biophysical/biomechanical
alterations in sickle RBCs under transient hypoxia conditions (Du et al. 2015). (a) shows an
oxygen-controlled chamber while (b) shows the result of hypoxic conditions and the heterogeneity
of shapes of sickle RBCs. (c) shows a flow cytometer with obstacles designed so that deformable
RBCs can easily flow through while stiffer sickled RBCs can get stuck. (d) shows some typical
results of flowing RBCs under oxygenated (20% O2) and deoxygenated (2% O2) conditions, where
the yellow arrows indicate sickled RBCs being trapped by the microgates. More details can be
found in Du et al. (2015).

alterations in sickle RBCs under transient hypoxia conditions (Du et al. 2015),
enabling patient-specific multiscale models as demonstrated in Li et al. (2016,
2017b).

3. The close interdisciplinary collaborations between modeling scientists, experi-
mentalists, and medical doctors in pursuing deep, quantitative understanding of
human pathologies (Peng 2011). These interdisciplinary research efforts have
been strongly promoted by specific funding initiatives such as the Interagency
Modeling and Analysis Group (IMAG) Multiscale Modeling (MSM) Consortium
at National Institutes of Health (NIH) in USA, the European Research Council
(ERC) supported projects such as “MATHCARD” and “iHEART,” as well
as international collaborative programs such as Singapore-MIT Alliance for
Research and Technology (SMART).
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Here we would like to discuss two specific examples where we employed
multiscale modeling with microfluidic platforms, advanced phase microscopy,
AFM, and optical tweezers synergistically. The first example is about the recent
advances in multiscale modeling of an infectious disease – malaria, and the second
example is about the latest progresses in a genetic disease – sickle cell disease.
More details and other diseases/disorders will be covered in the following chapters
included in this section, including modeling of blood clots and lung pathologies.

Malaria: Malaria is still a major infectious disease threatening global public
health, with high mortality in young children (Desai et al. 2007; Greenwood et al.
2008; O’Meara et al. 2010; Wells et al. 2015). The disease is transmitted between
mosquito hosts and human hosts by plasmodium parasites, which infect RBCs.
There were a number of key advances recently on the mechanical property changes
versus disease states, including the confirmation of RESA protein being the key
molecule almost single-handedly responsible for the stiffening of the infected RBCs
within the first 24 h (Mills et al. 2007), the precise measurement of up to 10 times
progressive stiffening of the infected RBCs within 48 h using multiple independent
experimental techniques (OT, microfluidics, DPM) (Suresh et al. 2005; Park et al.
2008; Bow et al. 2011; Mills et al. 2007; Diez-Silva et al. 2012), the quantitative
measurement of cytoskeleton damages through the disease states (Shi et al. 2013;
Sinha et al. 2015), and protein specific adhesion characteristics (Carvalho et al.
2013; Xu et al. 2013). In parallel, accompanying these new understandings and
new experimental data, the multiscale modeling of the healthy and malaria infected
RBCs made significant advances as well (Dao et al. 2003, 2006; Quinn et al. 2011;
Bow et al. 2011; Li et al. 2005, 2007; Fedosov et al. 2011a, b; Peng et al. 2013; Li et
al. 2014; Fedosov et al. 2014; Zhang et al. 2015; Pivkin et al. 2016; Tang et al. 2017),
including the RBC membrane model capable of incorporating spectrin tetramer
and junction complex connections with lipid membrane (Peng et al. 2013; Tang et
al. 2017), the detailed model that can incorporate cytoskeleton and/or membrane
defects (Li et al. 2005, 2014; Peng et al. 2013; Zhang et al. 2015; Tang et al.
2017), and the latest OpenRBC whole cell model that includes currently all the
cytoskeleton proteins and in future versions the metabolic pathways (Tang et al.
2017). These models were able to accurately reproduce experimental results using
OT, microfluidics, DPM, etc., and provided quantitative tools for exploring many
mechanistic insights not directly extractable through experiments only (Dao et al.
2003, 2006; Quinn et al. 2011; Bow et al. 2011; Li et al. 2005, 2007, 2014; Fedosov
et al. 2011a, b, 2014; Peng et al. 2013; Zhang et al. 2015; Pivkin et al. 2016; Tang
et al. 2017).

Sickle Cell Disease: Sickle cell disease is a genetic disease caused by a single
amino acid defect in producing hemoglobin (Hb). It was named by Linus Pauling
the first molecular disease in an early paper (Pauling et al. 1949). The defective
hemoglobin, or sickle hemoglobin (HbS), will polymerize and form stiff HbS
bundles under low oxygen conditions, resulting in sickle-shaped and stiff RBCs
as well as enhanced adhesion. These severely compromised RBC mechanical
properties are responsible for the related clinical complications in sickle cell
disease, including vaso-occlusive painful crisis, acute chest syndrome, and various
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organ/tissue damages in spleen, lung, bone, etc. (Piel et al. 2017; Ware et al.
2017). Some recent new progresses and fundamental understanding in sickle cell
disease include the establishment of single-cell based microfluidics platform for
dynamic sickling kinetics and capillary obstruction measurements under transient-
hypoxia (Du et al. 2015; Li et al. 2017a, b), the detailed characterization of
the transient-hypoxia sickling characteristics for different sickle RBC density
populations (Du et al. 2015; Li et al. 2016, 2017a), the AFM characterization of
sickle RBCs (Maciaszek and Lykotrafitis 2011; Li et al. 2017a), the normoxia
shape and mechanical property characterization at single-cell level for different
sickle RBC density populations (Xu et al. 2017). With these new experimental
techniques and newly available experimental data, the multiscale modeling of sickle
RBCs made many significant advances as well (Li et al. 2017a; Lu et al. 2017),
including the detailed polymerization model capable of predicting the homogenous
and heterogeneous nucleation and growth of the polymerized HbS fibers and fiber
bundles (Lu et al. 2016, 2017), the whole cell model capable of incorporating HbS
polymerization and resulted shape changes (Lu et al. 2017; Lei and Karniadakis
2012; Li et al. 2012, 2013), and the vaso-occlusion model that incorporate both cell
stiffening and cell adhesion (Lei and Karniadakis 2013). These models were able to
correctly simulate some critical in vivo vaso-occlusive observations in mice (Kaul
and Fabry 2004) and in vitro experiments using the latest microfluidics platform (Du
et al. 2015; Li et al. 2017b), and again helped providing many mechanistic insights
not directly extractable through experiments only (Li et al. 2017a).

2 Outlook

Multiscale modeling techniques are not unique to biological systems, and advances
across other disciplines will find their way to multiscale modeling of human
diseases. Bottom-up approaches are still computationally expensive and more
aggressive coarsening techniques will help to alleviate the cost without sacrificing
greatly the accuracy. A particularly useful coarse-graining aspect is the dynamic
refinement or de-refinement as shown in Fig. 2 that could target the fine-graining in
regions that molecular details matter while representing the rest of the system with
sufficient accuracy but at much coarser fidelity. Domain decomposition methods,
like the one presented in the next chapter, will enable scaling up from the
microscale and mesoscale to the macroscale, hence integrating molecular details
with organ-level biomechanics. Precision medicine implies individualized diagnosis
and predicting the evolution of a disease, e.g., a possible rupture of a brain
aneurysm, but this, in turn, requires a lot of personal data from a patient gathered at
routine medical exams and at the time of crises. Therefore, data-driven multiscale
modeling will play a central role in future modeling of diseases and the great
challenge is how to incorporate such data at different scales of multiscale models.
Machine and deep learning will play a big role in this data-model interaction for
classification, as in the work of Xu et al. (2017), but also for inference and prediction
of the evolution of the diseases, even for short term, e.g., in trying to predict glucose
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Fig. 2 Multiscale simulation of polymerization inside the RBC: The stiff HbS fiber interacts with
the RBC membrane and distorts the RBC to the sickle shape. The HbS fiber is simulated by a
hybrid HbS fiber model where two HbS fiber models at different length scales are coupled by
applying a mesoscopic adaptive resolution scheme (MARS). In the HbS fiber, one small yellow
particle represents one HbS molecule, and 56 HbS molecules are coarse-grained as one large
yellow particle. In the RBC membrane, green particles represent actin junctions, blue particles
represent spectrin proteins, black particles represent glycophorin proteins, white particles represent
the band-3 complex, and red particles represent the lipid particles. (For more details see Lu et al.
(2017); Courtesy of Lu Lu and He Li, Brown University)

levels in diabetic patients by monitoring glucose histories and train properly a deep
neural network using personalized data, e.g., multi-omics approach and data. In
fact, the proper integration of multi-omics with existing multiscale models at the
molecular level may be one of the greatest challenges in future generations of
multiscale modeling but such a significant advance will make precision medicine
at last realizable. At the higher scale levels, several observed quantities from blood
pressure, to oxygen concentration, to even monitoring the stiffness of human arteries
are becoming possible through the use of wearable biosensors for generation of big
data that could eventually help multiscale models to be truly predictive.

3 Brief Introduction of the Chapters

In �Chap. 105, “Domain Decomposition Methods for Multiscale Modeling,” Bian
and Praprotnik introduce domain decomposition methods that facilitate a smooth
transition from one modeling method to another one in adjacent domains. For
example, they demonstrate how a continuum formulation, e.g., the Navier-Stokes
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equations can be interfaced with the molecular dynamics method applied to a region
where the continuum hypothesis breaks down. For more complex fluids that contain
molecular structures, they couple molecular dynamics methods with coarse-grain
molecular dynamics in the far field. The matching interface conditions can be
applied directly to the state variables or indirectly by interpolating the forces across
the domains.

In �Chap. 106, “Particle-Based Methods for Mesoscopic Transport Processes,”
Li Z et al. introduce particle-based methods for mesoscopic transport processes.
Biological processes at cellular and subcellular levels involve the transport of many
reacting biochemical species, such as enzymes, proteins, and nutrients. The particle-
based stochastic models for mesoscopic transport processes, including thermal
transport, reactive chemical transport, and ionic transport in mesoscopic systems,
are reviewed and discussed.

In �Chap. 107, “Continuum- and Particle-Based Modeling of Human Red Blood
Cells,” Li XJ et al. address modeling of RBCs by both continuum and particle-based
methods. The continuum method is more efficient and can simulate larger domains
but the dissipative particle dynamics method used in the particle-based approach
can represent molecular details down to the level of transmembrane proteins.

In �Chap. 108, “Computational Models of Eukaryotic Cells in Health and
Disease,” Lykov K and Pivkin IV present computational models for eukaryotic
cells suspended in flow or adherent to a substrate. These models represent a
phenomenological top-down approach. The mechanical properties of the cell model
components are obtained based on general principles and macroscopic properties
of the cell. A future bottom-up approach will allow construction of eukaryotic cell
models by relating the mechanical behavior of the whole cell with the bio-chemical
properties of its molecular constituents.

In �Chap. 109, “Multiscale Modeling of Malaria-Infected Red Blood Cells,”
Dasanna AK et al. review malaria disease modeling on the level of single infected
RBC, thus quantifying its stiffer mechanics and cytoadherence – the two hallmarks
of malaria disease. They discuss recent advances in multiscale models and show how
such models are validated and subsequently used to put forward new hypotheses and
even to be used for developing new treatment strategies.

In �Chap. 110, “Multiscale Modeling of Sickle Cell Anemia,” Li XJ and
Lei H review multiscale modeling methods of sickle cell anemia with similar
characteristics as malaria but with markedly larger variation of RBC shapes. Unlike
its name, roughly 20% of deformed RBCs have the sickle shape whereas the
rest can be elongated, granular, maple-leaf and several other shapes. This shape
heterogeneity produced by the hemoglobin polymerization process inside sickle
RBCs under hypoxic conditions, e.g., in post-capillary venules, affects the rheology
of sickle blood and can also lead to different cell-cell and cell-wall interactions that
can, in turn, cause total vaso-occlusion, which is responsible for most of the patient
crises.

In �Chap. 111, “Multiscale Modeling of Blood Flow-Mediated Platelet Throm-
bosis,” Yazdani A et al. focus on blood flow mediated platelet thrombosis that
is common in coronary or carotid arteries but also in prosthetic cardiovascular
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devices. The authors describe a bottom-up particle approach starting with molecular
dynamics for platelets as well as coarse-grained versions of it and scale up to
RBCs and plasma using dissipative particle dynamics. The coagulation cascade that
involves multiple advection-diffusion-reaction processes can also be modeled by a
new version of dissipative particle dynamics that can deal with transport of species
at the mesoscale.

�Chapter 112, “Cluster-Guided Multiscale Lung Modeling via Machine Learn-
ing,” by Lin CL et al. focuses on multiscale modeling of airflow distribution and
aerosol transport in the human lung. The scale separation from the trachea to alveoli
spans over two orders of magnitude so this is a particularly challenging multiscale
problem. The authors discuss methods for modeling lungs both for a specific patient
as well as for a group of patients. The entire framework is presented consisting of an
imaging-based lung model and a high-fidelity computational fluid dynamics model.
For “between patients” modeling, the authors use machine learning to identify
homogeneous sub-populations among healthy and diseased populations, in order
to bridge individual and population scales.
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Abstract

Domain decomposition methods (DDM), which originate from the Schwarz
alternating method to solve elliptic partial different equations, are largely
extended and prove to have increasing influences on multiscale modeling of
materials. We discuss some of the important extensions of the DDM in the fields
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of multiscale modeling for soft materials such as simple and complex fluids. To
this end, we typically model the fluids in two or more levels of detail, which
exploits the computational efficiency of the coarse model and physical accuracy
of the fine description. For simple fluids, we take a continuum perspective to
couple the molecular dynamics (MD) and Navier-Stokes equations by matching
the state variables and/or fluxes across the hybrid interface. For complex fluids,
we take a discrete perspective to encompass the complex structure of the
molecules and couple the MD with coarse-grained MD by interpolating the
forces between the two levels of descriptions.

1 Introduction

Domain decomposition methods (DDM) may represent a generic concept of solving
a problem defined on a global domain by first dividing the domain into a set of
overlapping/non-overlapping subdomains. Given that the set of the subdomains
covers the original domain and a local problem is solved in each subdomain, the
solution for the original global problem is available. Therefore, in a nutshell, it is
a methodology of “divide and conquer.” However, such a generic concept may be
interpreted quite differently in various disciplines.

The name of DDM is mostly referred in applied mathematics, where it represents
the decomposition of partial differential equation (PDE) or its approximation on the
whole domain into a set of coupled problems on interconnecting subdomains. This
dates back to the classical Schwarz alternating method proposed in 1870 (Smith
et al. 1996), where the solution of an elliptic boundary value problem is obtained by
alternatively solving two same elliptic boundary value problems defined in the two
overlapping subdomains. For a general classification of DDM, the decomposition of
domain may enter (Toselli and Widlund 2005):

1. At the continuum level, where different PDE models are appropriate for different
regions. For example, in the applications of fluid-structure interactions, the
fluid and solid regions are described by PDEs of fluid and solid mechanics,
respectively. Another example is the aerodynamic boundary layer proposed by
Ludwig Prandtl in 1904 (Landau and Lifshitz 1987); in the vicinity of bounding
surface, viscous effects of the fluid are significant, while far away from the
surface, a description of inviscid flow is sufficient.

2. At the discretization level, where different approximation schemes are employed
in different regions. For example, a finite difference method is adopted in one
region, while a finite element method is preferred in the other region.

3. At the algebraic level, where a large linear (sparse) system of equations results
from the discretization of the PDE. A global iterative method may be inefficient
so that a strategy from DDM may choose to solve each block of the linear
system individually by employing a direct or iterative method. In this context, the
DDM is considered as a preconditioner in combination with other acceleration
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techniques such as Krylov space methods. The numerical analysis of DDM as
a preconditioner is very developed, which may be found in excellent mono-
graphs (Smith et al. 1996; Quarteroni and Valli 1999; Toselli and Widlund 2005).

In practice of numerical modeling, the decomposition at these three levels men-
tioned above may be interconnected.

Utilizing the idea of DDM for multiscale modeling with heterogeneous math-
ematical/physical descriptions is also not a new concept. In computational chem-
istry, one of the earliest examples is the QM/MM (quantum mechanics/molecular
mechanics) (Warshel and Karplus 1972; Warshel and Levitt 1976), where chemical
reactions involving large molecules are handled by quantum mechanics and regions
at elsewhere by classical models. Typically, the degrees of freedom for the two
descriptions are fixed during the course of the simulation.

A sudden increase of attention in applying DDM for multiscale modeling of
fluids started with the paper of O’Connell and Thompson (1995), where one
subdomain is simulated by molecular dynamics (MD) with Lennard-Jones potential,
while the other subdomain is solved by a finite difference method discretization of
the Navier-Stokes (NS) equations. The overlapping region of the two subdomains
implements the “handshaking” of the physical models at two scales. Since the
inception of this work, many further important contributions emerge, especially
on the constraint dynamics of MD’s artificial boundary such as the Maxwell
buffer (Hadjiconstantinou and Patera 1997; Hadjiconstantinou 1999), flux-exchange
method (Flekkøy et al. 2000; Delgado-Buscalioni and Coveney 2003a; Flekkøy
et al. 2005; De Fabritiis et al. 2006), least constraint dynamics (Nie et al. 2004;
Werder et al. 2005), adaptive forcing (Pivkin and Karniadakis 2006; Fedosov
and Karniadakis 2009), and so on. These methodologies are from a continuum
perspective of fluid mechanics, and the coupling of two distinct scales is mainly
for modeling simple liquids. There exist a few excellent review articles on this
topic (Wijesinghe and Hadjiconstantinou 2004; Mohamed and Mohamad 2010;
Delgado-Buscalioni 2012).

Another important research line on DDM for multiscale modeling of structured
or complex fluids is represented by the adaptive resolution scheme or AdResS from
computational physics/chemistry. In one subdomain, a detailed MD model with
atomic details is employed, while in the other subdomain, a coarse-grained (CG)
model is adopted. The CG model is usually constructed off-line and, if required,
is able to reproduce quantities of interest from MD faithfully. A complex molecule
may diffuse across the interface between the two subdomains and change degrees
of freedom gradually. In the overlapping region of the two subdomains, either force
or energy is interpolated smoothly between the two distinct descriptions. Previous
excellent technical reviews on this research line are also available (Praprotnik et al.
2008; Delle Site and Praprotnik 2017). Another interesting hybrid approach has
been proposed recently in Scukins et al. (2015), where the hybrid MD/continuum
hydrodynamics system of liquid water is considered as two completely miscible
liquids using two-phase modeling, where one phase corresponding to the MD and
the other to fluctuating continuum hydrodynamics.
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For modeling biological functions and diseases, especially those being localized
such as the endothelial glycocalyx layer (Weinbaum et al. 2007; Deng et al. 2012)
and blood clot formation (Fogelson and Neeves 2015), the DDM appear to be very
promising because one can treat different subdomains of the system using different
models and methods. In this chapter, we discuss some of the important extensions of
the DDM in the fields of multiscale modeling for simple and complex fluids. In the
following, we shall first describe the DDM for simple fluids, which include some
introduction materials on MD and NS equations. Furthermore, in the same section,
we illustrate a few effective algorithms to couple the MD and NS descriptions, with
a focus on constraining the artificial boundary of MD. Subsequently, we revisit
the concepts of DDM for complex fluids or AdResS. Along the discussions of
fundamental algorithms, we illustrate a few selected applications. We summarize
this chapter in the end with some perspectives.

2 Domain Decomposition Methods for Simple Fluids

2.1 Molecular Dynamics

We consider a system of N identical, spherical, and structureless particles; they
have the same mass m and are enclosed in a volume V . The Hamiltonian H of the
system is defined as

H (rN,pN) =
N∑

i=1

[ |pi |2
2m

+ ui(rN)
]
, (1)

where the first and second terms on the right-hand side are the kinetic and potential
energies, respectively. The value of (rN,pN) defines a phase point, where rN =
(r1, r2, . . . , rN) are 3N -dimensional coordinates and pN = (p1,p2, . . . ,pN) are
3N -dimensional momenta. In addition, velocity is defined as vi = pi/m. The
trajectory of a phase point is determined by Hamilton’s equations:

ṙi = ∂H
∂pi

, ṗi = −∂H
∂ri

. (2)

More specifically, we consider an argon-like liquid described by a shifted
Lennard-Jones (LJ) potential truncated at rij = rc

u(r) =
⎧
⎨

⎩
4ε

[(
σ
r

)12 − (
σ
r

)6 −
(
σ
rc

)12 +
(
σ
rc

)6
]
, r ≤ rc

0, r > rc

(3)

where ε and σ set the characteristic energy and length scales, respectively. Relative
distance between particles is rij = |rij | and eij = rij /rij . The potential is pairwise,
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and therefore, the potential energy of particle i is ui(rN) = 1/2
∑Nneigh
j u(rij ),

where Nneigh is the number of neighboring particles within a spherical region of
radius rc around particle i. Hence, a pairwise force between particles i and j reads

Fij = −∂u(rij )
∂rij

eij . (4)

The MD trajectories evolve by a time integrator, such as the Verlet velocity
algorithm (Allen and Tildesley 1989; Tuckerman 2010) with time step δt .

2.2 Navier-Stokes Equations

We consider an isothermal description of the fluids, where the energy or entropy
change of the fluids is ignored. We have the conservations of mass and momentum
densities as (Landau and Lifshitz 1987)

∂ρ

∂t
+∇ · (ρV) = 0, (5)

∂ρV
∂t

+ ∇ ·Π = 0, (6)

where ρ, V, andΠ are density, velocity, and stress fields, respectively. Here velocity
is capitalized to differentiate with the MD particle’s velocity v. For a compressible
Newtonian fluid, the stress reads

Π = ρVV− pI− η
(
∇V+∇VT

)
+ I

(
2

3
η − ζ

)
∇ · V, (7)

with I being the identity tensor and η and ζ the dynamic and bulk viscosities,
respectively. The equation of state p = p(ρ) and viscosities are usually obtained
from MD simulations in the context of DDM for multiscale modeling. For an
incompressible fluid, the term ∇ · V = 0 is dropped.

The Navier-Stokes equations are typically solved by mesh-based methods, such
as finite difference, finite volume, and finite element, or other Lagrangian mesh-free
particle methods.

2.3 Concurrent Coupling Between Particle Dynamics and
Continuum Description

For illustrative purpose, we consider a specific hybrid simulation between MD and
NS equations solved by a finite difference method (FDM). To demonstrate the
concept, we take an example of unidirectional flow such as the Couette flow and
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Fig. 1 (Color online) Sketch of a domain decomposition method and time stepping for coupling
discrete particle dynamics with finite difference scheme. Subdomain Ω1 is described by a
molecular dynamics (MD) simulation, while subdomain Ω2 is described by a finite difference
method (FDM). The whole domain is bounded by two walls ∂Ω1 and ∂Ω2, at y = y0 and y1,
respectively. An artificial boundary Γ1 : [yb, ya] applies to the MD, and an artificial boundary
Γ2 : y = ye applies to the FDM. A hybrid reference line is defined at y = yr , at which the
global solution is pieced together by combining results from MD below yr and results from FDM
above yr . FDM runs with time step Δt , and DPD runs with time step δt , where Δt = Nsδt and
Ns � 1 is a positive integer. Time integrations of FDM and MD are staggered to synchronize. The
communication time step between the two simulations is Δtcomm = Δt . The arrows between two
time axes indicate information passing. (Modified from Bian et al. (2016))

couple the two descriptions along the y direction. This is best sketched in Fig. 1. The
hybrid reference line is defined at yr , and the global solution combines the solution
of the MD below yr and the solution of the FDM above yr . The subdomain of MD
is a three-dimensional box spanning [0, LMD] × [0, LMD] in x and z direction. In
y direction, it ranges from y0 = 0 to ya . In the case of a wall-bounded domain,
there are solid particles below y0, and specific molecular interactions at fluid-
solid interfaces that are different from fluid-fluid interactions must be taken into
account. The FDM domain ranges from ye to y1 in y direction. No-slip or partial
slip condition may apply at y1 for the continuum description.

The time integrations of the two simulations are staggered to synchronize the
average time progression. To minimize the lag time of information exchange (Bian
et al. 2015b), we take communication time step Δtcomm = Δt = Nsδt . A typical
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choice of Ns is an integer number so large (Ns � 1) that individual particle’s
velocity decorrelates after Nsδt MD steps. This signifies the timescale separation of
the two distinct descriptions of fluids; over each Δt the FDM follows a description
of continuum mechanics, meanwhile the relevant molecular process reaches a quasi-
stationary state. Therefore, given the intrinsic δt of MD and stability constraint on
Δt , scale separation parameter Ns demands a low threshold for the grid size of
FDM.

To couple the two scale descriptions, we have to pay more attention to the two
artificial boundary regions Γ1: C → P (continuum to particles) and Γ2: P → C

(particles to continuum). More specifically, on the communication between the two
solvers, the particle simulation integrates with time step δt from t = t − 3Δt/2 to
t = t −Δt/2. To impose the artificial boundary Γ2 for the continuum (P → C) at
t−Δt , it is straightforward to perform simple spatial averaging on particle velocities
between yd ≤ y < yc and thereafter temporal averaging over t − 3Δt/2 < t ≤
t −Δt/2 as, for example, for the velocity state variable,

Ve = 1

Ns

Ns∑

j=1

1

Ncd

Ncd∑

i=1

vi . (8)

Here, Ncd is the instantaneous number of particles located in cell P → C.
Furthermore, the region P → C is centered at y = ye with a thickness of rc.
Similarly, we may alternatively come up easily with the averaging procedures to
impose mass and momentum fluxes at interface ye of the FDM for compressible
fluids as (Flekkøy et al. 2000)

ρV · ey = 1

vc

∑

i

mvi · ey, (9)

Π · ey = 1

vc

∑

i

⎛

⎝mvivi + 1

2

∑

j �=i
Fij rij

⎞

⎠ , (10)

where ey is the unit vector pointing outward at y = ye from FDM and vc is the
local cell volume centered at y = ye for spatial averaging. Furthermore, Eqs. (9)
and (10) need temporal averaging over t − 3Δt/2 < t ≤ t − Δt/2 as is done
for Eq. (8). For non-isothermal case, energy flux can be imposed as well at the
continuum interface (Delgado-Buscalioni and Coveney 2003a).

For more complex flow scenarios, a simple local-time-and-space averaging of
particle quantities may not provide sufficiently smooth boundary conditions for
the continuum description and may result in instability of the continuum solutions.
Therefore, novel algorithms for noise reduction (Li et al. 1998; Grinberg 2012) are
called for. Another alternative is to couple one continuum solver with multi-instance
MD simulations, so the concept of ensemble averaging may be exploited (Neumann
and Bian 2017).
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Once Ve or the fluxes are updated at t − Δt , the FDM integrates one step from
t − Δt to t . Its new state variable solutions Va and Vb at ya and yb or fluxes at ya
are passed to the particle simulation and are further utilized in various constraint
dynamics (as explained in the next four subsections) to set the artificial boundary
Γ1 : yb ≤ y < ya of the particle simulation from t −Δt/2 to t +Δt/2. Meanwhile,
the MD simulation integrates with time step δt from t−Δt/2 to t+Δt/2. Afterward,
again Eq. (8) or Eqs. (9) and (10) are applied to impose state or flux boundary
conditions of Γ2 at t . The alternation of imposing artificial boundaries and the
staggered integrations of the two simulations repeat until the end of the hybrid
simulation.

Due to the truncation of the subdomain for the MD simulation, an average
pressure force FP (y) must be imposed at the truncation line y = ya inward. The
best way to devise FP (y) so far is to make use of the radial distribution function
of particles and MD interacting forces to reflect the average effects outside ya
in the continuum limit. FP is position-dependent and applies to each particle i
within ya − yi < rc distance from ya in the interior, that is, particles in Γ1.
This approach proves to induce negligible density oscillations near the artificial
boundary (Werder et al. 2005; Lei et al. 2011). However, the imposed averaged force
does not completely prevent particles from leaving outside. Therefore, a specular
reflection or particle deletion is implemented at ya . The former approach is more
suitable to deal with an incompressible fluid, while the latter approach together with
a particle insertion procedure (Delgado-Buscalioni and Coveney 2003b) is more
physical to describe a compressible fluid by a grand-canonical ensemble so that the
total number of particle in the MD subdomain fluctuates (Flekkøy et al. 2005).

The tricky part is to impose the artificial boundary in Γ1(C → P) for MD
particles from t − Δt/2 to t + Δt/2. There is no unique way to achieve this, as
many extra degrees of freedom on particles are under-determined. For coupling state
variable, the usual strategy is to perform a constraint dynamics on each particle i in
Γ1 in such a way that

1

NΓ1

NΓ1∑

i=1

vi = VΓ1 , (11)

is satisfied at every δt or on average over Nsδt and thermal fluctuations are affected
as little as possible. Here, NΓ1 is the instantaneous number of particles in Γ1, and
VΓ1 is the average velocity of the continuum solutions in the same region. In this
case, VΓ1 = (Va+Vb)/2 at time t . For coupling the fluxes, it is similar that we need
to spread fluxes (few degrees of freedom) obtained from the continuum solution to
the particles within the artificial boundary Γ1.

In the following, we shall focus on four popular algorithms of constraint
dynamics in Γ1. Since we deal primarily with a unidirectional flow for illustrative
purpose, we use scalar variables instead of vector ones. The constraint of the particle
dynamics is always performed in x direction of the flow, and therefore the index
for x is omitted. Velocities in y and z directions are not altered by the constraint
dynamics.
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2.4 Relaxation Dynamics

A relaxation dynamics method was proposed in the first paper of hybrid simulations
on liquid flow (O’Connell and Thompson 1995). Effectively it reads as

v̇i = Fi
m
+ ε

δt

⎛

⎝V Γ1 −
1

NΓ1

NΓ1∑

j=1

vj

⎞

⎠ , (12)

where Fi is the usual total particle force on particle i. The rest of the terms on the
right-hand side act as a relaxing force, which drives each particle i in Γ1 toward the
average velocity V Γ1 over δt/ε time period. In O’Connell and Thompson (1995),
the continuum has the same time step as that of the particle simulation, that is,
Δt = δt . Moreover, the relaxation parameter is chosen as ε = 0.01 for the particular
properties of the fluid simulated, where the authors argue that a smaller value of ε
provides inadequate coupling, while a larger value may lead to excessive damping
of thermal fluctuations.

2.5 Maxwell Buffer

The Maxwell buffer was first proposed in Hadjiconstantinou and Patera (1997) as

vi = Vi + δvi, (13)

Vi = Vb + (Va − Vb)(yi − yb)/Δy, (14)

where a deterministic component Vi is obtained by a linear interpolation between
the values on the two nearest grid points Va and Vb. Under the assumption of a
local equilibrium for MD, the stochastic component δvi is drawn from the Maxwell-
Boltzmann distribution at a given temperature kBT ,

p(δvi) =
√

m

2πkBT
exp

[−m(δvi)2
2kBT

]
. (15)

It is simple to see that Eqs. (13) and (14) satisfy directly the constraint posed in
Eq. (11).

2.6 Least Constraint Dynamics

By taking the extremum of the time integral of the Lagrangian for the particles in
Γ1, which is subject to the non-holonomic constraint in Eq. (11), the equation of
motion (EoM) for each particle i in Γ1 is according to (Nie et al. 2004)
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v̇i = Fi
m
− 1

NΓ1

NΓ1∑

j=1

Fj

m
+ 1

δt

⎛

⎝V Γ1 −
1

NΓ1

NΓ1∑

j=1

vj

⎞

⎠ . (16)

Instead of repeating the derivation for Eq. (16) as in Nie et al. (2004), we may
arrive at the same expression from another perspective. To satisfy the constraint in
Eq. (11), an extra body force FbΓ1

is introduced dynamically at every time step δt
such that (Werder et al. 2005)

v′Γ1
= vΓ1 +

δt

NΓ1m
(FΓ1 + FbΓ1

), (17)

where vΓ1 is the average velocity and FΓ1 is the total force in Γ1 due to particle
interactions,

vΓ1 =
1

NΓ1

NΓ1∑

j=1

vj , FΓ1 =
NΓ1∑

i=1

Fj . (18)

To satisfy Eq. (11), we set v′Γ1
= V Γ1 , and therefore, we obtain an expression for

the body force FbΓ1
as

FbΓ1
= NΓ1m

δt
(V Γ1 − vΓ1)−FΓ1=

NΓ1m

δt

⎛

⎝V Γ1−
1

NΓ1

NΓ1∑

j=1

vj

⎞

⎠−
NΓ1∑

j=1

Fj . (19)

The value of FbΓ1
is dynamic and may vary at every δt . If we spread the body force

FbΓ1
from Eq. (19) evenly on NΓ1 particles in Γ1, it gives exactly the same EoM as

in Eq. (16) for each particle i.

2.7 Flux-Exchange Coupling

The exchange of flux for dense fluids was first proposed in Flekkøy et al. (2000) and
extended in Delgado-Buscalioni and Coveney (2003a). Rather than constraining the
state variables directly, as done in the previous three methods, this method imposes
flux at the truncation line ya of the subdomain of particle simulation. Therefore, the
EoM of particles in Γ1 reads

v̇i = Fi
m
+ Fx(yi), F x(yi) = τxya Aλ(yi), (20)

where A = Lx × Lz is the surface area of the truncation and τxya is the shear stress
at ya from the continuum. The distribution function λ(yi) of the shear force on each
particle must be normalized
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λ(yi) = g(yi)/
NΓ1∑

j=1

g(yj ), (21)

where g(y) is an arbitrary function so that λ(y) diverges at y = ya and decays to
zero as y approaches yb from ya .

If we assume that there is a locally linear shear flow within Γ1, which is a
reasonable assumption for many flow problems, then the distribution function λ(y)
may be defined better than an arbitrary one (Ren 2007). By assuming a locally linear
shear flow, we can work out the continuum limit of the shear forces on line ya from
particles within Γ1. By setting the shear force on ya from particles equal to the
continuum solution of FDM at ya , we have an identity as follows:

Aτ
xy
a =

∫ rc

0
AdγD(h)hγ̇ dh, (22)

where h is the distance of particle i from ya (h = ya − yi) and γ̇ is an arbitrary
shear rate, while given the particle interaction potential, γD(h) can be numerically
evaluated (Bian et al. 2016). Equation (22) holds for an arbitrary shear rate γ̇ .
Therefore, given a shear stress τxy from the continuum solution of FDM, the
distribution of shear force on each particle i is independent of γ̇ as

Fx(yi) = B0τ
xy
a γ

D(h)h, (23)

where B0 is a normalization constant for the particular particle simulation
parameters.

2.8 Some Comments on Different Coupling Strategies

In order to bridge the concepts of state and flux coupling, Walther et al. (2012)
applied the gradient of velocities averaged from MD simulations to impose the flux
boundary condition on the lattice Boltzmann continuum solver. For conservation
and stability purposes, we may have also a mixture of coupling state variables and
fluxes; we refer to Flekkøy et al. (2005), Ren (2007), Bian et al. (2015b, 2016) and
references therein for further discussions.

On the accuracy of the coupling schemes, the quantity of interest has been
often the mean field variables, such as velocity, density, and stresses, which are
sufficient from the continuum perspective. There has not been a consensus as to
which of the four methods is most effective, as all the methods introduce above are
actually capable of generating accurate mean profiles. For practical convenience, the
relaxation dynamics involves an empirical parameter ε, which requires more trial-
and-tune simulations. Therefore, the least constraint dynamics is preferred over the
relaxation dynamics. The Maxwell buffer and flux exchange have the same easiness
as the least constraint dynamics.



2562 X. Bian and M. Praprotnik

However, if we take a microscopic perspective and take the continuum descrip-
tion as a bath to supplement the truncated particle simulation, we may evaluate
more closely certain quantities of interest in the particle region. For example, by
calculating the fluctuation correlations between field variables of MD, we may
compare the performance of the coupling schemes mentioned above (Bian et al.
2015a, 2016, 2018). It turns out that we have two sources of errors in the particle
region; one is due to the truncation of the particle domain, and the other is due to
the constraint dynamics performed on the particles in the artificial boundary. The
first source of error is universal for different coupling strategies, and it may be
almost completely removed by implementing an appropriate particle removal and
insertion algorithm to mimic the grand-canonical ensemble of the an open particle
system (Delgado-Buscalioni and Coveney 2003b; Delle Site and Praprotnik 2017).
On the second source of error, the Maxwell buffer completely ignores any intrinsic
thermal velocity correlations between particles and simply constrains individual
particle’s velocity as identical independent Gaussian distribution in the artificial
boundary, therefore introducing the most artifacts, whereas the other constraint
algorithms are relatively mild and commit much smaller error on this aspect (Bian
et al. 2016).

Furthermore, if the overlapping region between particle and continuum sub-
domain increases, that is, if we can afford to perform extra volume of particle
simulation, the contaminations of all the constraint dynamics on the thermal
fluctuation correlations have very similar behavior, and the negative effects decrease
linearly as the size of the overlap increases (Bian et al. 2016).

Thus far, there has been quite a few applications which were enabled by the
DDM for multiscale modeling, bridging the atomistic and continuum descriptions.
One of the most apparent classes of application is to model local or singular effects
accurately with MD and capture bulk macroscopic flow behavior elsewhere with NS
equations. This type of problem includes the fluid-solid boundary conditions with
flow slip or epitaxial growth taking place (Thompson and Robbins 1990; O’Connell
and Thompson 1995), contact line problem with contact angle as a dynamic
variable (Hadjiconstantinou 1999), lid-driven cavity flow with singular stress at the
corner (Nie et al. 2006), sound propagation through lipid monolayer (De Fabritiis
et al. 2006), platelet deposition on the wall of a brain aneurysm (Grinberg
et al. 2013), and so on. In the next section, however, we will describe a triple-
scale approach that couples atomistic and continuum hydrodynamics through an
intermediate CG description.

3 Domain Decomposition Methods for Complex Fluids:
Adaptive Resolution Scheme

Another branch of DDM is related to coupling fine and CG descriptions of soft
matter and molecular liquids within a particle-based framework. Similarly to other
domain decomposition approaches, the aim of such adaptive resolution simulations
is to model the interesting part of the system with the detailed atomistic (AT)
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resolution, which is coupled with a CG representation of the remaining part of
the system. Among the most advanced multiscale methods for conducting this kind
of molecular simulations is the adaptive resolution scheme (AdResS) (Praprotnik
et al. 2005, 2008, 2011). The method can successfully couple two or more levels
of resolution concurrently present in the system. AdResS enables the particles to
change their resolution on the fly, during the course of an MD simulation. The
method is suitable for molecular systems where the AT resolution is required only
in a spatially localized region, whereas a lower CG level of detail is sufficient for
the rest of the system. Such cases are typically found in simulations of biological
macromolecules, e.g., DNA. There, the AT resolution is required only for the
macromolecule and the solvent in its vicinity, whereas the solvent farther away is
adequately treated on a simplified CG level.

AdResS allows molecules to freely move across different regions and change
their resolution on the fly according to their position in the system. When a CG
molecule leaves the CG domain, it is remapped into the atomistically resolved
molecule with a random orientation. To avoid any overlaps of its atoms with
the atoms of the neighboring molecules, it is required that introduction of the
atomistic degrees of freedom is continuous and not instantaneous. To this end, an
interface layer between the AT and CG regions is introduced that allows an atomistic
molecule to gradually find an energetically permissible orientation with respect to
its neighboring molecules. This transition region, also called a hybrid (HY) region,
contains hybrid molecules where both representations are superimposed.

Two levels of resolution are coupled via a force interpolation scheme. The
intermolecular force between given molecules α and β is defined as

FAdResS
αβ = w(Xα)w(Xβ)FATαβ + [1− w(Xα)w(Xβ)]FCGαβ , (24)

where Xα and Xβ are the centers-of-mass positions of the molecules α and β,
respectively, and w is a weighting function that governs the transition between
different resolution regions and therefore needs to be smooth. This function depends
on the position of the mapping point of the molecule and is defined in the following
way: w = 1 corresponds to the AT region and w = 0 to the CG region, whereas the
values 0 < w < 1 correspond to the HY region.

Original variant of the AdResS based on the force coupling above does not
allow for a definition of a Hamiltonian and consequently has to be employed in
conjunction with a thermostat. A recent Hamiltonian version of the method, i.e.,
H-AdResS (Potestio et al. 2013b; Everaers, R. 2016; Español et al. 2015), on the
other hand, allows for the definition of a global Hamiltonian. This enables one
to perform adaptive resolution Monte Carlo simulations (Potestio et al. 2013a).
However, as the translation invariance is broken due to the resolution change,
this implies that the total linear momentum cannot be conserved by H-AdResS.
Since the linear momentum conservation is crucial for hydrodynamics, the original
AdResS, which is not Hamiltonian, can therefore preserve linear momentum despite
broken translational symmetry and is thus more convenient for coupling with
the continuum hydrodynamics, as described below. Recent extensions of AdResS
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also involve coupling to a quantum level of description (Poma and Delle Site
2010, 2011; Agarwal and Delle Site 2015, 2016; Delle Site 2018) as well as to
open systems that exchange mass, momentum, and energy with their surroundings
(Delgado-Buscalioni et al. 2015; Sablić et al. 2016; Wang et al. 2013; Agarwal
et al. 2014, 2015; Delle Site 2016; Mukherji and Kremer 2013; Kreis et al. 2015).
This allows for conducting MD simulations either in the grand-canonical statistical
ensemble or under non-equilibrium conditions (Delgado-Buscalioni et al. 2015;
Sablić et al. 2016, 2017b; Delle Site 2018). AdResS has been successfully applied to
biomolecular systems (Zavadlav et al. 2017) such as proteins (Zavadlav et al. 2014;
Fogarty et al. 2015) and DNA molecules (Zavadlav et al. 2015a, b, 2016b) solvated
in multiscale solvents (Bevc et al. 2013; Nagarajan et al. 2013; Zavadlav et al. 2014,
2015b). In connection to hydrodynamics phenomena, AdResS has also been used to
couple MD to the dissipative particle dynamics (DPD) method (Hoogerbrugge and
Koelman 1992; Español and Warren 1995, 2017; Groot and Warren 1997; Español
1995), the multiparticle collision dynamics (MPC) (Malevanets and Kapral 1999),
and smoothed dissipative particle dynamics (SDPD) (Español and Revenga 2003;
Vázquez-Quesada et al. 2009). In the DPD, groups of atoms/molecules are lumped
to form soft beads that interact via explicit soft conservative, random, and dissipative
forces to simulate fluids on a mesoscopic scale with correct hydrodynamics
interactions. In the SDPD, the Navier-Stokes equations are numerically solved with
a formalism that is reminiscent of MD, whereas in the MPC the system is modeled
by particles with continuous positions and velocities and stochastic interparticle
interactions. Thus, using AdResS Petsev et al. (2015, 2017) coupled the MD to
SDPD, whereas Alekseeva et al. (2016) linked the MD with MPC. The robustness
of both hybrid approaches was demonstrated on a Lennard-Jones fluid. AdResS has
been also applied to couple MD with DPD water (Zavadlav and Praprotnik 2017). In
this chapter, however, we will focus on coupling with the continuum hydrodynamics
(Delgado-Buscalioni et al. 2008, 2009, 2015).

One can combine AdResS with the flux-exchange coupling (Flekkøy et al. 2000;
Delgado-Buscalioni and Coveney 2003a, 2004; Delgado-Buscalioni et al. 2005;
Flekkøy et al. 2005; De Fabritiis et al. 2006; Delgado-Buscalioni and De Fabritiis
2007), described in Sect. 2.7, to link an MD with a continuum hydrodynamic
domain, resulting in a triple-scale setup (Delgado-Buscalioni et al. 2008, 2009),
as depicted in Fig. 2. In this triple-scale approach, the particle-based domain is
simulated by MD simulation. The dynamics of molecules is thus governed by
Newton’s equations of motion, as explained in Sect. 2.1. On the other hand,
continuum description enables the study of macroscopic fluid flows. The fluid is
described by Navier-Stokes equations (see Sect. 2.2). The Navier-Stokes equations
can be numerically solved in different ways (Koumoutsakos 2005), e.g., the finite
volume method, where the continuum region is divided into small cells of volume
(De Fabritiis et al. 2006; Delgado-Buscalioni et al. 2008). In such a way, discretized
Navier-Stokes equations are then integrated in time using an explicit Euler scheme
(Delgado-Buscalioni and De Fabritiis 2007).

The MD and continuum domains share an interface, as shown in Fig. 2. The
otherwise independent MD and continuum domains exchange information after
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Fig. 2 Domain decomposition of triple-scale liquid water system: coupling of atomistic and con-
tinuum hydrodynamics. The MD domain contains atomistic and coarse-grained water molecules,
whereas the continuum domain is solved by computational fluid dynamics approach. (Reprinted
from Delgado-Buscalioni et al. 2015)

every fixed time interval Δt (Delgado-Buscalioni et al. 2008). Flux balance implies
the conservation of mass and momentum across the interface, i.e., both domains
should receive equally large but oppositely signed mass and momentum transfer
across the interface over each Δt . The momentum flux across the interface is then
used to update the flow variables at the continuum boundary cells. In turn, the same
(but oppositely signed) flux needs to be imposed into the particle system across the
interface (see Sect. 2.3).

The triple-scale method has been applied to simple liquids, i.e., liquid of tetra-
hedral molecules and water (Delgado-Buscalioni et al. 2008, 2009). Equilibrium
structural properties, i.e., the radial distribution function and density profile, in MD
domain of the triple-scale system have been validated against reference all-atom
MD simulations. Furthermore, the mass fluctuations of the open MD domain were
demonstrated to agree with the theoretical grand-canonical predictions (Delgado-
Buscalioni et al. 2009). The fluids were also exposed to the Couette and Stokes
flows (Delgado-Buscalioni et al. 2008, 2009), and the resulting velocity profiles
agreed with continuum hydrodynamics.

Of course, the underlying idea of this triple-scale scheme is that AdResS plays
the role of the inserting facility for complex molecules such as star polymers
(Delgado-Buscalioni et al. 2015; Sablić et al. 2016, 2017a, b). In the CG domain,
a given star polymer, consisting of several tens of monomers, is represented with
only one very soft CG bead. We face the problem of inserting new molecules into
a dense liquid. Thus, the idea behind the resolution change is that AdResS allows
the insertion of molecules of arbitrary size into the system. The CG domains act as
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a mass reservoir where large molecules can be easily inserted due to soft effective
interactions among CG beads (Delgado-Buscalioni and Coveney 2003a; De Fabritiis
et al. 2004; Borg et al. 2014). Then, as the molecules move toward the AT domain,
they gain the fine-grained details employing AdResS.

4 Summary and Perspectives

We have presented the DDM for multiscale modeling of simple and complex
fluids. For simple fluids we employ a perspective of continuum mechanics, where
state field variables and fluxes are fundamental quantities. Therefore, it is natural
to couple state variables and/or fluxes between a particle simulation (e.g., MD)
simulation with a NS solver. Within this perspective, the MD resolves local effects
and provides macroscopic averages as a closure for the NS equations. Other physical
quantities in MD that are not needed for NS are considered as unwanted, ignored,
or filtered out. Consequently, various constraint dynamics on state variable or fluxes
of MD are all effective and do not have apparent difference on the hybrid coupled
simulations. If we are interested not only in the macroscopic behavior but also in
certain mesoscopic or microscopic physics of the particle simulation in the course
of hybrid simulation, the conclusion is different. For example, thermal fluctuations
are hallmarks, and one of the driving mechanisms for physical processes at micro-
/mesoscopic scales. If we evaluate the correlations of the thermal fluctuations in the
particle simulations in the context of a hybrid simulation, we find that the constraint
algorithm of Maxwell buffer ignores the local correlations completely, while other
three constraint dynamics are relatively better at preserving the natural properties of
the particle simulations.

We have also briefly presented the particle-based multiscale linear-momentum-
preserving AdResS for coupling fine and CG molecular representations. AdResS is
suitable to simulate fluids on the micro-/mesoscopic scale, where hydrodynamics
plays an important role. In this spirit, AdResS has been recently applied to link
MD and DPD methods for simulation of water at ambient conditions (Zavadlav and
Praprotnik 2017). As the DPD water model corresponds to several water molecules,
the supramolecular coupling is enabled by a recently developed clustering algorithm
SWINGER that assembles, disassembles, and reassembles clusters as needed during
the course of the simulation (Zavadlav et al. 2016a). This allows for a seamless
coupling between standard atomistic MD and DPD models. In the future, this frame-
work could be applied to important problems such as abnormal rheological and
biomechanical properties of red blood cells encountered in disease states (Chang
et al. 2016; Altenhoff et al. 2007; Rossinelli et al. 2015; Fedosov et al. 2010, 2011).

In this chapter, we focus on the DDM for fluids, and for readers interested
in DDM for solid materials, there are quite a few excellent technical reviews,
e.g., Miller and Tadmor (2009). There are other multiscale modeling methods
tightly related to DDM, such as CONFFESSIT (Laso and Öttinger 1993) and
heterogeneous multiscale method (Ren and Weinan 2005; Weinan et al. 2007; Borg
et al. 2013; Yasuda and Yamamoto 2010), where a macroscopic model is selected for
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the whole domain and a microscopic solver is utilized to provide fine details such as
boundary conditions or constitutive relations wherever needed. Along the research
line of adaptive mesh refinement, Garcia et al. also develop the algorithm refinement
technique at the finest scale of the mesh to switch on microscopic description such
as the direction simulation of Monte Carlo (Garcia et al. 1999). Kevrekidis and
colleagues propose space-selective microscopic descriptions without a macroscopic
equation (therefore, named as equation-free) (Kevrekidis and Samaey 2009). By
employing novel gap-tooth interpolation in space and projection in time, the
equation-free framework is able to perform system-level tasks and predictions.

There are also a few high-performance software packages free for usage (Tang
et al. 2015; Neumann and Bian 2017; Halverson et al. 2013). Together with the
algorithm developments, they will foster further applications of DDM for multiscale
modeling.
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Abstract

Biological phenomena at cellular and subcellular levels involve transport of
reacting biochemical species, including proteins, enzymes, and nutrients. At the
mesoscopic scale, stochastic effects can play an important role and dominate
the biological processes. Therefore, the continuum deterministic description,
which ignores fluctuations, becomes no longer accurate. To this end, mesoscopic
methods with stochastic terms are attracting more attention as a promising
approach for tackling challenging problems in cellular biology and bioengi-
neering. This chapter describes particle-based stochastic models for mesoscopic
transport processes, including thermal transport, reactive chemical transport, and
ionic transport in mesoscopic systems.
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1 Introduction

At the mesoscopic scale, thermal fluctuations and discrete features play important
roles in biological processes, and the classical approaches based on deterministic
transport equations are inadequate to predict the time evolution of the mesoscale
biological system (Hellander 2008). Deterministic equations are formulated as a
system of (generally, nonlinear) ordinary differential equations (ODEs) and partial
differential equations (PDEs) for the dynamics of mean-field concentrations of
the biochemical species. However, at cellular and subcellular levels, the biological
processes present considerable variations from cell to cell (Chen et al. 2017). The
variations arise from the fact that the cells are so small that the discrete features
and stochastic effects become crucial and may play a significant role in the relevant
dynamics. Therefore, to accurately model biological processes at the mesoscopic
scale, a better approach involves developing discrete particle-based methods suitable
for stochastic processes, where the discreteness of the biochemical species and
the randomness of transports and reactions are explicitly accounted for. From a
modeling point of view, stochastic dynamics is considerably harder to simulate and
analyze than the mean-field behavior (Schnoerr et al. 2017).

For mesoscopic processes driven by thermal noises, a popular approach that
accounts for the effects of thermal fluctuations is the Markovian stochastic process,
where stochastic terms induced by equilibrium or non-equilibrium fluctuations can
be modeled in terms of Gaussian white noise (Ortiz de Zárate and Sengers 2006). A
Markovian approximation is valid when the correlation time of fluctuations is much
shorter than the characteristic timescale of the dynamics of fluid particles/voxels.
This is true as long as the size of fluid particles/voxels is much larger than the
biochemical molecule size. As the size of fluid particle/voxel becomes comparable
with the molecule size, it is anticipated that the macroscopic or mesoscopic
modeling framework based on equilibrium/non-equilibrium statistics will fail to
describe the underlying system dynamics accurately. In this regard, microscale
methods with much higher computational cost, such as the reaction-diffusion master
equation (RDME) (Drawert et al. 2016; Schnoerr et al. 2017), must be employed to
attain insight into the discrete features of biochemical reactive transport.

This chapter focuses on recent advances in particle-based methods, including
dissipative particle dynamics (DPD), smoothed particle hydrodynamics (SPH), and
smoothed dissipative particle dynamics (SDPD), for mesoscale transport processes.
In these methods, the stochastic terms induced by thermal fluctuations are modeled
as Markov processes. Developing these methods has provided not only a deeper
understanding of the transport processes in the presence of fluctuations but also a
framework for modeling non-equilibrium processes of mesoscopic systems using
a local equilibrium approximation and investigating the energetic fluctuations of
mesoscopic transport in biological systems and beyond. Methods for thermal
transport at the mesoscopic scale are introduced in Sect. 2. The methods for
modeling mesoscopic reactive transport are discussed in Sect. 3. Section 4 presents
the methods for modeling mesoscopic ionic transport, and Sect. 5 concludes with a
brief summary and discussion.
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2 Mesoscopic Thermal Transport

Compared to healthy tissues, unhealthy tissues (especially tumors and cancers)
usually have lower pH values and higher temperatures stemming from microenvi-
ronment abnormalities (Taghizadeh et al. 2015). The differences between unhealthy
and healthy tissues can be used to design targeted therapies. For example, based on
the fact that tumor microenvironments are slightly hyperthermic, thermosensitive
polymers and liposomes can be used as targeted drug carriers to effectively deliver
drugs to tumor cells without harming healthy cells (Perez-Herrero and Fernandez-
Medarde 2015). However, developing thermosensitive drug delivery techniques
with controllable drug release in non-isothermal processes requires a fundamental
understanding of the mesoscopic thermal transport and knowledge of the role
thermal fluctuations play in biological processes. This section introduces two
mesoscopic modeling methods that can provide such fundamental understanding
and knowledge.

First, Avalos and Mackie (1997) and Español (1997) developed an energy-
conserving DPD (eDPD) model that augments the classical DPD model with the
internal energy as an additional property of each DPD particle. The classical DPD
model was developed based on equilibrium thermodynamics (Español and Warren
1995), where the dissipative and random forces satisfying the fluctuation-dissipation
theorem act as a thermostat to maintain the system at a constant temperature.
Thus, the classical DPD method is limited to modeling isothermal systems and can
neither sustain temperature gradients nor model thermal transport in non-isothermal
processes (Li et al. 2017). In contrast, in the eDPD method, each eDPD particle is
considered as a coarse-grained particle associated with an internal energy in addition
to other quantities, such as position and momentum. The stochastic differential
equations governing the dynamics of eDPD particles include the conservations of
momentum and energy in the form of (Li et al. 2014):

mi
d2ri
dt2

= mi dvi
dt
= Fi =

∑

i �=j
(FCij + FDij + FRij ) ,

Cv
dTi
dt
= qi =

∑

i �=j
(qCij + qVij + qRij ) ,

(1)

where m, t , ri , vi , and Fi denote mass, time, position, velocity, and force vectors,
respectively. Ti represents the temperature, Cv the thermal capacity, and qi the net
heat flux of particle i. The summations of force and heat flux are carried out over all
particles within a cutoff radius rcf from particle i for forces and a cutoff radius rct
for heat fluxes.

The three components of Fi , including conservative, dissipative, and random
forces, are given by FCij = aijwC(rij )eij , FDij = −γijwD(rij )(eij · vij )eij , and

FRijdt = σijwR(rij )dWij eij , respectively (Groot and Warren 1997). The coefficients
a, γ , and σ determine the strength of each force. The weight functions wC(r),
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wD(r), and wR(r) are defined with a cutoff radius rcf beyond which these weight
functions vanish. dWij = dWji are independent increments of the Wiener process.
Using the assumption of local thermodynamic equilibrium, Español (1997) derived
a Fokker-Planck equation (FPE) for the stochastic equation (1). The FPE solution
gives the relationship between the dissipative force and the random force, which
requires σ 2

ij = 4γij kBTiTj /(Ti + Tj ) and wD(r) = w2
R(r). It indicates that the

fluctuation-dissipation theorem is applied locally based on the particle temperature
Ti instead of the system’s thermodynamic temperature, stressing the local nature of
the eDPD model (Avalos and Mackie 1997). The heat fluxes between two particles
i and j , accounting for the thermal conduction qCij , viscous heating qVij , and random

heat flux qRij , are given by (Li et al. 2014)

qCij = kijwCT (rij )
(
T −1
i − T −1

j

)
, (2a)

qVij =
1

2Cv

{
wD(rij )

[
γij

(
eij · vij

)2 −m−1
i σ

2
ij

]
− σijwR(rij )

(
eij · vij

)
ξij

}
,

(2b)

qRij = βijwRT (rij )ξ eij , (2c)

where the thermal conduction qCij contains T −1 rather than T because the thermo-
dynamic quantity conjugated to the internal energy is the inverse of the temperature
instead of the temperature itself (Español 1997). The parameters kij and βij
determine the strength of the thermal conduction and the random heat flux,
respectively. In particular, kij plays the role of a thermal conductivity given as
kij = C2

vκ(Ti + Tj )2/4kB , where κ is interpreted as a mesoscale heat friction
coefficient. The relationships β2

ij = 2kBkij and wCT (r) = w2
RT (r) are required

to satisfy the fluctuation-dissipation theorem. A common choice of the weight
functions is wCT (r) = w2

RT (r) = (1− r/rct)
sT with a cutoff radius rct, where

the case of sT = 2.0 corresponds to the typical quadratic weighting function (Groot
and Warren 1997).

For an eDPD particle, the characteristic scale of the kinetic energy related to its
momentum is kBT , while the characteristic scale of the internal energy related to
its temperature is CvT . A scaling factor kBT /CvT is required to convert kinetic
energy into internal energy. Therefore, the heat flux qVij due to viscous heating
given by Eq. (2b) has a factor 1/Cv when the kinetic energy kBT is taken as the
energy unit. Also, the factor 2 in the denominator guarantees that the heat generated
by nonconservative interactions is distributed evenly to both particles of a pair.
Through numerical experimentation, Li et al. (2014) demonstrated that Eqs. (1)
and (2) conserve energy.

The transport properties, such as diffusivity and viscosity, do not need to be
prescribed in eDPD. Groot and Warren (1997) and Marsh et al. (1997) have derived
the expressions of diffusivity and kinematic viscosity in terms of DPD parameters,
which are given as
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D = 3kBT

4πγρ

(∫ ∞

0
r2g(r)wD(r)dr

)−1

, ν = D
2
+ 2πγρ

15

∫ ∞

0
r4g(r)wD(r)dr,

(3)

where g(r) is the radial distribution function. A rough analytical prediction ofD and
ν can be obtained by substituting wD(r) = w2

R(r) = (1− r/rcf)
s and g(r) = 1.0

into Eq. (3), which leads to D = 3kBT
∏3
i=1(s + i)/8πγρr3

cf and ν = D/2 +
16πγρr5

cf/5
∏5
i=1(s + i).

The DPD fluid’s thermal conductivity also can be calculated in terms of the
model parameters. When the energy transport is dominated by thermal conduction,
the macroscopic thermal conductivity λ can be calculated as (Mackie et al. 1999)

λ = 2π

3

ρ2

T 2

∫ ∞

0
r4kwCT (r)g(r)dr , (4)

where k = C2
vκT

2/kB and wCT (r) is the weight function. Given wCT (r) =
(1− r/rct)

sT and g(r) = 1.0, an analytical estimate for the thermal conduc-
tivity λ can be obtained as λ = 16πρ2κC2

v r
5
ct/kB

∏5
i=1(sT + i). In particular,

when the typical quadratic weight function (1− r/rct)
2 is adopted for wCT (r),

λ = 2πρ2κC2
v r

5
ct/315kB . Let Pr = ρνCv/λ be the Prandtl number, which is a

dimensionless number whose value can be obtained from experiments. By replacing
λ with Pr, the result is a formula for determining the mesoscale heat friction κ given
by κ = 315kBν/2πρPrCvr5

ct. Notably, this formula is obtained from the typical
quadratic weight function. When a different weight function is employed, a similar
formula could be derived from Eq. (4).

The expression of Eq. (3) indicates that both the diffusivity D and kinematic
viscosity ν of the eDPD fluid increase linearly with the temperature if other variables
in Eq. (3) remain constant. However, for most of the liquids, including water,
ethanol, and glycerin, the diffusivity increases, but the kinematic viscosity decreases
with increasing temperature. To correct the temperature-dependent properties (diffu-
sivity, viscosity, and thermal conductivity) of these liquids, Li et al. (2014) analyzed
the sensitivity of D, ν, and λ with respect to the model parameters and defined
the exponent of the weighting function s as a function of temperature. They took
liquid water as an example and demonstrated that the eDPD model can produce the
correct temperature-dependent diffusivity and viscosity, as well as Prandtl numbers,
for various temperatures, which is consistent with available experimental data. For
details on the eDPD model parameterization, refer to Li et al. (2014) and Lei et al.
(2017).

Alternatively to the bottom-up eDPD model, a top-down particle-based model
for mesoscopic thermal transport can be derived from macroscopic PDEs governing
the conservations of continuity, momentum, and energy. By introducing thermal
fluctuations into an SPH discretization of the (deterministic) Navier-Stokes equa-
tions, Español and Revenga (2003) developed the SDPD model. The following SPH
discretization was used:
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mi
d2ri
dt2

= mi dvi
dt
=
∑

j

[
Pi

d2
i

+ Pj
d2
j

]
Fij rij − 5η

3

∑

j

Fij

didj

[
vij + (vij · eij )eij

]
,

Ti
dSi
dt
= 5η

6

∑

j

Fij

didj

[
v2
ij + (vij · eij )2

]
− 2κ

∑

j

Fij

didj
(Ti − Tj ) ,

(5)

where P and T are the pressure and temperature given by the local equilib-
rium assumption. The number density d of the fluid particles is computed as
di = ∑

j W(|ri − rj |), where W(r) is a compact bell-shaped smoothing kernel
(Monaghan 2005). The geometrical factor Fij is given by Fij = −∇W(rij )/rij .
The transport coefficients are the shear viscosity η and the thermal conductivity
κ . The relationship between pressure and density should be specified via an
equation of state. The popular choices in SDPD simulations are p = c2ρ and
p = p0(ρ/ρ0)

γ + b (Vázquez-Quesada et al. 2009). The first term in the entropy
equation is the viscous heating term that captures the physical mechanism by which
the energy dissipated by viscous forces transforms into the internal energy. The last
term is the heat conduction term induced by the temperature difference between
particles.

Using the GENERIC (General Equation for Non-Equilibrium Reversible-
Irreversible Coupling) formalism (Grmela and Öttinger 1997; Öttinger and Grmela
1997), thermal fluctuations are then systematically introduced to satisfy the first and
second laws of thermodynamics. The velocity and entropy random terms are given
by (Español and Revenga 2003)

midṽi =
∑

j

AijdŴij · eij ,

TidS̃i = −1

2

∑

j

AijdŴij : eijvij +
∑

j

CijdW
H
ij ,

(6)

respectively, where dŴij = (dWij + dWT
ij )/2 is the symmetric part of a matrix

of independent increments of the Wiener process dWij . dWH
ij is an independent

increment of the Wiener process for each pair of particles, giving rise to the heat
conduction terms. Using the fluctuation-dissipation theorem, the parametersAij and
Cij are related to viscosity η and thermal conductivity κ as

Aij =
[

40

3
ηkB

TiTj

Ti + Tj
Fij

didj

]1/2

, Cij =
[

4κkBTiTj
Fij

didj

]1/2

. (7)

Thus, the equations of an SDPD model are obtained by adding the stochastic
terms in Eq. (6) to the SPH equations in Eq. (5). Kordilla et al. (2014) derived
similar stochastic equations by directly discretizing the fluctuating hydrodynamics
equations (Ortiz de Zárate and Sengers 2006) with the SPH method.
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Although derived using different approaches, the “bottom-up” eDPD and “top-
down” SDPD methods have many similarities. Both SDPD and eDPD momentum
equations have a conservative force that comes from the gradient of potential
energy, a dissipative force induced by viscous friction, and a stochastic term
representing thermal fluctuations. SDPD and eDPD energy equations include a
heat conduction term to reduce temperature differences between neighboring fluid
particles, a viscous heating term to account for the internal energy generated by the
viscous dissipation, and a stochastic term induced by thermal fluctuations. In each
method, the stochastic contributions in velocities and energies directly relate to the
dissipative terms via the fluctuation-dissipation theorem.

Because eDPD was derived from coarse-graining microscopic dynam-
ics (Español et al. 2016), phenomenological expressions for the particle interactions
in Eq. (1) can be easily derived to account for complex physics. In the last
decade, the bottom-up eDPD approach has been successfully applied to diverse
problems involving non-isothermal processes. For example, Cao et al. (2013) used
eDPD to simulate natural convection in an eccentric annulus and investigated
the effects of various factors on the streamlines and temperature distributions
(shown in Fig. 1a). Tang et al. (2016) applied the eDPD method to modeling
thermosensitive polymers and simulated the thermally induced self-assembly
process of thermoresponsive micelles and vesicles (Fig. 1b). Other examples include
heat-stiffening polymer nanocomposites (Cudjoe et al. 2017), thermophoretic
microswimmers (Fedosov et al. 2015), natural convection in microchannels (Abu-
Nada 2010), and thermoresponsive microgels (Li et al. 2015a).

Due to the similar form of the equations, it should be possible to include complex
physics in SDPD using the eDPD coarse-graining procedure. To date, most SDPD
applications are concerned with complex fluids and colloidal suspensions (Litvinov
et al. 2008; Bian et al. 2012; Lei et al. 2016). The advantage of SDPD for such
applications is that the properties of each fluid component, including density,
viscosity, and speed of sound, are prescribed directly as model parameters and do
not need to be estimated from other model parameters as with eDPD.

3 Mesoscopic Diffusive and Reactive Transport

Many biological processes depend on the concentrations of specific proteins, ions,
or other biochemical factors (Anand et al. 2003). For example, proteins in an
aqueous solution diffuse in a living cell due to Brownian motion and some collisions
of appropriate proteins may lead to chemical reactions. Thus, diffusion and reaction
are two fundamental transport processes in biological systems.

For modeling mesoscopic diffusive and reactive transport, Li et al. (2015b)
developed a transport dissipative particle dynamics (tDPD) model by defining
concentration carried by each DPD particle in addition to other quantities, such as
position and momentum. The time evolution of the position and solute concentration
of a tDPD particle i with unit massmi ≡ 1 is governed by the mass and momentum
conservation laws, which can be described by the following set of equations:
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Fig. 1 (a) Thermal (left) and flow (right) fields of the natural convection in an eccentric annulus
with two different eccentricities. (Adapted from Cao et al. 2013). (b) Thermally induced inversion
of a unilamellar vesicle formed by triblock copolymers and a proper orthogonal decomposition
(POD) analysis showing two dominant molecular movement modes, i.e., flip and slip, during
membrane inversion. (Adapted from Tang et al. 2016)

d2ri
dt2

= dvi
dt
= Fi =

∑

i �=j
(FCij + FDij + FRij )+ Fext

i ,

dCi
dt

= Qi =
∑

i �=j
(QDij +QRij )+QSi ,

(8)

where t , ri , vi , and Fi denote time and position, velocity, and force vectors,
respectively. Fext

i is the force on particle i from an external force field. Just as
in the classical DPD model, the pairwise interaction between tDPD particles i
and j consists of the conservative force FCij = aijwC(rij )eij , dissipative force

FDij = −γijwD(rij )(eij · vij )eij , and random force FRijdt = σijwR(rij )dWij eij .
Ci represents the concentration of one species defined as the number of a chemical
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species carried by a tDPD particle i and Qi , the corresponding concentration flux.
The net concentration flux on a particle i accounts for the Fickian flux QDij , the

random flux QRij , and a source term QSij generated by local chemical reactions.
Because tDPD particles have unit mass, this definition of concentration is equivalent
to the concentration in terms of chemical species per unit mass. Then, the volume
concentration, i.e., chemical species per unit volume, is ρCi , where ρ is the number
density of tDPD particles. Of note, Ci can be a vector Ci containing N components,
i.e., {C1, C2, . . . , CN }i , when N chemical species are considered.

The driving force for diffusion of each species is the gradient of chemical
potential Q = −DC∇μ/RT , where D is the diffusion coefficient, R the universal
gas constant, T the absolute temperature, and μ the chemical potential given by
μ = μ0 + RT lnC for dilute solutions (Ortiz de Zárate and Sengers 2006).
By substituting the chemical potential μ into the expression for Q, the diffusion
driving force is found to be proportional to the concentration gradient ∇C, which
corresponds to a concentration difference between two neighboring tDPD particles.
It follows that the Fickian and random fluxes in the tDPD model are given by

QDij = −κijwDC(rij )
(
Ci − Cj

)
, QRijdt = εijwRC(rij )dWcc

ij , (9)

where κij and εij determine the strength of the Fickian and random fluxes. dWcc
ij =

dWcc
ji are independent increments of the Wiener process. wDC(r) and wRC(r) are

weight functions with a cutoff radius rcc. The Fickian friction parameter κ plays
the analogous role for concentration differences between tDPD particles, as γ does
for momentum. In general, the concentration friction κ is a N ×N matrix when the
interdiffusivities ofN different chemical species are involved. However, considering
N chemical species in dilute solution and neglecting the interdiffusivities of
different species, the system is then reduced to a set of uncoupled diffusion
equations with independent diffusivities between species. Hence, κ becomes a
diagonal matrix (Balluffi et al. 2005).

By applying the local-equilibrium assumption to the tDPD system, the random
term QRij is related to the dissipative term QDij by satisfying the fluctuation-
dissipation theorem (Li et al. 2015b)

ε2
ij = m2

s κij ρ(Ci + Cj ) , wDC(rij ) = w2
RC(rij ) , (10)

wherems is the mass of a single solute molecule, while Ci and Cj are the respective
concentrations on particles i and j . For detailed derivations for obtaining Eq. (10),
refer to Li et al. (2015b). In general, the mass of a single solute moleculems is much
smaller than that of a tDPD particle m, which is often chosen as the mass unit.
Consequently, the magnitude of ε is small for ms � m, which indicates that the
contribution of the random fluxQRij to the total diffusion coefficient D is negligible
unless ms becomes comparable to m in nanoscale systems.

The macroscopic properties, including viscosity and diffusivity of a tDPD
system, are output properties rather than input parameters. Due to the random
movements of tDPD particles generated by stochastic forces, the effective dif-
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fusion coefficient D consists of both the random diffusion Dξ and the Fickian
diffusion DF . In general, the random contribution Dξ is a combined result of the
random movements of tDPD particles and random fluxQRij in Eq. (9). However, the

variance of random flux QRij has a small prefactor m2
s as given by Eq. (10). Thus,

the contribution of the random fluxQRij toDξ is negligible in practical applications.

In the derivations, it is assumed that Dξ is induced by the random movements
of tDPD particles. In particular, for a tDPD system in thermal equilibrium, the
diffusion coefficient Dξ induced by the random movements of tDPD particles and
the macroscopic diffusion coefficient DF due to the Fickian flux can be calculated
by Li et al. (2015b)

Dξ = 3kBT

4πγρ · ∫ rc0 r
2wD(r)g(r)dr

, DF = 2πκρ

3

∫ rcc

0
r4wDC(r)g(r)dr ,

(11)

where rc is the cutoff radius for forces and rcc is the cutoff radius for concentration
flux. Let wD(r) = (1− r/rc)s1 and wDC(r) = (1− r/rcc)s2 be the weight functions
of the dissipative force FDij and the Fickian flux QDij , respectively. When the radial

distribution function of ideal gas g(r) = 1.0 is employed, both Dξ and DF can
be evaluated analytically as D = Dξ + DF = 3kBT

∏3
i=1(s1 + i)/8πγρr3

c +
16πκρr5

cc/
∏5
i=1(s2 + i), where s1 and s2 are the exponents of wD(r) and wDC(r).

Because the particle-based tDPD method satisfies the conservation of concen-
tration automatically, it provides an economical way to solve advection-diffusion-
reaction (ADR) equations with a large number of species. Xu et al. (2011) used
a two-dimensional model to investigate biofilm growth in a narrow channel and
demonstrated the effects of flow velocity, growth parameter, and hydrodynamic
interaction on the biofilm growth regime and morphology. Li et al. (2015b)
employed tDPD to study the dynamic process of blood coagulation, modeled by
a set of 23 coupled ADR equations for the evolution of 25 biological reactants
involved in a combined model of intrinsic and extrinsic pathways of blood coagula-
tion process and fibrinolysis. They reported the tDPD simulation correctly produced
the thrombin burst followed by a drop and provided qualitatively correct evolution
of fibrin concentration initialized by an injured vessel wall in flowing blood (shown
in Fig. 2a).

Alternatively, mesoscopic mass transport can be modeled by a top-down
approach: numerically solving the fluctuating hydrodynamics equations, including
the continuity equation dρ/dt = −ρ(∇ · v) and momentum conservation equation
ρdv/dt = −∇P + ∇ · τ + ∇ · s with a random stress tensor s and the stochastic
advection-diffusion equation ρdC/dt = ∇·(D∇C)+∇·J with a random flux vector
J (Ortiz de Zárate and Sengers 2006). Using the fluctuation-dissipation theorem, the
random stress in the momentum equation is related to the viscous stress, while the
random concentration flux in the advection-diffusion equation relates to the Fickian
diffusion. Kordilla et al. (2014) used SPH discretization to solve these equations.
Similar to the tDPD model, the effective diffusion coefficient D in the SPH-based
model (Kordilla et al. 2014) consists of a deterministic Fickian coefficient DF and
stochastic contribution Dξ .
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Fig. 2 (a) Time evolution of the fibrin concentration field during the dynamic process of blood
coagulation in flowing blood and the concentrations of thrombin and fibrin at the center of the
injured wall region. (Adapted from Li et al. 2015b). (b) Formation of “giant fluctuations” of the
front between light and heavy fluids with and without gravity, where the light fluid is on the top of
the heavy fluid. The map shows the concentration field, and the plot shows corresponding power
spectra of the concentration field. (Adapted from Kordilla et al. 2014)
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Kordilla et al. (2014) applied this SPH-based model for studying the formation
of “giant fluctuations” of the front between light and heavy fluids with and
without gravity, where the light fluid is on top of the heavy fluid (shown in
Fig. 2b). Their results indicate that the presence of gravity significantly reduces
front perturbations for all considered values of Fickian diffusion DF , but the effect
of gravity becomes less pronounced as DF increases. When the Fickian diffusion
DF becomes significantly larger than Dξ , the stochastic diffusion reduces to a
deterministic diffusion, and fluctuations completely disappear. Kordilla et al. (2014)
also demonstrated that in the absence of gravity, the SPH-based model recovers
the characteristic q−4 divergence of the interface power spectrum and its scale-
invariant nature, which are in good agreement with the experiments and analytical
solutions.

4 Mesoscopic Ionic Transport

Ionic transport is ubiquitous in biological processes and is extremely important
in the vital activity of all organisms. The concentration gradient of potassium
ion K+, sodium ion Na+, and calcium ion Ca2+ across the cell membrane is
the basis for the transmission of excitation in organisms. It is not surprising that
ionic transport is implicated in numerous diseases. For example, cystic fibrosis is
an autosomal recessive disease, which is induced by defective ion transport and
characterized by hyperabsorption of Na+ in the airway epithelia (Kunzelmann and
Mall 2003). Transport of Ca2+ from muscle cells leads to relaxation of muscles,
while the entry of these ions into the cytoplasm upon excitation produces muscle
contraction (Rüegg 1992). An inherited skeletal muscle disorder, named Brody
disease, is clinically characterized by exercise-induced muscle stiffness, rooted from
abnormal Ca2+ transport (Guglielmi et al. 2013). Also, the flux of ions across
the membranes of neurons changes the electrochemical gradient and results in the
production of an electrical signal sent between neurons in the brain (Purves et al.
2004). Disruption of ionic homeostasis significantly affects the neuron activities.
Alzheimer’s disease is associated with increased intracellular Na+ and K+ levels
in brain regions, which is induced by imbalanced ionic transport contributed to the
pathophysiology of Alzheimer’s disease (Vitvitsky et al. 2012). Understanding the
functional role and mechanism of ionic transport at cellular/subcellular levels is of
crucial physiological importance to develop new diagnostic tests for diseases and to
discover novel drug molecules (Modi et al. 2012).

However, simulating fluctuating electrohydrodynamic phenomena with fully
coupled hydrodynamics and electrostatics with long-range Coulomb interactions
is challenging. Here, a variant of DPD method is used to tackle this challenge.
It extends the classical DPD method that has proven accurate and effective in
modeling mesoscopic fluctuating hydrodynamics (Groot and Warren 1997) and
introduces ions represented by explicit charged particles in a DPD system. The
electrostatic interactions between these ions can be computed by two approaches:
(1) all interactions between the charged particles are summed in real space, and (2)
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all charged particles are projected onto a local electrostatic field that is governed by
the Poisson’s equation ∇(ε∇ϕ) = −βe2ρ and solved separately.

As a consequence of the soft interactions in the DPD model, charged particles
may overlap and form infinitely strongly bound ion pairs through electrostatic inter-
actions. To avoid overlapping of charged DPD particles, Groot (2003) distributed
the charge within an electrostatic smearing radius Re using a charge distribution
f (r) = 3(1 − r/Re)/πR3

e , while González-Melchor et al. (2006) used a Slater-
type charge distribution f (r) = exp(−2r/λ)/πλ3 with a decay length λ. With
explicit ions, the Ewald summation method (Ewald 1921) is a widely used route
to calculate electrostatic interactions in particle systems. Because point charges
interact according to Coulomb’s law, the total electrostatic energy for a periodic
cubic system of side L is given by

U(r) = 1

4πε0εr

∑

i

∑

j>i

∑

r

qiqj

|rij + nL| , (12)

where n = (nx, ny, nz) with nx , ny , and nz being integer numbers. The sum over n
takes into account the periodic images. The Ewald treatment decomposes the long-
range electrostatic energy in a real space and the reciprocal space contributions,
so both the real and reciprocal parts can be computed by short-ranged sums as
an approach to 1/r , capturing the full long-range nature of electrostatic interac-
tions (González-Melchor et al. 2006).

Different from a direct calculation of the electrostatic forces, Groot (2003)
introduced a lattice to the DPD system and spread out the charges over the lattice
nodes. Then, the long-range portion of the interaction potential was calculated by
solving the Poisson equation on the grid based on a particle-particle particle-mesh
(PPPM) algorithm by transferring quantities (charges and forces) from the particles
to the mesh and vice versa. It has been noted that the PPPM method works efficiently
in DPD if the grid size equals the particle size. Because the mesh defines a coarse-
graining length for electrostatic interactions, correlation effects on length scales
shorter than the mesh size cannot be properly accounted for. Explicit treatment
of the ions is computationally expensive, especially for systems with high ionic
concentrations. To this end, Medina et al. (2015) developed a Condiff-DPD model
with ions represented by the concentration of the ionic species. They used DPD
equations for fluid particles and Brownian pseudo particles to describe the evolution
of the ionic concentrations. Instead of direct interactions, the pseudo-ions and DPD
particles are coupled through a lattice, where the Poisson equation is solved using
the PPPM algorithm. Compared to “explicit-ion” simulations whose computational
costs depend on the number of ions, the cost for electrostatic calculations in a
simulation with “implicit ions” is dominated by the cost for solving the Poisson
equation. Using the PPPM method, the cost primarily depends on the number of
mesh points.

Although, the particle-to-mesh and then mesh-to-particle mapping/redistribution
can solve the Poisson equation for particle-based systems (Groot 2003), its depen-
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dence on a grid may contradict the original motivation for using a Lagrangian
method, and additional computational complexity and inefficiencies are introduced.
To abandon grids and use a unifying Lagrangian description for mesoscopic
electrokinetic phenomena, Deng et al. (2016) developed a charged DPD, or cDPD,
model, where the Poisson equation is solved on moving cDPD particles rather than
grids. Specifically, cDPD describes the solvent explicitly in a coarse-graining sense
as DPD particles, while the ion species are described semi-implicitly, i.e., using a
Lagrangian description of ionic concentration fields, associated with each moving
cDPD particle, which provides a natural coupling between fluctuating electrostatics
and hydrodynamics.

The state vector of a cDPD particle can be written as (r, v, cα, φ), which is not
only characterized by its position r and velocity v as in the classical DPD model
but also by ionic species concentration cα (with α representing the αth ion type)
and electrostatic potential φ on the particle. A cDPD particle is then viewed as a
coarse-grained fluid volume, which contains the solvent and other charged species.
Exchange of the concentration flux of charged species occurs between neighboring
cDPD particles, much like the momentum exchange in the classical DPD model.
The time evolution of the state vector of a cDPD particle i with unit mass mi ≡ 1 is
governed by the following set of stochastic differential equations:

d2ri
dt2

= dvi
dt

= Fi =
∑

i �=j
(FCij + FDij + FRij + FEij ),

dcαi

dt
= qαi =

∑

i �=j
(qDαij + qEαij + qRαij ),

(13)

where the total force Fi consists of three pairwise forces as in classical DPD
method, i.e., the conservative force FCij = aijwC(rij )eij , dissipative force FDij =
−γijwD(rij )(eij · vij )eij , and random force FRij = σijwR(rij )ξij eij , as well as an

electrostatic force FE coupling hydrodynamics and electrokinetics, given by

FEij = λijρeiEij , Eij = (φi − φj )ωE(rij )r̂ij , (14)

where the coupling parameter λij is linearly related to the macroscopic dimension-
less coupling parameter Λ = c0kBT τ

2/(ρ0r
2
0 ) with c0 and ρ0 as the reference

concentration and reference mass density, which are chosen as the respective salt
concentration and mass density of bulk solution. r0 and τ are the unit length and
time in DPD. ρei = ∑

α zαcαi is the total charge density within the ith particle,
and Eij is the relative electric field determined by the difference of electrostatic
potential field between particles i and j and a weighting function ωE(r). Although
the electrostatic forces are essentially not pairwise, i.e., FEij �= FEji , a zero total force

condition
∑
i,j FEij = 0 is always satisfied because of the charge neutrality condition∑

i

∑
α zαcαi = 0, which guarantees the global momentum conservation if there is

no external electrostatic field.
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Transport equations of ionic species are implemented in the cDPD model
by introducing extra degrees of freedom and corresponding evolution equations
associated with each cDPD particle. Diffusion of ionic species is driven by three flux
terms, i.e., the Fickian flux qDij induced by the concentration gradient, electrostatic

flux qEij induced by electrostatic potential gradient, and random flux qRij due to
thermal fluctuations, which can be written as

qDαij = −καij (cαi − cαj ) ωqD(rij ),
qEαij = −καij zα cαij (φi − φj ) ωqD(rij ),
qRαij = ξαij ωqR(rij ) θij δt−1/2,

(15)

where cαij = (cαi + cαj )/2 is the average ionic concentration, καij is the diffusion
coefficients of the αth species, and ωqD(rij ) is a weighting function. The parameters
in qDij and qRij are related via the generalized fluctuation-dissipation theorem, i.e.,

ωqD(r) = ω2
qR(r) and ξ2

αij = καij (cαi+cαj )/c0r
3
0 , which suggests that the variance

of random flux is proportional to r−3
0 . Thus, the random flux cannot be neglected in

micro-/nanoscales where r0 � 10−6m.
The electrostatic potential φ on each cDPD particle is determined by solving the

Poisson equation at every time step. Consider the dimensionless Poisson equation
rescaled by the DPD units ∇(ε(r)∇φ(r)) = −Γρe(r), where ε(r) is the local
relative permittivity and Γ = e2c0r

2
0/ε0kBT . The Poisson equation should be

solved at every time step using, for example, a successive over-relaxation iteration
scheme. Then, the electrostatic potential φi on the ith cDPD particle is obtained
iteratively as

φki = φk−1
i + ϑ

[
χρei −

∑

j �=i
εij φ

k
ijωφ(rij )

]
, (16)

where χ is linearly related to the macroscopic parameter Γ that characterizes the
strength of the electrostatic interactions, εij = (εi+εj )/2 is the average permittivity,
ωφ(r) is a weight function, and ϑ is a relaxation factor. The value of ϑ can be
adaptively changed during the iteration process, and the value of φi at the previous
time step can be taken as an initial estimate of φk−1

i to achieve faster convergence.
Then, the iteration of Eq. (16) is performed until the absolute differences |φki −φk−1

i |
are below a predefined tolerance.

Both the DPD model based on explicit ions (Groot 2003) and the cDPD model
based on semi-implicit ions (Deng et al. 2016) have been applied to fluctuating
electrohydrodynamic phenomena investigations. Posel et al. (2014) applied Groot’s
DPD model with explicit ions (Groot 2003) to study pH-dependent self-assembly
of poly(2-vinylpyridine)-block-poly(ethylene oxide) diblock copolymers in aqueous
media. They quantified the dependences of the apparent radius of gyration and
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Fig. 3 (a) Apparent radius of
gyration (RG)(AS)w and
weight-averaged association
number 〈AS〉w as functions of
the pHap, where the effect of
the salt is depicted by the
shift in the radius of gyration.
(Adapted from Posel et al.
2014). (b) Mass density
distribution for both positive
(blue squares)- and negative
(red circles)-charged
polyelectrolytes drifting in
electroosmotic flow between
two positively charged
surfaces. (Adapted from
Deng et al. 2016)

weight-averaged association number on pH, shown in Fig. 3a, and simulated
the micellization process that coincides credibly with experimental observations.
Deng et al. (2016) used the cDPD model to simulate the dilute polyelectrolyte
solution drifting by electroosmotic flow in a microchannel. Unlike the migration
of an uncharged polymer in the channel flow, they reported that negative-charged
polyelectrolytes are likely to remain at the channel center because of the electrostatic
repulsion from the charged surface, while the positive-charged polyelectrolytes drift
away from the center with double peaks (Fig. 3b). Moreover, Zhou et al. (2013)
investigated the response of a charged colloid and its surrounding microion cloud
to an alternating electric field. Moshfegh and Jabbarzadeh (2016) simulated the
electroosmotic flow in narrow nanochannels via explicit electrostatic interactions
computed using the Ewald summation method. The authors acknowledge they
currently are not aware of any top-down mesoscopic particle-based methods for
ionic transport that consistently incorporate thermal fluctuations.
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5 Summary

This chapter has considered different particle-based methods for mesoscopic trans-
port processes, including thermal transport, reactive biochemical transport, and
ionic transport in mesoscopic systems. These mesoscopic methods consistently
incorporate thermal fluctuations based on non-equilibrium thermodynamics and are
capable of describing certain mesoscopic features that deterministic macroscopic
methods cannot model. The equations of a particle-based mesoscopic model can
be derived from either bottom-up coarse-graining of microscopic dynamics or
top-down discretization of macroscopic PDEs. Regardless of how mesoscopic
models are obtained, they have similar structures, representing relevant physical
mechanisms that dominate mesoscopic processes. Because mesoscopic methods
are grounded in both macroscale and micro-/nanoscale models, they can play
an important role in multiscale modeling of diseases and relevant bioengineering
applications by seamlessly bridging the gap between microscopic molecular biology
and macroscopic bulk behavior.

Despite considerable developments in recent years, particle-based mesoscopic
methods are still evolving. New variations in models, novel theoretical inter-
pretations, and innovative numerical algorithms often appear in literature. These
methods have been applied to a large number of problems, including polymer and
colloidal suspensions, multiphase fluids, biological materials, cell dynamics, and
blood rheology, and new applications in different areas are still emerging. In the near
future, these methods likely will be used even more widely for tackling challenging
problems in biorheology, cellular biology, and bioengineering.

Additional research is needed in several areas, including the parameterization
of mesoscopic models. Tuning model parameters manually by trial and error
only works for simple systems. For problems with high-dimensional parameter
spaces, Bayesian and/or machine-learning methods hold significant promise for
inferring the model parameters (Lei et al. 2017). Coupling mesoscopic methods
with other micro-/macroscopic methods to handle multiscale problems is another
emerging research area. With concurrent coupling algorithms, i.e., domain decom-
position (Tang et al. 2015) or adaptive resolution scheme (Praprotnik et al. 2006),
in the lower limits, the mesoscopic methods can be coupled with microscale
techniques, while in the upper bounds, the mesoscopic methods can be coupled
with discretized PDEs. However, in concurrently coupled system, preserving correct
fluctuations across the interface of heterogeneous solvers remains a challenging
problem. Moreover, there is a need to decrease the computational cost of mesoscale
methods, which could be achieved, for example, by improving the integration algo-
rithms (Leimkuhler and Shang 2015) and efficient parallel implementations with
graphics processing units (Blumers et al. 2017). Domain decomposition is routinely
used to improve the scalability of particle codes. Parallel-in-time algorithms should
be also investigated to further increase mesoscale method performance.
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Abstract

Computational modeling and simulations can tackle a broad range of mor-
phological, mechanical, and rheological problems relevant to blood and blood
cells. Here, we review some continuum-based and particle-based computational
approaches toward the modeling of healthy and diseased red blood cells (RBCs)
with focus on the most recent contributions, including the three-level multiscale
RBC model coupled with the boundary integral method of surrounding flows
and two-component RBC models with explicit descriptions of lipid bilayer,
cytoskeleton, and transmembrane proteins.
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1 Introduction

Blood is a bodily fluid that delivers oxygen and nutrients to living cells and takes
away metabolic waste products from those same cells. It is composed of blood cells
suspended in blood plasma, which makes up about 55% of the volume of whole
blood. Blood plasma is the liquid component of blood, which contains mostly water
and other substances like dissolved proteins, glucose, and clotting factors. Blood
cells are mainly red blood cells (also called erythrocytes or RBCs), white blood cells
(also called leukocytes or WBCs), and plasma (also called thrombocytes). Taking
together, these three kinds of blood cells add up to a total 45% of the volume of
whole blood. In particular, RBCs are the most common type of blood cells, with
each cubic millimeter (1 mm3) of blood containing about 4–6 million RBCs.

A normal RBC is a nucleus-free cell; it is essentially a cell membrane encap-
sulating a hemoglobin solution. Upon maturation, it adopts a unique biconcave
shape of approximately 8.0 μm in diameter and 2.0 μm in thickness (Fig. 1a). The
RBC membrane consists of three basic components: a lipid bilayer, a cytoskeletal
network, and transmembrane proteins such as glycophorins, band 3, and some
substoichiometric glycoproteins (e.g., CD44, CD47) (Fig. 1b). The deformability
of an RBC is determined by the elasticity, geometry, and viscosity of the RBC
membrane. A normal RBC is highly deformable allowing it to squeeze through
capillaries as small as 3 microns in diameter without any damage. Several patholog-
ical conditions, including malaria, sickle cell disease, hereditary spherocytosis, and
elliptocytosis, can alter the shape and deformability of circulating RBCs, leading to
possible vascular obstruction. Over the past few decades, computational models,
such as continuum-based and particle-based RBC models, have been proven to
be an important tool in accurately resolving a broad range of biological problems
associated with RBCs (Abkarian and Viallat 2008; Vlahovska et al. 2011; Li et al.
2013, 2017b). Actually, there is a great variety of modeling approaches since no
universal solution for all blood flow related problems. In this chapter, we overview
the computational approaches toward the modeling of RBCs focusing on the most
recent contributions.
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Fig. 1 Schematic representation of the morphology of (a) a normal RBC and (b) its two-
component membrane structure (Li et al. 2017a)
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For the most problems, the surrounding blood plasma plays a significant role in
the RBC dynamics. The accurate modeling of the fluid-structure interaction between
the RBCs and the surrounding flow is crucial to predict the physics. There are three
major groups of numerical methods in the existing literature to study motion and
deformation of RBCs in flow (Pozrikidis 2010; Barthès-Biesel 2016; Freund 2014).
In the first group of methods, boundary integral equations are used to represent the
Stokes flow and coupled to the membrane (Walter et al. 2010; Pozrikidis 1992),
which is usually modeled as meshes or spectral elements (Zhao et al. 2010) either
by enforcing the membrane equilibrium equation directly (Pozrikidis 1992) or by
the finite element method based on the virtual work principle (Walter et al. 2010;
Peng et al. 2011). This type of methods has been known to be very precise in various
studies of simple shear flow and plane hyperbolic flow (Barthès-Biesel 2016; Freund
2014). In the second group of the immerse-boundary type methods, the fluid domain
is solved using either the finite difference method (Yazdani et al. 2011) or the lattice
Boltzmann method (LBM) (Sui et al. 2008), and the capsule membrane is solved
using continuum methods such as finite element method (FEM). The force from
capsule membrane nodes is distributed to the fluid domain as Dirac delta functions,
which are approximated by smooth functions sharply varying over a few fixed grid
meshes. The precision of these methods may be reduced as the methods do not
treat the membrane as physical boundaries but as approximated Dirac functions.
In the third group, particle methods such as dissipative particle dynamics (DPD)
(Pivkin and Karniadakis 2008; Peng et al. 2013), multiparticle collision dynamics
(MPCD) (Noguchi and Gompper 2005; McWhirter et al. 2009), and smoothed
particle hydrodynamic (SPH) method (Hosseini and Feng 2012) are used, and the
capsule and RBC membranes are modeled as triangular networks of particles with
bond, angle, and dihedral interactions (Discher et al. 1998). In addition to these
three groups, phase-field methods (Du et al. 2004) and arbitrary Lagrangian Eulerian
(ALE) method using FEM (Barber et al. 2011; Ni et al. 2015) are used as well to
study capsules and vesicles.

2 Continuum-Based Models

Continuum-based models provided useful insights in many aspects of RBC mechan-
ics by adopting the robust and accurate numerical methods developed in the
well-established continuum mechanics community (Barthès-Biesel 2016). The cell
membrane is typically 7.5–10 nm in thickness; hence it is usually treated as a
two-dimensional viscoelastic material embedded in a three-dimensional space.
Traditionally, continuum-based RBC models treat RBC membrane and intracellular
hemoglobin solution as homogeneous materials, using boundary integral method
(BIM) (Ramanujan and Pozrikidis 1998; Lac et al. 2004; Zhao et al. 2010;
Veerapaneni et al. 2011), immersed boundary method (IBM) (Peskin 2002; Doddi
and Bagchi 2009; Yazdani and Bagchi 2011; Fai et al. 2013), and fictitious domain
method (FDM) (Shi et al. 2014; Hao et al. 2015). These continuum-based models
describe the modeling system using locally averaged variables, such as density,
stress, and velocity, with ordinary and partial differential equations governing flow
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dynamics and fluid mechanics. Blood flow in microcirculation normally falls in the
Stokes regime where inertial effects are negligible, hence making BIM a popular
technique for addressing multiphase flow problems. The BIM method exploits
the fact that the equations of fluid motion are linear and can be recast into an
integral equation for the evolution of the interface (Ramanujan and Pozrikidis
1998; Lac et al. 2004; Zhao et al. 2010; Veerapaneni et al. 2011). Among other
continuum solvers, the IBM has become very effective in addressing fluid-structure
problems (Peskin 2002; Fai et al. 2013). There are several numerical extensions
of IBM depending on the choice of the structural and fluid formulations. For
example, the front-tracking method (Doddi and Bagchi 2009; Yazdani and Bagchi
2011) used a first-order finite element triangulation of cell membrane, while the
full Navier-Stokes equation has been solved using projection splitting scheme.
More recently, FDM for solving coupled fluid-structure systems by introducing a
Lagrange multiplier over the solid domain has been used (Shi et al. 2014; Hao et al.
2015). This multiplier acts as a penalty term that imposes the kinematic constraint
in the solid domain. Another computational challenge is to include the membrane
thermal undulations; progress in this direction has been made by introducing a
stochastic formulation for IBM (Atzberger et al. 2007).

These continuum-based RBC models allow the study of blood flow dynamics on
macroscopic length and time scales. However, the RBC membrane is considered
as a uniform continuum media in these continuum models, and the detailed
molecular structure was not considered. Recently, multiscale RBC models that
include sufficient molecular details have been developed. For example, Peng et
al. have developed a three-level multiscale model of RBCs and coupled it with a
boundary element model to study the dynamic response of RBCs in tube and shear
flows (Peng et al. 2010). For the RBC membrane, we built a three-level multiscale
model to simulate its viscoelastic behaviors at different length scales, including
single protein scale, protein complex scale, and cell scale. For the fluids surrounding
the RBC, we used a boundary element approach to study the fluid dynamics based
on the Stokes equation of viscous flow (Peng et al. 2011).

The dynamics of RBCs involves physics at different length scales. For example,
in the whole-cell level, RBCs may undergo tank-treading motions in shear flow in
the micro meter scale (Fischer et al. 1978; Tran-Son-Tay et al. 1984). In the protein
complex scale, junctional complexes of RBCs may experience fluctuations due to
mode switching (Lee and Discher 2001; Zhu et al. 2007). In the protein level, tension
may induce spectrin unfolding in the nanoscale (Rief et al. 1999; Zhu et al. 2007).
We developed a multiscale framework to investigate the physics in different length
scales, including three models at three different length scales, and coupled them
together using a hierarchical multiscale approach, as shown in Fig. 2.

At Level I, Zhu and Asaro developed a model of spectrin using Monte-Carlo
simulation (Zhu and Asaro 2008). Spectrin is the major RBC cytoskeleton protein
that forms a triangular network. Rief et al. applied AFM to stretch a single spectrin
and found that it can be modeled accurately using a nonlinear constitutive model
called worm-like chain (WLC) (Rief et al. 1999; Discher et al. 1998; Li et al.
2005). Besides that, it was found that if the spectrin is stretched beyond its contour
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Fig. 2 Two-component RBC model using three-level hierarchical multiscale method (Peng et al.
2010)

length, multiple protein domains may unfold to increase the contour length. In order
to capture the full mechanical behavior of the spectrin, Zhu and Asaro took into
account its domain unfolding feature by employing a Monte-Carlo method, as the
probability of the unfolding is a function of the loading (Zhu and Asaro 2008).
By simulating the unfolding of the spectrin, Zhu and Asaro got consistent force-
displacement curves as in the AFM experiment (Rief et al. 1999). In addition, the
effect of stretching rate is also quantified. After these force-displacement curves are
obtained, the information is passed as a database to the next level model (Level II).

At Level II, Zhu et al. developed a 3D junctional complex model with molecular
details using Brownian dynamics (BD), which is a basic protein complex unit
in the RBC cytoskeleton (Zhu et al. 2007). In the junctional complex, an actin
protofilament is associated with six or five spectrins. Zhu et al. built an exact
geometry model based on the state-of-the-art understanding of the molecular
structure of a junctional complex, including the binding sites between spectrins
and actins (Sung and Vera 2003). They simulated thermal fluctuations of the RBC
membrane using this model (Zhu et al. 2007), and predicted the area and shear
moduli of the cytoskeleton, as functions of membrane deformation (Zhu et al. 2007;
Peng et al. 2010), which can be passed to the next cell level model (Level III).

At Level III, Peng et al. developed a whole-cell model of RBCs using finite
element method (FEM) and considered the normal and tangential interactions
between the lipid bilayer and the cytoskeleton (Peng et al. 2010, 2011). The
cytoskeleton may slide against the lipid bilayer (Fischer 1992; Dodson and Dim-
itrakopoulos 2010), since the cytoskeleton is connected to the lipid bilayer through
transmembrane proteins such as band 3 and glycophorin C, which can move freely
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within the lipid bilayer. In order to describe the bilayer-cytoskeletal interaction
accurately, we modeled the RBC membrane as two distinct layers. We employed
an inner layer to present the cytoskeleton with finite area and shear stiffnesses,
and negligible bending stiffness, and an outer layer to represent the lipid bilayer
with zero shear stiffness, huge area stiffness, and significant bending stiffness.
Vertical elastic interaction and tangential viscous friction between the lipid bilayer
and the cytoskeleton are simulated using a contact algorithm based on the penalty
method (Malone and Johnson 1994). The bilayer-cytoskeletal friction coefficient
is estimated based on the Stokes-Einstein relation and experimentally measured
diffusivities of band 3 and glycophorin C in the lipid bilayer (Kapitza et al. 1984;
Kodippili et al. 2009; Tomishige 1998). Reduced integration shell elements based
on Mindlin theory were used to simulate both the outer and the inner layers (Peng
et al. 2010).

Besides the elasticity, we also considered the viscosities of the lipid bilayer
and the cytoskeleton, which play significant roles in dynamics processes such
as tank-treading. For example, it has been demonstrated that without considering
the membrane viscosity, the predicted tank-treading frequency cannot match the
experimental measurement (Fedosov et al. 2011a; Peng et al. 2011). Different from
the existing study (Fedosov et al. 2011a), we consider the viscosities of the lipid
bilayer and the cytoskeleton separately using a generalized Voigt-Kelvin stress-
strain relation (Evans and Skalak 1980). Furthermore, we modeled the sliding
between the bilayer and the skeleton as a viscous friction force. The viscous fluids
surrounding the cell are incorporated in the following boundary element model of
Stokes flow.

We applied a boundary element method to simulate the Stokes flows inside and
outside of the RBC and coupled it with FEM to study the fluid-structure interaction.
We used a staggered algorithm with explicit time integration (Peng et al. 2011). For
the interface dynamics in the Stokes flow with zero Reynolds number, we applied
the boundary integral equation (Pozrikidis 1992) so that the velocity vf is given as

vf (x0) = 2

1+Λ v̄f (x0)

− 1

4πη1(Λ+ 1)

∫

Γ fb
G(x, x0) ·Δtf (x)dΓ (x)

+ 1−Λ
4π(1+Λ)−

∫∫

Γ fb
vf (x) · T(x, x0) · n(x)dΓ (x), (1)

where Γ fb is the membrane surface and v̄f is the prescribed undisturbed velocity
field of the shear flow. The vector Δtf = tf,1 − tf,2 is the discontinuity in the
interfacial surface traction, where tf,1 is the traction in the outside surface Γ fb,1 of
the interface and tf,2 is the traction in the inside surface Γ fb,2 of the interface. The
surface traction is related to the nodal force through the principle of virtual work
(Walter et al. 2010). −

∫∫
denotes the principal value integration.
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G is the Green’s function for velocity. Its components are

Gij (x, x0) = δij

|x− x0| +
(xi − x0i )(xj − x0j )

|x− x0|3 , (2)

where δij is Kronecker’s delta. T is the Green’s function for stress. It can be written
as

Tijk(x, x0) = −6
(xi − x0i )(xj − x0j )(xk − x0k )

|x− x0|5 . (3)

Extensive validations have been conducted in each level to verify the models, such
as optical tweezers stretching (Peng et al. 2010), micropipette aspiration (Peng
et al. 2010), tank-treading, and tumbling of RBCs in shear flow (Peng et al. 2011).
More importantly, the effect of stress-free cytoskeleton state on the tank-treading
behavior has been compared with the available experiments in details (Dupire
et al. 2012; Peng et al. 2014, 2015). Besides validations, we predicted correlation
between the occurrence of spectrin unfolding and increase in the mechanical load
upon individual skeleton-bilayer pinning points and related it to the vesiculation
process (Knowles et al. 1997). The simulation results also show that during
tank-treading, the protein density variation is insignificant for healthy RBCs, but
significant for cells with a smaller bilayer–cytoskeletal friction coefficient, which
may be the case in hereditary spherocytosis (Walensky et al. 2003). We also
predicted two different modes of motions for RBCs in shear flow (Peng and
Zhu 2013) and studied the effect of stress-free state on the tank-treading motion
(Peng et al. 2014, 2015; Dupire et al. 2012). We showed that the cell maintains
its biconcave shape during tank-treading motions under low shear rate flows, by
employing a spheroidal stress-free state in the cytoskeleton (Peng et al. 2014).
Furthermore, we numerically confirmed the hypothesis that, as the stress-free state
approaches a sphere, the threshold shear rates corresponding to the establishment of
tank treading decrease. By comparing with the experimental measurements (Dupire
et al. 2012), our study suggests that the stress-free state of RBCs is a spheroid that is
close to a sphere, rather than the biconcave shape applied in existing models (Peng
et al. 2014). In addition, we also quantified the stability phase diagram of different
motion modes in high shear rate flows and explored the effect of stress-free state on
the phase diagram (Peng et al. 2015).

3 Particle-Based Models

Particle-based models treat both the fluid and the cell membrane as particulate
materials, and they can model critical biophysical processes involving the RBCs
at cellular and subcellular scales, such as membrane fluctuations and the defective
membrane structure. Several particle-based RBC models, including molecular-
detailed composite RBC models (Li and Lykotrafitis 2012, 2014; Tang et al. 2017)
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Fig. 3 Two-component RBC model at protein resolution (Tang et al. 2017; Li and Lykotrafitis
2014) and coarse-grained level (Peng et al. 2013)

and coarse-grained RBC models (Discher et al. 1998; Li et al. 2005; Noguchi and
Gompper 2005; Pivkin and Karniadakis 2008; Pan et al. 2010; Fedosov et al. 2010;
Peng et al. 2013), have been developed and employed to quantify the structural,
mechanical, and rheological properties of RBCs in health and disease.

Generally, the molecular-detailed composite RBC models describe explicitly
lipid bilayer, cytoskeleton, and transmembrane proteins using coarse-grained molec-
ular dynamics (CGMD) (Li and Lykotrafitis 2012, 2014). They are able to capture
the membrane-related structural problems in RBCs. Specifically, the spectrin
tetramer in the composite membrane model is represented by a chain of 39
beads (gray particles in Fig. 3a) connected by spring bonds (Li et al. 2007). The
corresponding potential has the form,

V s−scy = 1

2
k0(r − rs−seq )2 (4)

where k0 and rs−seq are the spring constant and equilibrium distance between two
spectrin particles, respectively. Spectrin particles that are not connected by the
spring potential interact with each other via the repulsive term of Lennard-Jones
potential, given by
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Vrep(rij ) =
⎧
⎨

⎩
4ε

[(
σij
rij

)12 −
(
σij
rij

)6
]
+ ε rij < r

s−s
eq ,

0 rij ≥ rs−seq

(5)

where ε is the energy unit and σij is the length unit, and rij is the distance between
spectrin particles. To couple the lipid bilayer and spectrin network, actin junctional
complexes are connected to the glycophorin C, and the middle beads of the spectrin
network are bonded to the band-3 complexes which are specifically rendered in
yellow particles. These bonds are modeled as harmonic springs, given by

V a−scy = 1

2
k0(r − ra−seq )2, (6)

where ra−seq = 10 nm is the equilibrium distance between an actin and a spectrin
particle.

These molecular-detailed composite membrane models have been successfully
to study some issues associated with RBC membrane defects, such as the multiple
stiffening effects of nanoknobs on malaria-infected RBCs (Zhang et al. 2015;
Chang et al. 2016), the vesiculation of mature RBCs in hereditary elliptocytosis
and spherocytosis (Li and Lykotrafitis 2015), and the diffusion of transmembrane
proteins in normal and defective RBC membrane (Li et al. 2016). However,
modeling only a portion of the RBC membrane does not efficiently depict the whole-
cell characteristics strongly related to RBC mechanics and rheology.

More recent efforts have focused on this approach, leading to a two-component
whole-cell model (OpenRBC) at protein resolution with explicit descriptions of lipid
bilayer, cytoskeleton, and transmembrane proteins (Fig. 3a) (Tang et al. 2017). In the
OpenRBC, the modeled RBC is generated from a triangular mesh of cytoskeleton
that resembles the biconcave disc shape of a normal RBC, where the lipid molecules
and mobile band-3 particles are randomly placed on triangular faces. The modeled
RBC system is also optimized by a velocity quenching algorithm to avoid the
overlap of particles. It can simulate an entire RBC with a resolution down to
single protein level, which offers unique tools for the qualitative and quantitative
predictions of dynamic and mechanical properties of healthy and pathological RBCs
beyond available experimental measurements, such as the vesiculation of RBCs in
hereditary spherocytosis and elliptocytosis (Tang et al. 2017), and rupture of RBCs
in splenic passage (Li et al. 2018). However, at present, they are computationally
very expensive for large-scale applications such as modeling whole blood involving
a large number of RBCs. On the other hand, coarse-grained whole-cell model
provides the opportunity to significantly reduce the computational complexity. For
example, a three-dimensional multiscale RBC (MS-RBC) model has been devel-
oped and successfully applied to RBC simulations at different length scales (Pivkin
and Karniadakis 2008; Fedosov et al. 2010).

In the MS-RBC model, the cell membrane is modeled by a 2D triangulated
network with Nv vertices connected by springs, where each vertex is represented
by a DPD particle. The RBC membrane model takes into account the elastic energy,
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bending energy, and constraints of fixed surface area and enclosed volume, which is
defined as

V = Vs + Vb + Va + Vv, (7)

where Vs is the elastic energy that mimics the elastic spectrin network, given by

Vs=
∑

i ∈ springs

[
kBT lm

4p

3x2
i − 2x3

i

1− xi

]
+

∑

α ∈ triangles

1

Aα

[
3
√

3kBT l3mx
4
0

64p

4x2
0 − 9x0+6

(1−x2
0)

]
,

(8)

where kBT is the energy unit and Aα is the area of triangle α formed by three
vertices. Also, xi = li/ lm, x0 = l0/lm, where li is the length of spring i, l0 and
lm are the equilibrium spring length and maximum spring extension, and p is the
persistence length.

The cell membrane viscoelasticity is imposed by introducing a viscous force on
each spring, which has the form,

FDij = −γ T vij − γ C(vij · eij )eij , (9)

FRij dt =
√

2kBT

(√
2γ T dWS

ij +
√

3γ C − γ T tr[dWij ]
3

1
)
· eij , (10)

where γ T and γ C are dissipative parameters, vij is the relative velocity of spring

ends, and dWS
ij = dWS

ij − tr[dWS
ij ]1/3 is the traceless symmetric part of a random

matrix representing the Wiener increment.
The bending resistance of the RBC membrane is modeled by

Vb =
∑

α,β pair

kb
[
1− cos

(
θαβ − θ0

)]
, (11)

where kb is the bending modulus constant, θαβ is the instantaneous angle between
two adjacent triangles having common edge, and θ0 is the spontaneous angle. In
addition, the RBC model includes the area and volume conservation constraints,
which mimic the area-incompressibility of the lipid bilayer and the incompressibil-
ity of the interior fluid, respectively. The corresponding energy terms are given by

Va = kakBT (A− A0)
2

2l20A0
, Vv = kvkBT (V − V0)

2

2l30V0
, (12)

where ka and kv are the area and volume constraint coefficients. Here A0 and V0 are
the equilibrium area and volume of a cell, respectively.
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The MS-RBC model is multiscale, as the RBC can be represented on the
spectrin level, where each spring in the network corresponds to a single spectrin
tetramer with the equilibrium distance between two neighboring actin connections
of ∼75 nm. On the other hand, for more efficient computations, the RBC network
can also be highly coarse-grained with the equilibrium spring lengths of up
to 500∼600 nm. In addition, being constructed from a coarse-grained molecular
dynamics (CGMD) approach, the MS-RBC model can naturally include membrane
thermal fluctuations (Fedosov et al. 2011b; Chang et al. 2017). Such formulations
are compatible with coarse-grained mechanical descriptions of the RBC membrane
with the advantage of including the viscosity of the RBC membrane without
additional cost. Thus, the particle-based whole-cell models can resolve subcellular
and cellular scales.

A two-component particle-based whole-cell model, which separately accounts
for the lipid bilayer and cytoskeleton but implicitly includes the transmembrane
proteins, has been developed and implemented using DPD (Fig. 3b) (Peng et al.
2013). In this two-component whole-cell model, the cell membrane is modeled by
two distinct components, i.e., the lipid bilayer and the spectrin network. Specifically,
through the DPD approach, each component is constructed by a two-dimensional
triangulated network, which is analogous to the one-component whole-cell model;
however, the lipid bilayer of the two-component whole-cell model has no shear
stiffness at healthy state but only bending stiffness and a very large local area
stiffness, whereas the cytoskeleton has no bending stiffness but possesses a finite
shear stiffness. In addition, this unique two-component whole-cell model takes
into account the bilayer-cytoskeleton interaction potential, which is expressed as
a summation of harmonic potentials given by

Vint =
∑

j,j ′∈1...Nbs

kbs(djj ′ − djj ′,0)2
2

, (13)

where kbs and Nbs are the spring constant and the number of bond connections
between the lipid bilayer and the cytoskeleton, respectively. djj ′ is the distance
between the vertex j of the cytoskeleton and the corresponding projection point
j ′ on the lipid bilayer, with the corresponding unit vector njj ′ ; djj ′,0 is the initial
distance between the vertex j and the point j ′, which is set to zero in the current
simulations. Physical view of the local bilayer-cytoskeleton interactions includes
the major connections via band-3 complex and ankyrin, as well as the secondary
connections via glycophorin C and actin junctions; here we consider them together
as an effective bilayer-cytoskeleton interaction and model it as a normal elastic
force, fE

jj ′ , and a tangential friction force, fF
jj ′ . The corresponding elastic force on

the vertex j of the cytoskeleton is given by

fEjj ′ =
{
kbs(djj ′ − djj ′,0)njj ′ djj ′ < dc
0 djj ′ ≥ dc (14)
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where dc ≈ 0.2 μm is the cutoff distance. The tangential friction force between the
two components is represented by

fFjj ′ = −fbs[vjj ′ − (vjj ′ · njj ′)njj ′ ], (15)

where fbs is the tangential friction coefficient and vjj ′ is the difference between the
two velocities.

The two-component whole-RBC model is capable of simulating the interactions
between the lipid bilayer and the cytoskeletal network of human RBCs (Peng et al.
2013; Li et al. 2014; Chang et al. 2016). Furthermore, it is computationally more
efficient than the two-component OpenRBC model for blood flow modeling. Herein,
the two-component whole-cell RBC model has been used in simulations of blood
flow and quantified the existence of bilayer-cytoskeletal slip for RBC membrane in
pathological state (Peng et al. 2013; Li et al. 2014).

4 Summary

To summarize the continuum-based and particle-based models of RBCs, we list the
main features and applications of some existing mesoscale RBC models in Table 1.
The main differences are the molecular details considered and the length scales these
models can reach. The two-component CG model focused on the detailed bilayer-
cytoskeletal interaction and transmembrane protein diffusion, but it is too expensive
to employ it to study a whole cell with current methodology. The two-component
DPD model studied the whole-cell behavior and explored the bilayer-cytoskeletal
interaction in a simplified way. The three-level multiscale approach is developed to
bridge three models in different length scales, but due to the information passing,
some information is lost, such as the thermal fluctuations in the whole-cell level.

There is still plenty of room to improve these models. For example, only
one-way coupling has been done for the three-level multiscale RBC model, and
two-way coupling can be added to study how the deformation in the macroscale
can influence the dynamics of the proteins in the microscale. In addition, future
effort will be put on how to improve the efficiency of the two-component CGMD
RBC model in order to apply it in the whole-cell scale and couple it with fluid
motion. Such simulations could shed light on the coupling of biology, chemistry,
and mechanics (the “triple-point”). To make model predictions more reliable, it
would require further mesoscopic validation and reliability testing of these models
against experimental and clinical studies. Moreover, smoothed dissipative particle
dynamics (SDPD) and smoothed particles hydrodynamics (SPH) have been also
applied to study RBCs models (Hosseini and Feng 2012; Fedosov et al. 2014;
Müller et al. 2015). Compared to conventional DPD, SDPD adopt advantages from
smoothed particles hydrodynamics (SPH) (Van Liedekerke et al. 2013), such as
thermal consistency and specification of viscosity.



107 Continuum- and Particle-Based Modeling of Human Red Blood Cells 2605

Table 1 Comparison of different RBC models

RBC models Main characteristics Examples of application

Two-component CGMD
composite model (Li and
Lykotrafitis 2012, 2014; Zhang
et al. 2015)

One-particle-thick bilayer
model
Small piece of membrane

Transmembrane protein diffusion
RBC membrane defects
RBC membrane vesiculation

Three-level multiscale model
(Peng et al. 2010, 2011)

FLM, LD and MC
Spanning from protein to
cell

Micropipette vesiculation
Dynamics junctional complexes
Spectrin unfolding

OpenRBC model (Tang et al.
2017)

One-particle-thick bilayer
model
Bilayer-cytoskeletal
interaction
Whole-cell level

RBC vesiculation
RBC lysis

One-component DPD model
(Pivkin and Karniadakis 2008;
Fedosov et al. 2010)

Coupled with fluids
Systematic coarse-graining
Whole-cell level

Membrane thermal fluctuations
Tank-treading motion
Microfluidics

Two-component DPD model
(Peng et al. 2013; Li et al.
2014)

Bilayer-cytoskeletal
interaction
Whole-cell level

Bilayer-cytoskeletal slip
Bilayer tethering
Membrane thermal fluctuations

Two-component MPCD model
(Noguchi and Gompper 2005;
McWhirter et al. 2009)

Coarse-grained model
Whole-cell level

Tube flow
Tank-treading motion

LBM model (Zhang et al.
2008; Reasor et al. 2012)

Fluid-structure interaction
Whole-cell level

Blood rheology
Cell margination

Continuum model (Ramanujan
and Pozrikidis 1998; Dao et al.
2003; Yazdani and Bagchi
2011; Freund 2013)

Uniform property
No molecular details

Large-scale blood flow modeling
Tank-treading
Optical tweezers stretching

Since the RBC is a model system for cell mechanics and biological membranes,
RBC models can be applied in other systems as well. For example, recently we
extended the two-component RBC DPD model to study the blood vessel walls
by considering the isotropic matrix and the anisotropic collagen fibers separately
(Witthoft et al. 2016). Furthermore, we can also apply RBC models to study the
lipid bilayer and the actin cortex network or the intermediate filament network
in general eukaryotic cells, because some of them share similar structures as the
spectrin network of RBCs, such as the auditory outer hair cells and the nucleus
lamina (Alberts et al. 2002; Boal 2012).
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Abstract

Eukaryotic cells play a crucial role in many processes in health and disease
in the human body. The importance of an understanding of cell behavior from
the mechanical point of view triggered the development of many computational
models. In this chapter, we present recent progress in this field. We focus
primarily on computational models of suspended in flow and adherent to
substrate eukaryotic cells.

1 Introduction

Cells are building blocks of living beings, and there is a wide variety of cell
types each tailored for a specific purpose in the body. Cells composed of the cell
membrane, complex 3D cytoskeletal network, and various organelles, including the
nucleus, are called eukaryotic cells. These cells play roles in many processes of a
mechanical nature in health and disease, e.g., cell migration, wound healing, and
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cancer metastasis. The mechanics of the eukaryotic cell as a whole is determined by
the properties of its subcellular components.

The plasma membrane separates the body of the cell from the extracellular
environment. It is composed of different lipids and cholesterol with the inclusion of
various embedded proteins. The volume inside the cell membrane is filled with the
protein-rich fluid, called cytosol. Although the plasma membrane has a mechanism
for the fluid and solute exchange with the surrounding, it is mostly impermeable,
which leads to volume conservation of a cell. Incompressibility of the lipid layers
results in plasma membrane surface area conservation and bending resistance.

The space between the plasma membrane and cell organelles is occupied, besides
of cytosol, by a complex filament network called cytoskeleton. It is a dynamic
structure, which maintains the integrity of the cell. In addition, it plays an essential
role in many cell processes: migration, adhesion, division, stress resistance, and
mechanotransduction. The cytoskeleton is composed of interconnected filaments of
three main types: actin filaments, microtubules, and intermediate filaments (Suresh
2007). Actin filaments are semiflexible biopolymers, which exhibit the highest
resistance to deformations until some critical stress value. If the stress is higher
than this value, they are fluidized. Intermediate filaments can resist moderate
deformations, and they do not fluidized under high values of shear stress, hence,
providing structural integrity to the cell. Microtubules do not contribute significantly
to the cell stiffness. Being interconnected with filaments of other types, they
stabilize the cytoskeleton. They also might contribute to the compression resistance
under high pressure (Brangwynne et al. 2006).

The nucleus is the largest eukaryotic organelle, and it is stiffer than the cell
itself (Guilak et al. 2000; Friedl et al. 2011). Mechanics-wise, the most important
components of the nucleus are nucleus envelope and chromatin network. The
nucleus envelope is composed of two phospholipid bilayers with attached lamin
meshwork. These bilayers act as a barrier between cytoplasm and nucleus internal
structure (Denais and Lammerding 2014). In comparison to the cell membrane,
nucleus membrane exposes weaker area and volume constraints allowing fluid to
get in and out (Rowat et al. 2006). The nuclear lamina, which is often considered
to be the main contributor to the nucleus stiffness (Gerlitz and Bustin 2012), is 2D
meshwork attached to the inner bilayer. According to a recent study, lamina levels
control nuclear strain stiffening at large extensions (Stephens et al. 2017). Contrary,
chromatin network, which occupies the nucleus volume, governs response to small
deformations (Stephens et al. 2017).

Mechanical properties of eukaryotic cells depend on the cell type as well as the
state of the cell. Cells can be in suspended state, when they are traveling in the
blood stream, or in the adherent state, when they are attached to the extracellular
matrix. Another source of alternations in cell structure and mechanics is various
diseases (Nematbakhsh and Lim 2015), which might alter the properties of any of
the cell components. One example is softening of the cell membrane by HIV before
invasion into the cell by the insertion of fusion peptide (Agrawal et al. 2016). Due
to the dominant role of cytoskeleton in the cell mechanics, it is not surprising that
the progression of numerous diseases leads to the cytoskeleton properties alteration.
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The most prominent example is the cytoskeleton structure degradation and density
decrease of epithelial tumor cells (Suresh 2007). In several cancers, the higher is the
metastatic potential of a cell, the lower is the stiffness of the cytoskeleton and, hence,
the cell as a whole (Nematbakhsh et al. 2017; Cross et al. 2007; Liu et al. 2015b).
Other diseases which change the cytoskeleton mechanics are neurodegeneration,
liver cirrhosis, pulmonary fibrosis, and blistering skin diseases (Ramaekers and
Bosman 2004). Some tissue-specific disorders are linked to the alteration of the
mechanical properties of the nucleus due to the mutations in genes encoding lamins
and associated nuclear envelope proteins: Emery-Dreifuss muscular dystrophy,
dilated cardiomyopathy, familial partial lipodystrophy, as well as over 20 other
diseases (Rowat et al. 2006; Rynearson and Sussman 2011).

The great variety of cell types as well as diseases altering cell mechanics
led to the development of numerous experimental techniques for investigating
cell mechanical properties. These techniques can be split into two groups. The
methods in the first group, such as atomic force microscopy (AFM) and micropipette
aspiration, operate with individual cells to estimate their viscoelastic properties. A
classical review of methods of this type can be found elsewhere (Suresh 2007).
The second group of experimental techniques with higher throughput includes
microfluidic experiments. There is a great variety of microfluidic devices and
principles they employ to operate. A good review of the current status of the
microfluidics with application to cells can be found elsewhere (Chaudhuri et al.
2016).

2 Modeling Approaches

Despite a significant progress in the experimental techniques in cell biophysics,
the computational modeling remains an irreplaceable complementing tool. Firstly,
it improves our understanding of the subcellular component mechanics, which is
valuable for many applications. In particular, it can influence the drug discovery
by offering a rich target space for possible alteration of cell properties. Secondly,
numerical simulations allow to predict cell behavior in a complex environment,
and thus, their use may improve and accelerate the design of various microfluidic
devices (Rossinelli et al. 2015). In particular, numerical simulations can help
in the acquisition of information related to fluid microrheology, including often
unexpected flow properties in complex domains resulting in various cell phenomena
(merging, lysis, adhesion, damage, signaling) (Nan et al. 2014; Yung et al. 2009;
Pinho et al. 2013).

Recent advances in computational methods, as well as hardware development,
catalyzed the creation of a number of eukaryotic cell models in the last 5 years.
The variety of models can be explained by the complexity of the problem. The first
source of this complexity is the diversity of the cell types along with processes
they are involved in. The second one is the lack of understanding of the role that
each cell component plays during mechanical deformations. Finally, there is no full
understanding of the active cell response. These factors explain the fact that the
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current state-of-the-art models are phenomenological, and each one is tailored to
describe a very particular cell line and related processes.

The computational methods employed in eukaryotic cell modeling can be split
into three groups: mesh-based, particle-based, and combined. Among mesh-based
methods, the most popular one is finite element method (FEM). Typically, models
exploiting FEM describe only cell mechanics without considering surrounding fluid.
Dissipative particle dynamics (DPD) is a particle-based method, which is also used
in many models. DPD allows parametrizing the fluid and fluid-structure interactions,
while the cell itself is modeled with the help of various many-body potentials.
Among combined methods, a well-developed approach is to model the fluid with
the Lattice-Boltzmann (LB) method, cells with finite element method (FE), and cell-
fluid interactions using immersed boundary (IB) method. We will call this approach
LB/IB.

The focus of this review is mechanical eukaryotic cell models. We do not
consider cell models used for the tissue modeling; a review of these models can
be found elsewhere (Fletcher et al. 2017). The models for cells without nucleus
such as red blood cells (RBCs) are also beyond the scope of this review. Overview
of recent developments in this field can be found in other chapters of this book.
Further, we split the existing eukaryotic cell models into two groups. The first group
contains models for the suspended cells which are usually employed to study fluid
flow problems. The second group is dedicated to the modeling of the cells in the
adherent state.

2.1 Suspended Cell Models

Suspended cells can be of different origin: most of them are blood cells (RBCs,
platelets, white blood cells (WBCs)) and mesenchymal stem cells; others are cells
of epithelial origin traveling with the blood stream such as circulating tumor cells
(CTCs). CTCs are emitted by the primary cancer tumor and can travel long distances
to create secondary tumors. Both WBCs and CTCs are bigger and stiffer than RBCs.
This leads to the so-called margination, which is a process whereby these cells are
displaced to the vessel wall (Nematbakhsh and Lim 2015). An important problem
is the detection of CTCs in the blood sample, and numerous microfluidic devices
have been developed for this purpose. Devices employing margination, cell rolling,
hydrodynamics-induced cell sorting are all studied using models considered in this
section.

Perhaps one of the simplest approaches to modeling of the eukaryotic cell is
to ignore its internal structure and to apply one of the existing RBC models with
altered parameters. The reasoning is that RBC and eukaryotic cell membranes are
similar in many aspects and there are several well-established and validated RBC
models (Ye et al. 2016). These models usually take into account volume and area
conservation, bending resistance, and membrane viscoelastic forces. Such models,
coupled with various fluid solvers, capture the effects of cell size and shape and,
hence, are often used in simulations of microfluidic devices employing deterministic



108 Computational Models of Eukaryotic Cells in Health and Disease 2615

lateral displacement principle or cell-free layer formation. The main strength of
these models is low computational cost and resolved hydrodynamic interactions in
a flow.

In a series of papers, Takeishi et al. modeled the margination of WBCs and
CTCs and, in a later work, adhesion of CTCs to vessel walls (Takeishi et al.
2014, 2015) (see Fig. 1a). This development allowed the authors to numerically
investigate the effect of the cell size on the flow mode and cell velocity, as well
as to identify similarities and differences between WBCs and CTCs. Further, it
was found that the bullet motion enables firm adhesion of a cell to the capillary
wall (Takeishi et al. 2016). These results suggest that even under the interaction
between proteins responsible for WBC rolling, a cell can show firm adhesion in
a small capillary. Modeling-wise, Takeishi et al. employed LB/IB method and
empty shell cell representation. For validation of the model, simulation results for
the deformation of a spherical cell in shear flow were compared with previously
published works.

Fedosov et al. also studied WBCs margination, but they, additionally, took
into account the effect of RBCs (Fedosov and Gompper 2014) (see Fig. 1b). It
was found that WBC margination occurs mainly within a region of intermediate
hematocrits and for relatively low flow rates. Moreover, simulations showed that
RBC aggregation slightly enhances WBC margination, particularly at the high
hematocrit values. DPD method was used to describe fluid and cell particles.

Later, Rossinelli et al. employed a similar DPD-based empty shell model to
describe both WBCs and CTCs in two microfluidic devices (Rossinelli et al. 2015).
Snapshot of cells squeezing between obstacles mimicking the geometry of the
microfluidic devices is shown in Fig. 1c. They demonstrated the applicability of
this model for the predictive studies of the performance of microfluidic devices.
In particular, the simulation results reproduced the experimentally observed effect
of deterministic lateral displacement of bigger cells for the whole blood passing
through the array of cylindrical obstacles.

The work by Xiao et al. is dedicated to the mutual effect of rolling CTC in the
capillary on the blood flow dynamics (Xiao and Fu 2016a) (see Fig. 1d). By the
help of computational modeling of suspended CTC and RBCs, it was demonstrated
that, in the microvessel of 15 μm diameter, the CTC has an increased probability
of adhesion due to a growing wall-directed force. However, with the increase in
microvessel size, an enhanced lift force at higher hematocrit detaches the adherent
CTC quickly. An increased blood flow resistance in the presence of CTC was also
found. Moreover, the significant deformation induced by high flow rate and the
presence of aggregation promote the adhesion of CTC. In another work, the same
group of authors applied a very similar cell model to investigate an individual cell
passing through a narrow slit (Xiao and Fu 2016b). Specifically, they studied the
effect of cell size, nucleus, and cell membrane shape on the transmigration through
a slit. This model represents the cell and nucleus as an empty shell.

Zhang et al. studied CTC and WBC passing through micro-filtering channels of
different shapes (Zhang et al. 2014). In particular, they considered channels with
circular, rectangular, and triangular cross sections and inspected pressure signatures
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Fig. 1 (a) Simulation of a cell adherent to the tube wall (Takeishi et al. 2016). (b) Simulation
demonstrating WBC margination in the RBC flow (Fedosov and Gompper 2014). (c) Cell models
squeezing between obstacles in microfluidic device (Rossinelli et al. 2015). (d) Snapshot from
the simulation of the cell adherent to the wall (blue) together with RBCs (Xiao and Fu 2016a).
(e) Sketch of a cell passing through a micro-filtering circular channel (Zhang et al. 2014). (f)
Multicomponent model of eukaryotic cell passing between two constrictions of microfluidic
device (Lykov et al. 2017). Nucleus shown in green, cytoskeleton filaments in orange

for CTCs and WBCs passing through this channel. They demonstrated that circular
channels feature the highest critical pressure and, thus, are more suitable for cell-
separation microfluidic devices (see Fig. 1e). The developed model exploits volume
of fluid method, and no subcellular components were explicitly modeled.

Finally, in recent combined experimental and modeling work, Lykov et al.
investigated cell mechanics in micropipette aspiration and microfluidic experi-
ments (Lykov et al. 2017) (see Fig. 1f). The mesoscale particle-based model of
the eukaryotic cell consisted of a membrane, cytoskeleton, and nucleus. The
fluid was discretized using DPD method. The calibration of the model was done
using micropipette aspiration experimental data. The model was validated using
microfluidic experiments. Authors studied the role of subcellular components and
observed that cell cytoskeleton filament density and cross-link concentration could
both significantly affect cell resistance to stress. Other results include quantification
of the nucleus components contribution and effect of cell viscosity during cell
traversal in the microfluidic devices.

Although considered models of suspended cells use different discretization
methods, most of them employ a simple empty shell cell representation. This
approach can be applied to study flow phenomena in which cell size and shape
play a key role. To study a broader class of phenomena, which include severe flow-
induced cell deformations, internal structure disruption, and effect of changes in
the cytoskeleton due to drug treatment, models that explicitly describe internal cell
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components are necessary. The drawback of such models is that they require more
complicated parametrization procedure. Increase in computational cost, however, is
modest, since it is usually dominated by the cost of flow discretization.

2.2 Adherent Cell Models

The interest in studying processes, which imply significant deformation of the
adherent cell and, thus, involve mechanical response of the internal cell components,
led to the development of approaches which explicitly model the nucleus and
cytoskeleton. Typically, these models use the same hollow sphere model for the
cell membrane and, sometimes, the nucleus. The cytoskeleton is modeled by
various approaches. These models opened the route to the numerical investigation
of such processes as needle microinjection, AFM indentation, cell migration, and
deformation in microfluidic devices.

Kardas et al. proposed a computational approach to model the structure of
bone cells (Kardas et al. 2013). The model takes into account integrins, nucleus,
centrosome, and cytoskeletal proteins (see Fig. 2a). It was shown that the load acting
on the nucleus is rising with increasing deformation applied to the integrins. The
numerical simulations demonstrated that the nucleus is more affected by stress
if the distributions of intermediate filaments and microtubules are random than if
they are regular. Computational-wise, FEM was employed to discretize governing
equations.

Ujihara et al. presented a cell model to study tensile and compression tests (Uji-
hara et al. 2010, 2012). The model incorporates a cell membrane, a nuclear envelope,
and actin filaments (see Fig. 2b). During the tensile test, it was observed that
the total elastic energy of the model is dominated by actin fibers contribution.
The compression test revealed that the alignment of bundles of actin filaments
significantly affects cell stiffness. In addition, the passive reorientation of actin
filament bundles perpendicular to the direction of compression induced an increase
in the resistance to the elongation of a cell and, thereby, increased the cell stiffness.
Particle-based model was used in simulations utilizing minimum energy concept. It
was validated by comparing load-deformation curve with experimental data.

Dowling et al. presented a study of the role of the active remodeling and
contractility of the actin cytoskeleton in the response of chondrocytes (cartilage
cells) to shear (Dowling et al. 2012) (see Fig. 2c). The key feature of the model
is that it incorporates both passive viscoelastic component and active, describing
cytoskeleton remodeling. By the help of numerical simulations, the authors showed
that a purely passive cell model is incapable of predicting the response of normal
chondrocytes to the stress, while adding the cytoskeleton remodeling gives results
close to the in vitro study. Interestingly, the passive model can predict drug-treated
cells with the disrupted cytoskeleton, which might be considered as evidence that
actin cytoskeletal network is the main contributor to the stress resistance during
discussed processes. In another paper, where a similar model was used, authors
predicted the increased compressive resistance of spread cells compared with round
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Fig. 2 (a) Cell model taking into account integrins, nucleus, centrosome, and cytoskeletal
protein (Kardas et al. 2013). (b) Snapshot from simulation of the tensile test (Ujihara et al.
2010). (c) Simulation of the probe indentation process; color map depicts average stress fiber
activation levels (Dowling et al. 2012). (d) Modeling of the AFM nanoindentation process (Fang
and Lai 2016). (e) Integrated cell migration model consisting of the cytoskeleton, the nucleus,
and cytoskeleton components (Kim et al. 2013). (f) Simulated cell invasion into ECM fiber
network model (Kim et al. 2015). (g) Simulated cell microinjection: green particles represent
cytoskeleton, blue rectangular is needle tip, and yellow-orange particles represent cell membrane.
(h) Deformation of the plasma and nuclear membranes induced by micropipette pulling (Zeng et al.
2012). (d) Snapshot from AFM experiment simulation for adherent cell (Fang and Lai 2016). (i)
Snapshot from simulation of the cell attached to the walls of the bioreactor; the flow direction is
shown with arrows; the shear stress distribution is depicted with color (Guyot et al. 2016)

cells (Ronan et al. 2012). The nucleus and membrane were represented in the
model as a passive hyperelastic material, while ODE described the cytoskeleton
remodeling. The equations were discretized with the help of FEM.

Fang and Lai studied changes in the cell mechanics as cell shifts from suspended
to the adherent state (Fang and Lai 2016). The model consists of cell membrane,
nucleus envelope, and three internal networks representing microtubules, F-actin,
and intermediate filaments. In addition, it takes into account the movement of
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adhesion molecules which allows simulating cell spreading. In order to estimate
the cell model elastic modulus, simulation of AFM experiment was employed (see
Fig. 2d). The force-indentation relationship was used to determine the mechanical
changes in cells during state shift. The explicit modeling of the subcellular
components allowed to investigate the impact of different cell components on the
resistance to the external stress and to examine the effect of nucleus presence on the
AFM results. The model was validated by comparing the AFM simulation results
with the experimental data.

Kim et al. developed a model to predict cell migration behavior on 2D and 3D
curved surfaces (Kim et al. 2012). The model takes into account focal adhesion
dynamics, actin motor activity, as well as cytoskeleton remodeling and nucleus
(see Fig. 2e). The simulations revealed that cell migration speed depends on the
cross-sectional area of the microfluidic channel. The relationship between migration
speed and the channel width agreed with the experimental data. This model
was also applied to study cell migration on 2D micropatterned geometries (Kim
et al. 2013). The further development of the model allowed prediction of cell
invasion into a 3D extracellular matrix (ECM) in response to different extracellular
biochemical cues (Kim et al. 2015) (see Fig. 2f). The new model takes into account
filopodia penetration dynamics. The average filopodia speed was predicted, and cell
membrane advance velocity agreed with experiments of 3D HUVEC migration for
diverse ECMs with different pore sizes and stiffness.

By the help of numerical modeling, Liu et al. predicted the cell damage induced
by the needle during the microinjection procedure (Liu et al. 2015a). In particular,
authors quantified the effects of the size, shape of the microinjector tip, and injection
velocity on cell damage. The proposed model is based on DPD method. It explicitly
describes cell membrane as well as the cytoskeleton and motor activity. To validate
the model, authors measured the mechanical properties of the model using the
particle-tracking microrheology. The cell model showed power law behavior in
terms of mean square displacement and lag time. The mechanical moduli obtained
from the simulations were in agreement with the experimental data.

Zeng et al. applied cell model to study the role of the actin cytoskeleton
network in mechanotransduction and nucleus deformation (Zeng et al. 2012). In the
experiment simulated in this work, a micropipette is pushed into the cytoplasm of
an endothelial cell and then pulled away at a constant rate. Authors showed that the
stress propagation through the random cytoskeletal network could be a mechanism
to effect nucleus deformation, without invoking any biochemical signaling activity.
It was reported that nucleus strain varies in a sigmoidal manner with actin filament
concentration, while there exists an optimal concentration of actin-binding proteins
that maximize nucleus displacement. In addition, a theoretical analysis for these
nonlinearities in terms of the connectivity of the random cytoskeletal network
was provided. Particle-based model was employed, which explicitly describes cell
membrane, nucleus envelope, and cytoskeletal actin network. The simulation results
were validated using experimental data.

Guyot et al. modeled an adherent cell in the bioreactor subjected to the shear
stress due to the fluid flow (Guyot et al. 2016). The simulations were used to estimate
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shear stress experienced by cells as a function of the bioreactor inlet flow velocity.
The authors showed that the shear stress values predicted by their model are different
from shear stress obtained with the help of empty scaffolds model, which is often
used as a reference. The proposed model can be applied to optimize the bioreactor
geometry and flow conditions as well as to provide insight into the cell deformation
during these processes. With the help of LB/IB method, the cell was simulated as
an empty shell with the elastic nucleus inside. To estimate elastic properties of the
cell, micropipette aspiration experiments were used.

The most important common feature of the models considered in this section is
that they take into account, besides of nucleus envelope and cell membrane, mechan-
ics of the cytoskeleton. Due to that, such models can describe more accurately
changes in the cell during different mechanical tests as well as cytoskeleton-related
processes. Additionally, these models give an insight into the impact of subcellular
components during particular experiments.

3 Conclusion

The range of applications of eukaryotic cell models is expanding rapidly. Suspended
cell models are now widely used in studies of behavior and deformations of cells in
various microfluidic devices and blood circulation. In turn, adherent cell models
provide an insight into cell mechanics when cells are subjected to mechanical
stress or during migration in the extracellular matrix. Majority of suspended cell
modeling approaches employ empty shell representation of the cell, which narrows
the applicability of these models to problems with moderate cell deformations.
The drawback of the existing adherent cell models is their specialization on a very
particular phenomenon for a specific cell type.

All of the models considered in this review follow the top-down or phenomeno-
logical approach (Kollmannsberger and Fabry 2011). The mechanical properties
of the cell model components are not obtained by considering the properties of
the material at the microscopic or molecular level. Instead, the choice of model
and parametrization for the subcellular components is based on general principles
and macroscopic properties of the cell. An alternative bottom-up or reductionist
method assumes gradual development of the model starting from the very accurate
models of all constituents. At the very moment, there is a lack of experimental and
theoretical knowledge to follow the latter approach. Future developments will allow
construction of eukaryotic cell models by rigorously linking mechanical behavior
of the entire cell with the properties of its molecular constituents, connecting cell
chemistry and mechanobiology.
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Abstract

Malaria is a parasitic disease which takes approximately half a million lives every
year. The unicellular parasites are transmitted by mosquitoes and mainly affect
vascular blood flow by invading red blood cells (RBCs). The pathogenicity of
malaria primarily results from substantial changes in the stiffness of infected
RBCs and their ability to adhere to endothelial cells and other circulating
blood cells, leading to a substantial disruption of normal blood circulation and
inflammation of the vascular endothelium. Multiscale modeling of malaria has
proved to contribute significantly to the understanding of this devastating disease.
In particular, modeling on the level of single infected RBCs allows quantification
of their mechanics, cytoadherence, and individual as well as collective behavior
in blood flow. Recent modeling advances in this direction are discussed. We show
how computational models in malaria are validated and used for the interpretation
of experimental observations or the establishment of new physical hypotheses.
Such computational models have a strong potential to elucidate a number of
physical mechanisms relevant for malaria and to aid in the development of novel
diagnostic tools and treatment strategies.

1 Introduction

Malaria is a mosquito-borne disease caused by Plasmodium parasites (Miller
et al. 2002). These are unicellular eukaryotic cells whose continuous battle with
humans has left a larger imprint on our genome than any other infectious diseases.
There exist several Plasmodium species, including P. falciparum, P. vivax, P.
ovale, P. malariae, and P. knowlesi, which cause very different disease severity.
P. falciparum (Pf) is considered to be the most dangerous form of the disease
with several hundred thousand deaths per year worldwide. The life cycle of a
parasite is schematically illustrated in Fig. 1. Motile sporozoites are injected into
the human skin during a mosquito blood meal. After entering the bloodstream,
the sporozoites travel to the liver and infect hepatocytes. Within about 2 weeks,
tens of thousands of merozoites form and are then released into the bloodstream,
where they invade red blood cells (RBCs). Following RBC invasion, merozoites
multiply inside infected RBCs (iRBCs) for about 48 h and finally rupture the
RBC membrane (Abkarian et al. 2011), releasing around 20 new merozoites into
the bloodstream. At the same time, some merozoites develop into the sexual
form called gametocytes, which can be taken up from the blood by mosquitoes.
These gametocytes infect female mosquitoes, where they first develop in the gut
and later move to the salivary glands. This completes the life cycle of malaria
parasites.

Infection of RBCs by malaria parasites leads to significant stiffening of the
iRBC membrane for the case of Pf parasites (Cranston et al. 1984; Diez-Silva
et al. 2010). Membrane stiffening can be moderate for other malaria species. The
intraerythrocytic development of Pf parasites includes three major stages, called ring
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Fig. 1 The life cycle of malaria parasites. A mosquito infects a human host during a blood meal
(stage 1). Then, malaria parasites in the form of sporozoites use blood vessels to reach the liver.
They infect hepatocytes, develop into merozoites, and finally rupture the liver cells and enter
the bloodstream again (stage 2). The merozoites invade RBCs, where they progress through the
asexual intraerythrocytic stages, including ring, trophozoite, and schizont forms. Finally, RBCs
are ruptured and new merozoites are released into the bloodstream, closing the asexual cycle in
the blood (stage 3). Sexual forms are also produced in the blood (stage 4), which are taken up by
a mosquito (stage 5), resulting in its infection and development in the gut (stage 6). They again
become sporozoites and move to the salivary glands (stage 1), thus closing the malaria life cycle.
From National Institute of Allergy and Infectious Diseases (NIAID)

(0–24 h), trophozoite (24–36 h), and schizont (40–48 h). During this development,
the RBC membrane can stiffen by up to a factor of ten in comparison with healthy
RBCs (Diez-Silva et al. 2010; Fedosov et al. 2011b). In addition, at the schizont
stage iRBCs attain a near-spherical shape, since the parasites change the osmotic
pressure inside the iRBC and also because they fill more and more of its volume.
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The stiffening and shape change of iRBCs impair their ability to deform and may
lead to capillary occlusions (Cranston et al. 1984; Shelby et al. 2003).

Inside iRBCs, merozoites remain virtually invisible to the immune system. How-
ever, the membrane stiffening can be detected in the spleen, where RBCs have to
squeeze through narrow slits as a part of the RBC quality control system (Engwerda
et al. 2005; Pivkin et al. 2016). In order to survive at the late stages (trophozoite
and schizont), parasites position adhesive proteins at the RBC membrane surface,
which mediate cell adhesion to the endothelium (Brown et al. 1999; Miller et al.
2002). This mechanism delays or even prevents the passage of iRBCs through
the spleen, allowing enough time for parasites to develop and rupture the cell
membrane. Interestingly, the adhesive system induced by the parasite is similar
to the way white blood cells (WBCs) adhere in the vasculature as a prerequisite
for extravasating into the surrounding tissue, e.g., in the context of an infection
(Helms et al. 2016). While WBCs use hundreds of microvilli with adhesive tips,
iRBCs use thousands of adhesive knobs. In both cases, the protrusion from the
surface seems essential to make contact with the endothelium (Korn and Schwarz
2006). Cytoadhesion is also the main reason for the absence of the late stages of
iRBCs in patient blood samples, because adhesive cells remain immobile in the
microvasculature. While cytoadhesion facilitates further progression of malaria, it
has a strong potential for severe disruption of normal blood flow. Infected cells at
the late stages are able to adhere not only to the vascular endothelium but also to
other infected and healthy RBCs. Adherence of iRBCs is likely to be the main cause
of bleeding complications in cerebral malaria due to blockages of small vessels in
the brain (Adams et al. 2002). Cytoadherence also leads to inflammation of the
vascular endothelium, which is an important part of the symptoms of the disease
(Miller et al. 2002).

In this chapter, we focus on modeling various aspects of the malaria dis-
ease, using a multiscale computational framework. At the current stage, the
multiscale approach to malaria already spans all relevant levels: from molecular
aspects of RBC remodeling by the parasite to cell-level changes in mechanics and
cytoadherence of iRBCs, and to the flow of many RBCs in complex geometries.
Computational models are validated by comparison with a growing range of single-
cell experiments under healthy and diseased conditions. Here, we discuss all levels
of the multiscale problem of the blood stage of malaria. In particular, we discuss
how the RBC is remodeled by the parasite. We then address modeling of RBC
mechanics and the changes it experiences over the course of intraerythrocytic
parasite development. Simulations of parasite invasion of RBCs and the cytoadher-
ence of iRBCs at the late stages are described. Finally, we also review numerical
efforts to understand blood rheology and flow in malaria and illustrate several
microfluidic examples which can be utilized as novel devices for malaria detection
and diagnosis. The computational modeling has proved to be a valuable tool in
elucidating involved physical and biological mechanisms in malaria, and we discuss
possible future steps, which can bring realistic simulations closer toward medical
applications.
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2 Methods and Models

2.1 Structure of Healthy and Infected Red Blood Cells

Healthy human RBCs have a biconcave shape with approximately 7.5–8.7 µm in
diameter and 1.7–2.2 µm in thickness (Fung 1993). The RBC envelope consists of
a phospholipid bilayer and a network of spectrin proteins (cytoskeleton) attached at
the inner side of the bilayer via transmembrane proteins; see Fig. 2a. The spectrin
network supplies shear elasticity to a RBC membrane, while the lipid bilayer
serves as a barrier for exchange of solutes and provides resistance to bending
and viscous damping when sheared. Human RBCs neither have organelles nor
bulk cytoskeleton and are filled with a highly concentrated hemoglobin solution.
Viscosity of the cytosol is about 6 × 10−3 Pa·s, while the plasma viscosity is
approximately 1.2 × 10−3 Pa·s at a physiological temperature of 37 ◦C (Wells and
Schmid-Schönbein 1969). Thus, the cytosol viscosity is about five times larger than
that of the plasma under physiological conditions.

In comparison to healthy cells, iRBCs contain a growing parasitic body inside
them. Furthermore, after the end of the ring stage or about halfway through the
asexual cycle, the iRBC membrane starts developing adhesive protrusions on its
surface, known as knobs, which are responsible for cytoadhesion. Knobs have been
visualized using scanning electron microscopy (SEM) (Gruenberg et al. 1983) and
atomic force microscopy (AFM) (Nagao et al. 2000; Quadt et al. 2012) during the
different stages of the life cycle. These experiments have shown that the formation
of knobs is strain-dependent and variable, with a density of about 10–30 knobs/µm2

at the trophozoite stage and around 40–60 knobs/µm2 at the schizont stage. The

Fig. 2 (a) A schematic of the RBC membrane structure, showing the spectrin cytoskeleton being
anchored to the lipid bilayer by transmembrane proteins (Reproduced with permission from
Hansen et al. 1997). (b) Mesoscopic representation of a RBC membrane by a triangular network
of mechanical bonds. For iRBCs, adhesive bonds are anchored at the vertices of this network
(Reproduced with permission from Fedosov et al. 2014)
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height of knobs remains nearly constant around 10–20 nm, while the knob diameter
decreases from 160 to 100 nm (Gruenberg et al. 1983), when iRBCs progress from
the trophozoite to the schizont stage.

2.2 Overview of Hydrodynamic Methods

Modeling blood flow in malaria requires mathematical formulations for fluid flow
on the one side and blood cell shape and mechanics on the other side. Both blood
plasma and RBC cytosol can be considered to be viscous Newtonian fluids. For
microcirculatory blood flow, we deal with hydrodynamics at low Reynolds numbers,
and therefore the Stokes equation has to be solved to describe fluid flow. For WBCs
and iRBCs in the schizont stage, a spherical cell shape can be assumed and analyt-
ical solutions are available for the Stokes equation (Cichocki and Jones 1998). For
the standard case of non-spherical RBCs, however, numerical approaches have to be
employed. Fluid flow can be simulated by a variety of methods including continuum
approaches based on the Navier-Stokes equations (Wendt 2009) and particle-based
simulation methods, such as smoothed particle hydrodynamics (Monaghan 2005),
dissipative particle dynamics (Pivkin et al. 2011), and multi-particle collision
dynamics (Gompper et al. 2009). Even though continuum techniques are often
faster and more robust than particle-based methods, certain features such as thermal
fluctuations and the inclusion of suspended complex structures (e.g., molecules
and cells) are better suited for particle-based methods. Therefore, particle-based
methods are very popular for the modeling of the dynamics of complex fluids such
as blood.

2.3 Adhesive Dynamics of Spherical Cells

Modeling the motion of spherical cells, such as WBCs and iRBCs at the schizont
stage (Helms et al. 2016; Dasanna et al. 2017), is mathematically much simpler than
the motion of cells with a non-spherical shape. Adhesive dynamics of a spherical
cell in shear flow can be described by the Langevin equation (Hammer and Apte
1992; Korn and Schwarz 2007) as

∂tX(t) = u∞ +M{FS + FD} + kBT∇M + ξ(t), (1)

where X(t) is a six-dimensional vector describing sphere translation and rotation,
M is the mobility matrix, u∞ is the imposed flow, and FS and FD denote shear (i.e.,
from fluid flow) and direct (e.g., gravity, adhesion) forces and torques, respectively.
The term with ∇M is a non-zero spurious drift, since the mobility matrix depends
on the sphere position. The last term ξ(t) corresponds to a random force which
represents thermal fluctuations and obeys the fluctuation-dissipation theorem with
an equilibrium temperature T .
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For cell adhesion, stochastic bond dynamics is modeled between receptors on
the cell surface and ligands at the substrate. Bond association and dissociation
are governed by on- and off-rates, kon and koff, respectively. Usually kon is taken
to be constant, and a bond with the rate kon may form between a receptor and a
ligand if the distance between them is less than a specified encounter distance r0.
For an existing bond, Bell’s equation koff = k0

off exp(F/Fd) (Bell 1978) is used
to model that most bonds dissociate faster under force F , with an internal force
scale Fd. Mechanically, a bond is assumed to be a harmonic spring with a spring
constant ks and equilibrium bond length �0. The probability for bond association
and dissociation is calculated as P = 1 − exp (−kΔt), where Δt is the time step
employed in simulations.

2.4 Modeling Cell Deformation

In the general case of a non-spherical cell shape, hydrodynamic flow has to be
combined with a deformable cell model. RBCs are modeled by a flexible network of
springs with triangular elements (Seung and Nelson 1988; Noguchi and Gompper
2005; Fedosov et al. 2010), as shown in Fig. 2b. The free energy of the membrane
is defined as

Ucell = Us + Ub + Ua+v, (2)

where Us is the spring’s potential energy to impose membrane shear elasticity, Ub is
the bending energy to represent bending rigidity of a membrane, andUa+v stands for
the area and volume conservation constraints, which mimic area incompressibility
of the lipid bilayer and incompressibility of the cytosol, respectively. Linear
properties of a regular hexagonal network can be derived analytically, providing
a relation between the model parameters and the membrane macroscopic properties
(Seung and Nelson 1988; Fedosov et al. 2010). Similar to the adhesive dynamics for
spherical cells, receptors can be placed at the spring network and on- and off-rates
can be used to model adhesive interactions with the substrate (Fedosov et al. 2011a,
b). More details on blood cell and flow modeling can be found in recent reviews (Li
et al. 2013; Fedosov et al. 2014; Freund 2014).

3 Results

3.1 RBC Shapes and Mechanics

The biconcave shape of RBCs is controlled by the relative ratio between their
membrane area and cell volume and by the membrane elastic properties. The volume
of a RBC is about 35–40% smaller than the volume of a sphere with the same surface
area. Thus, the reduced volume of a RBC is normally in the range between 0.6
and 0.65. Lipid vesicles with this reduced volume attain a biconcave shape which
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closely resembles that of RBCs (Seifert et al. 1991). In comparison to vesicles,
RBC membrane also possesses shear elasticity supplied by the spectrin network.
This mechanical component is important to prevent budding of vesicles from the
RBC membrane and membrane rupture under very large deformations. Therefore,
the equilibrium shape of RBCs in general is determined by a minimum energy of
both bending and shear-elastic contributions (Lim et al. 2002).

For both contributions to the Hamiltonian, it is not clear what the appropriate
reference state should be. In case of the bending energy, it is important to consider
whether a membrane has spontaneous curvature, especially because the RBC
membrane is known to have very different compositions in the inner and outer
leaflets. Most existing RBC models (Noguchi and Gompper 2005; Fedosov et al.
2010) assume the spontaneous curvature to be zero. A large enough spontaneous
curvature can lead to a variety of different shapes (e.g., stomatocyte, echinocyte)
and change the importance of bending and shear-elastic contributions (Lim et al.
2002). However, questions whether a human RBC membrane possesses a non-zero
spontaneous curvature and whether this curvature would be isotropically distributed
on the RBC surface still remain unanswered.

The reference state for the shear-elastic energy is generally referred to as stress-
free shape of a RBC (Peng et al. 2014). It appears plausible to assume the biconcave
shape of RBCs as the stress-free shape, because transmembrane proteins, which
connect the spectrin network and the lipid bilayer, are able to diffuse within the
bilayer, leading to a potential relaxation of existing elastic stresses. However, recent
simulations (Peng et al. 2014) show that the assumption of biconcave stress-free
shape leads to an incorrect prediction of the transition from tumbling dynamics to
tank-treading dynamics of a RBC in shear flow. On the other hand, the assumption
of a spherical stress-free shape results in a stomatocytic shape of the membrane for
physiological values of RBC bending rigidity and shear elasticity (Li et al. 2005).
An assumption of a spheroidal stress-free shape close to a sphere seems to be able
to resolve these issues (Peng et al. 2014).

The mechanical properties of RBC membranes have been measured by a number
of single-cell experimental techniques, including micropipette aspiration (Waugh
and Evans 1979; Discher et al. 1994), deformation by optical tweezers (Henon
et al. 1999; Suresh et al. 2005), optical magnetic twisting cytometry (Puig-de-
Morales-Marinkovic et al. 2007), and three-dimensional measurement of membrane
thermal fluctuations (Popescu et al. 2007; Park et al. 2008). Optical tweezers
and micropipette aspiration methods apply a strong global deformation to the
RBC membrane, while optical magnetic twisting cytometry and measurements of
membrane thermal fluctuations correspond to local measurements. The two former
techniques allow a measurement of the macroscopic shear modulus of a RBC
membrane. Figure 3 presents a comparison between the deformation of a healthy
RBC by optical tweezers (Suresh et al. 2005) and the corresponding numerical
simulations (Fedosov et al. 2010). The numerical simulations mimic experimental
conditions and allow the quantification of observed RBC deformation. A best
fit (black line) between simulations and experiments is achieved for the two-
dimensional (2D) Young’s modulus of Y = 18.9 µN/m and 2D shear modulus
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Fig. 3 Stretching response of a healthy RBC and iRBCs for different stages compared with the
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diameters (Reused with permission from Fedosov et al. 2011b)

of μ = 4.73 µN/m. Note that this value of the shear modulus is in 2D such that
μ ≈ Y/4, while Fedosov et al. (2010) provide a 3D value with μ ≈ Y/3.

Optical magnetic twisting cytometry (Puig-de-Morales-Marinkovic et al. 2007)
allows the measurement of local rheological properties (e.g., the complex modulus)
of a RBC membrane. Complex modulus consists of storage and loss moduli, which
are determined by elastic and viscous properties of the membrane, respectively.
Therefore, both bending rigidity and shear elasticity affect the storage modulus,
while the loss modulus is associated with the viscosity of a membrane, cytosol,
and suspending medium (Fedosov et al. 2010). Simulations performed to quantify
the experimental data (Puig-de-Morales-Marinkovic et al. 2007) have yielded a
value of κ = 3 × 10−19 J for the bending rigidity (about 70kBT ) and ηm =
2.2×10−8 Pa·s·m for the membrane viscosity (Fedosov et al. 2010). Measurements
of membrane thermal fluctuations (Popescu et al. 2007; Park et al. 2008) are
directly associated with the membrane characteristics; however, their reliable
interpretation for RBCs still remains difficult. There exist large discrepancies
between different studies, which are likely to originate from the approxima-
tions used in analytical models derived for planar and near-spherical membranes
(Strey et al. 1995; Betz and Sykes 2012). Hence, a quantitative interpretation of
fluctuation measurements requires reliable and accurate simulation models of a
RBC.
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A number of experiments with RBCs provide sufficient evidence for a com-
plex membrane mechanical response including its unique viscoelastic properties.
In addition, it has been recognized that RBCs possess a metabolic activity through
the consumption of adenosine triphosphate (ATP), which contributes to measured
membrane flickering. The studies with ATP depletion (Betz et al. 2009; Park et al.
2010) have shown that membrane fluctuations decrease; however, during the ATP
depletion process, there is no guarantee that RBCs are not subject to changes
in membrane elasticity. In contrast, another investigation (Evans et al. 2008) has
questioned the effect of ATP on measured flickering. A recent experimental and
simulation study (Turlier et al. 2016) has provided compelling evidence for cell
activity by testing directly the fluctuation-dissipation relation, which is valid for any
system in equilibrium. A violation of the fluctuation-dissipation relation has been
shown, and a contribution of active processes to the observed membrane flickering
has been demonstrated (Turlier et al. 2016).

3.2 Mechanics of RBC Invasion by a Parasite

The first important step in the blood cycle of malaria is the invasion of RBCs
by merozoites. Conceptually, this process can be divided into discrete steps,
as shown schematically in Fig. 4a. Invasion commences with a low-affinity,

Fig. 4 (a) The stages of merozoite invasion. Schematic representation depicting different wrap-
ping phases of the merozoite from reorientation and attachment through two partially wrapped
states (with different wrapping fractions) to post-invasion. (b) Actomyosin force supports mero-
zoite invasion. fT is the force acting tangentially along the membrane surface as it wraps along
the particle, whereas fz is the component of this tangential force along the z axis whose role is to
inject the particle into the membrane, while the component fr is balanced by an equal force at the
other side of the membrane (Reprinted with permission from Dasgupta et al. 2014b)
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long-range (12–40 nm), and nondirectional binding of a RBC by the merozoite,
which then reorients such that its apex directly contacts the RBC. Then, formation
of a close-range interaction (4 nm or less) leads to the establishment of a RBC-
merozoite tight junction. This critical structure is the organizing nexus around
which invasion events are orchestrated. It acts as the aperture through which the
merozoite passes during invasion and segregates RBC membrane from an emerging
vacuolar membrane (likely derived in part from the parasite membrane), which
fuses to form the parasitophorous vacuole surrounding the parasite after invasion
(Cowman et al. 2012).

The merozoite has a shape, very similar to a chicken egg, with a width-to-length
ratio of 0.7, but with a characteristic length of only 2 µm (Dasgupta et al. 2014b).
The adhesion and wrapping of spherical (Deserno 2004; Bahrami et al. 2016) and
non-spherical (Dasgupta et al. 2013, 2014a) nano- and microparticles by membranes
have been investigated quite intensively in recent years (Dasgupta et al. 2017).
These theoretical and numerical approaches provide the basis for the modeling
of merozoite invasion. Particles are expected to adhere to a membrane with its
least-curved side, because this configuration provides the largest adhesion area with
the lowest cost in membrane deformation energy. Therefore, the reorientation of
the merozoite for apical invasion requires a nonuniform adhesion energy, with an
adhesion maximum at the apex. This could be facilitated by a transient gradient
of adhesive proteins from apex to base on the merozoite surface (Cowman et al.
2012). Once the tight junction has been formed, the wrapping of the merozoite
is controlled by four energetic contributions: (i) the adhesion strength, (ii) the
membrane bending rigidity and its spontaneous curvature, (iii) the lateral tension
of the RBC membrane, and (vi) the effective line tension of the tight junction.
Different invasion scenarios can be discussed on the basis of such a model (Dasgupta
et al. 2014b). Obviously, if the adhesion strength is very large (or small) and the
membrane tension is very low (or high), complete wrapping will always (or never)
occur. Large adhesion strengths allow immediate complete wrapping and RBC
entry, but might also be associated with unspecific binding to other membranes
and problems associated with membrane surface-coat shedding. Thus, the most
interesting scenario is where these various contributions nearly balance each other.
Also, this scenario for merozoite invasion is plausible, because merozoites can
successfully enter RBCs, but not with certainty. As an example, phase diagrams
for parasite wrapping from Dasgupta et al. (2014b) show that for a fixed line
tension, there is a non-wrapped state for small, reduced adhesive strength, two
partial-wrapped states for intermediate adhesion, and a complete-wrapped state
for large adhesive strength. The parasite can navigate in the phase diagram to
move from the non-wrapped to the complete-wrapped state. For instance, it can
move between the partial-wrapped states (shallow wrapped and deep wrapped)
by reducing the membrane tension through secretion of unstructured lipids. There
is indeed experimental evidence for such a process, the discharge of lipids from
the rhoptry organelles (Hanssen et al. 2013; Bannister et al. 1986). Similarly, a
change of the spontaneous curvature to a value more favorable for wrapping (e.g.,
by detachment of the spectrin cytoskeleton from the bilayer or its reorganization
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Kabaso et al. 2010) can induce a transition from the deep-wrapped to complete-
wrapped state.

It is important to note that the transitions from shallow- to deep-wrapped states
and from deep- to complete-wrapped states are associated with large energy barriers.
Even though the complete-wrapped state is energetically favorable, it might be
difficult to reach it from the deep-wrapped state. Thus, it is conjectured that
the barrier crossing is facilitated by active processes. Indeed, there is a long-
standing experimental evidence that activity of the parasite actomyosin motor
governs successful host-cell entry (Angrisano et al. 2006). The current model for
the source of parasite active motor force (see Fig. 4b) posits that an anchored
myosin motor inside the parasite (tethered to the RBC cytoskeleton) transmits force
directly through a short polymerized actin filament, which is linked to the surface-
bound adhesins (Baum et al. 2006). The height of energy barrier obtained from
the wrapping model described above now allows an estimate of the magnitude of
the required motor activity, which indicates that a few 10s to a few 100s of motor
proteins should suffice. Thus, even when membrane-wrapped states are stable, the
essential role of the motor lies in overcoming energy barriers between the partial-
wrapped and complete-wrapped states.

3.3 RBC Remodeling During Infection

The shapes of iRBCs can be measured, for example, by fluorescence confocal
microscopy, and from these data surface area and volume can be deduced. An
early study with restricted time resolution has reported relatively constant values
(Esposito et al. 2010), in contrast to a colloid-osmotic model, which predicts the
total volume of iRBCs to increase dramatically in the later stages (Lew et al.
2003; Mauritz et al. 2009). To resolve this issue, Waldecker et al. (2017) have
reconstructed iRBC shapes over the whole intracellular cycle with a time interval of
4 h. Figure 5a shows typical shapes of iRBCs at different times, including the shape
of the parasite inside. At the ring stage, the parasite is located at the rim of iRBC,
causing a little bump along the edge of the cell. Starting from the trophozoite stage,
parasite begins to multiply and the overall parasitic volume increases. At the end of
the life cycle, iRBC reaches a nearly spherical shape with around 20 parasites inside
the cell. The corresponding changes in the iRBC and parasite volume are quantified
in Fig. 5b. The experimental measurements agree well with the predictions of the
colloid-osmotic model, which are shown by solid lines (Mauritz et al. 2009; Lew
et al. 2003). While the volume increases by 60%, the surface area remains nearly
constant throughout the life cycle.

Starting around the midpoint of development, iRBCs induce adhesive protrusions
at the membrane, which significantly modify the structure of the iRBC cytoskeleton.
Shi et al. (2013) performed AFM imaging of inverted iRBCs to study the changes
in the spectrin network during infection, as shown in Fig. 6a. The average length
of spectrin filaments is found to be 43 ± 5 nm for healthy RBCs, whereas for
the ring stage, the spectrin-filament length becomes about 48 ± 7 nm. For the
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Fig. 5 (a) Reconstructed shapes from confocal images of iRBCs at different times of the parasite
development. The bottom row shows the shapes of a growing parasite inside the iRBC at
various times. Scale bar is 5 µm. (b) Relative cell volume and parasite volume as a function of
post-infection time. The solid lines are predictions by the osmotic colloid model (Reused with
permission from Waldecker et al. 2017)

Fig. 6 (a) AFM images of spectrin cytoskeleton and image-processed representations for ring and
schizont stages. Scale bar is 500 nm. The red arrow in schizont AFM image indicates a hole region,
while the white arrow points to a knob Reused with permission from Shi et al. 2013). (b) Shear
stress-strain response curves for uninfected and infected RBCs from mesoscopic model of RBC
membrane (Reused with permission from Zhang et al. 2015)

middle trophozoite stage, the length is 64 ± 9 nm, and for the schizont stage, it
is about 75 ± 11 nm, which is roughly twice the spectrin length of healthy RBCs.
In addition, spectrin filaments are found to accumulate at the knob areas, but
they become sparser in non-knobby areas. Zhang et al. (2015) have studied the
effect of knobs and enhanced coupling between plasma membrane and spectrin
network using coarse-grained simulations based on these observations. Knobs were
modeled as stiff regions of plasma membrane, and coupling between the plasma
membrane and spectrin network was increased at the knobby areas. Simulation
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of the strain response of this composite membrane to shear stress results in the
estimation of shear modulus for uninfected and infected RBCs. Figure 6b shows
shear stress-strain response curves for uninfected, trophozoite, and schizont stages
with the 2D shear moduli (at large shear strains) μ � 18 µN/m, μ � 48 µN/m,
and μ � 78 µN/m, respectively, which are close to values reported in experiments
(Suresh et al. 2005). In general, the simulations show strong strain-hardening
effects, presumably due to the polymer nature of the spectrin.

3.4 RBC Mechanics During Infection

Progressive stiffening of iRBCs has been measured by optical tweezers (Suresh
et al. 2005) and by diffraction phase microscopy through monitoring thermal
fluctuations (Park et al. 2008). Figure 3 shows a comparison of RBC stretching
between simulation results for healthy and infected RBCs at different stages and
experimental results (Suresh et al. 2005). Fitting of RBC stretching in simulations
to the experimental data leads to 2D shear moduli μ = 14.5 µN/m for the ring stage,
μ = 29 µN/m for the trophozoite, and μ = 40 µN/m for the schizont (Fedosov
et al. 2011b). Note that the geometry of an iRBC at the schizont stage is taken to
be of ellipsoidal shape with the axes ax = ay = 1.2az, which is not very far from
a sphere. Taking a biconcave shape for the schizont stage in simulations results into
a prediction with a larger shear modulus than that for the near-spherical shape. In
the case of the deflated biconcave shape, the form of an iRBC is altered first in
response to stretching and followed by membrane deformation, while for the near-
spherical shape, the fluid restricts shape deformation and membrane stretching has
to occur right away. In conclusion, the cell geometry plays an important role in the
quantification of experimental data.

3.5 Adhesion of Infected Cells

Adhesion of iRBCs lies at the heart of parasite survival, as it prevents elimination
of iRBCs in the spleen. Adhesive receptors on iRBC surface (PfEMP-1 encoded by
the family of var genes) are localized to the knobs and can bind multiple ligands
(mainly ICAM-1 and CD36) on vascular endothelial cells. The precise roles of
different ligands in iRBC adhesion are quite complex, as the knob receptors bind to
the various ligands with distinct adhesion strength (Yipp et al. 2000). For instance,
experiments with flow assays hint at an increase of ICAM-1 adherence of iRBCs
with shear stress (i.e., displaying characteristics of a catch bond), while CD36
does not show this behavior (Nash et al. 1992). Enhancement of adhesion under
flow is not uncommon for cells in shear flow, including WBCs and bacteria, and
has been demonstrated for iRBCs adhering to supported bilayers (Rieger et al.
2015). Experiments using single-bond force spectroscopy (Lim et al. 2017) have
shown that iRBCs form slip bonds with CD36 and catch bonds with ICAM-1, as
suggested before by flow chamber experiments. The characteristic rupture force for



109 Multiscale Modeling of Malaria-Infected Red Blood Cells 2639

both slip and catch bonds is close to 10 pN, which is also comparable with the
force for WBC bonds in the range of 10–50 pN (Marshall et al. 2003; Hanley et al.
2004). On the modeling side, the slip bond can be simulated by Bell’s model (Bell
1978), while the catch bond is often described by Dembo’s model (Dembo et al.
1988).

The standard model for the adhesion of single cells under flow has been
established with adhesive dynamics for round cells. Originally developed for WBCs
(Hammer and Apte 1992; Korn and Schwarz 2007), this approach has recently been
applied to iRBCs at the schizont stage (Helms et al. 2016; Dasanna et al. 2017).
A phase diagram with different dynamic states (free motion, transient adhesion,
rolling adhesion, and firm adhesion) has been simulated for the slip-bond model as
a function of molecular on- and off-rates (Korn and Schwarz 2008; Helms et al.
2016), which can serve as a reference case to interpret experimental data. In the
rolling adhesion regime, rolling velocity as a function of shear rate can be used to
estimate molecular data. Hence, it has been estimated that ICAM-1 receptor distance
should be between 100 and 400 nm to yield the observed rolling velocity around
100 µm/s at a shear rate of about 100 s−1 (Dasanna et al. 2017).

An interesting aspect of iRBC adhesive motion is the nature of single trajectories,
which often displays an oscillatory pattern in velocity and has been studied both
numerically and in experiments (Fedosov et al. 2011a; Dasanna et al. 2017). Unlike
WBCs, iRBCs have a non-spherical shape for the majority of parasite’s life cycle,
except the schizont stage. Mesoscopic modeling of iRBCs (Fedosov et al. 2011a)
has demonstrated that cells at the trophozoite stage flip rather than roll on a substrate
because of their discoid shape. For a Young’s modulus similar to that of healthy
RBCs, crawling motion is observed, while a large enough Young’s modulus (more
than three times that of healthy RBCs) leads to a rather regular flipping motion. The
flipping may become less regular with the presence of parasite inside the cytosol

Fig. 7 (a) Snapshots of modeled flipping iRBCs with a small membrane Young’s modulus (top),
a large Young’s modulus (middle), and, when it contains a rigid body, imitating the presence
of parasite (bottom) (Reused with permission from Fedosov et al. 2011a). (b) Representative
trajectory of a rolling trophozoite cell on endothelial layer, showing cell velocity and fluorescence
intensity of the parasite inside the iRBC (Reused with permission from Dasanna et al. 2017)
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(Fedosov et al. 2011a). Figure 7a shows snapshots of RBC motion for the three
cases: (top) a crawling cell with a Young’s modulus of Y = 18.9 µN/m, (middle) a
flipping iRBC with a Young’s modulus of Y = 168 µN/m, and (bottom) a flipping
cell with a parasite body inside. Dasanna et al. (2017) have studied rolling adhesion
of iRBCs at the trophozoite and schizont stages on endothelial cells in flow chamber
experiments. The effect of the parasite on the iRBC rolling dynamics has been
investigated, and therefore both the iRBC and fluorescently labeled parasite were
tracked. Figure 7b presents translational velocity and fluorescence amplitude of the
parasite inside the iRBC for a rolling trophozoite. The elliptic markings of the peaks
in velocity and fluorescence amplitude indicate the anticorrelation between them,
which is significant for flipping. Thus, when the iRBC starts a flip, the parasite
moves away from the substrate (fluorescence amplitude thereby decreases), and
when it comes down, the fluorescent amplitude increases. It has been also shown
that this anticorrelation disappears and the fluorescent amplitude does not oscillate
for iRBCs at the schizont stage, as they are round and rigid, so that the flipping
transforms to rolling. Rolling velocities of schizont-stage iRBCs are found to be
smaller than those of trophozoites, presumably because of the larger number of
knobs (Dasanna et al. 2017).

3.6 Blood Rheology in Malaria

Bulk viscosity of blood is a macroscopic characteristic that depends on single-cell
properties and their collective interactions (Fedosov et al. 2011d; Lanotte et al.
2016). The bulk viscosity of blood in malaria increases with the parasitemia level
(or fraction of iRBCs) because of the increased stiffness of iRBCs (Raventos-Suarez
et al. 1985) in comparison to healthy RBCs. A significant viscosity increase leads
to an increased blood flow resistance and a reduced blood perfusion. Numerical
simulations (Fedosov et al. 2011b) predict an increase of blood flow resistance in
microvessels in malaria up to 50% for high parasitemia levels.

Bulk viscosity of infected blood in malaria for different parasitemia levels, hema-
tocrit 30%, and shear rate 230 s−1 has been measured experimentally (Raventos-
Suarez et al. 1985) and estimated in simulations (Fedosov et al. 2011c), as shown in
Fig. 8. In the simulations, infected blood is modeled as a suspension of healthy and
infected RBCs at the schizont stage with μ = 40 µN/m. The simulated viscosity
as a function of the parasitemia is in excellent agreement with the corresponding
experimental data, which show a roughly linear dependence of the infected blood
viscosity on parasitemia level.

iRBCs adhere not only to the endothelium but also to other healthy and infected
RBCs. Simulations with attractive interactions between infected and healthy RBCs
for the parasitemia of 25% show that the blood viscosity does not increase
significantly (see Fig. 8). This is likely due to the fact that the simulated shear rate
is high enough to disperse RBCs within the suspension and to diminish aggregation
effects on the bulk viscosity. Thus, a much stronger effect of the aggregation
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Fig. 8 Viscosity of the
malaria-infected blood at
hematocrit 30% for different
parasitemias in comparison to
experimental data
(Raventos-Suarez et al.
1985). The diamond symbol
corresponds to a simulation
with aggregation interactions
among RBCs (Reused with
permission from Fedosov
et al. 2011c)

interactions should be expected at low shear rates. Furthermore, iRBCs at later
stages form specific bonds with other cells, which should generally be stronger than
the attractive interactions modeled by Fedosov et al. (2011c).

3.7 Blood Flow in Malaria

It is intuitive that blood flow resistance in malaria should increase due to an elevated
stiffness of iRBCs and their cytoadherence. A simple model for the estimation of
blood flow resistance is Poiseuille flow of blood in tubes, which mimics blood flow
in microvessels. Blood flow in malaria has been simulated as a suspension of healthy
and infected RBCs at the trophozoite stage (μ = 29 µN/m) and hematocrit 45%.
Figure 9 shows the relative apparent viscosity in malaria for several parasitemia
levels from 25% to 100% and microvessels with diameters 10 µm and 20 µm. The
relative apparent viscosity is computed as ηrel = ηapp/ηs , where ηs is the plasma
viscosity and ηapp = πΔPD4/(128QL) is the apparent viscosity. Here, ΔP is the
pressure difference, Q is the flow rate, and L is the length of the tube. The relative
apparent viscosity is a measure of flow resistance, as it compares apparent viscosity
of blood with the viscosity of blood plasma.

The inset of Fig. 9 shows a snapshot of RBCs flowing in a tube of diameter 20 µm
at a parasitemia level of 25%. The effect of parasitemia level on the flow resistance
in Fig. 9 appears to be more prominent for small diameters and high hematocrit
values. Thus, atHt = 45% blood flow resistance in malaria may increase up to 50%
in vessels of diameters around 10 µm and up to about 40% for vessel diameters
around 20 µm. Note that these increases do not include any contributions from
the adhesive interactions between iRBCs and other cells. Therefore, the inclusion
of cytoadhesion would result in a further increase in blood flow resistance in
malaria.
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Fig. 9 Flow resistance in malaria. Healthy (red) and infected RBCs (blue) in tube flow with a
diameter D = 20 µm, hematocrit 45%, and parasitemia 25%. The relative apparent viscosity of
blood in malaria is plotted for various parasitemia levels and tube diameters. Triangle symbol
corresponds to the schizont stage with a near-spherical shape. Experimental data from the empirical
fit are from Pries et al. (1992)

3.8 Malaria and Microfluidics

Microfluidic devices offer unique opportunities for the detection and manipulation
of different suspended particles and cells. One of the first observations of iRBCs
in microfluidics is a study of the passage of iRBCs through small constrictions
driven by fluid flow (Shelby et al. 2003). The experiments have been performed for
different channel sizes and stages of parasite development and have shown that the
late stages, such as trophozoite and schizont, may result in blockage of microvessels
with diameters smaller than about 6 µm. Corresponding simulation studies (Imai
et al. 2010; Wu and Feng 2013) have also come to a similar conclusion, suggesting
that the smallest vessel in the microvasculature can be blocked by single iRBCs in
the trophozoite and schizont stages.

The filtration concept has been also employed in another microfluidic device with
many obstacles (Bow et al. 2011), where both healthy and infected RBCs are able
to pass constriction geometries (no blockage is observed). However, iRBCs exhibit
lower average velocities in comparison to healthy RBCs. This speed difference
between healthy and infected RBCs is attributed to an increased membrane stiffness
and viscosity of the iRBCs in comparison to healthy cells. Deformability-based
sorting has been also proposed in the context of deterministic lateral displacement
(DLD) microfluidic devices (Henry et al. 2016; Krüger et al. 2014). DLDs utilize
micropost arrays, which have been originally designed to continuously sort spherical
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Fig. 10 Stroboscopic images of RBC deformation in a DLD device, taken from simulations and
experiments. The viscosity contrast C between the cell’s cytosol and suspending medium, which
is (a) C = 5 and (b) C = 1, affects RBC dynamics and determines its traversal through the device
(Reused with permission from Henry et al. 2016)

colloidal particles according to their size (Davis et al. 2006; Holm et al. 2011).
However, DLDs do not directly follow the filtration concept, because the gaps
between the posts are generally larger than suspended cells, as shown in Fig. 10.
Sorting in DLDs is achieved by invoking differences in cell deformation and
dynamics, which determine the trajectories of the cells within DLD devices (Henry
et al. 2016; Krüger et al. 2014). For example, in Fig. 10, the differences in RBC
trajectories within the DLD device are governed by different viscosity contrasts
between the RBC cytosol and suspending medium. Hence, a proper tuning of
DLD device geometry and flow conditions can turn them into accurate and precise
deformability-based sensors useful in the context of malaria.

4 Discussion and Outlook

The development of quantitative models for malaria infections is very important,
because they allow the explanation of experimental results, the testing of various
hypotheses, and the proposition of new biophysical mechanisms in disease devel-
opment and progression. Due to the long evolutionary history of malaria and its
complicated life cycle, this is not an easy task and it requires close cooperation
between theoreticians and experimentalists. In particular, future studies have to
further incorporate molecular information, for example, the molecular details of
how the spectrin network is remodeled by the parasite, and the exact nature of
the adhesion receptors localized to the knobs and their ligand counterparts in the
vascular endothelium.

From the conceptual point of view, the most important aspect of malaria
modeling is the multiscale nature of blood flow, which involves a wide range of
spatiotemporal scales starting from single molecules for parasite-RBC interactions
and the adhesion of iRBCs, to the deformation and dynamics of single cells, and,
finally, to multicellular flow in large microvascular networks. Current models have
proven to be sophisticated enough to be used successfully for the quantification of



2644 A. K. Dasanna et al.

experiments with a few blood cells. Computational models of blood flow rapidly
move to multicellular problems and already attempt to go beyond experimental
predictions by generating and testing new physical and biological hypotheses. Thus,
such simulations can be used to guide and optimize experimental settings for
biophysical investigations and disease diagnosis (e.g., microfluidic devices).

Modeling of the malaria disease is very challenging, and many open questions
remain, even in the context of the advances achieved over recent years, ranging
from molecular mechanisms to cell deformation and adhesion under realistic blood
flow conditions in the microcirculation. For instance, it is not fully understood how
parasite can efficiently reorient itself after the initial random adhesion and then
invade RBCs. Furthermore, exact changes and modifications of RBC membrane
stiffness and cytoadherence by the parasite during its development need to be
determined. In addition, it is unclear how the developing parasite, which can be
thought of as a rigid-like body inside a RBC, affects the cell behavior in flow.
Another important direction for future research concerns the characterization of the
adhesive interactions between iRBCs and healthy RBCs, other blood cells (e.g.,
WBCs), and the endothelium, as this input is needed for realistic malaria modeling.
Answers to these open questions for a single cell will allow the progression
toward realistic modeling of blood flow in malaria, where a mixture of healthy and
infected RBCs at different stages and complex flow geometries have to be generally
considered.

Even though the impact of numerical modeling on malaria diagnosis and
treatment is still rather limited, the development of new quantitative models and
their application in practice acquire more and more momentum. Computational
models have a great potential to provide guidance on how to improve disease
detection and treatment and to optimize existing therapeutic tools, for instance,
by introducing novel microfluidic approaches. Another substantial advancement
needed for computational models is the development of predictive simulation
approaches, which enable the modeling of long-time disease progression. This
development requires the improvement of current models to much longer time scales
including the ability of modeling various dynamic processes (e.g., parasite invasion,
intra-RBC parasite development, dynamic adhesion changes).
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Abstract

Sickle cell anemia is a genetic blood disorder exhibiting heterogeneous cell
morphology, decreased deformability, and abnormal adhesion. The primary
pathogenic event of the disease is the intracellular nucleation and polymerization
of sickle cell hemoglobin followed by sickling of red blood cells that result
in vaso-occlusive crises and other pathophysiological aspects of the disease. In
this chapter, we present the morphological, rheological, and adhesive properties
of sickle cells and their relevance to the vaso-occlusion under physiological
conditions.
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Fig. 1 Vaso-occlusive crisis in SCA. The polymerization of HbS molecules causes cell sickling
and damage to the cell membrane. The abnormal, sickle-shaped RBCs obstruct microcapillaries
and restrict blood flow leading to vaso-occlusion

1 Introduction

Sickle cell anemia (SCA) is a genetic disorder of the blood that draws its name from
the abnormal sickled shape of the affected red blood cells (RBCs) (Pauling et al.
1949; Gravitz and Pincock 2014). It afflicts about 100,000 individuals in the United
States and millions of people worldwide (Modell and Darlison 2008). In addition,
SCA is one of the most common cause of stroke in children. Despite modern health
care and technology, the average lifespan of an individual with SCA in the United
States still only hits 40–50 years. Patients with SCA have significant morbidity and
reduced quality of life as a result of stroke, frequent painful vaso-occlusive crisis
events, and other serious clinical complications such as acute chest syndrome (Bunn
1997; Barabino et al. 2010).

The origin of SCA has been traced to the intracellular polymerization of
sickle cell hemoglobin (HbS) under deoxygenation conditions (Hofrichter et al.
1974; Noguchi and Schechter 1981), causing a substantial increase in intracellular
viscosity and elastic stiffness as well as a severe damage to RBC membrane (Samuel
and Briehl 1990; Liu et al. 1991). The affected sickle RBCs (SS-RBCs) become stiff,
sticky, and abnormally shaped, so they tend to get stuck in the microcirculation,
thereby clogging blood flow (Kaul et al. 1989; Kaul and Fabry 2004) (Fig. 1).
Here, we present experimental and computational studies related to morphological,
rheological, and adhesive properties of RBCs in SCA.

2 Intracellular Polymerization of Sickle Hemoglobin

SCA is characterized as the first molecular disease (as early as 1947 by Linus
Pauling) (Pauling et al. 1949), being linked to the mutation of a single nucleotide,
from glutamate to valine, in the hemoglobin molecule. The HbS polymerization
has been characterized by a double nucleation mechanism (Ferrone et al. 1985a, b;
Vekilov et al. 2008). According to this mechanism, the HbS polymerization process
is initiated by homogeneous nucleation in solution and followed by heterogeneous
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nucleation on preexisting HbS polymer fibers (Ferrone et al. 1985a, b). A different
two-step nucleation mechanism has also been proposed (ten Wolde and Frenkel
1997; Shiryayev and Gunton 2004; Lutsko and Nicolis 2006): first, formation of
a dense liquid droplet and, then, formation of HbS fiber nuclei inside the liquid
droplet. Consequently, HbS polymer fibers grow spontaneously and distort the
RBCs into abnormal sickle shape.

Numerical models provide valuable insights into the molecular mechanism of
HbS fiber nucleation and polymerization. Here, we briefly describe a few of
the major achievements. A precursory work was presented by Turner and co-
workers (2006), who proposed a theoretical model of HbS polymer fibers and
demonstrated that twist plays an essential role in stabilizing the polymerized
fibers. Yang et al. performed Metropolis Monte Carlo simulations of self-assembled
filamentous bundles (Yang et al. 2010). They found that the molecular chirality and
attractive interactions can control the assembly size of HbS polymer fibers. Li and
Lykotrafitis employed a coarse-grained particle-based HbS model to investigate the
mechanical properties of HbS polymer fibers (Li and Lykotrafitis 2011; Li et al.
2012). They demonstrate that HbS polymer fiber frustration and compression play
a critical role in fiber zipping and unzipping dynamics.

To provide new details of how SCA manifests inside RBCs, we have developed
a mesoscopic patchy particle HbS model to study the polymerization of HbS and
the fiber growth dynamics (Lu et al. 2016). In the patchy particle model, an HbS
molecule is modeled by a rigid spherical particle with three patches on its surface,
representing the locations of double-stranded contact sites among HbS molecules
(Fig. 2a). In addition, to model the helical twist effect, we consider an angle-
bending potential of two adjacent HbS particles within the same strand (Fig. 2b).
The corresponding potential is taken as

Va = ka(θ − θ0)
2, Vl = kl(β − β0)

2, (1)

where ka and kl are the bending constant and θ = cos−1(p̂i · p̂j ) and β =
cos−1(q̂i · q̂j ) are the instantaneous angles between the axial vectors (pi and pj ) and
lateral vectors (qi and qj ) of these two adjacent HbS particles (Fig. 2b), respectively.
This HbS model was then employed to simulate the HbS polymerization with pre-
existing HbS nuclei (Fig. 2c), showing that the growth dynamics of HbS polymer
fiber is achieved by the addition of HbS monomers.

The study of intracellular HbS polymerization and consequent RBC sickling
provides an important basis for understanding the implications and treatment routes
of SCA; however, modeling the integrated process from HbS fiber nucleation and
polymerization to RBC sickling and then to vaso-occlusion is challenging due to
the multiple temporal and spatial scales of the entire process. To make progress
toward understanding the integrated processes, in a follow-up study, we proposed
a hybrid HbS fiber model, by coupling the aforementioned microscopic patchy
particle model with a mesoscopic HbS polymer fiber model (Lu et al. 2017).
In this proposed multiscale hybrid model, the function of microscopic patchy
particle model is to simulate the dynamic polymerization process of HbS molecules,
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Fig. 2 Mesoscopic modeling of polymerization of HbS. (a) Molecular structure of sickle cell
hemoglobin (upper) and the corresponding patchy particle model (lower). Green and blue mark
the lateral and axial intra-strand contacts, while red marks the interstrand contacts. (b) Double-
stranded structure of HbS filament (left) with its representation within patchy particle model.
(c) HbS filament polymerized from HbS particles. (d) Interaction of two growing HbS fibers.
(e) Modeling fiber bundle and domain formation. (Reproduced with permission from Lu et al.
2016, 2017)

whereas the mesoscopic fiber model represents the major body of HbS polymer
fiber. In addition, the hybrid HbS fiber model undergoes a dynamics coarse-graining
process during HbS polymerization through a mesoscopic adaptive resolution
scheme (MARS). As a result, the hybrid method reduces the computational cost
by reducing the number of degrees of freedom in the HbS polymer fiber model.
Herein, it can be used to simulate the HbS polymer fiber growth and branching
process. As an attempt, we applied the hybrid HbS fiber model to simulate
the growth dynamics of two interacting HbS polymer fibers (Fig. 2d) and fiber-
branching process of multiple HbS polymer fibers (Fig. 2e), which shows that
the fiber-fiber orientation and interaction range play key roles in determining
the structural and mechanical properties of HbS polymer fibers and filament
bundles.
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3 Biorheology of Sickle RBCs and Sickle Cell Blood

As shown in the previous section, SS-RBCs exhibit abnormal shapes due to the
interaction between intracellular HbS polymer and the cell membrane. Furthermore,
SS-RBC suspensions exhibit abnormal rheology and hemodynamics (Usami et al.
1975; Kaul et al. 1983; Kaul and Xue 1991; Kaul and Liu 1999) due to the
heterogeneous cell morphology and elevated cell rigidity (Evans et al. 1984; Itoh
et al. 1995). In this section, we employ the constructed SS-RBC model to investigate
the abnormal rheology and hemodynamics of SS-RBC suspension under shear and
tube flow.

Since the collective properties of the SS-RBC suspension is mainly determined
by the cell morphology and rigidity, we ignore the modeling of intracellular
HbS polymer on molecular level. Alternatively, we directly model the interaction
between the intracellular polymer and the cell membrane as the stretching force
applied on the cell membrane exerted by the growing HbS fibers. As shown in
Fig. 3, the letters “A,” “B,” “C,” and “D” represent four anchor points where the
intracellular growing fibers can potentially approach the cell membrane. Depending
on the MCHC, the intracellular HbS polymer may exhibit different configurations.
Accordingly, as the growing HbS fibers may approach the cell membrane from
multiple directions, various stretching forces are applied on the four anchor points.
Detail simulation parameters are summarized in Table 1.

With the constructed SS-RBCs of various morphologies, we investigate the
abnormal rheology of SS-RBC suspension in shear flow. We first consider the shear
flow system with hematocrit Hct = 45% following the previous experiment (Usami
et al. 1975). The viscosity of blood plasma is chosen to be η0 = 1.2 cp. Figure 4

A

B

C

D

Y

X
Z

Y

X
Z

Fig. 3 Left: triangulated mesh of the RBC membrane. The label “A,” “B,” “C,” and “D” represents
the four anchor points where the stretching force is applied. Right: successive snapshots of a RBC
during the morphological transition to the “sickle” shape (From Lei and Karniadakis 2012)



2654 X. Li and H. Lei

Table 1 Stretching force (pN) applied on the anchor points for each type of the cell morphology
along x, y, and z direction. “A,” “B,” “C,” “D” represent the anchor points sketched in Fig. 3

A B C D

S (0, 55, 54) (0, 0, 0) (0,−55, 54) (0, 0, 0)

G (0, 23, 31) (−23, 0, 31) (0− 23, 31) (23, 0, 31)

E (0, 55, 11) (0, 0, 0) (0,−55,−11) (0, 0, 0)

Fig. 4 Shear viscosity of the
healthy blood and SS-RBC
suspensions with Hct = 45%.
The dash lines represent the
fitted curve to the simulation
result by η = be−a/γ 0.5 + c,
where γ is the shear rate. a,
b, and c equal to
1.43 s−1/2,−6.04 cp, and
8.78 cp for healthy blood and
1.08 s−1/2,−5.5 cp, and
23.9 cp for deoxygenated
SS-RBC suspension. The
inset plot shows a snapshot of
the “granular” SS-RBCs in
shear flow (From Lei and
Karniadakis 2012)

shows the viscosity computed for both healthy and diseased blood under different
shear rates. For both types of blood, good agreement with the experimental results
is obtained. It is well-known that healthy blood behaves as non-Newtonian fluid
with shear-dependent viscosity (Fedosov et al. 2011). Under high shear rate, blood
cells undergo large deformation with fluid properties pronounced; in contrast, blood
cells behave as solid-like and less deformed under low shear rate conditions,
resulting in relatively higher viscosity. Therefore, the viscosity of healthy blood
increases as the shear rate decreases, as shown in Fig. 4. On the other hand,
the deoxygenated SS-RBC suspension shows elevated viscosity values, which are
nearly independent of the shear rate. This result is mainly due to the largely elevated
cell rigidity; the deoxygenated SS-RBC cannot be deformed under the high shear
rate employed in the experiment (Usami et al. 1975). Therefore, SS-RBCs exhibit
“solid” behavior throughout the entire shear rate regime, leading to this transition
from non-Newtonian to Newtonian flow.
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Furthermore, experimental studies show that the rheology of SS-RBC suspension
further depends on the morphology of the SS-RBCs. Kaul et al. investigated
the shear viscosity of SS-RBC suspensions subjected to both fast and gradual
deoxygenation procedures (Kaul and Xue 1991) that were measured. Two distinct
stages were observed for SS-RBC suspensions subjected to the fast deoxygenation.
The shear viscosity of the SS-RBC suspensions exhibits fast elevation within
the first 7 min of deoxygenation accompanied with the cell morphology transi-
tion to granular shape. However, the shear viscosity gradually decreased during
increased deoxygenation, accompanied with a large portion of cells transitioned into
extremely elongated shape with the intracellular HbS fibers aligned in one direction.
In contrast, SS-RBC suspensions subjected to gradual deoxygenation procedure
showed monotonic elevation of shear viscosity and the formation of the sickle shape
of blood cells over a period of 30 min until the full deoxygenated state was achieved.
Following this experimental study, we computed the shear viscosity of SS-RBC
suspensions with the three distinct types of sickle cell reported in the experiment
(Hct = 40%). Figure 5 shows the shear viscosity values under shear rate from 25
to 75 s−1 with similar cell rigidity applied to all the three types. Similar to Fig. 4,
the SS-RBC suspensions show shear-independent Newtonian behavior. Moreover,
shear viscosity further depends on individual cell shapes, with the value 13.8, 13.1,
and 9.6 cp for the granular, sickle, and elongated shape, respectively. The simulation
results are consistent with the experimentally observed progressive decrease of the
viscosity during the increased deoxygenation, since a large portion of granular
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Fig. 5 Shear viscosity of the sickle blood flow with different cell morphologies reported in Kaul
and Xue (1991), Hct = 40% (From Lei and Karniadakis 2012)
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cell transforms into the elongated shape during the procedure. This result reveals
the heterogeneous “effective volume” among the different types of SS-RBC under
the shear flow system (Kaul and Xue 1991). Given the same Hct, heterogeneous
cell morphologies may further affect the momentum transport between the cells,
resulting in different shear viscosity values.

Next, we further examine the hemodynamics of SS-RBC suspensions in an
isolated vasculature with different cell groups. While the oxygenated SS-RBC
suspensions exhibit hemodynamics similar to healthy blood flow, the deoxygenated
SS-RBC suspensions show heterogeneous hemodynamics among the different cell
groups. Similar to the experimental study (Kaul et al. 1983), we simulate SS-RBC
suspensions in a tube flow system with Hct = 30%. We set the diameter of the tube
to 9.0 μm as in capillary flow, since the detailed size and topology information
of the microvasculature for the experiment are unknown. In this sense, we do not
expect the apparent viscosity obtained from the simulation to match exactly with
the experiment results. Instead, we focus on the effect of different SS-RBCs groups
on the flow resistance in the microcirculation.

Deoxygenated blood flow is modeled as a suspension of SS-RBCs with sickle
and granular shapes, where the same cell rigidity is applied to both cell groups. The
viscosity of the cytosol is set to 4η0 and 50η0 for the healthy and deoxygenated
blood flow, where η0 = 1.2 cp is the viscosity of the blood plasma. The increase
of the flow resistance for the sickle and granular shapes under different oxygen
tensions is shown in Fig. 6a. While SS-RBC suspension of both cell groups shows
further increased flow resistance at deoxygenated state, the granular type of blood
flow shows a more pronounced elevation compared with the sickle shape. This result
is also consistent with the experimental study of SS-RBCs transiting in a micro-
fluidic channel conducted by Du et al. (2015). Figure 6b shows the transit velocities
of individual SS-RBCs with different cell morphologies (discocyte, oval, sickle)
through a periodic array of obstacles (4 μm between the two obstacles). The cell
group of the “sickle” shape exhibits the largest cell velocity.

One possible explanation for the above result, as proposed by Kaul et al., is
the different orientational distribution of SS-RBCs in the capillary: a cell of sickle
shape tends to flow along the axis of the tube as also observed by La Celle et al. in
experimental studies in LaCelle (1977). This is consistent with the inset snapshots of
the sickle and granular cells in Fig. 6a. To quantify this phenomenon, we computed
the cell orientation angle distribution for different cell groups in the tube flow, as
shown in Fig. 7. The cell orientation is defined by the angle θ between the flow
direction and the eigenvector of the gyration tensor V1 defined by

Gmn = 1

Nv

∑

i

(rim − rCm)(rin − rCn ), (2)

where ri is the coordinate of RBC vertex i, rC is the center-of-mass coordinate,
and m and n represent the x, y, or z direction. λ1, λ2, and λ3 represent the three
eigenvalues obtained from the gyration tensor, where λ1 < λ2 < λ3. Compared with
the granular cell, the orientation angle of the sickle cell shows a wider distribution
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Fig. 6 Top: increase of the flow resistance induced by the sickle blood flow for both granular
and sickle shapes. The inset plot shows a snapshot of the sickle cells in the tube flow. Bottom:
experimental study on SS-RBC cell transition velocity for different cell morphologies through a
periodic array of obstacles in the microchannel, provided by Du and Dao at MIT (From Lei and
Karniadakis 2012)

for larger value, indicating that the sickle-shaped SS-RBCs are more likely to orient
along the flow direction, which results in a lower flow resistance compared with the
granular cells.

Finally, we note that the simulation of SS-RBC suspension in tube flow does
not induce blood occlusion in the present study. We performed several sets of
simulations with different combinations of cell rigidities and cytosol viscosity;
however, no full occlusion was observed in any of these simulations. Moreover, the
sickle-shaped SS-RBC, the widely believed precursor of the vaso-occlusion crisis,
actually may result in lower flow resistance than other cell groups. We note that this
is mainly due to the omission of the cell-endothelium adhesive interaction in the
present study; we address this issue in the next section.
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Fig. 7 Cell orientation angle
distribution f (θ) for healthy,
sickle, and granular cells in
pipe flow. The cell orientation
is defined by the angle θ
between the flow direction (x)
and the eigenvector V 1 of the
gyration tensor, as shown in
the inset plot (From Lei and
Karniadakis 2012)

4 Adhesive Properties of Sickle RBCs

Vaso-occlusion crisis may trigger serious stroke or death for SCA patients. Early
experimental studies suggested that this crisis is triggered by the blockage of
single sickle/elongated SS-RBC in capillaries; later studies (Kaul et al. 1989,
1994; Kaul and Fabry 2004; Barabino et al. 2010) have shown that vaso-occlusion
mainly occurs in post-capillaries (the microvasculatures following the capillaries).
Moreover, some studies demonstrated that there exists no direct correlation between
the percentage of the dense SS-RBCs and the disease severity (Ballas et al.
1988). Recent studies further revealed that vaso-occlusion is a complex process
triggered by the interactions between multiple cell groups (Ballas and Mohandas
2004; Chiang and Frenette 2005; Turhan et al. 2002). In this section, we employ
computational approach to explore the mechanism of the vaso-occlusion in SCA.

4.1 Adhesive Dynamics

In vitro studies by Barabino et al. (1987) show that SS-RBCs exhibit heterogeneous
cell adhesivity among different density groups. The light density group shows the
largest adhesion, while the densest irreversible sickle cells (ISCs) show the least
adhesion. Ex vivo studies by Kaul et al. (1994) further examined the alteration
of SS-RBC adhesivity after a dehydration/rehydration treatment on individual cell
groups and found that the cell adhesivity of the deformable SS2 and the dense SS4
cells can be reversed after controlled treatment. They suspected that different cell
groups have similar “adhesion potential,” while the heterogeneous cell adhesivity is
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Fig. 8 Sickle cells in shear flow: (a) successive snapshots of SS-RBCs in shear flow. The labels
I, II, and III correspond to a deformable SS2 cell, rigid SS3 cell, and ISC, respectively. The arrow
indicates the flow direction. (b–c) Instantaneous contact area and velocity for SS-RBC in shear
flow conditions (From Lei and Karniadakis 2013)

mainly attributed to the different cell morphological and biomechanical properties
among the multiple cell density group. Accordingly, we investigate this hypothesis
by simulating the adhesive dynamic of SS-RBCs with different cell rigidities and
morphologies.

As shown in Fig. 8, we consider three different SS-RBCs under shear flow.
Cell I represents a SS2 deformable discocyte. The cell rigidity is similar to the
healthy RBC, and we set the shear modulus μ0 = 6.8 μN/m and bending rigidity
kc0 = 2.4 × 10−19 J, i.e., similar to healthy cell rigidity (Hupert and Baumann
2003; Mills et al. 2004; Suresh et al. 2005). Cell III represents an ISC generated
through the deoxygenation-reoxygenation process; we set the shear modulus μ =
10 μ0 following (Itoh et al. 1995; Clark et al. 1980). Modification to cell bending
rigidity in the deoxygenation-reoxygenation process is unknown; here we set kc =
10kc0 and also conduct sensitivity studies. Cell II represents a rigid discocyte (Evans
and Mohandas 1987) with medium MCHC value; we set μ = 3 μ0 and kc = 3kc0 for
the comparative study.
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Following Kaul et al. (1994), we assume that the three cells have similar
“adhesive potential” and set identical adhesive parameters. With the same shear rate
γ̇ = 192 s−1, the three cells exhibit substantially different adhesive dynamics as
shown in Fig. 8a. Cell I exhibits firm adhesion to the lower plate with contact area
around 40.5 μm2. Cell II, however, shows weaker adhesivity than cell I. Although
it also exhibits transient adhesion to the lower plate initially, it undergoes a periodic
flip movement along the flow direction and eventually detaches from the plate
after two to three flips, as characterized by the peak values of the instantaneous
cell velocity at 0.30, 0.53, and 0.72 s. Accordingly, the contact area achieves
minimum values at those times. Different from cells I and II, cell III does not
show any adhesion to the plate; instead, it directly detaches from the lower plate
and moves freely without adhesive bonds established thereafter. Given the same
“adhesive potential,” the present results validate the hypothesis that heterogeneous
cell adhesive dynamics is mainly due to the different cell rigidities and peculiar
cell morphologies. To further investigate this effect, we use free energy analysis to
quantify the cell adhesion in static condition.

We compute the instantaneous contact area for each cell until steady state is
reached, as shown in Fig. 9a. While the contact area for all of the cells increases
sharply to 10 μm2 within the initial stage, the contact area between the plate and
cells I and II further increases to 30 and 21 μm2 at the later stage. This inverse
relationship is consistent with the different cell adhesive dynamics in shear flow
system, and it can be understood by the free energy analysis during the adhesion
process. If we define the cell and the ligand particles as a single system, the change
of total free energy ΔE during the process can be written as

ΔE = ΔEdeform −ΔEadhesion, (3)

where ΔEdeform represents the increase of the cell free energy due to the deviation
of cell shape from the equilibrium state. ΔEadhesion represents the absolute value
of the energy decrease due to the adhesive bond formation between the cell and
the ligand particles. The final state is determined by the balance between the two
free energy terms. A deformable SS2 cell is prone to form larger contact area
than the rigid cell; it can be understood as follows: for SS2 cell with smaller cell
rigidity, the energy barrier induced by the cell deformation is relatively small, and
free energy decrease induced by cell adhesion plays a dominant role, resulting in
further cell deformation and larger cell contact area. In contrast, the rigid SS4 cell
exhibits “solid”-like properties with a larger energy barrier for cell deformation. The
adhesive interaction between the cell and plate is more like the attraction between
two solid objects where the cell deformation plays a less important role. After the
initial incubation stage, the adhesive interaction driven by the bond formation cannot
overcome the free energy increase induced by the cell deformation, and therefore it
prohibits further increase of the contact area.

Figure 9b shows the ΔEdeform as a function of the contact area ΔA for the three
cells induced by different adhesive affinities. The numerical results are fitted by
αΔA4, where α depends on the cell rigidity of individual cells. The adhesion free
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Fig. 9 Adhesion in static conditions: (a) instantaneous contact area between the SS-RBC and the
plate coated with adhesive ligands. The black curve represents the contact area of a discocyte with
cell rigidity similar to the ISC (cell III). (b) Increase of the cell free energy as a function of the
contact area. (c) Cell contact areaΔA computed from direct simulation and free energy analysis by
Eq. (4). (d) Adhesive force between the cell and the plate as a function of the membrane rigidities
for cell morphologies. The error bar represents the adhesive force computed from four independent
simulations. The inset plot shows a sketch of the simulation setup, where a uniform lift force is
applied on the upper part of an ISC (From Lei and Karniadakis 2013)

energy ΔEadhesion can be approximated by βΔA, where β is the energy coefficient
determined by the adhesive affinity. In the present work, the adhesive interaction is
modeled by the adhesive bond interaction between ligands coated on the substrate
and the receptors on the cell membrane. While each receptor on the cell membrane
can form multiple adhesive bonds with ligands, each ligand can only form one
adhesive bond with the receptor. Therefore, β can be approximated by ksl2s nligand,
where ks is the adhesive spring bond constant, ls is the cutoff length of the adhesive
bond interaction and nligand is number density of the ligands on the substrate. The
equilibrium state is determined as the state with minimum free energy term, e.g.,
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ΔA =
(
β

4α

)1/3

. (4)

According to Fig. 9b, α is about 3.8× 1025, 8.0× 1025, and 1.8× 1026 J/m8 for
cells I, II, and III. The contact area A = A0 +ΔA yields approximately 26.5, 21.3,
and 14.0 μm2 for cells I, II, and III, where A0 is the initial contact area without any
adhesion, which is 3.5 μm2 for cells I and II and 0.6 μm2 for cell III. This result
agrees well with the direct simulation results of 29.5, 20.7, and 12.0 μm2, as shown
in Fig. 9c. Compared with the shear flow system, the contact area of cell I computed
in static condition is smaller. This discrepancy is mainly due to the increased cell
deformation induced by the hydrodynamic interaction under shear flow condition.
The extended cell membrane facilitates the bond formation and results in larger
contact area. For cell III, we note that the contact area is smaller than the value
for a discocyte with similar cell rigidity. This result indicates that the peculiar cell
morphology may further affect the cell adhesivity.

To quantify the effects discussed above, we directly compute the adhesive force
between the plate and SS-RBCs with different cell rigidities and morphologies. The
adhesive force is determined as the lift force that detaches the cell from the plate in
quasi-static process, as shown in Fig. 9d. Similar to the contact area, the adhesive
force also exhibits an inverse relationship with the cell rigidity. Moreover, compared
with the discocyte, the ISC exhibits smaller adhesive force given the similar cell
rigidity, indicating less adhesivity induced by its peculiar cell morphology.

4.2 Vaso-Occlusion Crisis

We model blood circulation of SS-RBC suspensions in post-capillaries as in a tube
with diameter D = 10 μm and hematocrit Hct = 30% similar to Kaul et al. (1989)
and Kaul et al. (1994). As shown in Fig. 10, small green particles represent the
adhesive ligands which can interact with the SS-RBCs. To quantify the distinct role
of different cell groups, we infuse suspensions of different cell groups into the tube
by applying a pressure gradient ΔP/Δx = 8.7× 104 Pa/m.

First, we consider suspensions composed of SS2 cells (labeled by blue) and
ISC cells (labeled by red) with the ratio 1 : 1. We prepare the steady flow by
turning off the adhesive interaction. The mean flow velocity at the initial stage
is around 150 μm/s. Starting from the steady state (t = 0 s), we turn on the
adhesive interaction between the SS-RBCs and the ligand particles and compute
the instantaneous flow velocity across the tube, as represented by the red curve in
Fig. 10. Blood flow maintains steady state until one of the SS2 cells adheres to
the vessel wall, triggering a sharp decrease of blood flow around t = 0.5 s. As
a positive feedback, the decreased blood flow induces more SS2 cells adherent
to the vessel wall, leading to a further decrease of flow rate at t = 0.63 and
t = 0.7 s. Moreover, these adherent cells decrease the effective vessel lumen
near the adherent region resulting in a secondary trapping of the ISC groups.
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Fig. 10 Vaso-occlusion in post-capillaries: instantaneous mean velocity of blood flow in a
cylindrical tube of D = 10 μm infused with different SS-RBC suspensions. The red curve
represents the resultant velocity infused with SS2 and ISC cell groups. The inset plots represent
the instantaneous snapshots where SS2 cells adhere to the vessel wall, consequently trapping the
ISCs and resulting in cell blockage. The green curve represents the blood velocity infused with SS2
and ISC cell groups, where adhesive interaction is only applied to the ISC group. The time axis is
scaled by 0.5 for better visualization. The inset plot represents a snapshot where transient adhesion
is established between ISC and the tube wall. Steady flow is recovered as the cell detaches from
the tube wall. The blue curve represents the instantaneous velocity of blood flow infused with SS2
and healthy cell groups. Blood flow exhibits a slowdown but not a full occlusion (From Lei and
Karniadakis 2013)

The final occlusion state is reached around t ≈ 2 s with cell patterns similar to
the experimental observations (Kaul et al. 1989, 1994). This result demonstrates
that under physiological conditions similar to microcirculation in post-capillaries,
the interplay of deformable SS2 cells and ISCs can potentially trigger full blood
occlusion. Although the same adhesive parameters are applied to the two cell
groups, no adherent ISC is observed in the present simulations. Several independent
sets of simulation were conducted with different initial conditions, and similar
patterns of full occlusion were observed.

To identify the unique contribution of the deformable SS2 cell group, we per-
formed a similar simulation for the suspension consisting of ISC and healthy RBCs.
Starting from the steady flow at t = 0 s, we compute the instantaneous velocity of
the blood suspension for 6 s, as represented by the green line in Fig. 10. Blood flow
shows decreased velocity due to the ISC-ligand interaction, where transient adhesive
bonds can be formed. However, blood occlusion is not observed in this simulation
since blood flow can recover the initial flow rate when the adherent ISCs detach
from the tube wall, as consistently observed in ex vivo studies (Kaul et al. 1994),
where the ISCs, when infused alone, did not result in microvascular blockage. This
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result reveals the specific contribution of the SS2 cell group in the vaso-occlusion
crisis and is consistent with clinical investigation results (Ballas et al. 1988).

In contrast, the ISC cell group contributes differently to the occlusion crisis. We
investigate its unique contribution by simulating the blood suspension mixed with
the deformable SS2 and healthy cells. Starting from the steady flow at t = 0 s, we
compute the instantaneous velocity of the blood flow, as represented by the blue line
in Fig. 10. Although blood flow slows down due to the cell adhesion at t = 0.25 and
t = 0.48 s, full occlusion is not observed in the present simulation. In particular, we
find that healthy RBCs can squeeze through the sievelike region formed by adherent
SS2 cells due to its high deformability. The present result, in turn, identifies the
specific contribution of the ISC group in the vaso-occlusion crisis. Although the ISC
group may not participate in the cell adhesive interaction with the vascular wall, it
serves as the particular cell group trapped by adherent cells in the post-capillaries.

Besides the cell interaction among the SS-RBCs, recent studies (Kaul and Hebbel
2000) have shown that SCA is often accompanied with an inflammatory endothelial
phenotype with elevated leukocyte recruitment in blood circulation, where the
inflammation-stimulated leukocytes may further interact with SS-RBC, leading to
blood occlusion in venular flow. We refer to Turhan et al. (2002) and Lei and
Karniadakis (2013) for details.

5 Summary

In this chapter, we overview the pathogenesis of vaso-occlusive crisis in sickle
cell anemia (SCA) that involves several processes across multiple time and length
scales. We cover the morphological, rheological, and adhesive abnormalities of
sickle red blood cells and discuss individual and environmental factors underlying
the process of SCA vaso-occlusion. The genetic basis and molecular causes of the
disease have been understood for more than half a century; however, progress in
developing treatments to prevent painful vaso-occlusion and the other myriad of
associated symptoms has been slow. Therefore, the need to develop new therapeutic
interventions and treatment strategies for SCA remains paramount.
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Abstract

The blood coagulation cascade that leads to thrombus formation may be ini-
tiated by flow-induced platelet activation, which prompts clot formation in
prosthetic cardiovascular devices and in arterial disease processes. Upon activa-
tion, platelets undergo complex morphological changes of filopodia formation
that play a major role in aggregation and attachment to surfaces. Numerical
simulations based on continuum approaches fail to capture such molecular-scale
mechano-transduction processes. Utilizing molecular dynamics (MD) to model
these complex processes across the scales is computationally prohibitive. We
describe multiscale numerical methodologies that integrate four key components
of blood clotting, namely, blood rheology, cell mechanics, coagulation kinetics
and transport of species, and platelet adhesive dynamics across a wide range
of spatiotemporal scales. Whereas mechanics of binding/unbinding for single-
molecule receptor-ligand complexes can be simulated by molecular dynamics
(MD), the mechanical structure of platelets in blood flow and their interaction
with flow-induced stresses that may lead to their activation can be efficiently
described by a model at coarser scales, using numerical approaches such as
coarse-grained molecular dynamics (CGMD). Additionally, CGMD provides
an excellent platform to inform other coarser-scale models in a bottom-up
approach in the multiscale hierarchy. The microenvironment of most biological
systems such as coagulation normally involves a large number of cells, e.g.,
blood cells suspended in plasma, limiting the utility of CGMD at the larger
transport scales of blood flow. However, dissipative particle dynamics (DPD),
along with its sub-models such as energy conserving and transport DPD,
provides a very flexible platform for scaling up these mesoscopic systems.
At the macroscopic top scales of the vasculature and cardiovascular devices,
simulating blood and tissues using continuum-based methods becomes viable
and efficient. However, the challenge of interfacing these larger transport scales
with the orders of magnitude smaller spatiotemporal scales that characterize
blood coagulation, and given the issue of the slow-dynamic timescales of bio-
logical processes, makes long-term simulations of such systems computationally
prohibitive. In this chapter, we describe various numerical remedies based
on these methodologies that facilitate overcoming this multiscale simulation
challenge.
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1 Introduction

Hemostasis (thrombus formation) is the normal physiological response that prevents
significant blood loss after vascular injury. The resulting clots can form under
different flow conditions in the veins as well as the arteries. The excessive and
undesirable formation of clots (i.e., thrombosis) in our circulatory system may lead
to significant morbidity and mortality. Some of these pathologies are deep vein
thrombosis and pulmonary embolism and atherothrombosis (thrombosis triggered
by plaque rupture) in coronary arteries, to name a few. The process of clot
formation and growth at a site on a blood vessel wall involves a number of
simultaneous processes including multiple chemical reactions in the coagulation
cascade, species transport, and platelet adhesion, all of which are strongly influenced
by the hydrodynamic forces.

Platelets are fundamental to both hemostasis and thrombosis in many vascular
diseases. Normal platelets do not interact with the healthy arterial wall. In cases
of endothelial injury or exposure of extracellular matrix to blood flow, however,
platelets can quickly activate and cover the injured area to stop bleeding. The initial
adhesion of platelets on the thrombogenic area can be attributed to a variety of
platelet membrane receptor-ligand interactions, such as glycoprotein Ib (GPIb)-
V-IX with immobilized von Willebrand factor (vWF), GPIIb–IIIa (αIIbβ3) with
vWF, GPVI with collagen, α2β1 with collagen, αIIbβ3 with fibrinogen, and so on,
depending on the nature of the lesion and the local shear rate of blood flow. At
low shear rates ( γ̇ < 1000 s−1), platelets adhere to the thrombogenic area through
different pathways, relying on the exposed extracellular matrix (ECM) proteins. On
the other hand, as shear rate increases, interactions between immobilized vWF and
GPIb become exclusive in initializing platelet aggregation, while other interactions
are broken down due to high bond failure rates. The reason that vWF-GPIb interac-
tions persist at such high shear rates (25,000 s−1 shown in in vitro experiments)
is that the vWF proteins, which are normally in a coiled state, tend to extend
severalfold in high-shear environments. The conformational change of vWF exposes
the repeating functional A1 domains in multimeric vWF, leading to enhanced
adhesive interactions between GPIb and vWF (Schneider et al. 2007) (Fig. 1).

While platelet activation may be induced by biochemical agonists, shear stresses
arising from pathological flow patterns enhance the propensity of platelets to
activate and initiate coagulation cascade, causing thrombosis. Flow stresses acting
on the platelets can be represented down to the order of microns by continuum
models. However, processes such as the morphological changes in platelets upon
activation happen at the molecular scales. Continuum approaches fail to capture
such processes. Mesoscopic particle-based methods were developed to model blood
cells and thrombosis in flowing blood, using dissipative particle dynamics (DPD) for
modeling the blood, blood flows in microvessel, interactions of cells, and thrombosis
growth. However, complex processes such as platelet activation require drastically
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Fig. 1 Bio-chemo-mechanics of platelet aggregation and coagulation. (a) Platelet adhesion
receptors and their ligands. Each platelet surface bears ≈25,000 GPIb receptors that bind to
surface-bound von Willebrand factor; ≈50,000 integrin αIIbβ3 receptors that bind to fibrinogen
and vWF; ≈4,000 GPVI receptors; and 1,000–4,000 integrin α2β1 receptors that bind to several
types of collagen. The integrins must be activated to form strong long-lived bonds. Collagen is
a major constituent of the subendothelial (SE) matrix; fibrinogen is an abundant plasma protein;
and vWF is adsorbed to SE collagen, circulates in plasma, and is secreted by endothelial cells.
(b) Schematic illustration of coagulation reactions. Most coagulation proteins exist in an inactive
(FVIII) and active form (FVIIIa). FIIa (also known as thrombin), FVIIa, FIXa, FXa, and FXIa
are enzymes; their inactive precursors are called zymogens. FVa and FVIIIa are cofactors for the
enzymes FXa and FIXa, respectively, and must be activated from their precursors FV and FVIII.
Tissue factor (TF) is a cofactor for FVIIa. The coagulation enzyme-cofactor complexes form on SE
and platelet surfaces and have enzymatic efficiencies 105−106-fold those of the enzymes alone.
The activation of a coagulation protein is by proteolysis (i.e., cutting) of the precursor by another
enzyme. Thrombomodulin (TM) on ECs is a cofactor for thrombin in producing the inhibitor
activated protein C (APC). Other major inhibitors are antithrombin (AT) and tissue factor pathway
inhibitor (TFPI). Surface-bound enzyme complexes TF:VIIa, VIIIa:IXa, Va:Xa, and TM:IIa and
other surface-bound species are shown in boxes. Also shown are cell or chemical activation (purple
lines), movement in fluid or along a surface (dark blue lines), enzyme action in a forward direction
(solid gray lines), the feedback action of enzymes (dashed gray lines), binding to or unbinding
from surface (light blue double-headed arrows), and chemical inhibitors (red circles). (Reprinted
with permission from Fogelson and Neeves 2015)

different modeling approaches in order to achieve highly resolved microstructural
mechanics and the mechano-transduction process of hemodynamic stresses that may
induce platelet activation. Such approaches are needed for more accurately describ-
ing the platelets intracellular structure and the mechano-transduction processes of
platelet activation by hemodynamic forces.

Incorporating all these processes that occur at different spatiotemporal scales,
however, remains a rather challenging task. For example, platelet-wall and platelet-
platelet interactions through receptor-ligand bindings occur at a subcellular
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nanoscale, whereas the blood flow dynamics in the vessel around the developing
thrombus is described as a macroscopic process from several micrometers to mil-
limeters. Here, we describe a hierarchical multiscale numerical approach that may
seamlessly unify and integrate different subprocesses within the clotting process.

1.1 Significance and Rationale for a Multiscale Model

Cardiovascular diseases account for over 31% of deaths globally and in the USA
annually. Whether due to acute thrombosis associated with myocardial infarction or
progressive intermittent atherothrombotic events, significant ventricular dysfunction
may result, leading to heart failure. Presently over 6.5 million patients suffer from
heart failure in USA, and their number is expected to grow by nearly 50% by 2030.
Of those, a significant proportion will become candidates for mechanical circulatory
support and prosthetic cardiovascular devices, also burdened with thromboembolic
risk and complications, mandating antithrombotic medications for their recipients.
Despite antithrombotic therapy, ventricular assist device patients have approxi-
mately a 12% stroke rate, of which 18% prove fatal. The alarming thrombosis rates,
coupled with complex antithrombotic and anticoagulant management, necessitate
a solution to save numerous lives and drastically reduce the ensuing healthcare
costs.

Thrombosis in vascular disease is potentiated by the interaction of blood
constituents with an injured vascular wall and the nonphysiologic flow patterns
characterizing cardiovascular pathologies. Both initiate and enhance the hemostatic
response through chronic platelet activation. Similarly, the thrombus and throm-
boemboli generated in devices are composed primarily of platelets. The elevated
flow stresses they induce chronically activate platelets despite aggressive antithrom-
botic therapy. However, limitations in characterizing the mechanical stimuli, and the
complex biochemical and morphological changes platelets undergo in response, still
hamper our ability to successfully model such intricate phenomena. The coupling of
the disparate spatiotemporal scales between molecular-level events and the macro-
scopic transport represents a major modeling and computational challenge, which
requires a multidisciplinary integrated multiscale numerical approach. Continuum
approaches are limited in their ability to cover the smaller molecular mechanisms
such as filopodia formation during platelet activation. Utilizing molecular dynamics
(MD) to cover the multiscales involved is computationally prohibitive. Innovative
multiscale approaches are essential for elucidating this vexing problem (Bluestein
et al. 2014; Zhang et al. 2014).

1.2 Flow-Induced Mechanisms of Platelet Activation,
Aggregation, and Thrombosis

The “Virchow’s triad” of altered blood, surface, and flow establishes the latter
as the most complex component of the triad – the local flow patterns role in
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platelet activation and aggregation, interaction with the vascular wall, and depo-
sition onto foreign surfaces. It determines where a thrombus will form, its size,
and composition and whether it will remain at its initiation nidus or embolize
(Sorensen et al. 1999). Shear-induced platelet activation (SIPA) shows consistent
“dose” and time response characteristics of biochemical agonists. It causes both
aggregation and thrombin generation – the most potent platelet activator, with an
established activation threshold (Kroll et al. 1996). Aggregation of platelets and
deposition onto thrombogenic surfaces (Jackson 2007) have three distinct shear
ranges:

(i) Low-intermediate shear in veins and larger arteries (<103 s−1). Aggregation
is predominantly mediated by αIIbβ3 on free-flowing platelets which engage
fibrinogen (Fg) adsorbed on platelet monolayers that compose the initial
thrombi.

(ii) High shear in arterial microcirculation or moderate arterial stenosis (103 −
104 s−1). Aggregation is more vWF-dependent and involves the activity of both
GPIba and αIIbβ3.

(iii) Pathological or “hyper” shear in atherothrombosis and cardiovascular devices
(>104 s−1). Aggregation is mediated exclusively by vWF-GPIb bonds, not
requiring platelet activation or adhesion via αIIbβ3.

1.3 Aggregation, Adhesion, and Wall Interaction

Shear-induced flow mechanisms are enhanced by eddies, flow vortices, and flow
separation (Nesbitt et al. 2009), with prothrombotic agonists trapped in regions
of recirculating flow. Shear-induced aggregation has two characteristic phases:
(i) reversible phase between two discoid platelets and the presence of unstable
platelet aggregates and (ii) stable phase that involves platelet shape change and
granular release (Maxwell et al. 2007; Nesbitt et al. 2009). Unstable aggregates are
formed with vWF alone, while stable aggregates require both vWF and fibrinogen,
allowing for a shorter formation time and increased recruitment of platelets to
aggregates (Maxwell et al. 2007). Initial aggregates typically involve clustering of
platelets around a single activated platelet via membrane tethers, not pseudopodia,
whereas stable aggregates require platelet sphering and filopodial projections.
Increasing the shear rate from 1,800 to 5,000 s−1 increases the number of discoid
platelet aggregates converting to stable aggregates, and αIIbβ3 is required for
membrane tether formation between platelets in reversible aggregates (Maxwell
et al. 2007). In stenotic regions, initial platelet recruitment occurs at the stenosis
apex, and aggregates form at the downstream expansion zone where the flow decel-
erates. Larger decelerations result in larger aggregates embedded in the growing
thrombus.



111 Multiscale Modeling of Blood Flow-Mediated Platelet Thrombosis 2673

1.4 Continuum Approaches for Blood Flow at the Microscale

Several continuum approaches try to couple the timescales between molecular and
macroscopic transport. In those the cellular level is represented by field equations
and moving boundaries to allow the cell to change its shape with interfaces that have
different timescales and properties (N’Dri et al. 2003; Shyy et al. 2001). Models of,
e.g., adhesion of rolling leukocytes to endothelium are based on either equilibrium
concepts (Bell 1978; Berk and Evans 1991; Evans 1985a, b) or kinetics approach
(Dembo et al. 1988; Hammer and Lauffenburger 1987; Dong et al. 1999). Bond
association and dissociation occur according to the forward and reverse reaction
rates (N’Dri et al. 2003; Shyy et al. 2001). Initial models (Skalak et al. 1981a,
1989, 1981b; Weiss 1990) neglected cell rheological properties and were limited
in their predictive capability (Bell 1978; Dembo et al. 1988). Flow-induced stresses
acting on a cell may weaken the adhesion bonds or extract receptor molecules from
the cell surface (Alon et al. 1997, 1998) with progress toward understanding the
receptor-mediated cell adhesion process (Lauffenburger et al. 1987; Linderman and
Lauffenburger 1986, 1988). Detailed review on such simulations using probabilistic
and Monte Carlo approaches was published (Zhu 2000). Flow-mediated transport
and initiation and inhibition of coagulation were modeled extensively by the
Fogelson group (Fogelson and Tania 2005).

1.5 Coarse-Grained Particle Methods at the Mesoscale

CFD simulations are limited to continuum systems (Dwinzel et al. 2002; Groot
and Warren 1997), representing a 10 nm to 100 μm gap between microscopic
biochemistry and macroscopic scales. DPD models possess important properties
of mesoscopic systems: DPD can easily model heterogeneous fluids, allowing
simulations of processes which are very difficult to model by continuum approaches.
Initial work focused on multiphase nature of these flows (Espanol 1998; Boek
et al. 1996) to address limitations of continuum approaches that represent them
consistently (Albert et al. 1998; Kechagia et al. 2002; Davis 2002). Blood flow was
modeled with DPD (Dzwinel et al. 2003) with plasma represented by dissipative
fluid particles, and red blood cells (RBCs) and capillary walls by coarse-grained
(CG) particles ensemble (Boryczko et al. 2003, 2004), demonstrating aggregation
and deformation. A triple-decker MD-DPD model interfaced atomistic-mesoscopic-
continuum flow regimes (Fedosov and Karniadakis 2009). A flow-cell interaction
model (Sweet et al. 2011) used subcellular elements to simulate cell motion, with
the cell coupled to the plasma flow by the Langevin equation (Skeel and Izaguirre
2002). DPD was initially used in simple geometries (Fedosov and Karniadakis 2009;
Soddemann et al. 2003; Espanol and Warren 1995) for modeling viscous flows with
no-slip boundary conditions (Koplik and Banavar 1995a, b; Revenga et al. 1999;
Pivkin and Karniadakis 2005), expanding to higher Reynolds numbers (Qian and
Wang 2005), and more recently in a stenosis model (Gao et al. 2017).
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2 Hierarchical Multiscale Modeling of Platelet Thrombosis

Numerical modeling of thrombus formation and growth is a challenging problem
due to multiscale and multiphysics nature of clotting process, which involves fluid
mechanics, cell mechanics, and biochemistry. Diverse studies have addressed this
problem on different scales such as cellular, meso, and continuum levels, whereas
attempts have been made to bridge these different scales to model the process at the
initial phase of platelet activation and aggregation (cf. Xu et al. 2010, Zhang et al.
2014, and Grinberg et al. 2013). These studies may be broadly put in three distinct
modeling strategies: cellular/subcellular modeling of adhesive dynamics, platelet
transport, and aggregation in whole blood; continuum-based modeling of blood flow
treating platelets as Lagrangian particles; and continuum-based modeling of throm-
bus formation and growth using empirical correlations for platelet deposition rates.

A major challenge for multiscale modeling of thrombogenesis is the coupling
of the disparate spatiotemporal scales characterizing flow effects on deformable
platelets and the resulting adhesion/aggregation bond scales. A schematic flowchart
depicts flow-induced processes leading to clotting and thrombosis and the feedback
between the scales (Fig. 2). A successful multiscale model requires molecular-
level characterization of mechano-transduction processes activating platelets, the
ensuing clotting reactions, and their interactions with the flow. Departing from
traditional continuum approaches, a multiscale model is proposed by combining
DPD interfaced with coarse-grained molecular dynamics (CGMD) – this integrated
“DPD-CGMD” multiscale model that can bridge the gap across the vast range of the
spatiotemporal scales. Starting with flow patterns with high propensity to activate
and aggregate platelets, macro-to-mesoscale flow scales are modeled using DPD and
micro-to-nanoscales using CGMD. An interactive DPD-CGMD dynamic coupling
interface scheme will reflect any changes in platelets and thrombus morphology and
feed back to affect the hemodynamics and vice versa, resulting in a multiscale model
to bridge the gap between the macroscopic flow scales and the cellular/molecular
scales.

2.1 Molecular Dynamics Modeling of Receptor-Ligand
Interactions

Understanding how force affects receptor and ligand binding and unbinding is a
long-standing effort in mechanobiology. Bond dissociation rates typically increase
under mechanical stress; however, bond stability can be enhanced through special-
ized mechanisms induced by force, including catch bonds and switching to a slip
bond with a slower off-rate (flex bonds) (Kim et al. 2015). At sites of vascular
injury, hydrodynamic force in the bloodstream acting on vWF is pivotal in regulating
the binding of the vWF A1 domain to GPIba on platelets and commencing the
cross-linking of platelets by vWF to form a platelet plug. vWF circulates in the
form of long, disulfide bonded concatemers, with tens to hundreds of monomers,
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which mostly adopt a compact, irregularly coiled conformation during normal
hemodynamics (see Fig. 3). At sites of hemorrhage, flow changes from shear to
elongational. On the transition from low to high shear and from shear to elongational
flow, irregularly coiled molecules extend to a threadlike shape, and elongational
(tensile) force is exerted throughout their lengths. Molecular elongation exposes the
multiple A1 binding sites in vWF concatemers for multivalent binding to GPIba
(Springer 2014).

Atomic force microscope (AFM) experiments have been used extensively to
probe the force required to rupture single-molecule complexes and have provided
additional insights into their binding properties. By performing force spectro-
scopic measurements of binding/unbinding force distributions at different relax-
ation/pulling rates, these AFM experiments have been able to quantify the kinetics
of ligand-receptor interactions.

To reveal the microscopic processes underlying the AFM observations, numer-
ical simulations of binding/unbinding events for different complexes have been
performed using steered molecular dynamics (SMD) technique. SMD allows us to
explore these processes on timescales accessible to MD simulations. The basic idea
behind any SMD simulation is to apply an external force to one or more atoms.
In addition, you can keep another group of atoms fixed and study the behavior of
the complex under various conditions. The only major difference between the AFM
experiment and simulations concerns the value for the pulling velocity. Whereas
the AFM experiment is carried out on a millisecond timescale, MD simulations

Fig. 3 Conformation of vWF
under elongation and
structural form of its A1
domain bound to GPIba. (a)
Schematic organization of
domains in vWF and
head-to-head and tail-to-tail
linkage of vWF monomers
into concatemers. (b) The
vWF A1-GPIba complex
forms a super β-sheet at the
interface between the A1 β3
and GPIba β14 strands.
(Reprinted with permission
from Springer 2014)
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are limited to nanoseconds; therefore, one has to consider thermal fluctuations and
dissipation. Because of these nonequilibrium phenomena, the rupture force should
vary systematically with rupture speed, and thus the computed rupture forces should
be able to be extrapolated to the experimental timescale (Grubmüller et al. 1996).

2.2 An Integrated DPD-CGMD Modeling Approach

The multiscale approach (Fig. 4) incorporates (i) top/macro blood flow scale using
DPD fluid, with length scales down to O(m), where multiple platelets each
composed of an ensemble of attractive particles are suspended in a discrete particle
medium with viscous fluid properties and interact with the blood vessel walls
and each other, and (ii) bottom/cellular scale employing CGMD, O (nm) scales,
in which platelets with multiple sub-components (actin filaments cytoskeleton,
bilayer membrane, and cytoplasm) evolve during activation as pseudopodia grow
and platelets lose their quiescent discoid shape. The fully interactive DPD-CGMD
dynamic coupling interface passes the information across the scales as individual
platelet activation evolves at the cellular bottom scale in response to viscous
shear. This multiscale approach (Fig. 4) depicts the (a) scale exchange of shear
from the DPD blood flow and (b) state exchange based on the coarse-graining of
MD modeling of the individual platelets, and their shape change is transferred –
interactively affecting the DPD fluid hemodynamics.

Fig. 4 Multiscale DPD-CGMD approach for modeling flow-induced platelet activation
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Fig. 5 CGMD model of the intercellular constituents structure of human platelets. Detailed
connections of the filamentous core with actin filaments and the membrane particles are shown
in the upper left corner. The rigid filamentous core made by carbon-70 structure at the center of
platelet. One end of the actin bundles is attached to the core, and the other end is attached to the
membrane. The cytoplasm fills the space between the membrane and the cytoskeleton. (Reprinted
with permission from Zhang et al. 2017)

2.2.1 Coarse-Grained Molecular Dynamics Model of Platelet Cellular
Structure

The cellular and subcellular structure of a resting platelet can be modeled using a
CGMD approach in Fig. 5 (Zhang et al. 2017). A resting platelet has a discoid shape
with a 2 μm semimajor axis and 0.5 μm semiminor axis. The peripheral zone is
modeled as a homogeneous elastic material bilayer constructed by 2D triangulation
method. A shell of 300AA thickness represents the phospholipid bilayer membrane
(100AA) and an exterior coat (150–200 Å). The membrane is allowed to deform
under strain. The organelle zone, represented by the cytoplasm, is composed of
homogeneous nonbonded particles filling the gap between the membrane and the
cytoskeleton. At the fluid-platelet interface, the membrane prevents fluid particles
from penetrating while maintaining the flowing platelet flipping dynamics.

The cytoplasm rheology is modeled using a Morse potential (Morse 1929). The
cytoskeleton consists of two types of actin-based filaments: (a) a rigid filamentous
core and (b) an assembly of radially spanning elastic actin filaments that mediates
the contractility. A carbon-70 structure is used to generate the oval-shaped core.
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Each actin filament is individually extensible and is tethered to the core. An α-
helical structure mimics the spring-loaded molecular mechanism, with its spiral
conformation continuously stretchable under external force.

A CGMD potential for the elastic membrane and filamentous core along with a
Morse potential for the cytoplasm and the MD force fields for the actin filaments
are adopted in this platelet model. The CGMD describes the lowest scale of the
platelet intracellular constituents, including the bilayer membrane, the cytoplasm,
and a cytoskeleton composed of extensible actin filaments of the pseudopods at the
micro- to nanoscales. CGMD potential is written as

VCGMD(r) =
∑

bonds

kb(r − r0)2 +
∑

LJ

4εij
[(σij
r

)12 − (σij
r

)6]
, (1)

and describes the deformability of the membrane (the first term) and the interaction
between the membrane and intercellular particles (the second term). A MD potential
without an electrostatic term for the actin-based filaments is

VMD =
∑

bonds

kb(r − r0)2 +
∑

angles

kθ (θ − θ0)
2 +

∑

torsion

kφ(1+ cos(nφ − σ))

+
∑

LJ

4εij
[(σij
r

)12 − (σij
r

)6]
, (2)

where kb, kθ , and kφ are force constants for the α-helical structure, r0 and θ0 are
the equilibrium distance and angle, and n is the symmetry of the rotor and δ is the
phase. In the L-J term, εij is the well depth of the L-J potential, σij is the finite
distance and r is the interparticle distance, and θ is the angle and φ is the torsional
angle. Morse potential is used for the cytoplasm

VMorse(r) = ε[eα(1− r
R
) − 2e

α
2 (1− r

R
)] , (3)

describing a pairwise nonbonded interaction for viscous flows at coarse-grained
scales. R is the distance of minimum energy ε, and α is a parameter that measures
the curvature of the potential around R, where r is the interparticle distance.

2.2.2 Modeling Blood Plasma Using DPD Fluid Model
In the standard DPD method, the pairwise forces consist of three components:
(i) conservative force, fCij = ac(1 − rij /rc)r̂ij ; (ii) dissipative force, fDij =
γωd(rij )(r̂ij · v̂ij )r̂ij ; and (iii) random force, fRij = σωr(rij )(ζij /

√
Δt)r̂ij . Hence,

the total force on particle i is given by fi = ∑
i �=j (fCij + fDij + fRij ), where the

sum acts over all particles j within a cutoff radius rc, and ac, γ , and σ are the
conservative, dissipative, and random coefficients, respectively, rij is the distance
with the corresponding unit vector r̂ij , v̂ij is the unit vector for the relative velocity,
ζij is a Gaussian random number with zero mean and unit variance, and Δt is the
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simulation time step size. The parameters γ and σ and the weight functions are
coupled through the fluctuation-dissipation theorem and are related by ωd = ω2

r

and σ 2 = 2γ kBT , where kB is the Boltzmann constant and T is the temperature of
the system. The weight function ωr(rij ) is given by

ωr
(
rij
) =

{
(1− rij

rc
)k rij < rc

0 rij ≥ rc , (4)

with k = 1 in the original DPD form, whereas k < 1 is used to increase the
plasma viscosity. A hybrid DPD-Morse model for blood flow simulations through
severe stenotic microchannel is proposed by combining the Morse potential and
classical DPD conservative force and is being used in order to reduce the fluid
compressibility (Gao et al. 2017). The compression simulation presents a much
smaller isothermal compressibility of the DPD-Morse fluid than that of the DPD
fluid with κDMT /κDPDT ≈ 0.3, which shows DPD-Morse fluid is more resistant to
compression under the same condition.

2.2.3 DPD-CGMD Spatial Interfacing
Hybrid force field is developed for describing the dynamic fluid-platelet interaction
(Zhang et al. 2014) and is written as

dvi = 1

mi

N∑

j �=i
(∇U(rij )dt + fDij dt + fRij

√
dt) , (5)

where U(rij ) is the standard Lennard-Jones potential, with εp and σp the same
as the energy and length characteristic parameters in CGMD, and fDij and fRij are
the standard DPD dissipative and random forces, respectively. The L-J force term
helps the cytoskeleton-confined shapes and the incompressibility of platelets against
the applied shear stress of circumfluent plasma flow. The dissipative and random
force terms maintain the flow local thermodynamic and mechanical properties and
exchange momentum to express interactions between the platelet and the flow
particles. A no-slip boundary condition was applied at the fluid-membrane surface
interface. A dissipative or drag force was added to enforce the no-slip boundary
condition at the fluid and membrane interface, so that the fluid particles are dragged
by the dissipative forces of the membrane particles as they are getting closer to the
membrane surface, mimicking boundary layer mechanism where one layer drags
its adjacent layers. The hard-core L-J force simultaneously provides a bounce-
back reflection of fluid particles on the membrane (to prevent fluid particles from
penetrating through the platelet membrane) with the no-slip achieved by slowing
down the fluid particles as the fluid particles are getting closer to the membrane
surface.

Determination of the parameters for the spatial interface is conducted through
numerical experiments for maintaining the Jeffery’s orbits of spheroids in a shear
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flow. The Jeffery’s orbits solution (Jeffery 1922) describes the rotation of isolated
ellipsoidal particles immersed in viscous shear flow and is widely used as a
benchmark analytical solution. Zhang et al. (2014) presented the comparison of this
multiscale fluid-platelet simulation results with Jeffery’s orbit solution in Couette
flows.

The shapes of the rigid and the deformable platelet models following the
immersion are widely different: the rigid model maintains an ideal ellipsoidal
shape, but the deformable model responds to the interactions between platelet
and the hemodynamic flow stresses around it (Fig. 6(left)). The accumulation of
shear stress-exposure time produced over time (Fig. 6(right)) indicated that the
flow-induced stresses in the rigid platelet model are on average about 2.6 times
larger than those of a deformable model. The hydrodynamic stress will be less
on deformable objects, as the surface will move and deform absorbing part of the
external force. Thus, the rigidity of the platelet model is not a negligible factor
when estimating flow-induced stresses on the platelets. Neglecting the platelet
deformability may overestimate the stress on the platelet membrane, which in turn
may lead to erroneous predictions of the platelet activation under viscous shear flow
conditions.

2.2.4 Modeling the Highly Resolved Mechano-Transduction Process
of Hemodynamic Stresses in Platelets

The DPD-CGMD multiscale model described above enables an accurate study for
the mechano-transduction process of the hemodynamic stresses acting onto the
platelet membrane and transmitted to such intracellular constituents as cytoplasm
and cytoskeleton. The platelets constituents continuously deform in response to the
flow-induced stresses. Figure 7 shows the mapping of hemodynamic stresses on the
membrane, cytoplasm, and cytoskeletal structure of the flowing and flipping platelet
under a shear flow of 45 dyne/cm2. Comparatively, the cytoplasm experiences
a slightly lower stress level of 51.46 dyne/cm2, implying that the deformable
membrane absorbs part of the extracellular hemodynamic forces. The spread of
the stress distribution on cytoplasm has a much larger standard deviation of 34.72
than the membrane’s. This is expected, as the cytoplasm is more fluidic than the
membrane, thereby affecting the spread of the stress distributions. The distribution
of mechanical stresses on the actin filaments is 48.15 ± 11.33 dyne/cm2. The
actin-based filament structure experiences the smallest average stress level than the
membrane and cytoplasm. The stress distribution on the actin filaments indicates
that mostly the membrane-adjacent apical tips of the filaments that are attached
to the membrane base experience higher stresses than the innermost parts. It is
evident that simplifying the mechano-transduction process by using a completely
rigid platelet model leads to erroneous estimation of the hemodynamic stresses
acting on the platelet membrane and intracellular constituents.

2.2.5 Modeling the Activation of Platelets and Formation of Filopodia
Formation of filopodia observed during early-stage platelet activation is modeled in
Pothapragada et al. (2015). Simulating the dynamics of varied filopodia formations
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Fig. 7 The shear flow-induced mechano-transduction process. Hemodynamic stress distributions
on the membrane, cytoplasm, and cytoskeleton (actin filaments). (Reprinted with permission from
Zhang et al. 2017)

is enabled by exploring the parameter space of this CGMD platelet model. The
dynamic simulation of the filopodia formation is achieved by incrementing the
length and thickness parameters of filopod. The rest of the parameters remain
constant during the simulation to preserve the structural integrity of the platelet
during the formation of filopodia. The change of the filopod length and thickness
is determined by correlating with in vitro experiments. In experiments, the platelets
are exposed to constant shear stresses over a defined duration. Figure 8 shows (a) the
scanning electron microscopy (SEM) images of filopodia formations under varied
combinations of shear stress and exposure time and (b) corresponding simulated
formation of filopods on the deformable platelet model.

Flow-mediated platelet shape change can be induced by exposing the platelets
to a range of physiologic and pathologic shear stresses encountered during blood
flow. Platelets isolated by gel filtration are diluted in Hepes-buffered modified
Tyrodes solution with 0.1% bovine serum albumin, recalcified with a physio-
logical concentration of CaCl2, and exposed to shear stresses ranging from the
physiologic 1 dyne/cm2 to the pathologic 70 dyne/cm2 for up to 4 mins in the
hemodynamic shearing device (HSD), a programmable cone-plate-Couette vis-
cometer that exposes cell suspensions to uniform dynamic shear stresses (Sheriff
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et al. 2013). During exposure, samples are withdrawn using a LabView-controlled
syringe-capillary viscometer and immediately fixed in 1% paraformaldehyde to
block additional shape change (Pothapragada et al. 2015). Fixed platelets are then
placed on glass slides precoated with poly-L-lysine, dehydrated through a graded
ethanol series, and sputter-coated with gold particles prior to imaging. Images are
obtained at 30,000x magnification in a SEM and analyzed using a MATLAB image
processing toolbox (Pothapragada et al. 2015). Platelet boundary parameters, such
as the major and minor axis lengths, and circularity are measured by fitting an
ellipse to the platelet perimeter, while filopod thickness is obtained by manually
defining the intersection with the elliptical platelet body. Filopod lengths are then
obtained by morphological erosion of the central filopod axis. These parameters are
then recorded in a database and grouped by shear condition (i.e., shear stress and
exposure time). The analyzed images are compared with snapshots of the simulation
results in Fig. 8. The lengths of filopodia generated due to shear stresses in this study
range from 0.24 to 2.74 μm and thicknesses range from 0.06 to 0.73 μm, and the
simulations are able to achieve results within this range (Pothapragada et al. 2015).

2.2.6 Measuring Platelet Stiffness and Deformation with
Dielectrophoresis-Mediated Electro-Deformation

A critical component of any biological model is validation through in vitro or in
vivo experiments. Platelets behave as viscoelastic materials, storing energy as they
are subject to shear deformation until their capacity to store and withstand this
deformation is exceeded, resulting in shape change, fragmentation, and subsequent
activation and thrombus formation. A variety of methods have been used to quantify
single cell stiffness, including atomic force microscopy (AFM), cytoindenter,
flow cytometry, magnetic tweezers, magnetic twisting cytometry, microfluidics,
micropipette aspiration, microplate manipulation, molecular force spectroscopy,
optical stretchers, and optical tweezers. Many of these methods require anchored,
adhered, or shear-insensitive cells and are unsuitable for platelets, which are free-
floating and sensitive to both shear forces and foreign surfaces. These limitations
have been bypassed through the use of dielectrophoresis (DEP), in which neutral
particles are exposed to a nonuniform electric field, leading to their translational
motion. This method has been adapted as a means of cellular electro-deformation
(EDF), in which mechanical properties are determined by trapping and deforming
platelets exposed to an oscillating electric field without the need for surface contact,
substratum attachment, or induction of membrane indentation or damage (Leung
et al. 2015). This approach utilizes a microelectrode chip consisting of a patterned
thin-film titanium-gold array on a glass substrate, covered by hollow silicone-coated
polymer space for the fluid chamber and topped by a coverslip for microscopic
observation. Isolated platelets placed in the fluid chamber are exposed to an electric
current in a sine-wave pattern formed using a function generator coupled with a
current amplifier, allowing modulation of the applied voltage. Platelet deformation
is imaged via fluorescence microscopy, recorded with a CCD camera, and analyzed
using NIH ImageJ software (Leung et al. 2015). Time-averaged electromagnetic
force (F ) on the platelet surface is calculated by integrating Maxwell’s stress tensor
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(T) over the cell body Ω , multiplied by the out-of-plane thickness d, with stress
calculated over the platelet surface area (Chen et al. 2011):

F = d
∫

∂Ω

n · T dS , (6a)

T =
[
ε0εrE

2
x − 1

2ε0εr(E
2
x + E2

y) ε0εrExEy

ε0εrExEy ε0εrE
2
y − 1

2ε0εr(E
2
x + E2

y)

]
, (6b)

where the electric field intensities in the x- and y-directions are given as Ex
and Ey , respectively, and εr and ε0 are the respective medium and vacuum
relative permittivity. An increase in voltage yields an increase in deformation
that is stiffness-dependent, as verified by comparing with platelets fixed with
paraformaldehyde. The magnitude of DEP forces increases by the square of the
electric field strength (15–90 V), yielding a Young’s modulus of 3.5 ± 1.4 kPa for
resting platelets, comparable to those measured using micropipette aspiration and
AFM.

2.3 Seamless Multiscale Modeling of Thrombosis Using
Dissipative Particle Dynamics

Dissipative particle dynamics, a mesoscopic particle-based hydrodynamics
approach, has been effectively used to model plasma and suspending cells in blood
in many applications. The advantage is the seamless integration of hydrodynamics
and cell mechanics in a single framework. Further, a new submodel of DPD that
is able to address chemical transport has been formulated (Li et al. 2015). The
multiscale model of thrombosis includes four main processes: the hemodynamics,
coagulation kinetics and transport of species, blood cell mechanics, and platelet
adhesive dynamics. DPD can provide the correct hydrodynamic behavior of fluids
at the mesoscale, and it has been successfully applied to study blood, where a
coarse-grained representation of the cell membrane is used for red blood cells and
platelets.

Transport of chemical species in the coagulation cascade is typically described by
a set of continuum advection-diffusion-reaction (ADR) partial differential equations
(cf. Eq. 12). In the context of Lagrangian particle-based methods such as DPD, these
equations can be written as

d[Ci]
dt

= ∇(Di∇[Ci])+QSi , (7)

where [Ci] denotes the concentration of ith reactant and Di is the corresponding
diffusion coefficient. This system can be modeled by transport DPD, which is devel-
oped as an extension of the classic DPD framework with extra variables for describ-
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ing concentration fields. Therefore, equations of motion and concentration for each
particle of mass mi are written by (dri = vi dt; dvi = fi/mi dt ; dCi = Qi/mi dt)
and integrated using a velocity-Verlet algorithm, where Ci represents the concentra-
tion of a specie per unit mass carried by a particle andQi =∑

i �=j (QDij +QRij )+QSi
is the corresponding concentration flux. We note that Ci can be a vector Ci
containing N components, i.e., {C1, C2, . . . , CN }i when N chemical species are
considered. In the transport DPD model, the total concentration flux accounts for
the Fickian fluxQDij and random fluxQRij , which are given by

QDij = −κijωdc(rij )
(
Ci − Cj

)
, (8a)

QRij = εijωrc(rij )ζijΔt−1/2 , (8b)

where κij and εij determine the strength of the Fickian and random fluxes. QSi
represents the source term for the concentration due to chemical reactions. Further,
the fluctuation-dissipation theorem is employed to relate the random terms to the
dissipative terms, i.e., ωdc = ω2

rc, and the contribution of the random fluxQRij to the
total flux is negligible.

To describe the cell mechanics, a coarse-grained representation of the cell
membrane structure (lipid bilayer + cytoskeleton) can be adopted for RBCs and
platelets. The membrane is defined as a set of Nv DPD particles with Cartesian
coordinates xi , i ∈ 1, . . . , Nv in a two-dimensional triangulated network created
by connecting the particles with wormlike chain (WLC) bonds. The free energy of
the system is given by

Vt = Vs + Vb + Va + Vv , (9)

where Vs is the stored elastic energy associated with the bonds, Vb is the bending
energy, and Va and Vv are the energies due to cell surface area and volume
constraints, respectively. RBCs are extremely deformable under shear, whereas
platelets in their resting (i.e., unactivated) shape are nearly rigid. We parametrize
the RBC membrane such that we can reproduce the optical tweezer stretching tests
(see Fig. 9). In the case of platelets, we choose shear modulus and bending rigidity
sufficiently large to ensure its rigid behavior. Platelets become more deformable
upon activation through reordering the actin network in their membrane, which is
accompanied by the release of their content to the plasma.

The platelet adhesive dynamics model describes the adhesive dynamics of
receptors on the platelet membrane binding to their ligands. The cell adhesive
dynamics model was first formulated in the work of Hammer and Apte (1992)
and extended to platelets by others. This model utilizes a Monte Carlo method to
determine each bond formation/dissociation event based on specific receptor-ligand
binding kinetics. The probability of bond formation Pf and probability of bond
rupture Pr are estimated using the following equations:
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Fig. 9 Particle representation of blood cell structure and their mechanics and simulation of
clotting in whole blood. (a) Coarse-grained DPD model of RBC membrane and the stretching
response of stress-free RBC model for different coarse-graining levels compared with the optical
tweezer stretching experiment. (b) Coarse-grained model of platelet membrane and its flipping
dynamics when placed in a linear shear flow (theory of rigid particle dynamics in shear flow can
be found in Jeffery 1922). (c) Seamless DPD simulation of whole blood flowing over a site of
injury in a channel showing RBCs, platelets, and vWF ligands (green particles on the lower wall).
Contours of thrombin concentration are plotted as the solution of the coupled ADR equations for
the coagulation cascade

Pf = 1− exp(−kfΔt) , (10a)

Pr = 1− exp(−krΔt) , (10b)

where kf and kr are the rates of formation and dissociation, respectively. Following
the Bell model (cf. Bell 1978), the force-dependent kr is evaluated by

kr = k0
r exp

(
σr |Fb|
kBT

)
, (11)

where k0
r is the intrinsic dissociation rate and σr is the corresponding reactive

compliance derived from atomic force microscope (AFM) experiments and Fb is
the pulling force applied to the bond.
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2.4 Continuum and Particle/Continuum Modeling of Thrombosis

At the continuum level, macroscopic numerical models have been developed by
treating blood as incompressible Newtonian fluid (or non-Newtonian in small
arterioles and capillaries), thus leading to continuum fields for blood velocity and
pressure and the transport of enzymes, which can be resolved using an Eulerian
description. To study thrombosis in both physiological and pathological conditions,
some of these models treat platelets as concentration fields similar to chemical
species that follow specific ADR transport equations. The governing equations
for the incompressible blood flow coupled with the ADR equations related to the
biochemistry of coagulation are written as

ρ(
∂u
∂t
+ u · ∇u) = −∇p + ∇ · τ , (12a)

∇ · u = 0 , (12b)

∂ci

∂t
+ u · ∇ci = Di∇2ci + Si , (12c)

where u is the flow velocity, p is the pressure and τ is the deviatoric viscous stress
tensor, ci and Di are the concentration and diffusion coefficient for each reactant,
respectively, and Si represents the rate of production or destruction of that reactant.
The shear stress tensor can be written as τ = 2μD where D is the strain rate tensor.
The viscosity μ may be assumed constant for Newtonian blood or a function of the
local shear rate using an empirical correlation for non-Newtonian blood. The system
of equations (12) are usually solved using a finite element Galerkin formulation
subject to proper Dirichlet and Neumann boundary conditions for velocity, pressure,
and concentrations at the inlets/outlets and on the wall.

It is also possible to take individual platelets into account by treating them as
Lagrangian particles using a method that is able to couple particle-particle particle-
wall interactions with the background flow. Force coupling method (FCM) provides
such platform for two-way coupling of platelets (treated as rigid spherical particles)
with the background flow (cf. Yazdani et al. 2017). This numerical approach has the
advantage of tracking thousands of platelets forming aggregates at the site of injury
and effectively capturing the shape and extent of thrombus. As a result, the thrombus
shape modeled by FCM is affected by the local hydrodynamics and fluid stresses.
FCM can be easily incorporated in the Navier-Stokes equation by introducing a
body-force term due to the particles

f(x, t) =
N∑

n=1

Fn Δ (x− Y) , (13)

where Fn is the force due to particle n. The effect of platelets is transferred to
the flow field through the body force term f(x, t) on the right-hand side of the
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Navier-Stokes Equation 12a. Further, a phenomenological model based on a Morse
potential VMorse may be used to describe the attractive/repulsive forces between
platelets. The contribution of each platelet whose center of mass is located at Yn

to the flow at position x is smoothed by a Gaussian distribution kernel Δ(x− Y).

3 Concurrent Coupling Using a Domain Decomposition
Approach

Most current work on multiscale modeling is in the setting of the so-called
concurrent coupling methods, i.e., the microscale and the macroscale models are
linked together on the fly as the computation goes on (Weinan et al. 2007). In
most biological problems such as blood clotting, localized processes occur in
isolated regions. For these problems, the microscopic model is only necessary
near the local biologically active domains. Further away it is adequate to use the
macroscopic model. In this case, the macro-micro coupling is localized, and domain
decomposition can be used by either using overlapping interfaces or embedded
subdomains. For example, in modeling of blood clotting in cerebral aneurysm
shown in Fig. 10, an approach is adopted in which the flow field is solved in the
full geometry using a continuum 3D solver, while small atomistic subdomains are
embedded in isolated regions identified with higher platelet residence times and
higher propensity of platelet deposition inside the sac of the aneurysm.

The bridging of scales is achieved through designing appropriate interface
conditions between the heterogeneous solvers. The interface conditions are derived
to respect the physical conservation constraints and the requirements of each solver.
Specifically, mass conservation is of primary importance, while momentum and
energy conservation are desirable but present several challenges, with the latter
being nearly impossible in practice. Interface conditions are concurrently enforced
by constructing appropriate projection, interpolation, denoising, and statistical
moment-matching techniques that aim to transfer information across the different
domains in a compatible way with the requirements and data format of each solver.

Coupling of atomistic and continuum solvers requires the calculation and
communication of averaged properties, such as fluid velocity and density, across
heterogeneous solver interfaces. For example, atomistic solvers require a local
velocity flux to be imposed at each voxel of the atomistic domain. This is achieved
through constructing appropriate interpolation and projection operators that are
capable of mapping the continuum velocity field onto the atomistic domain.
Specifically, to enforce mass conservation, the continuum solver computes the fluxes
through the surface interfaces with the atomistic domains, and particles are inserted
in the atomistic domain in such a way that these fluxes are preserved.

Accurate computing of averaged fields through processing of non-stationary
atomistic data presents several challenges including geometrical complexity of the
atomistic domains, thermal fluctuations, and flow unsteadiness. Therefore, effective
averaging and filtering techniques are required before the data are transmitted
to the continuum domains. In particular, to filter out the stochastic component
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Fig. 10 Concurrent coupling of continuum-atomistic modeling of platelet aggregation at the
wall of an aneurysm. (a) The patient-specific geometry was constructed from MRI imaging and
contains three embedded atomistic domains to resolve the microrheology. Continuum blood flow
is computed with O(0.1 mm) resolution and platelet aggregation with O(1μm) resolution. (b)
Asynchronous time-matching and synchronization of the continuum and atomistic (based on DPD)
solvers. (c) Platelet aggregation at the wall of the aneurysm. Two atomistic domains ΩA1,A2 in
which the platelet aggregation initiates are fully embedded in the continuum domain. Yellow dots
correspond to active platelets and red dots to resting platelets (both modeled by hard spheres in
DPD). Streamlines depict instantaneous velocity field in the (i) onset of clot formation and in (ii)
clot formation as it progresses in time and space. (Reprinted with permission from Grinberg et al.
2013)

(thermal fluctuations) at all interfaces with the continuum domain, a window proper
orthogonal decomposition (WPOD) has been used and shown to be very effective
(Grinberg et al. 2014).

4 Multiple Time-Stepping (MTS) Algorithm for Efficient
Multiscale Modeling

The disparate spatial scales between the DPD flow and the CGMD platelet model are
handled by a hybrid force field. However, the disparity in temporal scales between
the two models represents a huge challenge that may become prohibitive in the
practice of multiscale modeling. A multiple time-stepping (MTS) algorithm is the
necessary solution for this kind of multiscale models. Conventional MTS algorithms
manage to differentiate multi-stepping for up to one order of magnitude of scale
(Han et al. 2007) and are being applied to classical MD simulations. In order to
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handle three to four orders of magnitude disparity in the temporal scales between
DPD and CGMD, a novel improved MTS scheme hybridizing DPD and CGMD is
developed through utilizing four different time-stepping sizes. In this MTS scheme,
the DPD-based fluid system advances at the largest time step, the fluid-platelet
interface at a middle time step size, and the non-bonded and bonded potentials for
the CGMD-based platelet system at two smallest time step sizes (Zhang et al. 2015).

MTS for top-scale DPD uses a modified velocity-Verlet integrator that is derived
from stochastic Trotter formula and is written as

r(Δt) = r(0)+Δt · v(0)+ Δt
2

2m
F [r(0), v(0)] , (14a)

ṽ(Δt) = v(0)+ λ · Δt
m
· F [r(0), v(0)] , (14b)

compute F [r(Δt), ṽ(Δt)] , (14c)

ṽ(Δt) = v(0)+ λ · Δt
m
· (F [r(0), v(0)] + F [r(Δt), ṽ(Δt)]) , (14d)

where the empirical factor λ accounts for the additive effects of stochastic inter-
actions and λ = 0.5 restores the velocity-Verlet integrator with O(Δt2). MTS for
the bottom-scale CGMD subdivides the pairwise forces into short- and long-ranged
forces with different time steps δt and nδt where n is a positive integer. It uses the
velocity-Verlet integrator as follows:

v
(Δt

2

) = v(0)+ Δt
2m

· F [r(0)] , (15a)

r(Δt) = r(0)+Δt · v(Δt
2

)
, (15b)

v(Δt) = v(Δt
2

)+ Δt
2m

· F [r(Δt)] . (15c)

DPD-CGMD temporal interfacing scheme decomposes the whole integrator
process into four levels as shown in Fig. 11. The topmost two levels use the
scheme in Eq. 14, referred to as DPD-MTS, because both of them employ the
DPD thermostatting method. The bottommost two levels use the scheme in Eq. 15,
referred to as CGMD-MTS, since both of them employ the conservative potentials.
In each of DPD-MTS and CGMD-MTS, the integrator is subdivided into two
timescales, one for the soft potential with a larger step size and the other for the
hard potential with a smaller step size.

MTS algorithm is a trade-off between speed and accuracy for multiscale model-
ing. Energy conservation and maintenance of adequate precisions of other measures
must be verified while accelerating computations. We investigate the microscopic
shape changes of platelets in response to macroscopic flow-induced stresses. Thus,
in measuring numerical solutions, we focus on the accuracy of characterizing the
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Fig. 11 Multiple time step sizes in MTS for multiscale DPD-CGMD model. (Reprinted with
permission from Zhang et al. 2015)

hybrid system and the flowing platelets, as well as the accuracy of calculating the
dynamic flow-induced stresses on the surface membrane. To compare, the standard
time stepping (STS) that operates a single time step size is examined against
MTS. The numerical results demonstrated that the microscopic measures for single
platelets are more sensitive to the MTS parameters than the macroscopic measures
for the hybrid system. The results reaffirm that a separation of temporal scales in
MTS considerably improves the efficiency of utilizing parallel computing resources,
as compared to conventional single-scale methods in which considerable time is
wasted conducting massive unnecessary computations. For example, completing
1-ms multiscale simulation of a 10-million particle system is reduced from 2.6 years
to 3.5 days only (Zhang et al. 2015, 2016).

5 Comments on Long-Term Modeling of Thrombus
Formation

Any proposed multiscale numerical model for thrombus formation has to account
for short-term platelet aggregation, midterm thrombus growth, and long-term clot
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Fig. 12 Serial/concurrent coupling of numerical models of thrombus formation and
growth/remodeling in a dissecting aneurysm. The platelet activation/aggregation model,
based on FCM, is the most expensive subprocess in this framework and, thus, is only used to
model the formation and propagation of the clot for several seconds after the injury. Once a stable
thrombus is formed, we transform the platelets Lagrangian distribution in the aggregate clusters
into continuum fields of clot volume fraction, which can be subsequently used in a phase-field
numerical approach to model interaction of blood with thrombus and its further remodeling in a
concurrent scheme

stabilization and remodeling (see Fig. 12). The physiologic timescales of blood
coagulation dynamics and thrombosis are in the order of minutes, hence making
long-time CGMD or DPD computations of such systems at the cellular level
impractical. In addition, resorting to coarse-scale simulations at the macroscale may
not necessarily resolve this difficulty as acceleration in the chemical reactions in the
coagulation model is needed. Despite the importance of temporal scale bridging in
biological applications, there has been less attention than spatial scale coupling in
the literature.

In contrast to the concurrent coupling, serial coupling schemes determine an
effective macroscale model from the microscale model in a preprocessing step and
use the resulted macroscale model subsequently. Such serial coupling methods are
largely limited to parameter passing yet are very useful in addressing long-term
biological processes provided there is a timescale separation between its relevant
subprocesses. For example, in Fig. 12, a possible strategy to tackle the long-term
simulation of clot formation and remodeling upon arterial wall injury that normally
occurs over days is proposed. Here, the subprocesses are identified as (i) the acute
formation of thrombus and platelet aggregation over the first tens of seconds, (ii)
the midterm formation of fibrin network at the site of thrombus and stabilization
of the clot, and (iii) the long-term remodeling of the clot, which occurs over days.
As noted in the figure, due to the separation of timescales between phases (i) and
(ii), a serial coupling between the fine-scale particle/continuum (based on FCM)
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and the coarse-scale multiphasic continuum models is possible. The challenge is
the long-term simulation of particles actively coupled with flow; the complexities
in geometry and flow conditions and the large size of injuries may require hundreds
of thousands of FCM particles to represent platelets, which imposes a restrictively
high computational cost for such simulations in large domains. To overcome this
difficulty, it is possible to initially distribute particles in the regions of interest
that contain thrombogenic surfaces. The timescales of phases (ii) and (iii) are
not separated, which implicates a concurrent coupling scheme between these two
subprocesses.
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Abstract

Accurate prediction of airflow distribution and aerosol transport in the human
lungs, which are difficult to be measured in vivo but important to understand
the structure and function relationship, is challenging. It is because the interplay
between them spans more than two orders of magnitude in dimension from
the trachea to alveoli. This chapter reviews the techniques and strategies for
modeling lungs both within and between subjects, viz., subject specificity versus
generalization from individuals to populations, with both exhibiting multiscale
characteristics. For “within-subject” modeling, a computed tomography (CT)-
derived subject-specific computational fluid dynamics (CFD) lung model is
presented. The pipeline for building such an imaging-based lung model is
composed of image segmentation and processing, geometrical modeling labeled
with anatomical information, image registration, three-dimensional (accurate)
and one-dimensional (approximate) coupling techniques, and a high-fidelity
turbulent flow model. The subject-specific model is essential in predicting local
structural and functional interactions. For “between subjects” modeling, machine
learning is employed to identify homogeneous subpopulations (clusters), among
healthy and diseased populations, aiming to bridge individual and population
scales. For this purpose, three major issues need to be addressed. They are
intersubject variability (due to, e.g., gender, age, and height), inter-site variability
(due to scanner and imaging protocol differences), and definition of quantitative
CT imaging-based metrics at multiple scales (due to alterations at different
disease stages) needed for clustering. The use of the cluster membership to select
representative subjects for detailed CFD analysis enables an examination of the
cluster-specific structural and functional relationships.

1 Introduction

Machine learning (ML) is a data-driven technique in the field of artificial intelli-
gence. It can generate a self-learning program to achieve exact knowledge from
a cycle of learning and self-adjustment (Magoulas and Prentza 2001; Deo 2015).
ML can help interpret patterns (Uppaluri et al. 1997, 1999; Xu et al. 2006a, b) or
extract insightful information from heterogeneous data sets. Each data set used in
ML algorithms is represented by a set of features. The features may be continuous
or categorical. If an algorithm uses features assigned with a priori labels (related
correct outputs), it is called supervised learning. On the other hand, it is called
unsupervised learning if data are unlabeled (Deo 2015). For supervised learning,
the data used can be classified into two types: (1) a training set used for learning and
parameter fitting and (2) a test (validation) set used for assessing the performance
of a fully trained ML algorithm (prediction). Decision tree, Naïve Bayes, and
support vector machine are common ML supervised algorithms. An unsupervised
learning algorithm learns features from unlabeled input data and uses these learned
features to recognize the class of new data. Clustering methods, such as K-means,
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hierarchical, Gaussian mixture models, and self-organizing maps, are unsupervised
learning algorithms.

Healthcare enterprise includes the acquisition, processing, and storage of medical
information for diagnosis and disease treatment. Applications in healthcare deal
with large amounts of data of differing types, including medical imaging (such as
computed tomography (CT), X-ray plates, magnetic resonance), DNA sequences,
unstructured text, etc. ML can be employed to process and interpret these medical
data, providing a critical tool for personalized treatment and ultimately shifting
toward the paradigm of precision medicine (Mesko 2017). Precision medicine has
been a core theme for future advances in medicine since the Precision Medicine
Initiative was announced by the National Institutes of Health (NIH) and President
Obama in 2015 and 2016 (Collins and Varmus 2015; Ledford 2016). Precision
medicine not only means individualized medicine but also seeks to advance changes
in medicine through the active participation of patients.

This chapter is focused on a review of the application of ML to spatially linked
medical image data sets to improve the understanding and treatment of human lung
diseases. This application is multiscale in two distinct aspects: (1) within and (2)
between individuals. First, structural and functional alterations within individuals at
different stages of the pathologic processes associated with lung disease can occur
regionally (at a segmental or local scale), globally (at a lobar, organ, or global scale),
or both. Thus, it is essential to examine variables at both local and global scales to
capture a wide spectrum of pathologic states. In addition, some in vivo data are dif-
ficult, if not impossible, to be measured; but they are important to better understand
the interplay between structural and functional variables at multiple scales over
time. Thus, it is desirable to develop subject-specific lung models to capture these
missing data. Second, due to heterogeneity of lung diseases, a tailored treatment
for one individual may not be applicable to others. To bridge individual and popu-
lation scales (viz., between individuals), identification of subpopulations (clusters)
characterized by similar structural and functional alterations and clinical features
may greatly facilitate the design of cluster-specific treatments and assessment of
outcomes.

NIH-sponsored multicenter trials have enabled studies of lung diseases by
collecting diverse data sets from large cohorts, such as the Severe Asthma Research
Program (SARP) (Wenzel and Busse 2007) and the Subpopulations and Intermedi-
ate Outcome Measures in Chronic Obstructive Pulmonary Disease (COPD) Study
(SPIROMICS) (Couper et al. 2014; Sieren et al. 2016). SARP was established
by the National Heart, Lung, and Blood Institute (NHLBI) in 2001 to study
severe asthma in multiple centers, aiming to identify phenotypes that differentiate
severe asthma from those with mild-moderate asthma. Thus, SARP allows for
a comprehensive phenotyping with clinical, biologic, genetic, and imaging data.
Likewise, COPD is currently the third leading cause of death in the United States
(Gibson and Simpson 2009). SPIROMICS aims to identify and validate surrogate
markers of disease severity for intermediate outcome measures. For this purpose,
high-quality quantitative data assessment is one of the key elements in these
studies. Imaging data, gathered under a protocol common to both SARP and
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SPIROMICS (Sieren et al. 2016), have a great potential to advance knowledge of
basic lung physiology and pathophysiology of various diseases providing structural
and functional characteristics at local and global scales. Due to highly dynamic
characteristics of lung functions, intra-subject, intersubject, interpopulation, and
inter-subpopulation variations are of important issues. This uniqueness calls for
correct understanding of underlying physics and appropriate treatment of variability
in parameterization. ML provides a viable approach to parameterization as well as
classification.

This chapter is organized as follows. Section 2 reviews the modeling pipeline
for building a subject-specific CT imaging-based multiscale computational fluid
dynamics (CFD) lung model that spans generations of airways for simulation of
airflow and particle deposition. The model can be used to predict missing data that
are essential to understand disease progression. Section 3 discusses the ML methods
employed for clustering and classification of asthma cohorts, COPD cohorts, or
both. Section 4 presents some applications that utilize cluster membership to guide
CFD analysis for improved treatment. Finally, future work is presented in regard
to utilization of longitudinal data to further advance the above CFD-ML integrated
framework.

2 CT-Based Multiscale Lung Model

The characteristic length scale of the human airways changes from centimeters
in the mouth-nose and trachea to micrometers at the terminal bronchioles. As the
airflow in the proximal end of the tree divides repeatedly leading eventually to tens
of thousands of terminal bronchioles, the primary fluid flow parameter, Reynolds
number (Re), scales between three orders of magnitude for a peak flow rate of
normal breathing: 1000–2000 at the trachea and 1 at the terminal bronchioles. In
the proximal sites, the geometrical complexity such as glottal constriction triggers
jet-induced turbulence, causing coexistence of laminar, transitional, and turbulent
flows. Thus, it is challenging to build a subject-specific lung model that can capture
the structure and function relationships at multiple scales. Despite the complex
nature of airflow in the lung, the most common clinical measures of lung function
are obtained through the use of global lung function metrics, dubbed the pulmonary
function test (PFT). PFTs include such measures as the forced expiratory volume for
the initial 1 s (FEV1) when a maximal effort is made to exhale from full inspiration
(total lung capacity or TLC) and forced vital capacity (FVC) which represents the
maximum amount of air that an individual can force out of their lungs when exhaling
as rapidly as possible from TLC down to residual volume (RV) or full expiration.
Individual differences in lung size are accounted for by relating FEV1 and FVC
through the ratio FEV1/FVC. The device through which the patient blows is known
as the spirometer.
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Fig. 1 A flow chart of the imaging-based CFD lung modeling procedure. LUL left upper lobe,
LLL left lower lobe, RUL right upper lobe, RML right middle lobe, RLL right lower lobe (Yin et al.
2010)

2.1 Pipeline for a Lung Model

Recent advances in CT imaging and image processing techniques have been
integrated with CFD for simulations of turbulent flows using three-dimensional
and one-dimensional (3D-1D) coupled framework (Lin et al. 2009, 2013; Yin et al.
2010; Choi 2011). The pipeline for building a subject-specific imaging-based CFD
lung model is illustrated in Fig. 1, comprising five steps of (1) image segmentation
and processing, (2) airway geometrical modeling (for building airway structure),
(3) image registration (for deriving regional ventilation function), (4) linking
structure and function for boundary conditions (BCs), and (5) turbulence modeling
and CFD simulation, to predict airflow and particle deposition in the lungs.

2.1.1 Image Segmentation and Processing
State-of-the-art CT provides the best resolution among various imaging modalities
when one seeks to capture an image of the integrated lung anatomy. Advanced CT
scanners can resolve in plane detail of 0.5× 0.5 mm or better, capturing about
ten generations of the airways, including segmental and sub-segmental airways.
The geometries of lungs, lobes, airways, and vasculature (including arteries and
veins) can be segmented from volumetric CT image via an automated software
program, such as Apollo (VIDA, Coralville, IA, USA) (Hoffman and McLennan
1997; Hoffman and Chon 2005; Hoffman et al. 2016). Subsequently, structural
and functional imaging-based metrics, such as luminal area, airway diameter, wall
thickness, air and tissue volumes of the lungs, lobes, and among others, can be
extracted. Also airway branches from the trachea to the segmental airways are
labeled anatomically, and 1D airway skeleton is generated. With the introduction
of dual-energy CT, it is also possible to image regional ventilation and perfusion
via the use of radio-dense contrast agents such as xenon gas or iodine, respectively
(Fuld et al. 2013; Iyer et al. 2016)
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Fig. 2 (Left) A front view of a CT-based 3D-1D coupled geometrical model (Wu et al. 2015).
(Right) 3D CFD mesh of airway model, showing (a) 3D geometry in the regions of interest,
(b) computational grid in terminal airways, (c) airway segment volume, (d) airway segment wall,
(e) cross-section (Lin et al. 2013)

2.1.2 Airway Geometrical Modeling
The surface geometry and 1D skeleton of segmented airways are edited for airway
geometric model for CFD simulation. For CT-unresolved small airways, of which
the diameter is usually less than 1 mm, a 1D skeletonized airway model is
reconstructed by use of a space filling algorithm within each of five lobes as color-
coded in Fig. 2 left (Tawhai et al. 2000, 2004), linking large proximal airways to
the lung periphery. The CT image obtained at full inspiration, or TLC is used in this
process for the best resolution. Then, a CT-fitting technique is used to complete a
3D-1D coupled airway geometrical model (Miyawaki et al. 2017a), in which a 3D
model is used in the regions of interest for a detailed flow simulation (see Fig. 2 right
(a)) whereas the 1D model allows bridging of the 3D airways and lung parenchyma
where ventilation function takes place and gas exchange occurs with the blood in
the capillary beds. In the 3D geometrical model, a volumetric mesh is generated
for CFD simulation (see Fig. 2 right (b–e)). The upper airways sit proximal to the
tracheal inlet. Through the pharynx and the larynx, respectively, the upper airways
precondition the flow and induce a laryngeal jet, which becomes transitional or
turbulent flow under normal breathing conditions (Lin et al. 2007; Choi et al. 2009).
However, CT scans of the lung which include the upper airways are not commonly
acquired as part of clinical protocols. For this reason as well as the need to reduce
computational cost, a synthetic eddy model (SEM) is employed in conjunction with
a glottal constriction extended from the trachea to produce a laryngeal turbulent jet
(Miyawaki et al. 2017b).
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2.1.3 Image Registration
With two or more lung CT images obtained at different static lung volumes
(typically TLC and one or more expiratory lung volumes), image registration is
a key technique to obtaining functional variables, e.g., regional ventilation (distri-
bution of the inspired air bolus), from the images, thus providing BCs for CFD lung
simulation. Image registration determines the optimal local-to-local correspondence
between medical images collected at different times or using different imaging
modalities. Methods for image matching and linking multiple lung volumes have
proven useful in linking structure and function to assess their longitudinal alterations
(Crum et al. 2004; Choi et al. 2013a, 2017a; Jahani et al. 2017). The similarity
measure of the sum of squared tissue volume difference (SSTVD) (Yin et al. 2009)
has been demonstrated to successfully improve registration of lung images with
large deformation. This approach takes into account changes in the reconstructed
Hounsfield unit (HU) due to inflation in lung motion. Also faster and more accurate
methods for image registration are essential in population-based studies that require
the processing of large numbers of CT data sets. For example, Ellingwood et
al. (2016) proposed a computation- and memory-efficient Diffeomorphic Multi-
level B-Spline Transform Composite (DMTC) method to implement nonrigid
mass-preserving registration of two CT lung images on graphics processing units
(GPUs). Later, Haghighi et al. (2017a) developed a symmetric multilevel nonrigid
registration by employing an inverse consistent (IC) transformation to impose
the inverse consistency (Yang et al. 2014) and improve the accuracy of image
registration. Besides providing subject-specific BCs for CFD, registration-derived
variables provide functional metrics that can be used in clustering analysis discussed
in Sect. 3.

2.1.4 Linking Structure and Function for BCs
Local air volume differences derived from image registration are used to approxi-
mate regional flow volume fractions at the ends of terminal bronchioles (Yin et al.
2013; Jahani et al. 2014, 2015, 2017). Then, through the 3D-1D coupled airways,
flow rate fractions are computed at the distal ends of the 3D airway (Yin et al. 2010;
Choi 2011; Lin et al. 2013; Miyawaki et al. 2016a), allowing calculation of flow BCs
at a given total flow rate imposed at the proximal entrance of the mouth and supra-
glottis. The approach to extract 3D BCs for the terminal branches through the lung
accounts for heterogeneous lobar ventilation in healthy subjects. However, a recent
study (Wongviriyawong et al. 2013) has argued that static air volume change can
predict the effect of regional compliance, but it cannot describe the effects of airway
resistance on the distribution of regional ventilation. Using a 1D network structure,
Choi et al. (2016) combined the effects of compliance and resistance to predict
regional airflows allowing for 3D CFD simulation. The approach demonstrated the
effect of airway resistance on regional airflows in asthmatic patients with airway
narrowing. Thus, the new 1D network approach can be applied to improve BCs for
patients with airway narrowing to avoid unphysiological pressure drops. It is noted
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that the 1D resistance model has been sensitively estimated considering branching
angle, flow rate, and flow direction (inspiration vs. expiration) (Choi et al. 2018).

2.1.5 Turbulence Modeling and CFD Simulation
The three common methods for modeling 3D turbulent flows are direct numerical
simulation (DNS), large eddy simulation (LES), and Reynolds averaged Navier-
Stokes models (RANS) (Kleinstreuer and Zhang 2003; Lin et al. 2013; Tawhai
et al. 2009; Tawhai and Lin 2011). DNS resolves all turbulent eddies, thus being
computationally expensive. In contrast, RANS does not resolve any turbulent
eddies but parameterizes them, thus being the most inaccurate but computationally
efficient. LES resolves energy-containing large turbulent eddies but parameterizes
small eddies. LES has been demonstrated to capture high-fidelity turbulent flow
structures in the complex human branching airways (Lin et al. 2007; Choi et al.
2009, 2010; Yin et al. 2010, 2013; Miyawaki et al. 2016a). Thus, LES is adopted in
the CFD lung model presented in Sect. 2.2. In addition, temperature, humidity, heat,
and water vapor transfer from the oropharyngeal region to the terminal bronchioles
in the human lung can be predicted by 3D thermodynamic models (Wu et al. 2014).

2.2 CFD-Predicted Variables in the Human Lungs

2.2.1 Turbulent Flow in the Airways
Contrary to many conventional assumptions, airflow in the human airways features
turbulent or transitional characteristics even under normal tidal breathing conditions
(Lin et al. 2007; Choi et al. 2010, 2013b). Glottal constriction induces a laryngeal
jet, which undergoes turbulent transition during the inspiratory phase of tidal
breathing. Turbulence in the trachea efficiently mixes air together with embedded
particulate matter before they enter the branching airways. Turbulence decays over
several airway generations depending on the individual’s breathing pattern and
airway diameters (Lin et al. 2007; Choi et al. 2009, 2010; Yin et al. 2013). Figure 3
shows the turbulent jet structure obtained by 3D-1D coupled CFD simulation of
tidal breathing in a healthy human lung. Turbulent velocity and pressure fields at a
peak inspiratory flow are demonstrated.

2.2.2 Inhaled Particle Transport and Deposition
Lagrangian particle-tracking simulation allows quantification of transport and
deposition of inhaled aerosols in the lungs by generation and lobe (Zhang et al.
2002; Lambert et al. 2011; Longest et al. 2012; Miyawaki et al. 2012, 2016b).
For example, Miyawaki et al. (2012) compared particle transport characteristics
embedded in air, helium (He), He-O2, xenon (Xe)-O2, and Xe at the same flow rates
to investigate the effect of carrier gas on particle deposition efficiency in the human
lungs. Due to the density difference, Re differs by more than tenfold between He and
Xe-O2. Figure 4 shows that the laryngeal jet of the light gas He remains laminar,
where particles flow in separate streams. The heavy gas mixture Xe-O2 becomes
turbulent both in the upper airway and the trachea, where particles in the trachea
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Fig. 3 CFD results of air flow in the multiscale lung model. (a) A frontal view of laryngeal jet
color-coded with pressure, combined with skeletonized entire conducting airway model color-
coded for each lobe; (b) A right side view of the laryngeal jet (velocity), with velocity vectors
imposed at 3D ending branches (pink) (Lin et al. 2009)

were well mixed and dispersed. Thus, CFD is able to predict airflow structure and
particle deposition in different carrier gases for assessment of deposition efficiencies
of inhaled aerosols.

3 Machine Learning of CT Imaging Lung Data in Multicenter
Setting

3.1 Machine Learning of Asthma Populations

3.1.1 Multiscale Imaging-Based Metrics
Multiscale metrics aim to capture structural and functional phenotypes at differ-
ent stages of lung diseases. Quantitative CT (QCT) imaging-based metrics are
used to characterize asthmatic phenotypes such as airway narrowing and chronic
inflammation (Busse and Lemanske 2001). For instance, luminal diameter and
wall thickness (Montaudon et al. 2009) measured by QCT imaging indicate the
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Fig. 4 Instantaneous gas speed distributions in a vertical plane cutting through the center of the
trachea looking from right at peak inspiration of normal breathing for (a) He and (b) Xe-O2 and
the resulting 2.5 μm particle flows in (c) He and (d) Xe–O2, viewed from the front (Miyawaki
et al. 2012)

quantitative degrees of airway narrowing and airway wall thickening. In addition,
an air-trapping metric (voxels < −856 HU on the expiratory image) (Busacker
et al. 2009) serves as a measure of what has been termed functional small airway
disease or fSAD. These imaging-based metrics have been individually used to
identify either structural or functional alteration, but they have not been integrated
(until recently) to identify clinically meaningful subgroups. A recent use of ML
technique allows for identifying predominant structural and functional variables as
well as classifying asthma subpopulations (clusters) acquired by an imaging center
(Gupta et al. 2014). However, the results of ML technique could be affected by the
quality of given imaging data, as well as the number of samples. For the purpose of
deriving unbiased and reproducible clusters with larger data sets, Choi et al. (2017b)
developed a multiscale imaging-based cluster analysis (MICA) and employed
QCT imaging data of asthmatic subjects acquired by SARP. Furthermore, they
improved existing imaging-based metrics by eliminating intersubject and inter-site
variations.

SARP (Wenzel and Busse 2007) has contributed to characterize disease pheno-
types within a heterogeneous asthmatic population. Besides collecting demography,
blood/sputum sample, and PFTs, the multicenter protocols included a CT imaging
protocol acquiring images at two static scans at the levels of TLC and functional
residual capacity (FRC). The acquisition of two volumetric scans at inspiration
and expiration is a critical step in the use of CT for the assessment of both airway
structure and lung function. First, registering two static volumetric images provides
the means for quantifying peripheral local mechanical strains (Choi et al. 2013c).
In addition, airway diameter and wall thickness can be assessed at TLC, while air
trapping is evaluated at FRC or RV, and these metrics are integrated through the fact
that lung volumes have been linked (Choi et al. 2014, 2015). Such a post-processing
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Fig. 5 QCT structural and functional imaging-based metrics obtained at multiscale levels (Choi
et al. 2017b)

with image segmentation and image registration successfully identifies structural
and functional metrics at multiscale levels.

More specifically, using an automated segmentation software Apollo (VIDA
Diagnostics), four local structural variables including branching angle (θ ), airway
circularity (Cr), wall thickness (WT), and hydraulic diameter (Dh) are extracted
from TLC scans. The θ , Cr, WT, and Dh indicate altered skeletal structure,
heterogeneous airway shape, airway wall thickening (or thinning), and airway
luminal narrowing, respectively. In order to reflect regional features, these metrics
are extracted from ten segmental airways (Fig. 5). Using the same software, air
trapping (AirT%) is extracted from the FRC image acquired in SARP. (It should
be noted that FRC was the lung volume chosen for the expiratory image but
more recently SPIROMICS has adopted the more traditional volume of RV for
the assessment of air trapping). Furthermore, a lung shape at TLC is extracted to
evaluate a global lung structure. Using a customized image matching-based software
(Yin et al. 2009), Choi et al. (2017b) obtained three functional variables including
fractional regional air volume change (�Vair

F), regional volume change (Jacobian),
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and an anisotropic deformation index (ADI) between TLC and FRC. The �Vair
F,

Jacobian, and ADI indicate preferential air volume change, local expansion, and
nonuniform stretch, respectively, in parenchymal regions. The metrics acquired at
the voxel level were reduced to lobar metrics taking fraction (�Vair

F) or medians
(Jacobian and ADI) in five lobes and a whole lung (a total of six regions). All of
the listed imaging-based metrics at both local (segmental) and global (lobar/whole
lung) scales are illustrated in Fig. 5.

3.1.2 Coping with Intersubject Variability
For statistically reliable results from ML, potential bias should be eliminated. In
the QCT imaging analysis, the first potential factor causing data bias is intersubject
variation. Without using a normalization scheme, there have been conclusions from
an asthmatic population suggesting that asthmatics have thinner walls than healthy
subjects (Montaudon et al. 2009). This conclusion runs contrary to the general view
that asthmatic airways are thicker, at least in severe asthma through a process of
airway remodeling Busacker et al. (2009). Choi et al. (2015) observed that airway
diameter and wall thickness appear to be significantly associated with gender, age,
and height, among them with gender being the most sensitive variable to determine
normal airway size. Thus, an unbalanced number of samples due to gender can
potentially cause large variations within groups, masking disease-related airway
alterations. In the same study, Choi et al. (2015) developed novel normalization
methods for airway diameter and wall thickness. Using 61 healthy subjects, they
performed multiple linear regression with the given gender, age, and height to derive
predicted values of tracheal diameter and wall thickness. These quantities were used
to normalize QCT-based Dh and WT, being denoted as Dh

* and WT*.

3.1.3 Coping with Inter-site Variability
The second potential factor that may cause statistical bias is associated with inter-
site variability. For the purpose of increasing the sample size, a key element of
successful machine learning, it is essential to employ multicenter data acquired by
multiple scanners. This requires matching imaging protocols (Sieren et al. 2016)
since different scanners and associated calibrations may introduced variations in
standard CT densities, especially at the lower end of the HU range where air should
be represented as −1000 HU and blood should be approximately 55 HU (with
water at 0 HU). The difference is critical in evaluating CT density-based measure,
e.g., air trapping, and emphysema. Note that HU < −850 (or −856) is commonly
used when evaluating air trapping (Busacker et al. 2009). Choi et al. (2014)
demonstrated the effects of CT scanners to air-trapping measure between three
different imaging centers, namely, University of Iowa, University of Pittsburgh,
and Washington University in St. Louis. They concluded that using different CT
scanners causes significant variation by data distribution which goes beyond actual
patient differences. Therefore, they introduced a normalization scheme to control
CT density distribution. This approach employs a fraction-threshold measure rather
than density-threshold measure by assuming tracheal CT density on a given scanner
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as a representation of air density. The new air-trapping method successfully reduced
inter-site variation.

3.1.4 Dimensional Reduction and Clustering
ML techniques, especially unsupervised learning, are very sensitive to the given
data distribution. Since Choi et al. (2014, 2015) reduced the potential bias due to
intersubject and inter-site variations using newly derived normalization schemes, the
use of an unsupervised learning approach has led to the extraction of altered features
due to disease rather than due to population and scanner differences. Using QCT
imaging-based metrics, Choi et al. (2017b) hypothesized that multiscale imaging-
based metrics alone could be employed to derive clinically meaningful clusters.
Imaging features are highly correlated such that airway narrowing within the
central airway segments may be associated with air trapping in peripheral regions.
Since the number of imaging-based metrics is relatively large compared with
the number of samples, dimensional reduction via principal component analysis
(PCA) was employed. Due to their significant correlations, the 57 imaging-based
metrics were reduced to only 7 principal components (PCs). The seven PCs were
determined with a parallel analysis with uncorrelated random data. They then used
these seven PCs to perform a clustering analysis. K-means, hierarchical, and a
Gaussian mixed model with various numbers of clusters were evaluated. They
found that K-means with four clusters provided the most reproducible results
based on higher Jaccard index than two other methods and other number of
clusters.

Fig. 6 A summary of imaging and clinical features between QCT imaging-based clusters (Choi
et al. 2017b)
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Four imaging-based clusters were successfully identified based upon their unique
imaging features (Fig. 6). Cluster 1 demonstrated normal airway feature with
hyperinflation measured by Jacobian and ADI. The patients within Cluster 1
were early-onset younger non-severe asthmatics with reversible airflow obstruction.
Cluster 2 demonstrated airway narrowing without airway wall thickening. The
patients within Cluster 2 were a mix of non-severe and severe asthmatics with
marginal inflammation. Cluster 3 demonstrated significant airway wall thickening
without airway narrowing. The patients within Cluster 3 were dominated by obese
females with reversible airflow obstruction, along with a lack of lymphocyte. Cluster
4 demonstrated most of the alterations such as airway narrowing, wall thickening,
and air trapping and reduced lung deformation. The patients within Cluster 4 were
late-onset older males with persistent airflow obstruction along with a neutrophil
dominant signature.

3.2 Extension of MICA to COPD Populations

With recent advances in unsupervised clustering of patient populations (Paoletti et
al. 2009; Cho et al. 2010; Garcia-Aymerich et al. 2011), there has been an increased
effort to employ unsupervised learning for the purposes of grouping subpopulations
of subjects within COPD communities (Burgel et al. 2012). To extend the above
MICA to COPD populations, it is necessary to define new imaging-based variables
to capture the COPD heterogeneity due to a complex condition associated with
pulmonary and extrapulmonary manifestations.

3.2.1 New QCT Imaging-Based Metrics for COPD
Sixty nine CT imaging-based metrics were employed at both segmental and lobar
levels, which is an expanded set of the existing 57 MICA variables used for asthma
cluster analysis (Fig. 5). These three new variables are functional small airways
disease percentage (fSAD%) to quantify diseased small airways at expiration,
emphysema percentage (Emph%) to quantify emphysematous tissues at inspiration,
and tissue fraction at TLC (β tissue) indicating the portion of tissue volume in each
voxel to assess a possible alteration of local tissue. The new features fSAD% and
Emph% can be used to construct a parametric response map (PRM) (Galban et al.
2012) that tracks the progression of a diseased lung. It should be noted that the
PRM-based measure of emphysema eliminates emphysematous voxels which on
expiration are not air trapped and it also eliminates those voxels on expiration which
appear air trapped but on inspiration are found to be emphysematous.

3.2.2 Clustering of Current Smoker Clusters
Using a batch of current smokers (N = 284) from SPIROMICS, four statistically sta-
ble clusters (N = 96/45/88/55) were identified with K-means clustering (Haghighi
et al. 2017b). Cluster 1 had relatively normal airway structures; Cluster 2 had wall
thickening with an increase of tissue fraction along with an increase of fSAD%;
Cluster 3 exhibited decreased wall thickness and luminal narrowing; Cluster 4 had
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a significant increase of emphysema and a decrease of luminal diameter along
with significant elevation of small airways disease and significant reduction of
lung deformation. Association tests of imaging-based clusters with clinical metrics
were performed. Cluster 4 showed relatively low FEV1/FVC. In contrast, Cluster
1 showed normal FEV1/FVC with younger age. Association of imaging-based
clusters with existing clinical metrics used for diagnosis of COPD suggests the
sensitivity of MICA in differentiating clinically meaningful subpopulations.

3.3 Sensitivity of Multiscale Approach in Differentiating Overlap
Syndrome

The traditional perspective of differentiating asthma from COPD has relied on
reversibility of airflow obstruction by corticosteroids and/or bronchodilators, along
with sputum biomarkers to differentiate eosinophilia and neutrophilia. According to
recent reports (Gibson and Simpson 2009; De Marco et al. 2013), about 15–45%
of patients with COPD may have asthma-COPD overlap, so-called ACO. This
implies that two respiratory diseases are difficult to differentiate, because they may
share common features. Misdiagnosing these respiratory diseases leads to incorrect
treatments. Choi et al. (2017c) hypothesized that multiscale QCT imaging-based
metrics could aid in the differentiation of the COPD and asthma.

Choi et al. (2017c) mixed SARP and SPIROMICS data sets together to determine
the ability of imaging to differentiate between COPD and asthma. Overall, more
significant structural and functional alterations were observed in COPD patients,
compared with asthmatic patients. Compared with healthy subjects, asthma and
COPD patients demonstrated similar alterations of Cr and Dh*. On the other
hand, density-based measures between asthma and COPD are significantly different.
For example, fSAD% and Emph% are elevated in asthma and COPD but more
prominently in COPD subjects. β tissue is significantly increased in asthma and
decreased in COPD subjects, compared with healthy subjects.

4 Integration of CFD and MICA for Cluster-Guided Analysis

The information on cluster membership is valuable in several ways because each
cluster has unique features of structure and function. For example, it can provide
representative patients who can then be used to guide CFD analysis to generate
model data on distribution and deposition of inhaled aerosols representative of
each individual cluster for the development of improved pulmonary drug delivery
approaches. Note that a CFD simulation requires significant computational cost
due to the complexity of airway structure and inherent feature of turbulent flows.
By studying only small numbers of subjects through their membership in a given
cluster, the need for large population CFD efforts can be reduced considerably.

Another example of utilizing the cluster membership is to help understand
the success of some interventions, such as bronchial thermoplasty (BT) in severe
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asthma. The study of Choi et al. (2017b) identified two severe asthma clusters
(Cluster 3 and Cluster 4), one non-severe cluster (Cluster 2) and one severe cluster
(Cluster 4) as shown in Fig. 6. Note that Cluster 3 is characterized by airway wall
thickening but no airway narrowing, differing from that of Cluster 4 with constricted
airways. Proximal airway narrowing may limit transport of inhaled particles into
the distal small airways, and that BT enlargement of constricted airway lumens may
allow more drugs to penetrate into the distal airways, consequently increasing drug
efficacy. Thus, severe asthmatic subjects within Cluster 4 may benefit more from
release of airway constriction by BT than those in Cluster 3.

5 Conclusions

This chapter has reviewed the pipeline to construct a subject-specific imaging-
based CFD lung model, the development of QCT imaging-based metrics and
MICA machine learning to identify homogeneous subpopulations (clusters), and
the utilization of cluster membership to guide CFD analysis to generate model
data for assessment of therapeutic interventions. The ultimate goal is to advance
precision medicine. Both CFD model and MICA are multiscale in nature, within and
between individuals, respectively. The former, a realistic personalized lung model,
is based on local airway geometry (structure) and global ventilation distribution
(function) derived from CT images, spanning from the trachea to parenchyma,
as well as physical principles to predict data needed to understand the complex
dynamics in the lungs, such as airflow and particle deposition, that are difficult,
if not impossible, to be measured in vivo. The latter aims to bridge individual
and population scales, enabling application of the former, the CFD lung model,
to subpopulations exhibiting similar imaging (structural and functional) and clinical
characters. The QCT imaging-based metrics used in ML are extracted at both local
and global regions, aiming to capture a wide spectrum of structural and functional
phenotypes manifested at different stages of disease progression. As an example,
MICA was applied to identify subpopulations in respective asthma and COPD
patients. MICA was further applied to a combined cohort of asthma and COPD
subjects with overlap syndrome measured by traditional PFTs, demonstrating its
sensitivity in identifying significant variables in classification.

Moving forward, it is essential to use longitudinal data to assess stability and
transition of cluster membership over time for outcome assessment. It is because
all of the methods and analyses presented herein were based on cross-sectional data
at one time point. In addition, more advanced machine learning techniques should
be employed for more sensitive clustering. For example, deep learning, a machine
learning technique based on neural network, can catch the nonlinear features of data
and may lead to breakthrough results if equipped with parallel hardware such as
GPU and cluster computers to tackle with big data sets. Deep learning can be used
to rank the important features in disease severity and then to build a model to predict
the severity of each patient in large populations. While PCA can only capture linear
structure of the data, t-Distributed Stochastic Neighbor Embedding (t-SNE) focuses
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on preservation of the local distance of high-dimensional data and therefore is able
to capture nonlinear patterns (van der Maaten and Hinton 2008). Moreover, a self-
organizing map, also known as the Kohonen network (Kohonen 1998), is a type of
neural network using unsupervised learning for reduction of high-dimensional data
and for visualization of data in a two-dimensional space, serving as an alternative
method for PCA.
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Abstract

Accurate and efficient computational tools for crystal structure prediction play
an important role in accelerating the pace of new materials discovery and
technological advances. In the last decade, there has been considerable progress
in this area due to advances in both the development of computational algorithms
and the rapid growth in the computational power of modern computers. The
chapters in this section will describe the development and current status of
algorithms and methods for crystal structure prediction and present several
successful examples of utilization of these tools for the discovery of materials
across a variety of applications.

C.-Z. Wang (�)
Ames Laboratory – USDOE and Department of Physics and Astronomy, Iowa State University,
Ames, IA, USA
e-mail: wangcz@ameslab.gov

C. Wolverton
Department of Materials Science and Engineering, Northwestern University, Evanston, IL, USA
e-mail: c-wolverton@northwestern.edu

© Springer Nature Switzerland AG 2020
W. Andreoni, S. Yip (eds.), Handbook of Materials Modeling,
https://doi.org/10.1007/978-3-319-44680-6_153

2721

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-44680-6_153&domain=pdf
mailto:wangcz@ameslab.gov
mailto:c-wolverton@northwestern.edu
https://doi.org/10.1007/978-3-319-44680-6_153


2722 C.-Z. Wang and C. Wolverton

1 Introduction

Advanced materials are essential for energy and economic security. The urgent
demand for new energy technologies has greatly exceeded the capabilities of
today’s materials and chemical processes. Accurate and fast computational struc-
ture/property determination would complement traditional experimental efforts in
materials design and discovery and accelerate the pace of technological advances.
Additionally, the combinatorics of multicomponent compounds suggests that there
are large numbers of currently unknown phases awaiting discovery. Hence, the
opportunity for new materials discovery through a synergy of computational crystal
structure prediction and experimental synthesis is very promising.

Knowledge about the structure of a crystal or nanoparticle at the atomic level
is essential for the accurate calculation and understanding of materials properties.
However, there are large numbers of experimentally synthesized compounds for
which the crystal structure has not been solved. From the materials design and
discovery perspective, it is also desirable to have reliable computational tools that
can use modern high-performance computers to predict material structures based
solely on chemical compositions with no prior assumptions about the system.
However, to predict crystal or nanoparticle structures solely from the knowledge of
chemical composition has long been recognized as a grand challenge in condensed
matter physics, materials science, and solid-state chemistry (Maddox 1988; Eberhart
and Clougherty 2004; Woodley and Catlow 2008). This “crystal structure predic-
tion” problem is particularly challenging because it involves optimization (energy
minimization) over a complex energy landscape with many local minima, and the
number of these minima grows exponentially with the size of the system.

Early attempts for finding the lowest-energy structure of a given number of
atoms and chemical composition involved simulated annealing using molecular
dynamics (MD) or Monte Carlo (Kirkpatrick et al. 1983; Wille 1986; Doll et al.
2007). However, these approaches often prove computationally inefficient, since an
effective exploration of the structure-energy landscape requires easily overcoming
the transition barriers among different local minima in the system. In the past two
decades, a number of algorithms and methods have been developed to tackle this
challenging problem. As early as 1995, Ho et al. introduced a genetic algorithm
(GA) scheme for global structure optimization by adopting a real space repre-
sentation of the structures and a geometrical cut-and-paste operation to generate
offspring from parent structures (Deaven and Ho 1995). This type of GA approach
was successfully applied to structure optimization for atomic clusters (Deaven
and Ho 1995; Ho et al. 1998; Lu et al. 2010), surfaces (Chuang et al. 2004,
2005), and interfaces (Zhang et al. 2009; Chua et al. 2010), as well as nanowires
(Chan et al. 2006; Lu et al. 2007). In 2008, Oganov extended the GA method to
the case of crystal structure prediction (Oganov and Glass 2008; Lyakhov et al.
2013) and consequently developed a computational crystal structure prediction
package called Universal Structure Predictor: Evolutionary Xtallography (USpex)
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(http://uspex-team.org/en/) which is now widely used in the community. Another
widely used package for crystal structure prediction called CALYPSO (http://
www.calypso.cn/) was introduced by Ma et al. in 2010 (Wang et al. 2010, 2012)
which is based on a particle swarm optimization strategy. In both GA and particle
swarm optimizations, the most time-consuming part of the computation is the
structural relaxation and energy evaluation. These portions of the algorithm can
be accelerated using classical empirical potentials but with the caveat of limited
accuracy and predictive power. On the other hand, first-principles calculations
based on density functional theory have increased accuracy, but with concomitant
increased computational cost. In order to overcome this problem, in 2014 Wang
et al. proposed an adaptive genetic algorithm (Wu et al. 2014; Zhao et al. 2014)
which uses classical potentials for the structural optimization and energy evaluation,
but the potentials are adaptively trained on the fly by first-principles calculations. In
parallel to methods based on GA or particle swarm optimization, other approaches
based on basin or minima hopping strategies have also been developed (Wales
and Doye 1997; Goedecker 2004; Amsler and Goedecker 2010). These approaches
modify the traditional simulated annealing method to more efficiently accelerate the
sampling of the energy landscape of a system through MD simulations. Recently,
Liu et al. 2017 extended the basin hopping strategy and introduced a stochastic
surface walking (SSW) method targeting both global potential energy surface (PES)
exploration and reaction pathway sampling (Shang and Liu 2013; Shang et al.
2014). In addition to the methods mentioned above, other methods such as ab
initio random structure search method (Pickard and Needs 2011) and methods
combining experimental information with computational approaches for crystal
structure solution (Meredig and Wolverton 2013) have also been developed.

The methods for crystal structure prediction mentioned above have been suc-
cessfully applied to materials discovery in a large variety of energy-related areas in
the past decade, including superconducting materials, superhard materials, magnetic
materials, and energy storage, solar energy, and thermal energy materials. For
example, combining the CALYPSO method for crystal structure prediction with
first-principles electron-phonon-coupling calculations has led to predictions of
many unexpected superconducting phases in H-rich compounds at high pressure.
Strikingly, a Tc of about 80 K predicted for dense H2S (Li et al. 2014) stimulated
the experimental discovery and synthesis of H2S and H3S phases above megabar
pressures with superconducting Tc values in the range of 30–203 K (Drozdov et al.
2015). Very recently, a theoretical prediction of a high pressure superconducting
phase of LaH10 using the methods mentioned above has also been successfully
confirmed by experimental synthesis of this compound (Liu et al. 2017). Evidence
for record-breaking superconductivity of Tc ∼ 260 K for this hydrogen-rich
compound has also been reported (Somayazulu et al. 2019). These examples, among
others given in the following chapters in this section, demonstrate that advances in
computational methods for crystal structure prediction can greatly accelerate the
pace of new materials discovery and technological advances.

http://uspex-team.org/en/
http://www.calypso.cn/
http://www.calypso.cn/


2724 C.-Z. Wang and C. Wolverton

2 Contributions

In the first edition of the Handbook of Materials Modeling published in 2005,
the topic of crystal structure prediction and materials discovery was not included
since most of the exciting development in this area has just emerged in the last
10 years. The purpose of this section is to give overviews and tutorials on some
of the important algorithms and methods developed in this area along with their
applications in design and discovery for various energy-related materials. The
contributions to this part are briefly outlined below.

�Chapter 114, “CALYPSO Method for Structure Prediction and Its Applications
to Materials Discovery,” provides an overview of the basic theory and main features
of the CALYPSO approach, which is based on a particle swarm optimization strat-
egy, for atomic level of structure prediction based only on chemical composition of
the system. Applications of the method to design and discovery of superconductors
and superhard materials are also discussed.

�Chapter 115, “Adaptive Genetic Algorithm for Structure Prediction and Appli-
cation to Magnetic Materials,” introduces an adaptive genetic algorithm (AGA)
method for atomic-level structure prediction. This method uses a genetic algorithm
(GA) to explore the atomic configuration space with computationally fast classical
interatomic potentials, but the potentials are adaptively trained on the fly by first-
principles calculations along with the GA search. Therefore, the method holds the
speed of classical potential searches and at the same time retains the accuracy of
first-principles calculations for energy evaluations. Applications of the method to
discovery of novel magnetic materials are discussed. Note that the concept of on-
the-fly adaptive interatomic potential fitting can also be applied to other optimization
methods (e.g., particle swarm in CALYPSO).

�Chapter 116, “Multi-objective Optimization as a Tool for Material Design”
deals with materials design where multi-objective optimizations are required. It
explains the concepts of Pareto optimality and Pareto dominance and uses these
concepts in solving multi-objective (MO) optimization problems. Several practical
case studies are presented, and the efficiency of this method is assessed for
optimization of double-objective problems.

�Chapter 117, “Minima Hopping Method for Predicting Complex Structures
and Chemical Reaction Pathways” describes the minima hopping method (MHM)
for predicting complex structures and chemical reaction pathways. The MHM is
a structure prediction method that uses short molecular dynamic escape trials to
explore potential energy landscapes and a fingerprinting approach to avoid sampling
previously visited minima. The MHM has been successfully employed in studying
molecular clusters, bulk solids, and surfaces. The application of MHM to the
discovery of high pressure materials is also discussed.

�Chapter 118, “Stochastic Surface Walking Method and Applications to Real
Materials” introduces a stochastic surface walking (SSW) method for both global
potential energy surface (PES) exploration and reaction pathway sampling. The
SSW PES sampling is automated and unbiased and takes into account second
derivative information which allows the structural evolution to follow low-energy
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pathways while being able to overcome high barriers. Several examples of PES
exploration by combining SSW with first principles and neural network potential
calculations are presented. These examples illustrate the power of SSW for unbiased
PES exploration and reaction pathway searching.

�Chapter 119, “First-Principles-Assisted Structure Solution: Leveraging Den-
sity Functional Theory to Solve Experimentally Observed Crystal Structures”
discusses the first-principles-assisted structure solution (FPASS) method. FPASS
is a genetic algorithm-based approach, but optimizes based on a hybrid of compu-
tational (minimization of energies from density functional theory) and experimental
(refinement to known, experimental powder diffraction pattern) information. The
goal of FPASS is to solve crystal structures with reduced guidance from experts
typically required for Rietveld refinement alone. A number of case studies are
presented that show the breadth of structure types that have been solved using this
method, including those run in a high-throughput mode.

�Chapter 120, “Computational Modeling and the Design of Perovskite Solar
Cells” focuses on materials modeling for solar energy applications. It discusses the
key material parameters for photovoltaic application such as the bandgap, effective
mass, and optical absorptions. It also takes perovskite solar cell as an example,
to show how materials modeling and high-throughput computational screening of
crystal structure-property relationship can help understand and engineer practical
materials for solar energy applications.

3 Future Perspectives

It should be pointed out that despite considerable progress and success in method-
ology development and applications of crystal structure prediction and materials
discovery over the past 10 years, there still a lot of room for further exploration. For
example, the rapid progress in artificial intelligence and data science has opened
the door to possible new approaches to computational crystal structure prediction
and materials discovery. Future work in integrating crystal structure prediction
algorithms with the advances in machine learning and materials informatics will
be very fruitful.

It is also worthwhile to note that knowledge of stable structures does not provide
detailed synthesis pathways. It is highly desirable to know whether and how any
identified new materials can be eventually synthesized experimentally. The theoret-
ical prediction of synthesis conditions leading to a desired structure remains a grand
challenge in computational materials science. Prediction of synthesis pathways will
require not only thermodynamic free energies at finite temperatures for the phases
of interest but also for competing phases and decomposition pathways.

The future of structure prediction methods should also address other limitations
of current approaches. Structure prediction of defects and interfaces remains a
difficult problem for most methods. Also, nearly all the methods in this section
deal with perfectly ordered, stoichiometric compounds. A large fraction of known
material phases are partially ordered or disordered, and incorporation of these



2726 C.-Z. Wang and C. Wolverton

aspects into structure prediction methods will enable a much larger search space of
potential new compounds. Finally, most of the methods in this section are predicted
on energy minimization as a route to materials discovery. However, a large number
of known compounds are either metastable or stabilized at non-ambient conditions
(e.g., high temperatures) and hence are not zero-temperature ground states. Crys-
tal structure prediction for these non-ground-state phases (where straightforward
energy minimization will not be sufficient) remains another challenge for future
advances.
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Abstract

Atomic-level structure prediction for condensed matters, given only a chemical
composition, is a major challenging issue in a broad range of science (e.g.,
physics, chemistry, materials, and planetary science, etc.). By combining the
global swarm optimization algorithm with a number of specially designed
structure-dealing techniques (e.g., symmetry constraints, structure fingerprints,
etc.), we developed the CALYPSO (Crystal structure AnaLYsis by Particle
Swarm Optimization) structure prediction method that is able to predict the
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structures of a wide range of materials including isolated clusters/nanoparticles,
two-dimensional layers and reconstructed surfaces, and three-dimensional bulks
and holds the promise for the functionality-driven design of materials (e.g.,
superhard, electride, and optical materials, etc.). It has been demonstrated in a
wide range of applications that CALYPSO is highly efficient when searching for
the structures of materials and becomes an invaluable tool for aiding materials
discovery. In this chapter, we provide an overview of the basic theory and main
features of the CALYPSO approach, as well as its versatile applicability to the
design of superconductors and superhard materials. Finally, the conclusion and
opportunities for further research on CALYPSO method are presented.

1 Introduction

The traditional way of discovering new materials is by Edisonian iterations of trial
and error, which choose materials to synthesize and test depending on chemical
intuition, experience, or theoretical knowledge until some combination of success
and exhaustion is achieved. This approach is painstaking, long, and costly due to the
extraordinary number of experimental attempts required. Advances in computing
now allow new materials with target properties to be simulated and analyzed
theoretically before their synthesis (Agrawal and Choudhary 2016; Jain et al. 2013),
significantly reducing the necessary trials (and errors) and thus the expected cost of
discovery (Jain et al. 2016; Oganov et al. 2010; Needs and Pickard 2016).

A material’s structure determines its properties and functionalities. Therefore,
theoretical structure prediction is critical in aiding materials discovery (Wang
and Ma 2014). The goal of crystal structure prediction is to develop an efficient
computational scheme to explore the high-dimensional potential-energy surface
(PES) in order to identify the global energy minimum that corresponds to the global
stable ground-state structure observable in experiment. Empirical observations and
heuristic estimates indicate that the number of local minima grows exponentially as
the system size increases (Stillinger 1999; Gavezzotti 1994). Therefore, an efficient
computational approach is urgently needed to find quickly the most stable structure
of a large assembly of atoms in the vast configuration space of the PES.

Various strategies to generate hypothetical structures have been recently pursued
in the field of crystal structure prediction, and several efficient structure prediction
methods (e.g., data mining (Gavezzotti 1994), simulated annealing (Kirkpatrick
et al. 1983; Schön and Jansen 1996), genetic algorithms (Deaven and Ho 1995;
Oganov and Glass 2006; Abraham and Probert 2006; Trimarchi and Zunger 2007;
Kolmogorov et al. 2010), minima hopping (Goedecker 2004; Amsler and Goedecker
2010), basin hopping (Wales and Doye 1997; Doye and Wales 1998), metadynamics
(Laio and Parrinello 2002), random sampling (Pickard and Needs 2011; Shang and
Liu 2013), and CALYPSO (Wang et al. 2010)) have been developed. Their applica-
tions to materials science have led to a number of breakthroughs, as exemplified by
a series of theory-driven discoveries of novel functional materials (Ceder 2010; Ma
et al. 2009; Oganov et al. 2009; Zhu et al. 2011; Pickard and Needs 2006; Drozdov
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et al. 2015; Ceder et al. 1998; Teter 1998; Li et al. 2014). Structure prediction is
now becoming an irreplaceable tool to accelerate the discovery of materials. Several
reviews consider structure prediction methods and their applications (Wang and Ma
2014; Woodley and Catlow 2008; Oganov 2011; Ciobanu et al. 2013; Wang et al.
2015; Zhang et al. 2017a), but this work focuses only on our CALYPSO method
and its application to superconductive and superhard materials.

This chapter is organized as follows. Section 2 briefly introduces the basic theory
and general features of the CALYPSO methodology, including swarm intelligence
algorithm. Several recent applications of CALYPSO in discovering superconductive
and superhard materials are provided in Sect. 3, followed by general conclusions and
future prospects in Sect. 4.

2 CALYPSO Structure Prediction Method

2.1 General Theory of the CALYPSO Method

The CALYPSO method for structure prediction run comprises several main steps
(Fig. 1). Initial structures are randomly generated with symmetry constraints. Once
a new structure is generated, structure characterization is performed to examine
its similarity to all the previous ones, where duplicate or similar structures are
eliminated. After all the structures of each population have been generated, local
structural optimizations are performed to reduce the noise of the energy surface
and drive the systems to local minima. Structural evolution via the particle swarm
optimization algorithm is then carried out to produce new structures for the next
generation. These steps are iterated until a termination criterion (such as a prescribed
threshold or a fixed number of iterations) is attained (Wang et al. 2012a). Below we
give an introduction to the general theory of the CALYPSO method.

2.1.1 Generation of Random Structures with Symmetry Constraints
Most natural structures of materials are governed by symmetry rules; any crystal
structure must belong to one of the 230 crystallographic space groups. For a given
space group, only a subset of the optimized variables (lattice parameters and atomic
coordinates) is independent, while the rest are determined via symmetry rules.
It is found that the majority of randomly generated structures (particularly for

Fig. 1 The flow chart of CALYPSO
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large systems, e.g., >30 atoms per simulation cell) without symmetry constraints
exhibits unreasonably low symmetries, while proper consideration of symmetry
constraints can significantly reduce the optimization variables and enrich the
diversity of structures during structure evolution. Symmetry constraints on random
structure generation are therefore implemented in CALYPSO to improve the starting
structures for the subsequently evolutionary structure searches. Different strategies
for dealing with 0D-isolated molecule/clusters, 2D layers or surfaces, and 3D
crystals are designed to generate random symmetric structures. In particular, the
generation of random structures is constrained by ∼40 point groups for isolated
systems (e.g., molecules, clusters, and nanoparticles), 17 planar space groups for
2D layers or surfaces, and 230 space groups for 3D crystals. For example, the
space group of initial crystal structures is randomly selected among 230 ones for a
crystal structure prediction. Once the space group is selected, the lattice parameters
are generated within the chosen symmetry according to the defined volume, and
the corresponding atomic coordinates are obtained by a combination of a set of
symmetrically related coordinates (Wyckoff positions) in accordance to the number
of atoms in the simulation cell. Notably, a backup database of space groups of all
generated structures is established in order to compare them with the space groups
of newly generated structures. The appearance of identical space group is forbidden
with a certain probability (80%). This allows the initial samplings to cover different
regions of the search space and generate the diverse structures, which are found to
be crucial for a high efficiency of a global minimization.

To demonstrate the effects of symmetric constraints on structure generation, bulk
crystals (Wang et al. 2012a) and isolated clusters (Lv et al. 2012) are chosen as
two test systems, where crystalline TiO2 consists of 16 formula units per cell,
while the cluster contains 100 atoms described by the Lennard–Jones potential.
For each system, a large number of structures (3,250 for the crystal and 10,000
for the cluster) were randomly generated with and without symmetric constraints,
respectively, and then locally optimized using the GULP code (Gale 1997). The
obtained energy distributions of crystal and cluster are shown in Fig. 2a and b,
respectively. The results (Fig. 2a) showed that the rutile structure, i.e., the global
stable structure, cannot be generated without symmetry constraints. However, once
symmetric constraints were employed in the generation of random structures, 203
(∼6.2% of the total) rutile structures were successfully produced. The generated
cluster structures (Fig. 2b) without symmetric constraints have a Gaussian-like
energy distribution with a well-defined sharp peak centered at a high energy of
0.3 ε/atom. Many of the cluster structures appeared disordered or liquid-like; their
generation greatly reduced structural diversity. Instead, once point group symmetry
was applied, a much broader energetic distribution emerged with the generation of
a large number of lower-energy structures.

2.1.2 Structural Characterization Techniques
During the structural evolution process, many trial structures are produced for each
generation, and some may be very similar or even identical. The existence of similar
structures decreases the diversity of the population, potentially leading to stagnation.
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Fig. 2 Energetic distributions of randomly generated structures for (a) TiO2 and (b) LJ100 clusters
with and without symmetries

Moreover, given that the most computationally expensive parts of the algorithm are
the energy calculations and local structural optimizations, repetitive optimizations of
similar structures will significantly increase the computational cost and impede the
structure searching efficiency. Thus, efficient searching must employ techniques to
fingerprint each structure, measure its similarities to other structures, and eliminate
similar structures. Two effective methods, the bond characterization matrix (BCM)
(Lv et al. 2012) and the coordination characterization function (CCF) (Su et al.
2017), have been developed based on the geometrical information of a structure.

The BCM is an advanced version of the bond-orientational order parameter
technique originally introduced by Steinhardt et al. (Steinhardt et al. 1983). For a
given structure, a bond vector rij between atoms i and j is defined if the interatomic
distance is less than a given cutoff distance. This vector is associated with the
spherical harmonics Ylm(θ ij,ϕij ), where θ ij and ϕij are the polar angles. A weighted
average over all bonds formed by, for instance, the type A and B atoms is then
evaluated by Eq. 1:

QδAB
lm = 1

NδAB

∑
i∈A,j∈B

e−α(rij−bAB)Ylm
(
θij , φij

)
, (1)

where δAB and NδABdenote the type and the number of a bond, respectively. To
avoid dependence on the choice of reference frame, it is important to consider the
rotationally invariant combinations:
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Q
δAB
l =

√
4π

2l + 1

∑l

m=−l
∣∣∣QδABlm

∣∣∣
2
, (2)

where each series of QδABl for l = 0, 2, 4, 6, 8, and 10 can be used to represent a
type of bond and is thus an element of the BCM. Only even-l spherical harmonics
are used to guarantee invariant bond information with respect to the direction of the
bonds. By including the complete structural information of bond lengths and angles,
this technique unambiguously fingerprints the structures. As a result, the similarity
of any two structures (u and v) can be quantitatively evaluated by the Euclidean
distance between their BCMs:

Duv =
√

1

Ntype

∑
δAB

∑
l

(
QδAB,u

l − QδAB,v
l

)2
, (3)

where Ntype is the number of bond types.
Two LJ38 clusters with different structural motifs are chosen as examples to

test the BCM. The first structure is the global stable structure, having a face-
centered cubic structural motif (LJ38-Oh), while the second one is a metastable
incomplete Mackay icosahedron (LJ38-C5v). Their BCMs, shown by histograms in
Fig. 3a, are dramatically different. Except for Q2 and Q10, the LJ38-Oh structure
has obviously larger Ql values than those in the LJ38-C5v structure. The resultant
distance between these two structures is a very large value of 0.618, characterizing
their large structural differences. The distances to the isotropic system are 0.728
for LJ38-Oh and 0.163 for LJ38-C5v, illustrating a high degree of order in LJ38-Oh.
Randomly distorting LJ38-Oh, and plotting its distances to the unaltered structure
as a function of distortion (Fig. 3b), illustrates that the distances increase linearly
with the distortions at the initial stage, reflecting correctly the structural deviations.
Eventually, the curves become flat at a distortion of about 0.4r0. At this stage, the
distances are approaching those distances relative to the isotropic limits favorable
for disordered systems.

Although the BCM can provide a precise measurement of structures, it suffers
from heavy computational costs for large systems (e.g., the number of atoms per
simulation cell >30) since all the geometrical information (bond lengths and angles)
is considered and evaluated. To reduce the computational cost, CCF, an alternative
and fast method depending only on the two-body correlation function (interatomic
distance), was developed to fingerprint large structures. The CCF method employs
a matrix involving different atomic types:

M =
⎡

⎢⎣
ccf11 · · · ccf1Nt
...

. . .
...

ccfNt1 · · · ccfNtNt

⎤

⎥⎦ . (4)
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Fig. 3 (a) Histograms of BCMs for LJ38-Oh and LJ38-C5v. (b) BCM distances with respect to
the unaltered structures as a function of distortions for LJ38-Oh. Each data point was obtained by
averaging over the distances of 100 randomly distorted structures, and the error bar denotes the
standard deviation. (c) Comparisons of the CCFs of different structures of P4/mmm and Pnma for
PtK2Cl4. For ease of comparison, the plots show -CCFs for the Pnma structure. (d) Calculated�E
and structural distances between the optimized structure of CuInS2 and all intermediate structures
in each ionic step. Inset shows the detailed optimization procedure approaching the equilibrium
point

Here, each matrix element related to different pairs of atomic types i and j is
calculated as follows:

ccfij (r) =
⎧
⎨

⎩

1
N

∑
ni

∑
nj

f
(
rninj

)√ apw
π

exp
[
−apw

(
r− rninj

)2
]
, (i �= j) ,

1
2N

∑
ni

∑
nj

f
(
rninj

)√ apw
π

exp
[
−apw

(
r− rninj

)2
]
, (i = j) ,

(5)

where ni runs over all the atoms of the i-th type within the cell, nj runs over all
the atoms of the j-th type within the extended cell, rninj is the interatomic distance
less than the cutoff radius (usually 9.0 Å), f

(
rninj

)
is the weighting function for

different interatomic distances, N is the number of atoms in the cell, apw is an
empirical parameter that controls the peak width of the Gaussian function, and√
apw
π

exp
[
−apw

(
r − rninj

)2
]

is the normalized Gaussian function. As a result, the

similarity of two structures can be estimated by the distance between their CCF
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matrices. The Pearson correlation coefficient was employed to measure the degree
of similarity between two matrices, and the corresponding distance (d) is defined
as d = 1 − R from their correlation coefficient (R). A detailed description of the
CCF can be found in Su et al. (2017).

Two distinct crystal structures of PtK2Cl4 with space groups of P4/mmm and
Pnma are chosen to test the CCF method. The CCFs calculated for the two structures
(Fig. 3c) are clearly rather different, with a large calculated distance of 0.655, giving
a good measure on the degree of dissimilarity between the two structures. Note that
our tests recommend a user-defined threshold of 0.075 as a good number to identify
dissimilar structures. CCF is a continuous function with respect to the motion of
the atoms. Through the optimization of a CuInS2 structure with Pbam symmetry,
it is seen from the calculated �E and structural distances between the optimized
structure and the intermediate structures of each ionic step (Fig. 3d) that the structure
closest to the equilibrium point tends to have the smaller �E and distance values.

2.1.3 Structural Evolution via Particle Swarm Optimization Algorithm
The CALYPSO method adopts a “self-improving” strategy to locate the global
minimum of the PES via particle swarm optimization (PSO) (Kennedy 2011). The
PSO algorithm is a typical swarm-intelligence scheme inspired by natural biological
systems (e.g., ants, bees, or birds) and has been applied to a variety of fields in
engineering and chemistry (Ourique et al. 2002; Call et al. 2007). Its application to
extended systems for structure prediction started only recently (Wang et al. 2010,
2012b). Within the CALYPSO method, the structures at the t + 1th generation
(xt + 1) evolve in the energy landscape through velocity. In practice, the lattice
parameters (unit cell) of new structures remain unaltered or are randomly generated,
while the atomic positions are updated according to the following formula:

xt+1 = xt + vt+1. (6)

It is noteworthy that the velocity plays a significant role in governing the speed
and direction of particle movement. The updated velocity (vt + 1) is calculated based
on its previous location (xt), previous velocity (vt), current location (pbestt) derived
from geometrical optimization of this individual, and the global best location
(gbestt) for the entire population as follows:

vt+1 = wvt + c1r1
(
pbestt − xt)+ c2r2

(
gbestt − xt) , (7)

where w denotes the inertia weight controlling the momentum of the particle, which
dynamically varies and decreases linearly from 0.9 to 0.4 during the iteration in our
methodology; the self-confidence factor (c1) and swarm confidence factor (c2) are
equal to 2, which give the best overall performance; r1 and r2 are random numbers
distributed in the range [0, 1]. The velocity formula includes random parameters
(r1) and (r2) that ensure good coverage of the searching space and avoid entrapment
in local optima. The initial velocity of each structure is generated randomly, while
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Fig. 4 The schematic diagram of global (a) and local (b) PSO

the updated one is calculated using both its individual properties and those of the
entire population.

Two versions of the PSO algorithm (local and global) have been implemented in
CALYPSO (Lv et al. 2012; Wang et al. 2011). The global PSO, outlined in Fig. 4a,
has only one global best structure acting as the learning example or attractor for the
entire structure population, and all particles seek new positions only in the regions
close to the uniquely overall best position. This method converges quickly for small
systems (i.e., those with fewer than ∼30 atoms in the simulation cell), but it may be
less effective for larger systems because the PES becomes much more complex. The
local PSO method is outlined in Fig. 4b. Each particle (i.e., a candidate structure)
selects a set of other particles as its neighbors, and its velocity is adjusted according
to both its position and the best position achieved so far in the community formed by
its neighborhood. Thus, at each iteration, the particle will move toward its own best
position and the best position of its local neighborhood, rather than the overall best
position in the swarm. By maintaining multiple attractors corresponding to different
regions of the PES, the local PSO allows for a finer exploration of the PES and can
effectively avoid stagnation during the structure searches.

2.1.4 Local Structure Optimization
The PES of a material can be regarded as a multidimensional system of many peaks
and valleys connected by saddle points. Given that the global minimum is one of
the possibly many local minima, local structure searching is an inevitable part of the
global search and therefore should be included in any efficient structure searching
method. The CALYPSO method currently has interfaces with various ab initio and
force-field-based total-energy packages (e.g., VASP (Kresse and Furthmüller 1996),
SIESTA (Soler et al. 2002), Quantum ESPRESSO (Giannozzi et al. 2009), CASTEP
(Segall et al. 2002), CP2K (Vandevondele et al. 2005), LAMMPS (Plimpton 1995),
and GULP (Gale 1997)) for local structural optimization. Other external total-
energy programs can also be easily interfaced with CALYPSO as required.
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2.2 Features of the CALYPSO Method

CALYPSO can be used to perform unbiased searches of the energetically sta-
ble/metastable structures of a given chemical composition (Wang et al. 2015,
2016a). Several attractive features have been implemented in CALYPSO to resolve
various structure prediction problems, including 3D solids (Wang et al. 2010), 2D
layers (Wang et al. 2012b; Luo et al. 2011) and atomic adsorption (Gao et al.
2015), 2D surfaces (Lu et al. 2014), 0D nanoclusters or molecules (Lv et al.
2012), X-ray diffraction data-assisted structure searches (Gao et al. 2017a), and the
inverse design of novel functional materials (e.g., superhard, electride, and optical
materials) (Zhang et al. 2013, 2017b; Xiang et al. 2013).

2.2.1 3D Crystals
A crystallographic structure can be regarded as an infinitely repeating array of 3D
boxes, termed unit cells, represented by lattice parameters and atomic coordinates.
As shown in Fig. 5a, there are six lattice parameters: three lengths and three angles
of the lattice vectors. Each atom has three coordinates coded as a fraction of each of
the lattice vectors. Structure searches of 3D crystals evolve both types of variables
simultaneously to achieve the global minimum on the PES with 3N + 3 dimensions,
where 3N − 3 degrees of freedom are the atomic positions, and the remaining six
dimensions are the lattice parameters. To reduce the search space, several hard
constraints, including the minimum interatomic distances, the minimum lattice
lengths, and constraints on the range of angles between the lattice vectors, are
imposed in the CALYPSO method. For example, the distance between two atoms
should not be smaller than a threshold or the sum of their covalent radii, and the
angles between lattice vectors are free to vary between 30◦ and 160◦. An advantage
gained by using these constraints is to force attention onto regions containing
physically reasonable minima. The CALYPSO method has been widely applied
to the prediction of crystal structures for various systems (Wang and Ma 2014;
Zhu et al. 2011; Lv et al. 2011; Nishio-Hamane et al. 2012; Li et al. 2016; Chen
et al. 2013), some of which have already been experimentally confirmed (see, e.g.,
Guillaume et al. (2011), Bai et al. (2015), Ma et al. (2012), and Yang et al. (2017)).
Section 3 describes its applications to the discovery of novel superconductive and
superhard materials.

2.2.2 2D Layers and Atomic Adsorption
A 2D material is defined as having a finite thickness in one dimension and an
infinite extent in the other two. The slab model is employed to simulate 2D-layered
structures in the CALYPSO method (Wang et al. 2012b). As illustrated in Fig. 5b
and c, these models contain two regions: the layered material and vacuum. The
vacuum ensures that the studied layers are isolated from their periodic images.
Any 2D-layered structure can be characterized by 1 of 17 planar space groups. To
ensure unbiased sampling of the energy landscape, the lattice parameters and atomic
positions are randomly generated with 2D symmetry constraints. A distortion
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Fig. 5 The models used in CALYPSO for (a) 3D crystal structure, (b) single-layer structure,
(c) multilayer structure, (d) 2D atomic adsorption structure, (e) surface reconstruction structure,
and (f) cluster structure

parameter perpendicular to the in-plane layer (z in Fig. 5b) can also be activated
to search for buckled layers, and a van der Waals gap parameter (i.e., the distance
between two adjacent layers, as in Fig. 5c) is introduced for multilayered systems.
Structural evolution in 2D space is achieved by a constrained PSO algorithm. The
CALYPSO method has been widely applied to various 2D materials with exotic
structures, including Be5C2 (Wang et al. 2016b), FeB2 (Zhang et al. 2016), and
Si (Luo et al. 2014). Because of their intriguing structures and properties, these
materials are expected to be promising candidates for future applications in specific
fields (Gu et al. 2017).

The adsorption of atoms can efficiently functionalize two-dimensional layer
materials with desirable properties. Therefore, structural information about the
atoms adsorbed on 2D layers is crucial for understanding their functional properties.
A new method was developed to predict the structures of atoms adsorbed on
2D-layered materials based on the CALYPSO methodology. The structural model
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used is shown in Fig. 5d; it contains three regions: vacuum, adsorption region, and
2D substrate. Several specially designed techniques (e.g., fixed adsorption sites,
symmetry constraints, and a constrained PSO algorithm) were employed to improve
the search efficiency. Application of our method to investigate fully and partially
hydrogenated graphene and graphene oxide successfully predicts their energetically
most favorable structures (Gao et al. 2015). In general, our method is promising for
the prediction and design of structures of atoms adsorbed on 2D-layered materials
(Li et al. 2015a; Zhou et al. 2016).

2.2.3 2D Surfaces
Surfaces play a decisive role in determining the properties and processing of almost
all engineering materials, especially at the nanoscale. However, surface structures
are often elusive, impeding significantly the engineering of devices. To predict
surface structures, we developed an efficient method based on the CALYPSO
methodology (Lu et al. 2014). Structure searches for surfaces are conducted using
a slab model comprising three regions (Fig. 5e): the bulk material region, the
unreconstructed surface, and the reconstructed surface. Generally, the bulk region
(6–8 layers) remains fixed to preserve the bulk nature of the material, and the
bottom side of the slabs is passivated by hydrogen atoms with integer or partial
charges. The atoms in the unreconstructed surface region (usually composed of
2–4 layers) are subject to local structural relaxation, but they are not involved in
the structural evolution. In contrast, the atoms in the reconstructed surface region
are fully evolved during structure searching, and the choice of thickness for this
region depends strongly on the specific energetic situation of the system. The
surface excess free energy is calculated as the fitness during structure evolution

by &γ (μ) = 1
A

(
Etotsurf − Etotideal −

∑
ini ∗ μi

)
, where A is the area of the studied

surface (usually a 1 × 1 planar unit cell), Etotsurf and Etotideal are the total energies
of the reconstructed and unreconstructed surfaces, respectively; and ni and μi

denote the number and chemical potential of the ith species in the surface region.
Additionally, several specially designed methods have been incorporated into the
search procedure to improve its efficiency. For example, symmetry operations
of various two-dimensional space groups are applied, while the initial surface
structures and surfaces of semiconductors are constructed using the electron-
counting rules (Lu et al. 2014). Our approach is evaluated via its application to
various semiconductor surface reconstructions (Gao et al. 2017b; Xu et al. 2017),
including C, Si, SiC, AlN, and ZnO. Experimentally observed surfaces are readily
reproduced by the CALYPSO method from input knowledge of only the chemical
compositions, thus validating our approach (Lu et al. 2014).

It is noteworthy that application of new method to a simple diamond (100) sur-
face reveals an unexpected surface reconstruction featuring self-assembled carbon
nanotubes arrays (Lu et al. 2014). Such a surface is energetically competitive with
the known dimer structure under normal conditions, but it becomes more favorable
under a small compressive strain or at high temperatures. The novel surface
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structure exhibits a unique feature of carrier kinetics (i.e., one dimensionality of
hole states, while two dimensionality of electron states) that could lead to novel
design of superior electronics. The finding of a previously unknown formation of
self-assembled carbon nanotubes on the diamond (100) surface highlights the power
of our intelligent surface structure searching method.

2.2.4 0D Nanoclusters or Molecules
Clusters or molecules belong to 0D nonperiodic materials systems. They usually
exhibit geometrical frustration due to the competition between surface and bulk,
leading to various structural motifs that do not exist in periodic system. The
CALYPSO method has been generalized to perform structure searches for these
0D systems (Call et al. 2007). In contrast to periodic systems with translational
symmetry, only the point group symmetries are utilized in generating candidate
structures of isolated systems, and Cartesian coordinates are used straightforwardly
to represent structures. To comply with usual total energy calculations requiring
periodic boundary conditions, a big box (Fig. 5f) is built, and the cluster is located
at its center. The vacuum surrounding the clusters should be large enough to avoid
interactions between the cluster and its periodic images. The main algorithm of
PSO is properly revised to allow the structural evolution of 0D systems. The
module for cluster structure searching has been extensively benchmarked using
Lennard–Jones cluster systems of various sizes (up to 150 atoms), and high search
efficiency was achieved, demonstrating the reliability of the current methodology
(Lv et al. 2012). Many cluster systems have been investigated using the CALYPSO
method (Lv et al. 2014, 2015; Lu et al. 2016; Li et al. 2013a), leading to the
discovery of several intriguing structures with interesting chemical bonding. For
example, we have used CALYPSO to investigate the structures for neutral boron
clusters containing 38 atoms. A symmetric cage-like configuration is found to be
the global minimum structure, which can be seen as an all-boron fullerene. Further-
more, a quasi-planar structure with a double-hexagonal vacancy is also revealed
with nearly degenerate energy. This quasi-planar structure is recently confirmed
by experiments as the ground-state structure for the anionic B38 cluster (Chen
et al. 2017).

2.2.5 X-Ray Diffraction Data-Assisted Structure Searches
X-ray diffraction (XRD) is the most powerful technique for determining crystal
structure information at the atomic level. However, it remains challenging to
determine the crystal structure from only experimental powder XRD data because
estimated structural information (e.g., unit cell parameters and space group) is
required. This is exemplified by about half of the 300,000 Powder Diffraction
Files having some unrefined atomic coordinates (Meredig and Wolverton 2012).
Traditional structure prediction uses only energy as the fitness function, and the
development of a structure prediction method that can effectively use XRD data
is highly desirable. This issue is recently addressed by a first-principles-assisted
structure solution (FPASS) method (Meredig and Wolverton 2012), which will be
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Fig. 6 (a) CALYPSO structure search history for CaLi2. Inset shows experimental and simulated
XRD patterns of predicted structure. (b) Inverse-design results for binary electrides. Stability map
of A2B (top) and AB (bottom) electrides. A and B elements are shown in horizontal and vertical
directions, respectively

given in detail in the other chapter of this book. We also propose a versatile global
search method based on the CALYPSO method to determine crystal structures
from experimental powder XRD data without guessed structural information (Gao
et al. 2017a). This search method uses the degree of dissimilarity between the
simulated and experimental XRD patterns as the fitness (instead of energy), and
a weighted cross-correlation function is used to compare the dissimilarity of two
powder diffraction patterns. The efficiency and robustness of the new method are
demonstrated by exploring the high-pressure phase of a binary compound, CaLi2.
The resultant (Fig. 6a) candidate structure of C2221 for CaLi2 at 54 GPa gave a
simulated XRD pattern matching with the experimental data (Debessai et al. 2008).

2.2.6 Inverse Design of Functional Materials
Metastable structures can exist in nature even though they are not thermodynam-
ically stable. However, traditional structure prediction methods that concentrate
on finding the ground-state structure of the PES may miss these metastable
structures. It is therefore highly desirable to develop an inverse-design approach to
design functional materials directly from certain target properties (Franceschetti and
Zunger 1999; Zhang et al. 2015a). The inverse design aims to establish an efficient
computational scheme to explore the structure–functionality landscape. The fitness
function here is the intrinsic material property such as hardness, bandgap, or
interstitial electron localization rather than energy as used in traditional structure
searching methods. Our CALYPSO method implements a number of computer-
assisted inverse-design techniques to search for functional materials (Zhang et al.
2013, 2017b; Xiang et al. 2013) (e.g., superhard, optical, and electride materials).
Here, we demonstrate the performance of the CALYPSO inverse-design method by
applying it to the design of inorganic electride materials by screening 99 binary
compounds (Zhang et al. 2017b). Before our work, the known inorganic electrides
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at ambient pressure are only limited to several of them, e.g., C12A7 (Patel 2003)
and Ca2N and its variants (Lee et al. 2013; Inoshita et al. 2014; Tada et al. 2014).
With the use of the advanced inverse-design method, we are able to identify 89 new
electrides, among which 18 are existing compounds that have not been identified
as electrides (solid squares, Fig. 6b), while the other 71 electrides (circles, Fig. 6b)
are unknown compounds that have not been synthesized, of which 18 (solid circles,
Fig. 6b) are thermodynamically stable in their lowest-energy states and dynamically
stable with the absence of any imaginary frequency in phonon spectra; the other 53
(void circles, Fig. 6b) are metastable with positive formation energies. In reality,
these metastable electrides might be synthesizable, as various metastable electrides
have already been synthesized (void squares, Fig. 6b). Our work provides a useful
tool for aiding the discovery of electride materials and reveals the rich abundance of
inorganic electrides in nature.

3 Materials Discovery Using CALYPSO

3.1 Superconductors

Superconductivity is among the most exciting properties in condensed-matter
physics, and considerable effort in the past century has been devoted to the discovery
of new superconductors (Bardeen et al. 1957). A significant boost came with the
establishment of the microscopic theory of superconductivity by Bardeen, Cooper,
and Schrieffer (BCS) (Bardeen et al. 1957) in 1957, which provides important
guidance for the design of superconductors with high Tc (critical temperature for
superconductivity). According to BCS theory, Tc is intimately tied to one key
parameter, the electron–phonon coupling (EPC) constant, which can be estimated
by first-principles calculations based on the band structure and Eliashberg theory
(Eliashberg 1960). This EPC constant is clearly the critical factor in the design
of high-Tc superconductors and is strongly correlated with crystal structure. The
determination of crystal structure is therefore a critical step in the design of novel
superconductors.

Advances in crystal structure prediction in the past decades have greatly aided
the design of superconductors; many have been predicted theoretically, and some
confirmed experimentally. Here, we provide an overview of recent advancements
in the discovery of superconductors aided by the CALYPSO method. As most of
the discoveries are related to hydrides, the overview is divided into two parts: one
concerning hydrogen-rich compounds and the other non-hydrogen compounds.

3.1.1 Hydrogen-Rich Compounds
It has been suggested that the lightest element, H, forms metallic solids with
sufficiently strong EPC necessary for a high-Tc phonon-mediated superconductivity
at high pressures (Ashcroft 1968). However, the metallization of hydrogen had not
been observed at low temperature at up to 388 GPa (Dalladay-Simpson et al. 2016).
Metallization of solid H at 495 GPa has recently been reported (Dias and Silvera
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Fig. 7 (a) Histogram of calculated Tc of some hydrogen-rich compounds predicted by CALYPSO.
Crystal structures of (b) H2S, (c) CaH6, and (d) YH10

2017), but additional experimental measurements are required to verify this claim
(Liu et al. 2017a; Silvera and Dias 2017). Hydrogen-rich compounds have been
considered as an alternative because they are expected to metallize at considerably
lower pressures owing to the chemical “precompression” caused by other elements
(Ashcroft 2004). Combining the CALYPSO method with first-principles EPC
calculation leads to predictions of many unexpected superconducting phases in H-
rich compounds (Zhang et al. 2017a; Wang et al. 2017). Theoretically calculated Tc
values for some hydrogen-rich compounds are summarized in Fig. 7a. These works
suggest the possibility of superconductivity with estimated Tc values up to 303 K.
Strikingly, a Tc of about 80 K predicted for dense H2S has stimulated experimental
observation of hydrogen sulfide superconductors above megabar pressures with Tc
in the range of 30–200K (Drozdov et al. 2015). Results for sulfur hydrides (Li et al.
2014), calcium polyhydrides (Wang et al. 2012c), and yttrium polyhydrides (Peng
et al. 2017; Liu et al. 2017b) will be introduced here in detail.

H2S is a typical molecular solid at ambient pressure. At high pressure, it
transforms into three high-pressure phases, whose crystal structures are the subject
of intense debate. H2S is not considered a superconductor as it has been proposed
to dissociate into its constituent elements before metallization (Rousseau et al.
2000). Li et al. performed extensive structure searches on solid H2S at pressures of



114 CALYPSO Method for Structure Prediction and Its Applications. . . 2745

10–200 GPa (Li et al. 2014). In addition to the identification of candidate structures
for the nonmetallic phases IV and V, two metallic structures with P-1 (Fig. 7b)
and Cmca symmetry were predicted to be stable above 80 GPa, thus contradicting
with the traditional belief (Rousseau et al. 2000) on elemental dissociation at high
pressure. The subsequent EPC calculations revealed Tc values of 80 K for the P-1
structure at 158 GPa and 82 K for the Cmca structure at 160 GPa. Motivated by this
prediction, electrical measurements of compressed H2S observed the appearance
of superconductivity with a Tc in a range of 30–150 K in a sample prepared at
100–150 K, in a good accordance with our prediction in the low Tc regime of
30–80 K; a higher Tc of ∼200 K was observed in another sample prepared at above
220 K (Drozdov et al. 2015; Duan et al. 2015), which is later on suggested as H3S
through the decomposition of H2S (see, e.g., (Li et al. 2016; Duan et al. 2015; Einaga
et al. 2016; Errea et al. 2015)).

Extensive structure searching on calcium polyhydrides (CaHx) at high pressure
(Wang et al. 2012c) showed the CaH6 stoichiometry (Fig. 7c) to be stable at above
150 GPa: it had a body-centered cubic structure, with hydrogen forming unusual
“sodalite” cages containing enclathrated Ca at the center of the cage. Its stability is
derived from the acceptance by two H2 of electrons donated by Ca to form an “H4”
unit as the building block for the construction of the three-dimensional sodalite cage.
This unique structure has partially occupied degenerate orbitals at the zone center.
The resultant dynamic Jahn–Teller effect helps to enhance the EPC, leading to the
superconductivity of CaH6. A Tc of 220–235 K at 150 GPa obtained by solving
the Eliashberg equation is the highest among all hydrides studied thus far. Similar
sodalite-like structures of MH6 (M =Mg and Y) compounds (Li et al. 2015b; Feng
et al. 2015) are also high-Tc superconductors at high pressure, with Tc reaching
as high as 264 K. These findings suggest that metal polyhydrides with clathrate
structures are potential high-Tc superconductors.

Two recent works conducted structure searches using CALYPSO for stable H-
rich clathrate structures in rare earth hydrides at high pressures (Peng et al. 2017; Liu
et al. 2017b). Hydrogen clathrate cage structures with stoichiometries of H24, H29,
and H32, in which H atoms are weakly covalently bonded to one another, forming
cages around rare earth atoms are predicted to be thermodynamically stable at high
pressures, some of which exhibit high superconductivity. It is found that high-
Tc superconductivity is closely associated with H clathrate structures, with large
H-derived electronic densities of states at the Fermi level and strong electron–
phonon coupling related to the stretching and rocking motions of H atoms within
the cages. In particular, an yttrium H32 clathrate structure of stoichiometry YH10
(Fig. 7d) is predicted to be a potential room-temperature superconductor with an
estimated Tc of up to 303 K at 400 GPa (Peng et al. 2017). In the same structure of
LaH10, the estimated Tc reaches 288 K at 200 GPa (Peng et al. 2017; Liu et al.
2017b). But it is unstable with respect to LaH3 and LaH11 at 200 GPa. There
might be a need of very high temperature to synthesize it (Geballe et al. 2018).
Encouragingly, two recent independent experiments seem support the predicted
superconductivity of LaH10 at high pressures, where the measured Tc can reach
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as high as 260-280 K at 190 GPa (Maddury et al. 2019) and 215 K at 150 GPa
(Drozdov et al. 2019)

3.1.2 Non-hydrogen Compounds
Despite a wealth of high-Tc hydrogen-rich hydrides theoretically predicted at high
pressure, experimental exploration of these compounds remains a great challenge.
The potentially broader ranges of stability make non-hydrogen compounds attrac-
tive. Combining CALYPSO with first-principles EPC calculations has predicted
many unexpected superconducting compounds of light elements.

Tin telluride is an established high-pressure superconductor, but understanding
the underlying mechanism of its transition from semiconductor has been impeded
by unsettled issues concerning its structural identification and phase boundary
at high pressure. Zhou et al. investigated the high-pressure phase transitions of
SnTe using angle-dispersive synchrotron X-ray diffraction combined with the
CALYPSO method (Zhou et al. 2013). Three coexisting intermediate phases of
Pnma, Cmcm, and GeS-type structures were identified. The Pnma and Cmcm phases
were predicted to be superconducting by first-principles calculations, with Tc values
of 0.70–0.37 K and 0.01–0.03 K, respectively.

As a sister of CO2, CS2 is a transparent liquid under ambient conditions
and found to transform a molecular solid with a Cmca structure at 1 GPa.
Upon compression, it became a superconductor with a Tc of 6 K which remains
almost constant from 60 to 170 GPa (Dias et al. 2013). However, the lack of an
accurate structural determination impedes further understanding the origin of this
superconductivity. The later theoretical work using the particle swarm optimization
and genetic algorithm methods investigated the crystal structures of CS2 at high
pressures (Zarifi et al. 2015). The predicted structure with P21/m symmetry was
found to be the most stable from 60 to 120 GPa. The calculated pair distribution
functions are in agreement with the experimental assignment. By calculating the
electron–phonon coupling parameters, the estimated Tc at 60 GPa is 13 K that is
slightly higher than observed 6 K in experiment. The computed Eliashberg spectral
function reveals that the S-S vibrations play a critical role in determining the
superconductivity of CS2.

The binary semiconductor boron phosphide (BP) with the zinc blende crystal
structure has attracted tremendous attentions due to novel properties such as high
hardness, high temperature stability, and high thermoelectric powers for direct
energy conversion. In order to understand the pressure-induced structural behavior
of BP, the CALYPSO method was employed to determine the crystal structures
of boron phosphide at high pressure. A novel C2/m structure, which possesses
zigzag phosphorus chain structure, was uncovered at 113 GPa, followed by another
P42/mnm structure above 208 GPa (Zhang et al. 2015b). Theoretical calculations
indicate that the C2/m phase was superconductor with Tc (9.4–11.5 K). This
work reveals that pressure-induced zigzag phosphorus chain in BP exhibits high
superconducting temperature, opening a new route to design superconductors with
zigzag phosphorus chains.
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3.2 Superhard Materials

To be superhard, a material should have a Vickers hardness exceeding 40 GPa.
Superhard materials are widely used industrially in cutting, polishing, abrasives,
protective coatings, etc. The origin of their excellent mechanical properties is strong
directional covalent bonds with high electron density that resist both elastic and
plastic deformation. Diamond has the highest Vickers hardness of 60–120 GPa but
is incompatible with ferrous metals and high temperatures due to its low thermal
and chemical stability (Haines et al. 2001). The theoretical design of new superhard
materials has become a major research focus and is greatly desirable to assist
experimental investigations (Kaner et al. 2005; Zhao et al. 2016). Over the past
several decades, covalent compounds formed by light elements, namely, boron (B),
carbon (C), nitrogen (N), and oxygen (O), have been the preferred targets owing
to their ability to form strong and densely packed 3D covalent bonding networks
(Kaner et al. 2005). A new family of materials formed by heavy transition metals and
light elements has recently been proposed as potential superhard materials, given
that heavy transition metals can introduce high valence electron density into the
compounds to resist both elastic and plastic deformations. Our CALYPSO method
has helped to design new superhard materials comprising light elements or heavy
transition metals and light elements (Fig. 8a, Zhang et al. 2017a).

Fig. 8 (a) Histogram of calculated hardness of some compounds predicted by CALYPSO. Crystal
structures of (b) BC3, (c) WB3, and (d) WN
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3.2.1 Light-Element Compounds
Boron-doped diamond has been expected to show better oxidation and ferrous
resistance than diamond, thus expanding its applicability in electronic devices (Zinin
et al. 2012; Dubrovinskaia et al. 2007; Liu et al. 2015; Solozhenko et al. 2004).
However, it remains a huge challenge to introduce a high amount of B into the
cubic diamond cell. Encouragingly, diamond-like BC3 with one-quarter B content
has been synthesized at high pressure and high temperature. Several structures have
been proposed for this novel diamond-like BC3; however, none of the proposed
sp3 structural models satisfy the experimentally observed cubic symmetry, thus
severely impeding further exploration of its properties. The CALYPSO method
has solved the crystal structure of recently synthesized cubic BC3 (Zhang et al.
2015c). In contrast to previously proposed tetragonal and orthorhombic structures,
our predicted highly symmetric BC3 phase for the cubic diamond structure has
a space group of I-43m symmetry and 64 atoms per unit cell, denoted as d-BC3
(Fig. 8b). It becomes stable above 41.3 GPa, in good agreement with the reported
synthesis pressure of 39 GPa. Simulated X-ray diffraction and Raman spectra of the
predicted d-BC3 phase agree well with the experimental data (Zinin et al. 2012). The
calculated hardness (62 GPa) and ideal strength (52.5 GPa) demonstrate d-BC3 as
an intrinsic superhard material with intriguing bond elongation and sequential bond-
breaking processes that lead to remarkable extended ductility and elastic response.
These results represent a significant advance in the understanding of a distinct type
of superhard material that exhibits superior ductility to diamond or c-BN.

The prediction of several superhard materials with C3N4 stoichiometry has
motivated intense experimental interest to synthesize and characterize them and also
intense debate. To design new stoichiometric carbon nitrides with four-coordinated
carbon and three-coordinated nitrogen atoms, a body-centered tetragonal CN2 with
I-42d space group is predicted at high pressure using CALYPSO (Li et al. 2012).
The current predicted structure is built up by strong covalent C–N bonds and
N–N bonds, denoted bct-CN2, which resist decomposition into a mixture of
diamond+N2 or 1/3(C3N4 +N2) above 45.4 GPa. The strong covalent C–N bonds,
N–N bonds, and non-bonding lone-pair are together the driving force for its high
bulk (407 GPa) and shear (386 GPa) modulus and simulated hardness (77 GPa) at
equilibrium. Our results show that the lone-pair non-bonding states are much more
flexible and mobile than the covalent bonds under large strain, and thus bct-CN2
possesses lower ideal strength (47 GPa).

We used CALYPSO method to design two potential superhard ternary materials,
B2CO and B3NO, that are isoelectronic with diamond (Li et al. 2015c). For B2CO,
two energetically competitive diamond-like structures with space groups of P-4m2
(tP4) and I-42d (tI16) with all sp3 bonding states are predicted. Our simulated results
show that they exhibit excellent and similar mechanical properties: e.g., high bulk
modulus (∼31 GPa), high shear modulus (∼260 GPa), high hardness (∼50 GPa),
and low Poisson’s ratio (∼0.17). For B3NO, we further performed a superhard-
driven search, finding a variety of new structures with short and strong 3D covalent
bonds. Among them, two orthorhombic structures with space groups of Imm2 (oI20)
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and Pmn21 (oP20) were found to be dynamically stable. They are both superhard
materials with simulated Vickers hardnesses above 45 GPa, exceeding the criterion
for superhardness. Electronic results show that the oI20 and oP20 structures are
semiconductors with optimal bandgaps of 0.87 and 0.12 eV, respectively, and thus
have broad prospects for industrial application.

3.2.2 Transition-Metal–Light-Element Compounds
Tungsten borides are transition-metal–light-element compounds that exhibit diverse
polymorphism, excellent functional properties, and potential industrial applicabil-
ity; for example, they have strong mechanical properties, inexpensive components,
and feasible synthesis conditions achievable in a cubic anvil apparatus at relatively
low pressures. The conventional expectation is their high boron concentration forms
a strong covalent bonding network to enhance their hardness/strength. However, the
latest theoretical studies show the structural determination and even the chemical
composition of these synthesized tungsten borides still to be open questions.
Using CALYPSO, we identified the thermodynamically stable structures as well
as many metastable structures over a wide range of boron concentrations for
tungsten borides (Li et al. 2013b). Comparison of experimental and simulated
X-ray diffraction patterns leads to the identification of previously synthesized
I4/m-4u W2B (γ-phase), I41/amd-8u WB (α-phase), P63/mmc-4u WB2 (ε-phase),
and P63/mmc-4u WB3 (Fig. 8c). Based on the calculated convex hull, P63/mmc-
2u WB2, R-3m-6u WB3, and P63/mmc-2u WB4 are thermodynamically stable and
thus viable for experimental synthesis. Our first-principles calculations reveal that,
contrary to common expectations, increasing the boron content does not raise the
mechanical strength of boron-rich tungsten borides; instead, ideal strength show
little improvement or even decreases with rising boron content in most cases. This
intriguing behavior is fundamentally rooted in boron’s ability to form versatile
bonding states, which produces distinct structural configurations (Li et al. 2015a).
This work represents a comprehensive study of boron-rich tungsten borides based
on a global structure search, and the results have important implications for a large
class of transition-metal borides that share the same boron concentration range,
along with likely similar bonding configurations and deformation mechanisms as
revealed in the present study.

Transition-metal nitrides are another class of materials that can be tailored
into a new generation of superhard solids. CALYPSO structural searching yields
many crystal structures for tungsten nitrides (Lu et al. 2017). X-ray diffraction
indicates the presence of hP4-WN in a recently synthesized specimen. Here we
report findings from first-principles calculations for two tungsten nitrides, hP4-
WN (Fig. 8d) and hP6-WN2, which exhibit extraordinary strain stiffening that
remarkably enhances their indentation strengths above 40 GPa, raising exciting
prospects for nontraditional superhard solids. Calculations show that hP4-WN is
metallic both at equilibrium and under indentation, making it the first known
intrinsic superhard metal.
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4 Conclusions and Prospects

This chapter briefly introduced the basic theory and general features of our
CALYPSO approach. Its validity has been extensively demonstrated via successful
applications to various material systems, including 3D bulk crystals, 2D layers
and surfaces, and 0D clusters. Its successful application to the discovery of
superconductive and superhard materials was presented, demonstrating its great
promise for designing functional materials.

Design-orientated experiments guided by structure prediction offered, for exam-
ple, by CALYPSO have greatly expedited materials discoveries. However, they
are sometimes hampered by the high computational costs needed for structural
optimizations, especially for multicomponent or large systems. Machine learning
as a data-driven method for making prediction, decision, or classification is now
starting to enter the heart of computational physics, chemistry, and material sciences
in a manifold way. Several machine learning potentials have been developed,
which show accuracy comparable to those of quantum mechanical simulations
but require less computational effort by many orders of magnitude (Behler and
Parrinello 2007; Behler 2016). The replacement of the heavy computational cost
of DFT calculations with a state-of-art machine learning potential is a viable
route for structure prediction in large systems (Tong et al. 2018; Deringer et al.
2018).

The structural prediction at finite temperature remains challenging due to the
requirement of accurate calculation of free energy. The harmonic/quasi-harmonic
lattice dynamics models (Van de Walle and Ceder 2002) can be used to estimate
the free energy. However, numerous trial structures are required to estimate free
energy for structure prediction. It is computationally unaffordable to calculate
phonons of all structures. In principle, metadynamics or molecular dynamics
simulations (Martoňák et al. 2003; Parrinello and Rahman 1981) can be widely
used to predict structures at finite temperatures. However, in reality, metadynamics
or molecular dynamics simulations may suffer frequently from the constraint of
short simulation run, especially when time-consuming first-principles simulations
are performed. Short simulation runs naturally lead to inadequate sampling of
free-energy landscape, limiting the wide use of these methods on prediction of
high-temperature structures. Future development of cheaper and more efficient
methods in calculations of free energy is essential to accomplish the goal of structure
prediction at high temperature.

Knowledge of stable structures does not automatically provide detailed synthesis
pathways. It is highly desirable to know whether the identified new materials can
be eventually synthesized experimentally, but the theoretical prediction of synthesis
conditions leading to a desired structure remains challenging. This requires us to
compute the stability of a material with respect to alternative atomic configurations.
For doing so, it is worth developing relevant methods to address the minimum-
energy path of phase transition or chemical reaction after new materials are
predicted.
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Abstract

We present an adaptive genetic algorithm which can be used to predict the
atomistic structures of crystals, interfaces, and nanoparticles based on the chem-
ical composition of the materials. The method combines the speed of structure
exploration by classical potentials with the accuracy of total energy calculations
using first-principles density functional theory (DFT). This method increases the
efficiency of structure prediction based on DFT calculations by several orders of
magnitude and allows considerable increase in size and complexity of systems
that can be studied. The performance of the method is demonstrated by successful
structure identifications of complex binary and ternary intermetallic compounds
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with the number of atoms in the unit cell as large as 150 atoms. Applications of
the method to discovery of novel magnetic materials are discussed.

1 Introduction

Crystal structure prediction based solely on chemical composition information of
the materials has been one of the long-standing challenges in theoretical solid state
physics, chemistry, and materials science (Maddox 1988; Eberhart and Clougherty
2004; Woodley and Catlow 2008). Advances in this area are highly desirable as
computational approaches have been playing a more and more important role in
materials discovery and design in the digital age. In the past two decades, several
computational methods have been proposed to tackle this challenging problem.
These methods include simulated annealing (Kirkpatrick et al. 1983; Wille 1986;
Doll et al. 2007), genetic algorithm (GA) (Deaven and Ho 1995; Woodley et al.
1999; Harris et al. 1998; Woodley 2004; Oganov and Glass 2008; Lyakhov et al.
2013; Ji et al. 2011; Wu et al. 2011), basin (or minima) hopping (Wales and Doye
1997; Goedecker 2004), particle swarm optimization (Wang et al. 2010, 2012), and
ab initio random structure search (Pickard and Needs 2011). While considerable
progress has been achieved, exploration of complex systems requires more advanced
algorithms that can provide fast and efficient configuration space samplings and at
the same time retain the accuracy of energy evaluation.

The most time-consuming step in all methods for structure predictions mentioned
above is the local structure relaxation and energy evaluation since many structures
need to be evaluated during the structure search. While first-principles density
functional theory (DFT) calculations can offer total energies for many (although
not all) crystal structures with acceptable accuracy, its computational cost imposes
the bottleneck to fast structure exploration of complex materials. Although size
of the order of 1000 atoms can now be handled by many DFT codes in modern
computers, determining the low-energy crystal structures for one given chemical
composition using genetic algorithm (or similar algorithms) generally would require
structure relaxations and energy evaluations for 103 to 105 structures or more.
Therefore, DFT calculations to search for the crystal structures with unit cells
containing a few hundred atoms and with variable stoichiometry will be very time-
consuming and expensive. By contrast, calculations based on classical empirical
potentials are fast even for very large systems, but they are limited in accuracy.
Moreover, reliable classical empirical potentials are not even available for many
systems.

In order to overcome this bottleneck, we have recently developed an adaptive
genetic algorithm (AGA) method (Wu et al. 2014; Zhao et al. 2014a) which
combines the speed of classical potential searches and the accuracy of first-
principles DFT calculations. The AGA method enables us to investigate crystal
structures previously intractable within current computer capabilities.

In this chapter, we will describe the concept and practical operations of the AGA
for atomistic structure prediction of crystals, interfaces, and nanoparticles, using
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the information of the chemical compositions of the materials. Applications to the
discovery of novel materials for magnetic applications will also be discussed.

2 Adaptive Genetic Algorithm

The main idea of the AGA is to use much inexpensive empirical interatomic
potentials for the labor intensive local structure relaxation during the genetic
algorithm (GA) search, while these classical auxiliary potentials are supervised by
accurate DFT calculations through the training and correction iterations (Wu et al.
2014; Zhao et al. 2014a).

The flowchart of the AGA scheme is illustrated in Fig. 1. The left-hand side
of the flowchart is the traditional GA loop. The GA is an optimization strategy
inspired by the Darwinian evolutionary process and has been widely adopted for
atomistic structure optimization in the last 20 years (Deaven and Ho 1995; Woodley
et al. 1999; Harris et al. 1998; Woodley 2004; Oganov and Glass 2008; Lyakhov
et al. 2013; Ji et al. 2011; Wu et al. 2011). During the GA optimization process,
inheritance, mutation, selection, and crossover operations are included to produce
new structures and select most fit survivors from generation to generation. For
structure optimization, the total energy of the system is commonly used as the fitness
function for the survival during the GA process, although other properties of the
materials can also be included in the fitness function. The most time-consuming
step in the traditional GA-loop is the local optimization of the new off-springs by
DFT calculations. For complex structures, GA search usually iterates over more
than several hundred generations to converge so that many structures need to be
evaluated. In the AGA scheme, this most time-consuming step is performed by
using auxiliary classical potentials. An adaptive-loop is added to the conventional
GA loop as shown in the right side of Fig. 1 to guide the adjustment of the auxiliary
classical potentials to fit the accurate results of DFT calculations from iteration to
iteration. Only single point DFT calculations performed on a small set of candidate
structures obtained in the GA-loop by the auxiliary classical potentials are needed at
each iteration. Energies, forces, and stresses of these structures from first-principles
DFT calculations are used to update the parameters of the auxiliary classical
potentials, e.g., by force-matching method with stochastic simulated annealing
algorithm as implemented in the potfit code (Brommer and Gahler 2006, 2007).
Another cycle of GA search is then performed using the newly adjusted potentials,
followed by the re-adjustment of the potential parameters, and the AGA iteration
process is then repeated. In this way, the auxiliary classical potentials can help in
fast sampling of configuration space though GA and expensive DFT calculations are
kept at the minimal without losing the accuracy of the structure search.

In practice, the numbers of parent Np in the GA pool and off-spring structures No

to be set depend on the complexity of the system investigated. For systems with 10–
50 atoms, 60 < Np or No < 200 would be a reasonable choice. Therefore, the use of
classical auxiliary potentials for the structure relaxations reduces the computational
load by approximately five to six orders of magnitude. It usually takes 30–50
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Fig. 1 Flowchart of the adaptive genetic algorithm. An adaptive loop (with i as the iteration
counter) is added to the regular GA-loop (with j as the generation counter). Optimization of
offspring structures in the GA loop is performed using auxiliary classical potentials whose
parameters are adjusted adaptively according to the DFT calculations in the adaptive loop. When
the preset maximum number of iterations imax is reached, all structures calculated by DFT from
every iteration are collected and ranked according to their energies. Finally, a set of low-energy
structures selected from the DFT pool are fully relaxed by DFT calculations to locate the ground-
state structure

AGA-iterations to obtain the final structures and the net computational time of
the entire AGA search can be reduced by more than three orders of magnitude.
Since the classical potentials are adjusted according to DFT results, the AGA can
explore the configuration space more effectively and accurately. Structures collected
over all AGA iterations can be used to select a subset of low-energy metastable
structures which can be finally refined by DFT relaxations. Therefore, the AGA can
essentially search for structures almost with the efficiency of classical potentials but
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with DFT accuracy. Not only the ground state structures but also a set of low-energy
metastable structures can be obtained for a given chemical composition.

In order to show how AGA works in practice and the power of AGA for complex
crystal structure prediction, we present two benchmark examples of searching
for structures of the Hf2Co7 binary alloy with 36 atoms per unit cell and of
the ZrCo3B2 ternary alloy with 54 atoms per unit cell, respectively. Ground-state
structures of these alloys have been known experimentally (Buschow et al. 1978;
Voroshilov et al. 1971). The AGA searches were performed using only chemical
compositions as input information. Initial structures were generated by placing
atoms randomly in the unit cell. Classical empirical potentials based on Embedded-
Atom Method (EAM) (Daw and Baskes 1984) were used in the GA-loop. As shown
in Fig. 2, initially the unit cell shapes, atomic positions, and energies of Hf2Co7
and ZrCo3B2 structures are far from the ground-state. AGA searches then quickly
locate the correct ground-state structures for these alloys within 8 and 15 iterations,
respectively. These results demonstrate that the AGA is a powerful computational
tool for predicting complex crystal structures.

We note that the AGA approach is different from the conventional approach
of combining classical potentials with DFT calculations for structure optimization
which use a single set of classical potentials to screen all candidate structures
followed by a refinement by DFT calculations. The conventional approach would
require accurate and transferable classical potentials to capture the global complex
energy landscape of the system. In comparison, the auxiliary classical potentials
used in each iteration in AGA only need to be able to represent some local basins
of potential energy surface. The system during the AGA search can hop from
one basin to another through the adjustment of the auxiliary classical potentials
from iteration to iteration through the adaptive loop. From the energies of the
final structures at each iteration as plotted in the Fig. 2, we can see that the AGA
uses different adjusted potentials to sample structures located in different basins
of the energy landscape. Each auxiliary classical potential may not just sample the
structures in the same basin, it can sample the structures in a subset of the basins
in the energy landscape and some of the basins may overlap with those from other
potentials. While it is very difficult or even impossible to fit a classical potential
to accurately describe a system under various bonding environments, especially for
binary and ternary systems, it is possible to adjust auxiliary potentials to describe
structures located within different subset of basins in the energy landscape with
DFT accuracy. This is why AGA can work efficiently and accurately in the global
low-energy structure search.

Finally, we note that the AGA described above can be applied not only to
the structures of periodic crystals, but also to the structures of nanoparticles (or
cluster) and interfaces (or surfaces). The only difference is in the operations for the
offspring structure generation. In all cases, the cut-and-paste operation proposed
by Deven and Ho in 1995 (Deaven and Ho 1995) for GA on clusters seems
to be the most simple yet efficient operation for generating offspring structures
from the existing pool of parent structures. Such a cut-and-paste operation can be
applied straightforwardly to the nanoparticle search in AGA scheme. For periodic
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Fig. 2 Structural and energetic evolution versus iteration number of the AGA-loop for (a) Hf2Co7
and (b) ZrCo3B2 alloys. EAM-type potentials were used in inner GA-loop. Plots show only DFT
energies obtained at the end of each AGA-iteration

crystal structures, the atomic positions can be generated by the same cut-and-paste
operation, while the shape of the unit cell of the offspring structure can be obtained
by averaging the unit-cell matrix elements (which represented the 3 lattice vectors
of the unit cell) of the parent structures. For structure prediction of interfaces and
surfaces, the unit cell can be divided into several zones as shown in Fig. 3. The cut-
and-paste operation can be applied only to those atoms in the interfaces (or surface)
zone, while the atoms in the bulk zones can only be rigid shift and relaxed to better
match the interfaces (Zhao et al. 2014a).
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Fig. 3 Schematic representation of the interface model and mating operation in our adaptive
genetic algorithm. Four parts are included in the model: fixed bulk where all atoms are fixed;
interface where atom positions are to be optimized; rigid bulk which can move as a rigid body
relative to the fixed bulk during the search; and a vacuum region to avoid interactions between the
two surfaces of the slab. During the mating process, part of the parent structures as indicated by
the dashed cuboids will be exchanged to generate the offspring structure

The AGA method has been applied to the prediction and discovery of a range
of novel stable and metastable materials (Nguyen et al. 2013, 2018; Zhao et al.
2014b, c, 2015a, 2016a, b, 2017a, b; Dong et al. 2017; Wu et al. 2017). The readers
are referred to these references for more details. In the following, we will describe
the application of AGA to the prediction and discovery of magnetic materials.

3 Application to Magnetic Materials

As one of the oldest functional materials, permanent magnets are widely used in
modern technologies. Permanent magnets are an essential component in electrical
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generators using wind, water, geothermal, and carbon-based fuels. Permanent
magnets are also essential in computer hard drives and in electric motors for
vehicles and other electro-mechanical devices, including levitators. Because of
the role of such devices in new energy economies, there has been an increase in
demand for stronger permanent magnet materials. Currently, the most widely used
permanent-magnet materials are Nd2Fe14B and SmCo5 discovered in 1980s and
1960s respectively, both containing rare-earth (RE) elements. Owing to limited RE
mineral resources and limited RE supplies, there is a strategic need to discover
replacement magnet materials for Nd2Fe14B and SmCo5 to meet performance
and cost goals for advanced electric drive motors and generators (Bauer et al.
2011).

It should also be noted that materials synthesis under far-from equilibrium
conditions has become an important route for materials design and discovery.
Metastable phases formed during the fast cooling process often possess remarkable
physical properties. Atomistic structures of some of these metastable phases would
be very complex and hard to be resolved by experimental techniques, impeding the
understanding and further optimization of the materials for applications. In many
cases, metastable structures with desirable properties are hard to be predicted a
priori by studying the equilibrium phase diagram of the alloys and compounds.
With modern computing power, advances in computational algorithms and methods
for ab initio crystal structure prediction can speed up the investigation of complex
materials and aid the discovery and development of technologically relevant new
materials (e.g., magnetic materials).

Using the AGA described above, the crystal structures of several RE-free binary
and ternary intermetallic compounds have been systematically explored for possible
candidates in magnetic materials applications (Zhao et al. 2014c, 2015a, 2016a, b,
2017a, b). In what follows, we will choose two examples from our recent studies to
illustrate the usefulness and the power of the AGA in material design and discovery.
The first example is on the determination of the atomistic structures and magnetic
properties of complex Zr2Co11 polymorphs with the number of atoms in the unit
cell up to 150 atoms (Zhao et al. 2014c). Another example describes the discovery
of novel phases of Co-N compound for RE-free magnets by the AGA prediction
(Zhao et al. 2016a, b) which leads to the success in experimental synthesis of one
of the new phases for potential magnetic materials application (Balasubramanian
et al. 2018).

3.1 Unraveling the Structural Mystery of Zr2Co11Polymorphs

As a potential candidate for RE-free magnetic materials, various phases around
the composition of Zr2Co11 have received a lot of interests (Demczyk and Cheng
1991; Gabay et al. 2001; Ivanova et al. 2007; Ivanova and Shchegoleva 2009;
Zhang et al. 2013). Studies have shown that some of these metastable phases
with composition close to the Zr2Co11 intermetallic compound, resulting from the
rapid quenching, exhibit large magnetocrystalline anisotropy energy (MAE) and
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with Curie temperatures around 500 ◦C (Demczyk and Cheng 1991; Gabay et al.
2001). However, the crystal structures of these phases remain unsolved. Mixed
phases with small grain sizes in experimental samples make it difficult to determine
the atomic positions in the crystal structures of these phases using standard X-
ray techniques. Even the exact compositions, the shape and size of the unit cells
of the observed phases are under debate. The uncertainty in the crystal structures
greatly hinders further development and optimization of the material for practical
applications.

In 2007 and 2009, Ivanova et al. (2007; Ivanova and Shchegoleva 2009) were able
to obtain samples with larger gains which enable the determination of the crystal
Bravais lattice of the phases using X-ray diffraction (XRD). A high temperature
phase was identified to be rhombohedral structure with arhomb = 4.76 Å and
crhomb = 24.2 Å (in the hexagonal setting). Evidence for a hexagonal, high-
temperature phase with ahex = arhomb and chex = 2crhomb/3 was also observed
from their transmission electron microscopy (TEM) analysis. As the temperature
is lowered, a transformation to an orthorhombic structure with aorth = 4.71 Å,
borth = 16.7 Å, and corth = 24.2 Å takes place. These phases were later confirmed
by Zhang et al. (2013). However, these experiments were not able to determine the
Wyckoff positions of the proposed crystal structures.

In order to resolve the long-standing structural puzzle of Zr2Co11 polymorphs,
we have performed a systematic crystal structure search for ZrCo5 + x compounds
with x = 0.0, 0.1, 0.2, 0.25, and 0.5 using the AGA (Wu et al. 2014; Zhao et al.
2014c). The structure search was performed without any assumptions on the Bravais
lattice type, atom basis, or unit cell dimensions. The auxiliary classical potentials
used in the AGA search take the form described by EAM formalism (Daw and
Baskes 1984). The potential parameters were adjusted adaptively according to the
AGA scheme described in the previous section by fitting to the DFT energies,
forces, and stresses of selected structures. For this system, the ab initio calculations
were performed using spin-polarized density functional theory within generalized-
gradient approximation (GGA) in the form proposed by Perdew-Burke-Ernzerhof
(PBE) (Perdew et al. 1996) and with the projector-augmented wave (PAW) method
(Blochl 1994; Kresse and Joubert 1999) as implemented in the VASP code (Kresse
and Furthmüller 1996a, b). We note that for different systems, exchange-correlation
energy functional and other parameter settings need to be properly chosen in order
to achieve desirable accuracy. For systems with weak interactions such as layered
transition metal dichalcogenides (Ci et al. 2017), van-der-Waals corrections in
Chap. 13, “Van der Waals Interactions in Material Modelling” by Hermann and
Tkatchenko also need to be included.

Many crystal structures with closely competitive energies were obtained from
the AGA search. In particular, three low-energy structures with lattice vectors and
simulated X-ray diffraction spectra match well with experimental measurement
are obtained. These structures are identified as an orthorhombic structure shown
in Fig. 4a with composition of ZrCo5.25 and lattice parameters a = 4.68 Å,
b = 16.54 Å, c = 24.08 Å, a ZrCo5 rhombohedral structure shown in Fig. 4b
with space group R32 and lattice parameters a = 4.69 Å and c = 24.02 Å, and a

https://doi.org/10.1007/978-3-319-44677-6_6
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Fig. 4 Three low-energy structures with lattice vectors and simulated X-ray diffraction spectra
match well with experimental measurement: (a) the orthorhombic structure with a composition
of ZrCo5.25; (b) the rhombohedral structure with the composition of ZrCo5; (c) the hexagonal
structure with the composition of ZrCo5

ZrCo5 hexagonal structure shown in Fig. 4c with space group P-62c, a = 4.69 Å,
and c = 16.1 Å, respectively. The lattice parameters of these structures agree well
with those determined by experimental studies of Ivanova et al. (2007; Ivanova and
Shchegoleva 2009) and Zhang et al. (2013). It is worth noting that the orthorhombic
structure is very complicated with 150 atoms in the unit cell yet it can be determined
by the AGA search. The simulated XRD spectrum of orthorhombic structure
obtained from the AGA search agrees well with the experimental data as can be
seen from Fig. 5a. The simulated TEM images also agree well with experiment,
indicating the atomic arrangement in the unit cell predicted from the AGA are
accurate. Energy-dispersive X-ray spectroscopy analysis by experiment shows that
Co/Zr ratio in the orthorhombic phase is very close to 5.25, agreeing well with our
theoretical prediction.

The main features of the simulated XRD patterns of the rhombohedral and
hexagonal structures from the AGA prediction also agree with the experimental
data. However, due to overlapping reflections from multiple low symmetry phases
and broadened peaks from nanoscale grains, the resolution of experimental spectra
is not good enough for detail comparison. On the other hand, the structure
of the rhombohedral and hexagonal phases can also be revealed by selected-
area electron diffraction (SAED) pattern and high-resolution electron microscopy
(HREM) image. The simulated SAED patters and HREM images using the AGA
predicted structures are in good agreement with experimental ones, indicating the
atomistic structures obtained from the AGA search are correct (Zhao et al. 2014c).

The atomistic structures of the above mentioned three phases are also validated
by comparing the magnetic properties calculated using the predicted structures
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Fig. 5 Comparison between the simulation and the experimental measurement: (a) XRD spectrum
of the low-temperature orthorhombic phase; (b) XRD spectrum of the high-temperature rhombohe-
dral phase; (c) selected-area electron diffraction (SAED) pattern; and (d) high-resolution electron
microscopy (HREM) image with the simulated results shown in the red box

with those measured by experiment. The magnetization in these structures (0.9–
1.1 μB/atom) is much smaller than that of elemental hcp-Co (1.6 μB/atom),
in agreement with experimental results. Magnetocrystalline anisotropy energies
(MAE) are very different for different structures. The largest anisotropy energy
was found in the rhombohedral and hexagonal structures (∼1.3 MJ/m3), while
the MAE is almost zero for the orthorhombic structure. The calculation results
are consistent with the experimental measurements and indicate that the high
temperature rhombohedral/hexagonal phases correspond to the hard magnetic phase
in Zr2Co11 compounds.

This example demonstrates that the AGA can help experiment in resolving com-
plex structures which allows us to elucidate the physical origin of high coercivity
observed in this system and provides useful insight guiding further development
of these materials for use as high performance permanent magnets without rare
earth elements. Resolving complicated atomistic structures with up to 150 atoms per
cell by a first-principle computational approach in such a complex multiple-phase
system demonstrates a new capability to aid the accelerating of materials discovery
through the use of state-of-the-art supercomputers.
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3.2 Prediction of Metastable Transition Metal Nitride Structures
with High Magnetic Anisotropy

Nitrides of 3d transition metals (TM) have interesting magnetic properties and have
been used in various magnetic devices. For example, it has been shown that Fe atoms
in Fe16N2 thin film exhibit magnetic moment larger than that of pure Fe in BCC
crystal (Kim and Takahashi 1972; Sugita et al. 1991). Recently, Co4N thin films
prepared using a reactive magnetron sputtering process were also reported to have
magnetic moment higher than that of pure Co bulk structure (Gupta et al. 2015).
Discovery of new phases in 3d TM nitrides for magnetic materials applications
has attracted considerable interest. In this regard, structure and property prediction
based on computational approaches to provide guidance to experimental synthesis
will be greatly beneficial to accelerating the materials design and discovery.

Using the AGA (Wu et al. 2014) and first-principles calculations by VASP
code (Kresse and Furthmüller 1996a, b), we have systematically investigated the
structures and magnetic properties of pure and Fe-doped cobalt nitrides with
different compositions (Zhao et al. 2016a, b). Crystal structure search has been
performed for ConN compounds with n = 1, 2 . . . 8, respectively. New lower-
energy structures are obtained from the AGA searches and some are shown to
have intriguing magnetic properties. In particular, the calculated MAE of the new
structures can be as high as 195.4 μeV/Co atom (∼2.45 MJ/m3). For the purpose of
comparison, typical room temperature MAE value is∼0.5 MJ/m3 for hexagonal Co,
∼5 MJ/m3 for tetragonal Nd2Fe14B and 17 MJ/m3 for hexagonal SmCo5 (Skomski
and Sellmyer 2009). It is also found that substituting Co with Fe in the ConN
structures results in larger magnetic moment and at the same time further increases
the magnetic anisotropy. The newly discovered structures are promising prototypes
to design strong permanent magnets without using RE elements.

In Fig. 6, several representative structures that have large MAE are plotted. For
Co3N, two structures obtained from the AGA search are plotted in Fig. 6a, b,
respectively. Co3N-1 structure (space group R-3c) is found to have slightly lower
energy (∼1 meV/atom) than the experimental phase (space group P6322) according
to GGA calculations. The R-3c and the P6322 structures share the same Co packing
(ABAB . . . type of stacking), but the arrangements of N atoms are different,
resulting in different unit cell sizes. The orthorhombic Co3N-2 structure (space
group Cmcm) in Fig. 6b has an ABCABC . . . Co stacking, i.e., Co atoms are
in an fcc-like lattice. However, one of the six N-Co bonds (2.05 Å) in the
Co3N-2 structure is noticeably larger than the others (1.85 Å) as indicated in
the figure, resulting in large distortions in the structure. The formation energy
of the Co3N-2 structure is higher than that of the ground-state structure by
∼45.5 meV/atom.

From the MAE calculations, the P6322 structure observed in experiments has
nearly zero anisotropy, while the Co3N-1 (R-3c) structure obtained from the AGA
search exhibits a uniaxial anisotropy of 1.39 MJ/m3 with the easy axis along its
c axis. This MAE value is comparable to what found in the high temperature
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Fig. 6 Structures of ConN with large magnetic anisotropy energies: (a) Co3N-1 (R-3c);
(b) Co3N-2 (Cmcm); (c) Co4N-1 (I4/mmm); (d) Co4N-2 (I4/mmm). Red box indicates the unit
cell. The easy axis in the MAE calculations is represented by the green arrow

“Zr2Co11” phases discussed above (Zhao et al. 2014c). The Cmcm structure has
a bigger volume, thus much larger magnetic moments than that of Co3N-1 R-
3c structure. Calculation also shows a larger MAE value of 1.73 MJ/m3 with
the easy axis along its lattice vector b and a large enough Curie temperature
(∼895 K) for the Cmcm structure. The prediction of large MAE in the Co3N -1
(R-3c) structure has inspired experimental studies and the Co3N -1 (R-3c) structure
has been recently synthesized and characterized by experiment (Balasubramanian
et al. 2018). The results from the experimental measurement agree well with the
theoretical predictions as one can see from the comparison of XRD in Fig. 7.

For Co4N, experiments have shown that the synthesized Pm-3m phase has the
same structure as other tetra transition metal nitrides, in which metal atoms are



2770 X. Zhao et al.

Fig. 7 XRD comparison between the experiment measurements and simulation using our Co3N
structure

arranged in fcc lattice and N atoms occupy the body centered positions. Several
structures obtained from the AGA search are found to have lower energies than
the experimental Pm-3m structure. Several low-energy structures are found to have
large MAE. Two Co4N structures that have large magnetic anisotropy energies are
plotted in Fig. 6c, d, respectively. Both structures are tetragonal with a space group
of I4/mmm. The Co4N-1 structure has a uniaxial anisotropy of 1.88 MJ/m3, while
the MAE for Co4N-2 is even larger, ∼2.45 MJ/m3. The Curie temperatures for the
two Co4N structures are close to 1000 K, which is higher than that of Co3N. These
two new structures of Co4N predicted by the AGA would be useful for magnetic
materials applications.

Since Fe is much more abundant and cheaper than Co, it would be interesting to
see if some of the Co in the Co-N compounds can be replaced by Fe. We have also
studied the Fe substitution effects on the stability and magnetic properties of cobalt
nitrides based on the structures obtained from the AGA search for cobalt nitrides,
since the structures of iron nitrides and cobalt nitrides are very similar due to the
similarities between Fe and Co elements. We found that many structures obtained
by Fe substitution have negative formation energies meaning the substitution of Co
with Fe in cobalt nitrides is energetically favorable. The effect of Fe substitution
on the magnetic moment of Con-xFexN is plotted in Fig. 8 which clearly shows
that increasing Fe composition significantly increases the magnetic moment of the
system. However, it is also noticed that the largest average values of magnetic
moment are not found in FenN, but around Co0.15Fe0.85N, i.e., before all the Co
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Fig. 8 (a) Effect of Fe substitution on the magnetic moments in Con-xFexN. TM represents
transition metal, i.e., Fe and Co atoms. (b) Magnetic moment contributions from Fe and Co
separately, summation of which equals to the total moment of the system plotted in (a)

atoms are substituted by Fe. For magnetic anisotropy, many structures with Fe
substitutions are found to have MAE values larger than 1 MJ/m3. The largest MAE
number is obtained in one of the Co2Fe6N structures, which reaches ∼3.18 MJ/m3

(∼245.6 μeV per TM atom) (Zhao et al. 2016b). In Fig. 9, we plotted several
structures of Con-xFexN that have large MAE and at the same time belong to a
different type of structures compared with the well-known tetragonal Fe8N phase.
From Fig. 9, we see that the Con-xFexN structures with relatively large MAEs are
all in ABCABC . . . type of stacking, i.e., Co/Fe atoms are in fcc lattice. In fact, all
the structures in Fig. 9 belong to the same type as those plotted in Fig. 6b–d, and we
believe the high MAE comes from the structural anisotropy introduced by N atoms.
Similarly, N atom sitting at the edge center makes the length of the fcc units different
along c axis. The structures in Fig. 9a–d all have MAE larger than 2 MJ/m3. The
structure plotted in Fig. 9e is the lowest-energy structure for Co4Fe4N. Different
from other Co8-xFexN structures adopted from I4/mmm Fe8N (Zhao et al. 2016b),
all the nitrogen atoms in the lowest-energy structure of Co4Fe4N are located at the
edge centers, introducing the structural anisotropy and achieving an MAE value
of 1.65 MJ/m3 from first principles calculation. Our calculations also show the
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Fig. 9 Structures of Con-xFexN with high magnetic anisotropy energies: (a) Co3Fe3N2 (Amm2);
(b) Co3Fe5N2 (I4/mmm); (c) Co2Fe4N (P4/mmm); (d) CoFe5N (P4/mmm); (e) Co4Fe4N
(P4/mmm). The easy axes of all above structures are along the direction of their lattice vector c

Fe-substituted structures being discussed here have much larger Curie temperatures
than binary cobalt nitrides.

Combining the results of ConN and Fe-substituted ConN, we see that mixing Fe
and Co brings more structure anisotropy thus higher magnetic anisotropy energies.
Moreover, magnetic moment increases significantly with Fe substitution and in
some cases reaches values even higher than that of FenN. Among the newly
discovered prototype structures, those structures in which Co/Fe atoms are in fcc
stacking and part of the N atoms locate at the edge centers are of particular interest
and could be further explored for better magnets, because these structures possess
both lower formation energies and higher magnetic anisotropy.
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4 Concluding Remarks

In summary, we showed that the AGA is a very efficient and powerful method for
predicting the atomistic structures of materials based on minimal information such
as chemical compositions. Although we only gave some examples in application
to the prediction and discovery the crystal structures of magnetic materials to
demonstrate the usefulness of the method, the method can be applied to any other
materials including 2D materials, surfaces and interfaces, 1D and 0D material
such as nanowires and nanoclusters. The concept of using the adaptively adjusted
auxiliary empirical potentials for the labor intensive local structure exploration can
also be easily adopted by other structure prediction methods such as the minima
hopping and particle swarm optimization methods described in this section.

While the AGA has been demonstrated to be powerful, there are still a lot of
rooms for further improvement of the method. Currently, the adaptive interatomic
potentials adjustment is done through the force-match fitting within a given math-
ematical form using the potfit code. In general, more reliable and robust adaptive
empirical potentials without preassumption of mathematical form can be obtained
by deep machine learning (e.g., neural network) process (Behler and Parrinello
2007; Behler 2017; Artrith et al. 2017; Onat et al. 2018; Zhang et al. 2018).
Another key step that can greatly improve the efficiency of the GA loop is machine
learning -guided offspring structure generation. The currently adopted random cut-
and-paste operation for offspring structure generation may not be the most efficient
one, particularly for structures with certain motif preference (e.g., tetrahedral or
octahedral motif in many oxide materials). Therefore, identifying the preferring
motifs by machine learning (Zhao et al. 2015b; Lv et al. 2017) during the GA
search and use the knowledge in situ to guide the offspring structure generation
will also greatly enhance the efficiency of the AGA scheme. Some more details of
the machine learning methods can also be found in the section edited by N. Marzari
in the Vol. 1 of this Handbook.
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Abstract

In this chapter, we explain the concept of Pareto optimality and Pareto dominance
and use these concepts in solving multi-objective (MO) optimization problems.
Then, we discuss a few different MO optimization methods and show how MO
optimization can be used as a tool for designing new materials. A simple Pareto-
based MO optimization method is examined on a few practical case studies to
assess how efficient is this method in optimizing double-objective problems.

1 Introduction

In today’s world, computational optimization is essential for solving the problems
in a wide area of scientific, technological, and engineering applications. Generally,
these problems can be classified into single-objective (SO) and multi-objective
(MO) problems. SO problems are problems with only one objective to be optimized.
But MO problems are problems with more than one objectives which have to be
optimized simultaneously. MO optimization is usually more complex than SO,
since instead of a single objective, several, often conflicting objectives need to be
optimized. This means that improving one objective usually ends up in degrading
the other objectives. In MO problems there is a set of optimal solutions which is
called Pareto front. The task of MO optimization methods is to find this optimal
set of solutions, so that a decision-maker can then select solutions preferable from
various considerations (e.g., cost, or expected ease of synthesis, etc.). Optimizing
energy alone gives one the stable phase, which usually (but not always) is easy to
synthesize, but does not necessarily possess the best properties. Optimizing physical
properties alone gives the theoretical limit for the property of interest – but the
predicted phase may be so high in energy that its chances to be synthesizable are
negligible. MO optimization, simultaneously optimizing energy and the property of
interest, is the best way known to us to find solutions that are practically interesting,
possessing attractive properties and with a high chance (albeit not a guarantee) of
being synthesizable. In this chapter, it is shown that how MO optimization methods
can be useful in solving the central problem of computational material design, which
is the discovery of new materials optimal in multiple properties; therefore, at first,
several different MO optimization methods are discussed and it is shown how MO
optimization can be used as a tool for designing new materials. Then, a simple
Pareto-based MO optimization method is applied to a few practical cases, demon-
strating the efficiency of this method in optimizing double-objective problems.

2 What Is the Pareto Front?

The goal of MO optimization methods is to find the set of optimal solutions with
a trade-off between the objectives. This set of solutions is called Pareto front. To
understand how the Pareto front is obtained, the concept of dominance is useful.
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Fig. 1 Illustration of
dominance concept

Pareto dominance, Pareto optimality, and Pareto front are the concepts that are
commonly used for comparison of candidate solutions in a population. A solution
a is said to dominate solution b, if a is at least as good as b in every objective
and better than b in at least one objective. Figure 1 is a schematic representation
of solutions on the Ashby plot (Ashby 2011) (Ashby plot is a two-dimensional plot
of any two objectives where each objective is plotted along one of the axes of the
plot). The goal in this illustration is to find the set of solutions that minimize X and
Y objectives in the best way. In this figure, solution c dominates solution d, because
c has lower (or better) value of both objectives than d. a and b dominate e for the
same reason. But a, b, and c do not dominate each other. For example, a is better
than b and c in one objective, while it is worse than them in the other objective.
Solutions a, b, and c that are not dominated by any other solutions are said to be
non-dominated solutions. In fact, Pareto front is a set of non-dominated solutions.

In mathematical terms, for a set of solutions {Sn} (n = 1, . . . , N), each solution
with Fm (m= 1, . . . , M) objectives, MO optimization can be formulated as follows:

S = [S1, S2, . . . SN]; # The set of solutions,
F = [F1, F2, . . . FM]; # The set of objectives,
counter = 0;
Pcounter= Ø;
while length({S}) �= 0 # While there are solutions in

the population.
S = (S ∪ Pcounter) - (S ∩ Pcounter) # Removing the non-

dominated solutions
# from population

Si dominates Sj, (i,j = 1, . . .,N and i �=j)
If Fk(Si) ≤ Fk(Sj) (k = 1, . . .,M), for all objectives

and
Fk(Si) < Fk(Sj), At least in one objective

S*= Si if Si is not dominated by any other solutions
counter = counter + 1;
{Pcounter} = S* # copying non-dominated solutions to {P}

end
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A solution S* is not dominated by any other and is, therefore, Pareto optimal.
{Pt} (t = 1, . . . , T and T ≤ N) is a set of non-dominated solutions. After finding
the set of non-dominated solutions, {P1} or first Pareto front, these solutions are
removed from the main population, and again the non-dominated solutions of the
rest of the population are found – these form the second Pareto front, {P2}. This
process is continued until all solutions are classified in different Pareto fronts. In the
worst situation, that each Pareto front only includes one solution, T can be equal to
N. This usually happens when objectives are not conflicting, i.e., a linear relation
exists between all objectives.

In MO optimization, if one solution can be found which is more optimal than all
other solutions in every objective, it is called Utopian solution. For single objectives,
there is always a utopian solution, while generally there is no utopian solution for
MO problems.

3 Different MO Methods

For designing an efficient Pareto-based MO optimization method, generally, two
important factors need to be optimized. The distance to the optimal front is to be
minimized, and the diversity of the generated solutions is to be maximized. The
latter is useful when more than two objectives are optimized. In the following,
we discuss simple Pareto ranking method which is already sufficient for double-
objective optimization as well as a few more complex methods in MO optimization.

3.1 Layer Classification (A Simple Pareto Ranking)

The set of non-dominated solutions (solutions forming the Pareto front) are deter-
mined using dominance concept. These are the most optimal solutions in the current
population, thus the best rank (highest probability of selection) is assigned to this set
of solutions. Then these solutions are eliminated from the population temporarily,
and again, Pareto front for the rest of population is found. This procedure is repeated
until all solutions are classified into different Pareto fronts (Fig. 2). To all the
solutions of the same Pareto front, the same fitness is assigned, and there is no
priority in selecting the structures of the same Pareto front. Obviously, the highest
probability of selection is given to the solution of the first Pareto front, the second
highest probability to the second Pareto front, and so on. Then the selection can
be performed using any binary selection method (like tournament selection). We
call this method “layer classification Pareto technique.” Some of the methods that
are introduced in this chapter are using this layer classification technique. However,
since this method fails in some cases particularly when the number of objectives
increases, all of the following methods use some additional technique to make sure
that successful results are accessible even if the number of objectives increases.
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Fig. 2 Layer classification of
solutions in different Pareto
fronts for minimizing both
objectives

3.2 Vector Evaluated Genetic Algorithm (VEGA) (Schaffer 1985)

This method is not based on Pareto optimality techniques. This method works as a
typical genetic algorithm with one difference, which applies in the way of parent
selection method. Let us assume an m-objective problem with N, number of best
fraction of solutions in each generation that are allowed to be selected as a parent.
At the end of each generation, the population is ranked for each single objective,
and the N/m of best ranked solutions is added to a hypothetical archive. In this
way, if a solution is optimal in n objectives (n ≤ m), it is n times more likely to
be selected than a solution optimal in only one objective. However, this method is
susceptible to the shape of the Pareto front, and it fails to generate solutions which
do not necessarily excel in one objective but optimal in a sense of Pareto front
(Ngatchou et al. 2005).

3.3 Non-dominated Sorting Genetic Algorithm (NSGA)

In the proposed NSGA (Srinivas and Deb 1994), a layer classification method is
used, and a sharing function is then applied to the solutions of each Pareto front in
the way that some priorities are given to the solutions in the less crowded regions.
This sharing function is totally dependent on the choice of sharing parameter, δshare,
which is a user-predefined parameter. This parameter denotes the largest value of
distance metric within which two solutions share each other’s fitness (Deb et al.
2002). But because of the user dependencies and other failures of this fitness sharing
method (for more details please refer to reference (Srinivas and Deb 1994)), it was
replaced with “crowded-comparison approach” in NSGA-II (Deb et al. 2002) to
overcome the failures of fitness sharing method. This approach again gives some
priorities to the solutions placed in the less crowded regions of each Pareto front,
while it has no user-dependent parameter.
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Fig. 3 Illustration of
selection method in PESA

3.4 Pareto Envelope-Based Selection Algorithm (PESA)

In this method, only the non-dominated solutions (Pareto front solutions) are
permitted to be ranked and selected. Here, after determining the Pareto front, a
hypervolume is defined as a result of finding the closest distance of two neighbor
solutions for each objective. This hypervolume estimates the isolation factor for
solutions in the way that each solution in a hypervolume with the maximum
number of solutions gets the minimum isolation value and vice versa (Fig. 3). The
probability of selection of these solutions is proportion to their isolation value. The
goal is to give a higher probability to the solutions in the isolated regions than those
in the crowded regions. This way of selecting individuals – based on the probability
which is given to each of them – is called “individual-based selection.” But this
method was replaced with “region-based selection” in PESA2. In the region-based
selection, instead of giving an isolation value to each individual, the isolation value
is given to hypervolumes, and as a result, selection is applied on hypervolumes
instead of solutions. This way, the hypervolume which contains less solutions is
considered to be more isolated than the one with more solutions (hypervolumes
with higher isolation values are preferred). After selection of a hypervolume, one
of its solutions is chosen randomly. This method is shown to be more efficient and
preferred by the author (Corne et al. 2001) than individual-based selection. For more
details on distribution of probabilities and selection mechanism, we refer to the
original paper (Corne et al. 2001).

3.5 Strength Pareto Evolutionary Algorithm (SPEA)

Like NSGA and PESA, there are two versions for SPEA, the first version was
published on 1999 (Zitzler and Thiele 1999), but later it turned out that this method
has serious problems in special situations and was claimed in some works (Corne
et al. 2001; Zitzler et al. 2001; Deb et al. 2002) to be unsuccessful in finding the
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Fig. 4 Different fitness assignment in (a) SPEA1 and (b) SPEA2 for the same distribution of
solutions. According to the density estimation technique which is used in SPEA2, the blue solution
has the higher chance of being selected than the red one, since it is placed in the less crowded region

optimal solution. However, in SPEA2 (2001) (Zitzler et al. 2001), the selective
fitness assignment method was totally changed, and a more solid algorithm was
proposed. Here, we discuss the way of fitness assignment in both methods and
briefly mention the main failures of SPEA1.

SPEA1: In this method (Zitzler and Thiele 1999), the population is divided into
two groups, external (non-dominated solutions) and internal (dominated solutions).
In SPEA1 optimal solutions can be selected from both external and internal
population; hence, fitness is assigned to all population members. This fitness is
evaluated using a predefined strength function. For a non-dominated solution (in
external population), strength is equal to the number of other solutions it dominates,
divided by N, in which N is the size of internal population. For a dominated solution
(in the internal population), strength is obtained by summing up the strength of non-
dominated individuals that dominate it, divided by N. The selective fitness is equal
to the strength of the solution if the solution is a member of external population.
Otherwise, selective fitness is equal to the strength of solution plus one (to make
sure non-dominated solutions are always preferred to dominated solutions) (Fig.
4a). However, the method fails when many solutions are dominated by the same
non-dominated individuals (and consequently, they all have the same fitness). For
example, in the particular case that only one non-dominated solution exists, SPEA
behaves like a random search algorithm. Moreover, SPEA is mostly unsuccessful in
convergence/quick convergence to the optimal solutions.

SPEA2: For the sake of eliminating the deficiencies of SPEA, SPEA2 method
was proposed (Zitzler et al. 2001). In fact, the fitness assignment in this method
totally differs from the previous version. In SPEA2, for improving the convergence
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rate to the best optimal solutions, an archive with a fixed size is defined in
which only the solutions of this archive are allowed to be selected. If the number
of non-dominated solutions fits the archive’s size, then only these solutions are
selected. But if the number of non-dominated solutions exceeds the archive’s size,
non-dominated solutions from the dense regions (regions containing many non-
dominated solutions in each other’s vicinity) are eliminated from the archive. For
more details on density estimation technique which is used in SPEA2, we refer
to the original paper (Zitzler et al. 2001). In the case that the size of archive is
larger than the number of non-dominated solutions, free places will be filled by
dominated solutions according to their fitness (in the case of same fitness value for
many solutions, density estimation technique is used).

Fitness assignment: At first, strength is computed for each solution (both
dominated and non-dominated), which is equal to the number of other solutions
it dominates. Then, a raw fitness is defined which is obtained by summing up the
strength of solutions (both dominated and non-dominated) that are dominating the
target individual (therefore, raw fitness is zero for all non-dominated individuals).
Then a fitness is assigned to each individual, which is equal to the sum of raw fitness
and the density of the region (in the case of the same raw fitness for two or more
solutions). It must be mentioned that in both SPEA1 and SPEA2, the fitness is to be
minimized. Although SPEA2 was claimed to be very effective in MO optimization,
it can be clearly seen from Fig. 4b that this algorithm fails in some cases to give
a proper ranking to the non-dominated solutions, i.e., the blue solution has better
ranking than the red one (because it is placed in a less crowded region), while the
red solution belongs to the second Pareto front and blue solution to the third Pareto
front.

4 Combining MO Optimization with USPEX for Material
Design

We performed MO evolutionary search for materials optimal in two properties:
hardness and stability (energy above convex hull), for a few binary systems, i.e.,
FexBy, MoxBy, and MoxNy, using the USPEX code (Oganov and Glass 2006;
Lyakhov et al. 2013). In these calculations, the simple Pareto ranking method
(layer classification Pareto technique) without any further procedures such as fitness
sharing, crowded comparison, clustering or any other methods (to consider the
density of solutions in the objective space) was used. The reason for this choice
is these additional procedures strengthen the MO Pareto-based methods when three
or more objectives are under study. Although they can be also useful when dealing
with two objectives, it is better to keep it simple as long as it works very well (this
method was efficiently used in the prediction of new hard (Kvashnin et al. 2017)
and thermoelectric (Núñez-Valdez et al. 2016) materials).

In this method, at the end of each evolutionary generation, a fitness is assigned
to each structure, and fitness is derived from the Pareto rank of the structure. Thus,



116 Multi-objective Optimization as a Tool for Material Design 2785

the highest rank (lowest fitness) will be assigned to the structures forming the first
Pareto front, and these structures have the highest probability of being selected
as parents. Then structures of the next generation will be created by applying
variation operators (heredity and mutation) to these parents. One can expect that the
combination of MO optimization and evolutionary search should be very effective.
The main reason of this effectiveness is that the method always tries to fill the blank
places in the Ashby plot in which structures with multi-optimal properties must be
placed. These places are filled by creating new structures that were produced by
optimum parent structures chosen from the same region of the Ashby plot. Since an
unlimited number of structures can be created, and only optimum structures have a
chance to be selected (bad structures are discarded from the population instantly),
the blank places of Ashby plot will be filled as long as there are good structures
in reality to be placed there (this method is also useful when a divergent Pareto
front is obtained). Of course, finding all optimum structures of these regions may
need long time and even then is not guaranteed. However, by taking advantage of
this well-defined method which intelligently produces optimal solutions, even in a
limited time and computations power, useful (even if approximate) Pareto fronts are
obtained.

It is worth mentioning that the method of MO optimization discussed here is
effective for minimum multidimensionality (two dimensions), and the efficiency
decreases dramatically when the number of objectives (properties to be studied for
each material) increases. This is obviously due to the increase of the number of
optimal structures. The dimensionality of Pareto front is proportional to the number
of properties that we wish to optimize. For example, when the dimensionality
increases from two to three, the Pareto front is not a line (one-dimensional) anymore.
It becomes a plane (two-dimensional). Similarly, for four properties, the Pareto front
becomes a 3D hyperplane and so on. Thus, the number of optimal structures which
are placed on the Pareto front increases (all having the same highest rank), and the
intelligent evolutionary algorithm turns to a useless algorithm with a random parent
selection.

In the following, a few examples of crystal structure prediction using evolu-
tionary methodology USPEX in combination with simple Pareto ranking (layer
classification) method is given. The goal of these calculations is to find hard and
stable structures in target systems using MO optimization method and assess the
efficiency of this method along with evolutionary crystal structure prediction. In
these examples, all the ab initio calculations were done using the PBE exchange-
correlation functional (Perdew et al. 1996) and the projector-augmented wave
(PAW) method (Blöchl 1994; Kresse and Joubert 1999), as implemented in the
VASP code (Kresse and Furthmüller 1996) with the plane-wave basis set cutoff
of 550 eV and Brillouin zone sampling using a grid of spacing 2π × 0.06 Å-1.
Evolutionary calculations for each binary system had initial population size = 120
and subsequent population size of 60 structures and were run for 50 genera-
tions. Hardnesses were computed using the Lyakhov-Oganov model (Lyakhov and
Oganov 2011).
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4.1 Example 1: MoxNy

Since stable compounds of MoxNy system were previously studied (Yu et al. 2016)
using SO optimization mode of USPEX, this is a very good example which gives
a chance to compare results and consequently realize how efficient is the simplest
MO optimization method which is implemented in USPEX.

In the previous work (Yu et al. 2016), MoN, MoN2, and Mo4N3 were the stable
compounds under zero pressure. Also, two very low-energy metastable structures
for Mo2N and one metastable structure for Mo3N2 were reported (Yu et al. 2016).
However, in our search, the results are a little bit different. We found four stable
compounds (MoN, MoN2, Mo2N, and Mo3N2) for this system. The reason for this
difference is that in our search, the stable structure of Mo4N3 has not been found,
and as a consequence, metastable structures of Mo2N and Mo3N2 appeared on the
convex hull (Fig. 5a). Although Mo4N3 was not found in our search, all other stable
and metastable compounds, which were reported in the previous work, were found.
Moreover, a new metastable compound (Mo5N2) with energy of 2 meV/atom above
the convex hull was discovered in our calculation, which has never been reported
before. Also, we found another structure for Mo2N with the Cmcm space group
that is a little more stable than the computationally predicted I41/amd structure
(Yu et al. 2016) of this compound. It is worth mentioning that the stable P63/mmc-
MoN2 structure that was found in our work is in perfect agreement with the stable
structure computationally reported for MoN2 (Yu et al. 2016) and is lower in energy
by 0.8 eV/atom (thus, thermodynamically more stable) than the experimentally
reported (but later shown by Yu et al. (2016) to be incorrect) R-3m structure.

Altogether, this example shows that MO optimization not only discovered a few
unknown low-energy metastable structures but also successfully reported all already
studied stable and metastable structures of MoxNy system (except one, Mo4N3).

Fig. 5 Convex hull diagram (left) and Ashby plot of hardness and energy above the convex hull
(right) for the Mo-N system. The red hollow circle shows the stable Mo4N3 compound reported in
the literature. Low-energy metastable Mo5N2 and Cmcm structure of Mo2N are colored in blue
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This indicates that MO optimization method (in the case of optimization of two
properties) is almost as efficient as SO optimization.

Figure 5b shows the Ashby plot of hardness and instability of MoxNy system.
It can be seen from this figure that several hard and stable/low-energy metastable
structures were found in this system. Although most of the structures in this figure
are in the hardness range of 10–20 GPa and energy range of 0.1–0.5 eV/atom above
the convex hull, it can be clearly seen that the algorithm has tried to focus on the
regions where optimal structures in both properties are located.

4.2 Example 2: FexBy

In the second example, we study the FexBy system using the same method. For
this system two stable binary compounds (FeB and FeB3) and several metastable
compounds (FeB2, FeB3, FeB4, Fe2B, Fe3B5, and Fe3B10) were found in our work.
Some of these compounds were reported to be stable or metastable in the literature
(Kolmogorov et al. 2010; Van Der Geest and Kolmogorov 2014), while some are
discovered in our work. Below we discuss the differences between our results and
reported findings.

In the literature, FeB, FeB2, and Fe2B are discussed to be stable, while Fe2B
and FeB2 turned out to be metastable in our calculation, by 3 meV/atom and
42 meV/atom, respectively. Even though both of these compounds were found in our
search, the lowest-energy structures of these compounds still have not been found.
The other difference is that two structures of FeB3 were found in our calculation.
Most likely, this compound would not appear on the convex hull if the stable
structure of FeB2 was found; nevertheless, FeB3 is not reported neither as a stable
nor as a metastable compound in the literature. FeB4 was found to be metastable
in our work, which is in agreement with the literature (Kolmogorov et al. 2010;
Van Der Geest and Kolmogorov 2014). Fe4B is one of the reported metastable
compounds that have not been detected in our calculation. In this calculation, several
simultaneously hard and stable/low-energy metastable phases were detected for this
system, and some of these are superhard (Fig. 6b).

4.3 Example 3: MoxBy

MoxBy system is the third example in our list. For this system, MoB and MoB2
were found to be stable, which is fully in agreement with the literature (Spear
and Liao 1988; Liang et al. 2012). In addition to these stable compounds, many
metastable compounds were reported both theoretically (Zhang et al. 2010) and
experimentally (Spear and Liao 1988) in the literature, i.e., MoB3, MoB4, Mo2B,
Mo2B5, Mo3B2, and Mo5B3. In our search, we found eight low-energy metastable
compounds (Mo2B, MoB3, MoB5, Mo3B5, Mo3B2, Mo4B, Mo5B2, and Mo2B3),
three of them are already reported metastable compounds (Mo2B, Mo3B2, and
MoB3), and five of them, MoB5, Mo2B3, Mo3B5, Mo4B, and Mo5B2, with the
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Fig. 6 Convex hull diagram (left) and Ashby plot of hardness and energy above the convex hull
(right) for the Fe-B system. The red hollow circles and polygons show the stable and metastable
compounds reported in the literature. Low-energy metastable structures found in our work are
colored in blue

Fig. 7 Convex hull diagram (left) and Ashby plot of hardness and energy above the convex hull
(right) of the Mo-B system. The red hollow polygons show the metastable compounds reported in
the literature, while blue circles indicate the compounds discovered in our work

55 meV/atom, 29 meV/atom, 57 meV/atom, 23 meV/atom, and 21 meV/atom
energy above the convex hull, respectively, are unknown compounds which are
discovered in our work. Although three reported metastable compounds (MoB4,
Mo2B5, and Mo5B3) have not been found in our calculation, the MO optimization
acted successfully by discovering five new low-energy metastable compounds of
MoxBy system, which indicates the efficiency of the method in crystal structure
prediction with multi-optimal properties. In Figs. 6b and 7b, the hardest stable
compound (with the hardness of 33.6 GPa) corresponds to pure α-boron.

Stable binary compounds with the highest Lyakhov-Oganov hardness for each of
the above examples are MoN2 (32.6 GPa), FeB3 (20 GPa), and MoB2 (19.6 GPa).
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Fig. 8 Structures of stable binary compounds with the highest Lyakhov-Oganov hardness in
the systems considered here: (a) P63/mmc-MoN2 (Chen’s hardness 22.3 GPa), (b) P21/m-FeB3
(Chen’s hardness 30.2 GPa), (c) R-3 m-MoB2 (Chen’s hardness 28.5 GPa)

These phases have space groups P63/mmc, P21/m, and R-3m, respectively, and
are shown in Fig. 8. While Lyakhov-Oganov model of hardness is convenient
for screening (it is very cheap and numerically robust), more accurate values are
predicted using Chen’s model (Chen et al. 2011) – the latter, however, requires
calculations of the elastic tensor and is therefore much more computationally
expensive and is sensitive to numerics. Thus, after initial screening, the final
hardnesses were computed using Chen’s model.

5 Conclusion

In this chapter, some of the most prominent multi-objective optimization methods
were discussed, and the “layer classification” Pareto technique in combination with
USPEX was used in search for simultaneously hard and stable materials. The most
realistic and favorable outcome of material design is the discovery of new materials
with simultaneously optimal multiple properties; i.e., in our examples, unstable hard
materials are as useless as soft stable materials. We need to have materials which are
optimal in all required properties. Therefore, MO optimization method can be used
as a verified tool for materials discovery. Searching for materials with optimal multi-
properties is possible using the combination of evolutionary search and MO Pareto
ranking. The combination of these two provides a powerful tool for the search and
discovery of new materials.
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Abstract

The arrangement of atoms in a material fundamentally defines its properties.
Predicting the crystal structure of a solid or the most stable isomer of a molecule
or cluster from computation given solely the chemical composition remains a
challenging task, which requires solving a complex optimization problem and
identifying the global minimum on a high-dimensional potential energy surface.
The minima hopping method uses a walker to explore this energy landscape by
performing hops from one local minimum to the next. These hops are based on
molecular dynamics trajectories followed by local relaxations, which are tuned to
exploit the Bell-Evans-Polanyi principle, and drive the search toward low-energy
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solutions. The details of the algorithm are discussed, and its application in
materials discovery challenges is illustrated based on two examples.

Keywords
Structure prediction · Energy landscape · Energy materials · Crystal ·
Cluster · Molecular dynamics · High pressure · Superconductivity ·
Chemical reaction · Transition state · Optimization

1 Introduction

Knowing the atomic structure of a condensed matter system is of fundamental
importance in materials science and an essential prerequisite for atomistic materials
modeling. Structure prediction encompasses the task of finding the arrangement
of atoms in a cluster or a crystal that minimizes a specific target thermodynamic
potential. For many practical applications, one would like to know the most stable
phase given only the chemical composition at a specific pressure and temperature,
which corresponds to the minimum of the Gibbs free energy G = E − T S + pV .
A method which allows to accurately determine this phase prior to synthesis in turn
allows the prediction of its properties and, therefore, provides a powerful tool in
theoretical materials research.

For a system with Nat atoms at zero pressure and temperature, a structure is
considered kinetically stable if it corresponds to a local minimum on the potential
energy surface (PES) (Wales 2003). For molecules and clusters, the PES is a
function of the atomic coordinates r1, r2, . . . , rNat , whereas for periodic systems,
additional degrees of freedom describe the cell vectors, commonly summarized by
a matrix h = {a,b, c}. Every local minimum M is located at the bottom of its
catchment basin, within which small perturbations of the coordinates will lead to
forces that will drive the system back to the structure M . At finite temperature, the
displacements due to thermal excitations can be large enough that the system jumps
from one catchment basin to the next if the barriers separating them are sufficiently
low. In this way, the system can move toward local minima which are lower in
energy. Every local minimum which is not the lowest in energy is called metastable
and will eventually decay to a lower energy state. Depending on the detailed features
of the PES, metastable phases can however persist over a long time scale. The global
minimum is considered the thermodynamic ground state, for which no other lower
energy local minima exist.

Structure prediction algorithms aim at identifying this ground state structure by
globally optimizing the PES. Since the number of possible atomic arrangements
in a system scales exponentially with the dimensionality of the search space, an
exhaustive sampling of the PES for any system of realistic size is computationally
prohibitive. Fortunately, the PES can be significantly simplified by eliminating
irrelevant features, thereby reducing its complexity. In particular, one can subdivide
the PES into disjoint regions which uniquely correspond to catchment basins of
local minima: every point on the PES can be mapped to its local minimum by
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simply performing a local geometry relaxation using a steepest descent method
with a sufficiently small step size. In this way, all unreasonable structures, e.g.,
with unphysically short atomic bond lengths, are removed and not considered in the
global optimization process.

Despite the reduced complexity of this discretized PES, the number of local
minima for any realistic system can be large. In fact, Stillinger (1999) showed that
the number of distinguishable local minima increases exponentially with the number
of atoms in a system. Hence, mapping out all minima exhaustively and ranking
them according to their energies is simply not feasible. Therefore, any optimization
algorithm must rely in one way or another on an efficient sampling of only the low-
lying local minima of the PES. However, since the sampling is now not exhaustive,
there is no way of determining if the lowest energy structure encountered during the
search is indeed the ground state.

The reliable representation of a PES poses a further computational challenge.
Density functional theory (Parr and Weitao 1994) (DFT) calculations provide
accurate results but are computationally demanding and currently only allow
reliable structural searches in systems with at most 100 atoms. Classical force
fields (Buckingham 1938; Dick and Overhauser 1958; Tosi and Fumi 1964; Daw and
Baskes 1984) or semiempirical methods (Goringe et al. 1997; Papaconstantopoulos
and Mehl 2003) on the other hand can treat hundreds or thousands of atoms by
neglecting or approximating quantum mechanical atomic interactions, but are less
accurate and can introduce spurious local minima on the PES which increase the
search space (Ghasemi et al. 2010). Very recently, a new class of interatomic
potentials have emerged based on machine learning techniques using artificial neural
networks (ANN) (Behler and Parrinello 2007). Trained on ab initio date, such ANNs
provide high accuracies at computational costs of force fields and therefore represent
a promising prospective alternative. A detailed discussion of these methods is
beyond the scope of this chapter and can be found elsewhere.

2 The Minima Hopping Method

2.1 Principles of the Minima Hopping Method

The minima hopping method (MHM) (Goedecker 2004; Amsler and Goedecker
2010) aims at mapping out the low-lying local minima of any complex potential
energy or enthalpy landscape, to ultimately find its global minimum. For this
purpose, the MHM uses a walker to explore the PES by hopping from one local
minimum to the next. These hops are performed based on a set of strategic rules
that efficiently drive the system toward low-energy structures. On one hand, the
walker performs hops that, on average, lead to a decrease in energy. On the other
hand, the walker avoids revisiting already known local minima on the PES, since it
is inefficient to sample already explored regions on the PES. However, a revisiting of
local minima is not completely prohibited. The latter rule is especially important for
complex PESs that contain multiple funnels, which might be connected through one
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or several low-energy funnels. Such hub-funnels must be permitted to be traversed to
get from one portion of the PES to another. Otherwise, the walker could get trapped
in a funnel that does not contain the global minimum, thereby failing to find the
ground state.

There are many different ways how the hops on the PES could be performed,
and several options have been proposed in the past (Sicher et al. 2011). Random
displacement of the atomic positions (and the cell vectors for periodic systems) is a
simple choice, but is rather inefficient. Better moves exploit the Bell-Evans-Polanyi
(BEP) principle (Jensen 1998), which states that exothermic chemical reactions have
low activation energies. Since transitions between neighboring local minima are
essentially chemical reactions, the BEP principle implies that it is preferable to cross
over low-energy barriers, behind which low-energy local minima are more likely to
be found. Note that the BEP principle does not strictly apply to every transition
between local minima. However, it has been shown that the BEP principle holds on
average for pairs of neighboring local minima (Roy et al. 2008), which is sufficient
to bias the moves toward a downhill direction in a global structural search.

A natural choice for a move that exploits the BEP principle is to explore all first-
order transition states surrounding a local minimum and to propagate the system
preferably across the lowest energy barriers toward the neighboring local minimum.
Extensive tests have shown that such moves are indeed very efficient and lead to a
high success rate in finding the ground state structure with a low number of hops.
However, the computational cost to locate a transition state, using, for example, the
dimer method (Henkelman and Jónsson 1999), is computationally demanding. On
one hand, the number of force evaluations to converge the saddle point search is
high compared to the force evaluations needed for local relaxations. On the other
hand, new saddle points need to be found and crossed every time a local minimum
is revisited to preserve the ergodicity of the system and to avoid the walker from
“going in circles.” Hence, the saddle point search method is efficient in terms of
hops, but inefficient in terms of energy and force evaluations (Sicher et al. 2011).

The most efficient moves are based on short molecular dynamics (MD) tra-
jectories. Using a constant energy (or enthalpy) ensemble and by starting the
MD run from a local minimum, the height of the barrier that can be crossed is
limited by the initial kinetic energy Ekin of the system due to energy conservation.
Hence, the BEP principle can be exploited by keeping the value of Ekin as low as
necessary to preferably cross over low-energy barriers. In practice, an MD trajectory
connecting two basins of attraction rarely passes exactly through the saddle point.
Nevertheless, the MD moves are on average more efficient than the saddle point
search moves, both in terms of hops and the number of force evaluations. The
superiority of MD moves can be explained by the fact that several barriers are
frequently crossed during a single MD escape trial with less force evaluations than
a saddle point search. Another advantage of the MD moves is that MD routines
are readily available in many atomic simulation packages or are fairly easy to
implement. For molecular systems, a velocity Verlet algorithm can be used (Verlet
1967). For periodic systems, the cell variables are also included in the dynamics
to allow transitions between different crystal lattices. Several Lagrangians have
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been proposed for variable volume or variable cell shape MD, e.g., the Parrinello-
Rahman (1980) or Wentzcovitch (1991) method, which lead to equations of motion
for both the atomic and cell coordinates.

2.2 The Minima Hopping Algorithm

The MHM algorithm consists of two parts, an inner loop to perform the moves on the
energy landscape and an outer acceptance/rejection part. Fig. 1 shows a flowchart of
the algorithm. Starting from an initial seed structure Mcur (representing the current
local minimum), the inner loop attempts an escape trial by performing a short
MD run. The atomic velocities are initialized randomly according to a Boltzmann
distribution with an average kinetic energy Ekin. The potential energy during the
MD simulation is monitored, keeping track of the number of energy minima and
maxima encountered along the MD trajectory. As soon as the MDmin-th minimum
is reached, the MD run is stopped, and the system is relaxed to a local minimum
M . With reasonable values of MDmin between 2 and 6, the number of time steps
is typically in the range of 50–150. If the kinetic energy is not sufficiently high,
the system simply oscillates in the vicinity of Mcur without crossing a barrier to a
neighboring basin and will relax back to the same local minimumM = Mcur. In this
case, the kinetic energy of the system is slightly increased by a factor βs > 1, and
an escape trial is performed with a new random velocity distribution. This process
is repeated until the escape is successful (M �= Mcur), at which point the structure
M is proposed to the outer part.

The outer part introduces a preference for low-energy structures based on a
simple threshold approach: the proposed structureM is accepted only if the energy
difference with respect to the current local minimum Mcur is less than Ediff, i.e.,
if E(M) − E(Mcur) < Ediff. This condition is obviously fulfilled in the case of a
downhill energy step, which is the most desirable outcome. On the other hand, M
is rejected if its energy is higher by more than Ediff compared to E(Mcur). To avoid
the algorithm from getting trapped in any part of the PES, the threshold value Ediff
is dynamically adjusted throughout the simulation: Ediff is increased by a factor
αr > 1 whenever M is rejected and decreased by αa < 1 if accepted. Hence, if the
inner loop only proposes high-energy structures, they are eventually accepted after a
sufficient amount of rejections. The ratio between αa and αr determines the fraction
of accepted/rejected steps. In practice, a ratio of αa

αr
= 1 leads to good efficiency,

where half of all proposed structures are accepted.
An essential component of the MHM algorithm is the second feedback mecha-

nism on the kinetic energy, which is based on a history of visited local minima. After
every successful escape step, the minimumM is compared against a list of all known
structures visited up to this point. IfM is new, it is added to the history and the value
of Ekin is reduced by a factor βn < 1. On the other hand, if M corresponds to a
known, old minimum, Ekin is increased by βo > 1 to drive the system away from
portions of the PES that have already been explored. In other words, by keeping
track of the visited local minima, the MHM continuously “learns” more about the
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Fig. 1 A flowchart of the
MHM algorithm. The inner
loop is responsible for
efficient MD moves on the
PES, while the outer part
introduces a preference for
low-energy structures. A
feedback mechanism on the
kinetic energy of the MD
escape trials drives the search
toward new, unexplored
regions of the PES

topology of the PES and avoids the least interesting regions. Note that this feature
distinguishes the MHM significantly from any thermodynamic method based on a
Metropolis algorithm with a Boltzmann factor, like simulated annealing (Salamon
et al. 2002) or basin hopping (Doye et al. 1998; Doye and Wales 1998; Wales and
Doye 1997), which aims at generating a thermodynamic distribution.

Fig. 2 shows schematically how the two dynamically adjusted parameters Ediff
andEkin influence the possible and allowed steps on a PES. Points A and B represent
two distinct current states Mcur of a system at two different stages during a MHM
run. Hops from A to A’ are allowed but are rejected since the energy difference
exceeds Ediff, whereas hops from A to A” are accepted. On the other hand, hops
from B to B” are impossible due to the limited value of Ekin, and only an escape to
B’ is possible.

The interplay between the parameters αi and βj influences the performance of the
MHM. Typical values in practice are αr = α−1

a = 1.05 and βs = βo = β−1
n = 1.05,

but slight deviations from these parameters do not significantly affect the efficiency.
It is however important that any reasonable choice of the parameters satisfies the
so-called explosion condition. It can be shown that the kinetic energy will increase
exponentially in well explored regions of the PES by choosing log(αr )

log(1/αa)
≥ log(1/βn)

log(βo)
,

while βs must be greater than 1. This explosion condition not only ensures that the
system will never get stuck in any part of the PES during a MHM simulation but
more importantly that the walker will efficiently leave already explored funnels.
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Fig. 2 A one-dimensional potential energy landscape with two structures at points A and B,
corresponding toMcur at two different stages of a MHM run. Orange arrows represent MD escape
paths, while blue arrows are local relaxations

2.3 Optimizing Moves on the Potential Energy Surface

Chemical reactions are rare events, and observing a structural transitions can take a
long time in conventional MD simulations during which the system mostly oscillates
in the catchment basin surrounding a local minimum. To avoid such inefficient
oscillations and to accelerate the transition across barriers, the MD velocities are
biased prior to every MHM escape step. Instead of using a random direction for
the initial velocity, it is approximately aligned along a soft-mode direction of the
current local minimum, i.e., along a direction of low curvature. This procedure is
called softening and leads to several major benefits for the MHM: first, it eliminates
the high-frequency vibrations. Consequently, the integration of the equations of
motion can be performed with larger and fewer time steps, thereby reducing the
computational cost. Second, the dynamics is biased toward global movements
of the whole system which cover a larger distance in the configurational space.
Third, there is a higher probability of encountering a low-energy barrier along
a soft-mode direction. Fig. 3 shows the strong correlation between the curvature
of low-frequency eigenmodes and the barriers encountered along these directions.

Fig. 3 Correlation between
the barrier heights and the
corresponding curvatures of
local minima for a LJ19
cluster. The saddle points
were found using a
mode-following dimer
method. The colors indicate
the mode index, and the large
circles represent the median
curvature and barrier values
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Hence, trajectories along low-curvature directions will lead to low-energy barriers,
behind which one more likely finds low-energy structures according to the BEP.

One way to identify these soft-mode directions is to explicitly compute and

diagonalize the Hessian matrixHi,j = ∂2E
∂xi∂xj

at the local minimum, where xi denote
the components of a vector in configurational space, and to select the eigenvectors
corresponding to the lowest eigenvalues. However, starting the MD trajectories
every time along the same direction would lead to a loss of ergodicity. Hence,
instead of aligning the velocity vector V directly along the lowest eigenmode, a
superposition V =∑

i
ei
εi

of a randomly selected subset of eigenvectors ei weighted
by the inverse of the corresponding eigenvalues εi is a better choice.

Methods to compute the complete Hessian Hi,j explicitly are computation-
ally demanding and cannot be employed in practical applications. Instead, if a
quasi-Newton method is used to perform the local geometry optimizations, an
approximate Hessian is naturally available for each local minimum. Geometry
optimizers like the Broyden-Fletcher-Goldfarb-Shanno method use an iterative
scheme to update the approximate Hessian based on the gradient vectors along the
relaxation pathway (Press et al. 1992; Chong and Zak 2001). These Hessians are
symmetric and positive definite by construction and can be readily diagonalized. In
most cases, the resulting eigenvectors with low eigenvalues are sufficiently accurate
and approximately point in the general direction of soft modes.

Another method is to use a dimer method to iteratively identify the eigenmodes
using a minimization scheme. In practice, it is not even necessary to find the exact
eigenvectors of the Hessian, but merely to eliminate any components along hard
modes, a procedure called softening (Schönborn et al. 2009). Starting from the local
minimum at Rm in the high-dimensional configurational space, an image is created
at R0

d = Rm + d V
|V| along the initial, randomly selected escape direction V, where

d is the fixed length of the dimer. The energy and forces are evaluated at the image,
which is then iteratively moved according to Ri+1

d = Rid + αFid,⊥, where Fid,⊥ =
Fid − DiFid

d2 Di = Fid − Fid,‖ is the force component perpendicular to the dimer Di =
Rid −Rm acting on the image and α is a small step size. This procedure corresponds
to an iterative rotation of the dimer toward a direction pointing along a soft mode in
the configurational space. The dimer length is rescaled after each iteration to keep
it at the value d. Essentially, the energy of the image Rd is minimized subject to the
constraint that it remains on a hypersphere with radius d, centered at Rm.

The curvature along the dimer can be approximately evaluated either by using the

second-order finite difference of the energies, κie = 2
E(Rid )−E(Rim)

d2 , or from the force

acting on the image along the dimer κif =
|Fid,‖|
d

. In the limit of a small dimer size
and assuming that the PES close to the minimum is harmonic, both approximations
give the same values of the curvature κi := limd→0 κ

i
e = limd→0 κ

i
f . Eventually,

the dimer will converge to point exactly toward the lowest curvature mode, and
one would again sacrifice ergodicity. In fact, there exists an optimal amount of
softening steps after which the efficiency of the MHM starts to decrease. In practice,
the softening procedure is stopped after a fixed amount of iterations, commonly in



117 Minima Hopping Method for Predicting Complex Structures and Chemical . . . 2799

the range of 10–40 steps. Alternatively, the softening is terminated as soon as the
approximate curvature drops below a certain fraction of the initial value κ0, e.g., if
κi < 0.1κ0.

2.4 Metrics for Measuring Structure Similarities

Assessing the similarities (or dissimilarities) between two structures is essential in
two contexts in the MHM algorithm: to decide if an MD escape trial was successful
and to determine if a given structure is present in the history of visited local minima.
A proper measure of configurational distances d(a, b) between structures a and
b must satisfy the properties of a metric, namely, positiveness (d(a, b) ≥ 0),
symmetry (d(a, b) = d(b, a)), the coincidence axiom (d(a, b) = 0 ⇔ a = b),
and triangular inequality (d(a, b) + d(b, c) ≥ d(a, c)). Hence, instead of directly
comparing the Cartesian coordinates of two configurations, the atomic arrangement
in a system is commonly transformed to some structural fingerprint, which can be
compared through a norm to measure their differences. For a molecular system, such
a fingerprint representation must be invariant with respect to any translation and
rotation of a structure. For a periodic system, it must additionally be invariant with
respect to the arbitrary choice of the lattice vectors. Most fingerprints that satisfy
these criteria rely on a descriptor derived from averaged local atomic environments.
Radial distribution functions and approaches based on computed powder diffraction
patterns are such examples (Oganov and Valle 2009), but they don’t take explicitly
into account any angular information. Hence, a large portion of the structural data
is lost, and two distinct structures can have identical fingerprints. To alleviate this
issue, some fingerprints, like the bond characterization matrix (BCM) (Wang et al.
2012, 2015), explicitly take into account angular information.

The ideal fingerprint metric is sensitive enough to distinguish two different
structures, but at the same time tolerates numerical noise on the atomic and cell
coordinates, which naturally arise from a limited number of geometry relaxation
steps. The computational cost of both fingerprint evaluation and comparison must
be low compared to the cost of an energy and force evaluation. Such efficiency
considerations might be irrelevant when performing a computationally demanding
structural search directly at the ab initio level but can become a bottleneck issue
when using classical force fields to approximate the PES.

The MHM relies on fingerprints that are derived from an overlap of Gaussian-
type orbitals (GTO) (Sadeghi et al. 2013; Zhu et al. 2016). One or several normalized
GTOs Gi(r) with index i are placed at the Cartesian coordinate of each atom rw(i),
where w(i) denotes the index of an atom. To make the fingerprint sensitive toward
distinct atomic species, the width of each GTO is given by the covalent radius of the
corresponding atom w(i). For a molecular structure with free boundary conditions,
the Gaussian overlap matrix Si,j is then the integral over all pairs of GTOs,

Si,j =
∫
Gi(r)Gj (r)dr (1)
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This matrix is symmetric and positive definite and can be therefore diagonalized.
The structural fingerprint is given by the corresponding set of eigenvalues, sorted in
descending order in a vector V. For a molecule withNat atoms, the dimension of this
vector is norbNat, where norb is the number of GTO per atom (norb = 1 for s-orbitals,
norb = 4 for s + p-orbitals, etc.). Hence, the distance between the fingerprints Va

and Vb of two structures a and b can be computed simply by the Euclidean distance

d(a, b) =
√∑

i

(Vai − Vbi )
2 (2)

In a crystal, fingerprints obtained according to Eq. (1) are not invariant with
respect to the choice of the periodic cell. This issue is addressed by using atomic
fingerprints instead of a global one, arising from atomic overlap matrices Ski,j which
capture the local environment around each atom k individually. For every atom in the
unit cell, a large sphere with radius rc is cut out from a supercell, centered around rk .
To avoid discontinuities in the eigenvalues arising from atoms crossing the border
of the sphere, the GTOs are scaled with a radial weight that goes smoothly to zero

at the cutoff radius, f ki =
(

1− |rk−rw(i)|2
r2
c

)n
. The value of n determines the order

of continuous derivatives of the smooth cutoff function at the surface of the sphere,
and a value of n = 3 is commonly used. The cutoff radius is chosen according to
rc =

√
2nσc, where the characteristic length scale σc is typically twice the largest

covalent radius in the system. For this choice of parameters, the selected pseudo-
molecule contains in the range of 40–80 atoms, depending on the density of the
material.

Within this pseudo-molecule, the environment-dependent atomic overlap matrix
is computed according to

Ski,j =
∫
f ki Gi(r− rw(i))f kj Gj (r− rw(j))dr (3)

The set of eigenvalues of this atomic overlap matrix in descending order represents
the atomic fingerprint vector Vk . Since the number of atoms within the cutoff sphere
can vary for different atoms k, the dimensions of Vk are not uniquely defined. In
practice, additional zeros can be appended to Vk if required for a vector operation. In
fact, any atom entering the pseudo-molecule across the surface of the cutoff sphere
gives rise to an additional entry in Vk , which continuously transforms from zero to a
finite value. Hence, the atomic fingerprint vector changes continuously with respect
to any changes in the atomic coordinates.

A metric d(a, b) to define uniquely a configurational distance between two
crystal structures a and b must be invariant under the exchange of any two atoms
in a given structure. For an atomic fingerprint, this is achieved by minimizing the
Euclidean distance over all possible permutations P that matches atom k in a with
atom P(k) in b:
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d(p, q) = min
P

√√√√
Nat∑

k

|Vak − VbP (k)|2, (4)

The Hungarian algorithm (Kuhn 1955) finds the optimal permutation within an
O(n3) running time, which needs as its input the cost matrix Ck,l , given by

Ck,l = |Vak − Vbl |2

2.5 Influence of Seed Structures

Since the MHM walker hops between local minima on the PES sequentially, the
funnel in the vicinity of the initial seed structure is explored first. If this funnel
contains the ground state, or in the case of a single-funnel system, the global
minimum is found quickly within a few MHM steps, independent of the choice of
the initial structure. Most realistic systems are however more complex and consist of
multiple funnels separated by high barriers, which might take many MHM steps to
overcome. A MHM simulation is least efficient if the initial structure is in a funnel
which does not contain the global minimum, and the walker spends a long time
exploring the wrong region on the PES. Since it is a priori neither known which
structure belongs to which funnel nor which funnel contains the global minimum,
the efficiency of the MHM strongly relies on the choice of the starting point of the
walker.

The efficiency and success rate of the MHM for a multifunnel system increases
if multiple MHM walkers are spawned in parallel, which simultaneously sample
distinct regions of the PES. The set of these structural seeds must be carefully
selected to be as diverse as possible. Using the metric defined in Sect. 2.4, the
diversity in a set with N structures can be measured by the sum of inter-structural
distances D = ∑N

i,j d(i, j). By selecting only seeds from a pool of structures that
give high values of D will ensure that the PES is sampled as uniformly as possible,
thereby increasing the chance of quickly finding the global minimum.

The most straightforward approach of generating initial structures, namely,
randomly distributing the atoms into the simulation cell, often produces input
structures far away from the ground state. Taking into account chemical intu-
ition and considering simple geometrical constraints can significantly improve the
quality of the structures (Pickard and Needs 2011). Imposing minimal pairwise
distances between atoms avoids strong repulsive forces during the initial geometry
relaxation. It is also beneficial to homogeneously distribute the atomic species in
a multicomponent system or to use predefined building blocks if the chemistry
and geometry of preferred bonding is already a priori known. On top of these
considerations, symmetry constraints further improve the diversity of the structures.
For molecules and clusters, the structures are randomly generated in one of the axial
or polyhedral point groups. Periodic systems on the other hand adopt structures
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Table 1 The impact of seeding the MHM simulations with symmetrized input structure is shown
for a A16B8 Lennard-Jones mixture, parametrized with σAA = 1.50, σAB = 2.25, σAA = 3.00,
and εAA = 1.00, εAB = 1.25, εAA = 1.00. All values are statistical averages gathered from 100
distinct MHM runs for each setting. For every method used to generate the input seed structures,
column 2 shows the average number of visited minima n̄min before reaching the global minimum.
The third and fourth columns contain the average number of MHM steps before success if m = 4
and m = 10 MHM walkers are launched in parallel, respectively.

Input seed n̄ n̄4
par n̄10

par

Random 1293.84 1053.85 932.92

Symmetrized, 1 subcell 632.03 176.30 12.54

Symmetrized, 2 subcells 302.10 21.33 11.75

Symmetrized, 4 subcells 427.26 37.47 12.34

according to one of the 230 space groups. For both clusters and crystals, atoms can
be either placed in a general position, where it will spawn equivalent atoms for every
symmetry operation of the given point or space group, or on high-symmetry points,
which remain invariant under at least one symmetry operation (aside from identity).
Particularly for large periodic systems, it is beneficial to first randomly generate
subcells of smaller size and use them as building blocks to generate a supercell with
the target number of atoms (Lyakhov et al. 2010).

Table 1 shows how the choice of the initial seed structures influences the
efficiency of the MHM runs for a binary A16B8 Lennard-Jones benchmark system in
a periodic cell. The first column indicates the method used to generate 100 different
input structures each, and the performance data in the remaining columns represent
corresponding statistical averages. In some cases, the initial randomly generated
structure relaxes directly into the ground state. In fact, the number of all such
“successful random guesses” corresponds to the success rate of random search
algorithms (Pickard and Needs 2011), which is here zero for completely random
input structures, but increases to slightly above 20% for symmetrized cells. This
improvement in the quality of the input structures is also reflected in the efficiency
of the MHM, which increases by a factor of 2–4 as shown in the second column
of Table 1. The columns three and four show the number of MHM steps required
if m individual MHM runs had been blocked together and were run in parallel.
All processes i in each block had been stopped as soon as one of the processes
found the ground state structure after li steps, hence requiring a total of nmpar = lim
MHM steps. Here, the efficiency n̄mpar for such a parallel executions was computed
by blocking the MHM runs randomly and averaging over all blocks. The data shows
that combining symmetrized input structures with parallelizing the MHM runs over
m = 4 and m = 10 walkers significantly improves the efficiency. Essentially, using
parallel runs is equivalent to the approach used in evolutionary algorithms, where
the number m corresponds to the population size in every generation l (Oganov
2010). For example, n̄10

par = 11.75 means that the ground state structure is found on
average within 1.175 generations with a population size of 10. Using a combination
of symmetric input structures and parallelization, a speedup of roughly two orders of
magnitude is achieved compared to a serial run with completely random input seeds.
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2.6 Finding Chemical Reaction Pathways

The sole knowledge of the local minima on the PES only allows to assess the ther-
modynamics of a system, but at finite temperatures, kinetic effects govern processes
in protein folding, catalysis, nucleation, phase transition, and many more. The study
of such chemical reactions and transformations between stable and metastable states
requires the knowledge of additional features of the PES (Wales 2003; Henkelman
2017). According to the transition state theory (TST), the properties of the transition
state surface between pairs of local minima fundamentally determine the reaction
rates. Within the harmonic TST, the rate-determining terms are approximated
through the free energies of the first-order saddle points between neighboring local
minima, which correspond to the reaction channels. Once these data are available in
a so-called stationary point database, methods like the master equation approach or
kinetic Monte Carlo are available to map out the dynamic properties of a system.

The physical moves used in the MHM are well suited to construct such stationary
point databases (Schaefer et al. 2014a). Within every MHM step out of a local
minimum, the system crosses over one or multiple energy barriers which essentially
connect the initial and final local minima. Since the MHM trajectory is usually
short, the structures of the two minima are geometrically similar and well aligned
with each other. Hence, in the minima hopping guided path search approach, these
structures are used as end-points for a two-ended or a recursive single-ended saddle
point search, directly after each MHM step. By keeping track of both the minima
and the saddle points during an MHM run, a stationary point database is constructed
on the fly.

To illustrate the efficiency of this method, the minima hopping guided path search
was recently applied to the 75-atom and 102-atom Lennard-Jones clusters (Schaefer
et al. 2014a). Both of them are multifunnel systems, which are commonly used to
benchmark structure search algorithms. In the case of the 75-atom system, new
reaction pathways between the two lowest energy local minima were identified
with lower rate-determining barriers and shorter reaction path lengths compared
to previous reports. For the 102-atom system, shorter path lengths and a new, low-
energy funnel were found. The minima hopping guided path search is a promising
method to study complex atomistic reaction mechanisms in condensed matter
systems and catalytic reactions (Schaefer et al. 2014b).

3 Applications in Materials Discovery

One of the major advantages of the MHM is that it can be easily adapted to study
many different systems. Very early MHM structural searches were conducted on
silicon clusters, using DFT to model the PES (Goedecker et al. 2005). It was
shown that many local minima exist in a very small energy window above the
lowest energy structure, making it difficult to conclusively identify the ground state
structure at finite temperatures. A similar behavior was observed for neutral and
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charged Au26(−) nano clusters, where several competing structural motifs were
found with an energetic ordering that strongly depends on the employed DFT
exchange-correlation functional (Schaefer et al. 2014b). Photoelectron spectroscopy
measurements confirm the theoretical prediction and the presence of multiple
isomers with low-symmetry core-shell-type structures.

The MHM has also been successfully employed to study bulk structures in
various materials. One of the earliest applications in a periodic system was the
prediction of a novel high-pressure phase of carbon, which could readily explain
the experimentally observed phase transition in cold-compressed graphite (Amsler
et al. 2012b). Our MHM simulations also revealed that a low-energy phase
emerges in the LiAlH4 hydrogen storage material with a polymeric structural
motif (Amsler et al. 2012a; Huan et al. 2013), a prediction that was subsequently
confirmed in experiments (Huang et al. 2015). Other systems that have been studied
with the MHM include materials for energy harvesting and conversion, e.g., in
thermoelectric (Amsler et al. 2016a, b) and photovoltaic (Botti et al. 2012; Amsler
et al. 2015) applications, and in superconducting materials (Flores-Livas et al. 2012,
2016; Amsler et al. 2017a; Amsler and Wolverton 2017). Modified versions of
the algorithm have also been applied to investigate the reconstructions of surfaces
and the atomic structures at the solid-liquid interface of materials in an aqueous
environment (Amsler et al. 2013; Fisicaro et al. 2017).

Since an extensive discussion of all relevant MHM applications is beyond the
scope of this chapter, two specific materials discovery efforts are highlighted in
detail below.

3.1 High-Pressure Materials Discovery

With the recent advances in high-pressure techniques, static pressures up to
≈20 GPa in large-volume and multi-anvil presses, and up to ≈400 GPa in diamond
anvil cells (DAC) can be meanwhile readily reached. At such pressures, exotic
chemical bonds between various elements emerge and new materials are formed,
some of which can be recovered and survive as metastable phases at ambient
conditions. Many of these high-pressure compounds exhibit exciting physical
properties and have therefore attracted significant attention in the search for new
superconducting, magnetic, superhard, and other exotic materials (Zhang et al.
2017). A major challenge in high-pressure synthesis remains the accurate in
situ characterizations of a material. Although the diamonds in a DAC allow the
transmission of X-rays and other radiation to probe the sample, the direct mea-
surement of many physical properties is difficult. This poses significant limitations
especially for samples that cannot be recovered for detailed examination outside of
the compression chamber. Structure prediction together with quantum mechanical
calculations is therefore especially valuable to assist experimental efforts both in the
search and characterization of high-pressure materials.
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The MHM determines the optimal structure at a fixed composition, and mod-
ifications to the algorithm are required to investigate multicomponent systems. In
principle, the ground state configuration at every composition must be identified,
and only phases with formation energies lower than those of any combination
of competing phases are considered thermodynamically stable and constitute the
so-called convex hull of stability. Such multicomponent searches are especially
important for high-pressure systems, where new compounds often emerge with
unexpected stoichiometries.

Adding dimensions in the compositional space however rapidly increases the
complexity of the search problem. For a binary system of size N , the number of
possible compositions is roughly 1

2
N !
2! . Furthermore, at a fixed composition in a

binary system of nA + nB = N atoms, there are N !
nA!nB ! arrangement of atoms

in a single structural geometry, so-called homotops (ignoring symmetry-equivalent
structures) (Ferrando et al. 2008). Hence, an accurate prediction of the ground state
structures as a function of composition and pressure even for binary or ternary
systems from ab initio calculations is challenging. In practice, the number of
explored compositions is limited by cells containing a few formula units, and system
sizes below a threshold value, commonly in the range of a few dozens of atoms. The
compositions are either selected based on chemical intuition or on the fly using a
genetic algorithm (Cerqueira et al. 2015).

A good example for a high-pressure materials discovery effort with the MHM
is the search for novel intermetallics in binary systems. Commonly, high-pressure
experiments and structural searches are conducted with constituent elements that
are known to form some compound at ambient pressures or at least exhibit known
chemical bonds in the solid state. These constraints limit the risk of elemental
decomposition and increase the chance of forming new phases upon compression.
Materials discovery however becomes significantly more challenging when dealing
with elements that do not form any compounds at ambient pressures. An example
of such an ambient-immiscible system is Fe–Bi, where the zero-pressure phase
diagram shows essentially no solubility of either solid-state element in the other.
The successful prediction and synthesis of a Fe–Bi compound is especially attractive
since many bismuthides exhibit compelling physical properties, including supercon-
ductivity, strong magnetism, and promising thermoelectric performance.

We recently performed a multicomponent MHM search for the Fe–Bi system
with up to 4 f.u. per cell at the compositions shown by the gray dashed lines in
Fig. 4 (Amsler et al. 2017b). An initial pre-screening of a few compositions had
shown that Bi-rich compounds are overall preferred, which were subsequently more
extensively sampled. The colored solid bars represent stable phases that lie on the
convex hull of stability, which includes various elemental allotropes of Bi and Fe.
Two binary phases at the compositions FeBi3 and FeBi2 with Cmcm and I4/mcm
symmetry, respectively, become stable in a pressure range above 35 GPa. While
FeBi3 only exhibits a very small stability window between 36.1 and 39.2 GPa,
the FeBi2 phase is thermodynamically stable from 37.5 up to at least 100 GPa.
Based on this extended pressure range of stability, it is not surprising that so
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Fig. 4 Stability ranges of the predicted high-pressure phases in the Fe–Bi system. The gray
dashed lines indicate the compositions which were sampled during the structural search, while
all thermodynamically stable phases are represented by colored bars (the colors reflect the onset
pressure of stability). The four elemental high-pressure phases of Bi between 0 and ≈14 GPa are
collectively labeled with Bi I-IV

far only the latter phase has been confirmed through high-pressure synthesis in
a DAC (Walsh et al. 2016). According to DFT calculations, the ferromagnetic
ordering in FeBi2 is suppressed with increasing pressure, which could potentially
lead to a (unconventional) superconducting behavior.

3.2 Constrained Structural Searches

By modifying the target optimization function through imposing constraints, one
can bias the structural search toward a specific region of the configurational space.
Since the hops on the PES are performed based on physical MD moves and local
geometry relaxations, such constraints can be easily implemented into the MHM if
the derivatives of the penalty function with respect to the atomic and cell variables
are available. For example, the bias toward structures around a given target volume
V0 can be included by simply adding a quadratic term EV0 = k(V − V0)

2 to
the potential energy E. The additional forces on the cell vectors are given by the

derivatives of this penalty term with respect to the cell components, fαβ = − ∂EV0
∂hαβ

=
2kV (V0 − V )h−1

βα . Such volume constraints can be used to search specifically for
low-density phases or strained materials (Amsler and Goedecker 2010).

With a similar approach, the target function can be modified to search for
two-dimensional (2D) structures. A 2D confining potential centered at ez along
a nonperiodic direction (here, z-direction) is imposed, given by a sum of atomic
contributions, C = ∑

i c(e, r
z
i ). Here, every atom i at the Cartesian coordinate ri

experiences a force fi = − ∂ci∂ri
, where c(ez, rzi ) = A(|ez− rzi |− rc)n is a polynomial

function of order n beyond a cutoff distance rc around the equilibrium position ez.
Hence, all atoms are confined within a layer of roughly the width 2rc, allowing
the search for low-energy 2D structures. Furthermore, a search for multilayer
materials or 2D heterostructures is possible by including several potentials centered
at different equilibrium coordinates.
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Fig. 5 The structure of the TiO2 hexagonal nanosheet along the top and side view. The red small
and green large spheres denote the O and Ti atoms, respectively. The schematic illustration at the
bottom left shows how the confinement potential biases the MHM search for 2D structures

As an example of such a constrained search, we recently performed predictive
MHM simulations to identify low-energy structures of layered TiO2 (Eivari et al.
2017). The PES was pre-screened with an ANN potential based on a charge
equilibration process, which was initially trained on reference DFT data (Faraji et al.
2017; Ghasemi et al. 2015). After refining the most promising candidates at the ab
initio level, we identified a new putative ground state for quasi two-dimensional
TiO2 with a honeycomb lattice. Fig. 5 shows the structure of this hexagonal
nanosheet (HNS), together with a schematic illustration of the confinement potential
along the out-of-plane direction of the HNS. According to DFT predictions, the
HNS is mechanically stable, chemically inert, and exhibits an exceptionally large
band gap that can be tuned through strain and defect engineering.

4 Conclusions

Advanced global optimization algorithms like the MHM meanwhile allow the
reliable prediction of structures in condensed matter system, given only the chemical
composition and the thermodynamic conditions. With increasing computational
resources, systems with larger number of degrees of freedom and with higher
complexity become predictable. The MHM is a versatile tool that can be adapted
and extended to tackle different materials prediction challenges. Using the MHM
to sample transition states on the PES in addition to local minima, both the
thermodynamic and kinetic properties of a system can be studied in detail.
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Abstract

The macroscopic properties of a material are generally governed by its potential
energy surface (PES) that determines not only thermodynamics but also kinetics.
A thoroughly search of the global PES of material, however, has been a great
challenge in theory. Three major hurdles, namely, the high energy barrier in
material transformation, the large entropy due to huge structural configurations,
and the large atomic degrees of freedom, are often encountered simultaneously
in computational simulation of material. Owing to these, the limitation in
the timescale of current simulations restricts heavily theoreticians to address
many important questions in material science. In this chapter, we introduce a
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newly developed theoretical method, stochastic surface walking (SSW) method
targeting for both global PES exploration and reaction pathway sampling.
The SSW PES sampling is automated, unbiased, and taking into account the
second derivative information. The algorithm of SSW is summarized here in
detail, focusing on its mechanism to follow low energy pathways while being
able to overcome high barriers. SSW simulation has recently been applied to
different areas in material and reaction systems. Several typical examples of
PES exploration by combining SSW with first principles and neural network
potential calculations are presented to illustrate the power of SSW for unbiased
PES exploration and pathway searching.

1 Introduction

The structure prediction and the reaction pathway search are two important themes
in modern computational simulation. While both of them are closely related to
the exploration of the potential energy surface (PES), the former focuses on the
thermodynamics properties and the latter aims to provide kinetics quantities on
material transformation. Since 1990s, there have been a rapid development on
the methodology for structure search and a group of successful methods are now
available for identifying the most stable minimum on PES, the global minimum
(GM) (Wales and Doye 1997; Martonak et al. 2006; Oganov and Glass 2006;
Amsler and Goedecker 2010; Wang et al. 2012) of different systems, including
molecules, clusters, and solid crystals. On the other hand, the pathway sampling
remains challenging in computational approach even for systems with only a few
atoms (Wales 2002; Carr et al. 2005), because of the lack of efficient methods to
identify the reaction coordinate (Oganov et al. 2011). To find the minimum energy
pathway between minima on PES must rank one of the top challenges in PES
exploration.

To search the GM on PES, a typical measure for the efficiency of global
optimization method, the current algorithms for structure search generally involve
aggressive structure changes, which are required to bypass the transition region
of PES and prevent long-time trapping in local minimum. For example, the basin
hopping (Wales and Doye 1997) method developed by Wales in 1990s starts from
one single entry (one structure) on PES and the structure is perturbed by a random
hopping with a magnitude of ∼0.4 Å for each degree of freedom. The PES seen
by basin hopping is therefore a transformed PES without saddle regions. Similar to
basin hopping, simulate annealing (Kirkpatrick et al. 1983; Pannetier et al. 1990;
Schön and Jansen 1996, 2001) and minimum hopping (Amsler and Goedecker
2010) also start from one single entry but utilize molecular dynamics (via heating
to high temperature) to overcome the barrier on PES. On the other hand, the
methods starting from multiple entries (a group of different initial structures on
PES) developed in 2000s, such as evolutionary algorithm (EA) as represented by
USPEX (Oganov and Glass 2006), XtalOpt (Lonie and Zurek 2011) and GSGO
(Trimarchi and Zunger 2007), and the particle-swarm-optimization (PSO) algorithm
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as represented by CALYPSO (Wang et al. 2012), are more popular in predicting
unknown crystal structures of material. The symmetry adaptation in structure
generation is one of the key techniques to identify rapidly the stable, ordered
structures (Wang et al. 2012). Overall, the structure search methods do not yield
a continuous trajectory due to the large change between structures, and thus, it is
generally not feasible to obtain the low energy pathways.

The enhanced sampling methods (Siepmann and Frenkel 1992; Voter 1997;
Rosso et al. 2002; Woods et al. 2003; Maragliano and Vanden-Eijnden 2006), such
as metadynamics using the bias potential constraints (Huber et al. 1994; Laio and
Parrinello 2002; Raiteri et al. 2005; Martonak et al. 2006) and adiabatic free energy
dynamics (AFED) with temperature acceleration (Yu and Tuckerman 2011), are able
to generate continuous trajectory during PES search as intrinsic to MD simulation.
Thus, this class of methods has been utilized to identify low energy pathways in
crystal phase transition. For example, by imposing the collective variable on the
lattice degrees of freedom, metadynamics has been utilized to simulate the phase
transition from graphite to diamond (Khaliullin et al. 2011). In general, it is a general
concern for MD-based techniques to capture the rare event. Since the occurrence
of a reaction event depends exponentially on the reaction barrier, the correct
description of the reaction coordinate (e.g., collective variable in metadynamics) and
the choice of the simulation temperature are key parameters for producing reactions
in simulation. Once the reaction occurs in MD, it is then possible to glean the initial
state and the final state from MD trajectory and use the double ended transition state
(TS) search method to search for the saddle point. Typical choice for finding the TS
in crystal phase transition is the generalized solid-state nudged elastic band method
(G-SSNEB) (Sheppard et al. 2012) and variable-cell double-ended surface walking
method (VC-DESW) (Zhang and Liu 2015a).

In 2013, Liu’s group developed a new PES searching method, namely, the
stochastic surface walking (SSW) (Shang and Liu 2013) method. It was initially
designed for aperiodic systems, i.e., clusters and molecules, and then extended to
periodic solid systems (Shang et al. 2014) in 2015. Unlike the traditional methods
for the global PES exploration, the searching in SSW is guided by soft mode
directions as computed from the second derivatives and utilizes gentle structure
perturbation followed by local optimization to follow low energy pathways. The
method can thus be applied to both structure prediction and reaction pathway search
(Zhang and Liu 2015b). In this chapter, the algorithm of SSW will be described in
detail and some recent applications in material discovery and solid phase transition
are then presented.

2 Stochastic Surface Walking (SSW) Method

The central idea of SSW method comes from the bias-potential-driven dynamics
(Iannuzzi et al. 2003) and Metropolis Monte Carlo (MC) (Metropolis et al. 1953). It
manipulates smoothly the structural configuration from one minimum to another on
PES and relies on Metropolis MC at a given temperature to decide the acceptance
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of the move. A series of consecutive minimum structures, both local and global, is
generated in SSW simulation forming a continuous trajectory, which can provide
the key information on the reaction pathways between minima. By applying SSW
to a number of systems, Shang and Liu (2013) have shown that the SSW can explore
blindly complex PES with high efficiency as demonstrated in Lennard-Jones (e.g.,
LJ75) and short-range Morse particles (M80).

Each step in SSW, also termed as a MC step, comprises three independent
parts, namely, (i) the climbing, (ii) the relaxation, and (iii) the Metropolis MC.
As schematically illustrated in a one-dimensional PES in Fig. 1a, such a MC step
utilizes the climbing module to move up hill and the relaxation module to locate
minimum. Once a minimum is reached, the Metropolis MC is used to judge whether
the structure will be accepted or refused. The climbing procedure lies at the heart of
the SSW method and is elaborated below in detail.

Fig. 1 The illustration of (a) the SSW method and (b) the SSW-crystal method. The real PES
is described by the red curve showing separated minima. (a): one SSW step from one minimum
to another, where the bias Gaussian potentials are imposed only on the atom degrees of freedom;
(b): one combined lattice and atom displacement step of the SSW-crystal method. The blue arrows
and curves represent the lattice displacement and the local relaxation, respectively, as governed by
the CBD-cell module, which gradually lifts up the potential energy of the crystal. The green curve
represents the consequent atom displacement (at the fixed lattice) as governed by the SSW-module,
being a simplified view of (a). (Reproduced from Ref. (Shang et al. 2014) with permission from
the PCCP Owner Societies)
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The climbing module of the SSW involves repeated bias-potential-driven struc-
ture extrapolation and local geometry optimization, which drags gradually R0

i to
a high energy configuration RHi , where “i” is the index of the current MC step
(Fig. 1a). Starting from the current minimum R0

i , SSW first generates a random
direction N0

i , a normalized vector pointing to a direction to change the current
geometry.

To enable an unbiased exploration of PES, the initial direction N0
i by design

combines two randomly generated vectors, the so-called global random mode Ngl
and the local random mode Nli , as Eq. (1).

N0
i =

(
Ngi + λNli

)
/

∣∣∣Ngi + λNli

∣∣∣ (1)

where the mixing parameter λ controls the relative portion of these two displacement
directions. Specifically, Ngl in our implementation is set as a randomly generated
normalized vector that obeys the Maxwell-Boltzmann velocity distribution at 300 K,
as utilized in standard molecular dynamics method for generating initial random
velocity. As Ngl distributes over a group of atoms, it represents a gentle, global
displacement pattern of atoms. By contrast, Nli describes a stiff, local atomic move,
and in our implementation it is set as a collision movement between two distant
atoms. For example, the Nli associated with an atom A (e.g., the first atom in system)
and an atom B (the second atom in system) can be derived as Eq. (2), using their
coordinates qA and qB. The atom pair A and B can be either chosen randomly or
learned from the previous trajectories, as long as the two atoms are not in the close
contact (i.e., their distance >3 Å).

Nli =

⎛

⎜⎜⎜⎝

qB

qA

0
...

⎞

⎟⎟⎟⎠−

⎛

⎜⎜⎜⎝

qA

qB

0
...

⎞

⎟⎟⎟⎠ (2)

R1 = R0 + Nt ·�R (3)

C = (F0 − F1) · Nt

�R
(4)

VR1 = Vreal + VN (5)

VN = −a
2
·
[
(R1 − R1) · N0

i

]2 = −a
2
·
(
�R · Nt · N0

i

)2
(6)
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Because reactions with low barriers generally involve soft normal mode direc-
tions, it would be ideal to soften the randomly generated N0

i towards one eigenvector
of Hessian matrix with small eigenvalues (not necessarily the lowest one). However,
the direct computation of Hessian is expensive and not affordable in PES search. To
solve this, Shang et al. develop a numerical approach, the bias-potential constrained
Broyden dimer (BP-CBD) method (Shang and Liu 2012), to soften N0

i using Eqs.
(3), (4), (5), and (6). Following the unbiased dimer rotation (Henkelman and Jonsson
1999), Shang et al. define two images separated by a fixed distance of �R on PES,
namely, R0 and R1 [Eq. (3)). The rotation of the dimer by their force (F0 and
F1) perpendicular to the dimer vector N using constrained Broyden optimization
(CBD) (Shang and Liu 2010) will converge to the softest eigenvector of Hessian,
and the local curvature [C in Eq. (4)] can be computed according to the finite
difference equation. The softest eigenvector is, however, often not the desired one
for reaction since it corresponds to the translational and rotational modes (C = 0)
in the basin region. Therefore, a biased rotation scheme as implemented in BP-
CBD is developed, in which the potential of R1 is modified as Eq. (5), where VN

is the bias potential added to the real PES Vreal of R1 that is a quadratic function
of coordinates R1 along N0

i [Eq. (6)]. As long as the parameter a [Eq. (6)] is large
enough, the biased rotation can guarantee the rotation of dimer will not deviate far
away from N0

i . The force due to the bias potential in constraining the dimer rotation
can be evaluated straightforwardly.

Vm−to−H = Vreal +
H∑

n=1

vn = Vreal +
H∑

n=1

wn × exp

⎡

⎢⎣−
(

Rt − Rn−1
t

)2 · Nni 2

2× ds2

⎤

⎥⎦

(7)

Ftot = Freal +
∑

n

wn · exp

⎡

⎢⎣−
(

Rt − Rn−1
t

)2 · Nni 2

2× ds2

⎤

⎥⎦ ·
(

Rt − Rn−1
t

)
· Nni

2× ds2 · Nni

(8)

On moving from Rmi to a high energy configuration RHi , a modified PES

Vm − to − H (= Vreal +
n∑
k=1
vk

)
is utilized, as shown in Eq. (7), in which a series of

bias Gaussian potential vn (n is the index of the bias potential, n= 1,2· · ·H) is added
one by one consecutively along the direction Nni and thus creates a series of local
minima Rnt along the moving trajectory on the modified PES. Similar techniques
have been used in Metadynamics (Iannuzzi et al. 2003). The local minima Rnt
is identified using local geometry optimization, where the force can be evaluated
according to Eq. (8). The w and ds in Eq. (7) control the height and the width of
Gaussian function νn, respectively. While w can be computed on-the-fly to guarantee
the success of the uphill, ds is left as an adjustable parameter in SSW simulation.
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It should be mentioned that Nni will always be updated from the initial random
direction N0

i at each Rnt and is then refined using BP-CBD rotation.
To sum, the uphill movement from Rmi to RHi is a repeated procedure containing

(i) updating the direction Nni at Rnt ; (ii) adding a new Gaussian function vn and
displacing Rnt along the direction Nni by a magnitude of ds (Rnt +Nni · ds); and (iii)
relaxing to Rn+1

t on the modified PES.
The overall efficiency of SSW method depends on the choice of the step length

of surface walking ds and the max number of Gaussian potentials H. A typical value
of ds ranges from 0.2 to 0.6 Å, being 10% to 40% bond length of chemical bonding.
The max number of Gaussian potentials (H) is also system-dependent and in general
a number in the range of 6∼15 is a sensible choice. With large ds and large H, a large
scope of PES can be explored rapidly, but it is at the expense of the resolution on the
reaction pathway between minima. Typically, for complex Lennard-Jones clusters
(e.g., LJ75 with multiple funnels and high barrier), the SSW simulation requires
300∼400 energy/force evaluation per MC step with ds = 0.6 and H = 14. It takes
typically 70∼80% computational efforts (energy and gradient evaluation) on the
climbing and the left 20∼30% on the relaxation to a minimum.

3 SSW-Crystal Method

The SSW method can be extended to explore the PES of periodic crystal systems,
named as the SSW-crystal method. Due to the additional degrees of freedom from
the lattice, the key issue in the SSW-crystal method is to couple effectively the
lattice and the atom movement in the solid structure displacement. In fact, there are
a number of possible ways to couple the lattice and atom displacement. One simplest
way is as introduced in Shang et al.’s work in 2014 (Shang et al. 2014), in which
the cell movement and atom movement are operated alternatively in one MC step. A
more sophisticated way is to combine the lattice parameters and atom coordinates
into a generalized coordinate, based on which PES is explored. The generalized
coordinate approach is similar to that implemented for TS search between two
crystal phases in variable-cell double-ended surface walking method (Zhang and
Liu 2015a). Below we mainly introduce the simplest way to couple the lattice and
atom displacement in the original SSW-crystal method.

The SSW-crystal method is constituted by three parts, the atom displacement
module using the SSW method (SSW module), the lattice displacement module
using the CBD method to treat cell vector displacement (CBD-cell module), and the
Metropolis MC module. The SSW module and the CBD-cell module are responsible
for the displacement of atom and lattice coordinates, respectively. By coupling these
two modules, the SSW-crystal can mimic the collective movement in crystal phase
transition that involves generally both the atom and the lattice degrees of freedom.
Shown schematically in Fig. 1b is such a combined CBD-cell (blue curve) and SSW
(green curve) displacement to manipulate one crystal structure from one minimum
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to another. Compared to the SSW method, only the CBD-cell module is new, and it
is elaborated in the following.

The CBD-cell module to displace lattice mimics the way to displace atom in
SSW method. In short, a few cycles are performed to displace smoothly the lattice
along one soft lattice mode direction. It has been found that the displacement along
the soft lattice modes, instead of a random direction or hard lattice modes, is critical
for achieving the high efficiency of crystal PES exploration. Each CBD-cell cycle
(blue arrows/curves in Fig. 1b) contains three steps, namely, the soft lattice mode
identification, the lattice displacement, and the local relaxation of atoms in the fixed
lattice. Specifically, the lattice displacement is achieved by displacing the current
lattice Ln0 (n is the index of the current CBD-cell cycle) along a soft lattice mode
direction Ncell to yield a new lattice Ln+1

0 , as described in Eq. (9). The lattice L is
a nine dimensional (3 × 3) vector. After the lattice displacement, the local energy
minimization is then performed on the fixed lattice.

Ln+1
0 = Ln0 +�L · Ncell (9)

In the equation,�L represents a small displacement for the lattice, which is under
the constraints for the maximum change in the lattice length (e.g., a, b, and c axis)

and the volume. Typically, �L = 0.15 ×
√∑

lij
2, lij ∈ Ln0, i.e., �L being about

15% change in the cell vector. It is obvious that the quality of Ncell determines
largely how efficient the PES exploration of solid will be.

L1 = L0 + dL · Ntcell (10)

FLrot = 2
(
L̇0 − L̇1

)− 2
[(

L̇0 − L̇1
) · Ntcell

] · Ntcell (11)

L̇ij = ∂H/∂Lij = −�
∑

k

(σik − pext)
[(

Lt
)−1

]

kj
(12)

To generate a physically meaningful Ncell, Shang et al. also use CBD rotation
method (Shang and Liu 2010) to identify one soft mode of the lattice Hessian,
starting from a random vector N (a nine-component vector, three rotational modes
are projected out in CBD rotation). The CBD rotation algorithm for lattice is
summarized in Eqs. (10) and (11), where L̇ denotes the first derivative of the
enthalpy (H) with respect to the lattice; σ is the stress tensor, � is the volume,
and pext is the external pressure; L1 and L0 are two lattice configurations, namely, a
dimer, separated by a fixed Euclidean distance of dL along Ntcell . In CBD rotation,
the dimer will rotate to minimize the rotation force (FLrot ) until a preset criterion
is reached. Ncell will in principle converge to the softest eigenstate of the lattice
Hessian matrix. The curvature (eigenvalue) of the Ncell can then be derived using
the numerical finite difference as:

Ccell =
(
L̇0 − L̇1

) · Ntcell/dL (13)
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The CBD rotation method is able to fast identify one soft lattice mode starting
from a random vector, typically within a few steps of energy/force evaluations.
Taking α-quartz (SiO2)12 crystal as an example where the SiO2 PES is described
by the BKS (Beest, Kramer and Santen) potential (van Beest et al. 1990), Shang et
al. have performed the numerical experiment to examine the efficiency of CBD for
the softest lattice mode finding. The six lattice modes of quartz can be numerically
calculated and the curvature Ccell of them are 4.98, 5.81, 8.47, 20.1, 21.7, 35.0
(×10−2 a.u.). As the representatives, the calculated softest (N1

cell) and hardest
(N6
cell) lattice modes are shown in Eqs. (14) and (15). Obviously, the softest lattice

mode represents the expansion along c axis and the compression along a and b axes,
while the hardest lattice mode represents the compression along all three directions.
Averaged over 5000 independent runs initialized from random vectors, the CBD
rotation prefers clearly the soft lattice modes: the probability for converging to three
soft modes and to three hard modes are 57.8% and 4.7%, respectively. The rest
37.5% converges to the hybrid modes.

N1
cell =

⎛

⎝
−0.16 0.08 −0.03
0.52 −0.74 −0.02
− 0.04 −0.03 0.38

⎞

⎠ (14)

N6
cell =

⎛

⎝
0.33 0.24 0.02
0.08 0.35 0.00
0.03 0.00 0.83

⎞

⎠ (15)

4 SSW Reaction Sampling (SSW-RS)

4.1 Reaction Sampling

Because the SSW simulation produces a continuous trajectory between minimum
and each displacement follows the soft mode direction, the SSW simulation can also
be utilized to identify low energy reaction pathways. The SSW reaction sampling
(SSW-RS) developed in 2015 (Zhang and Liu 2015b), as illustrated in Fig. 2, aims
to generate an ensemble of reactant-product (R/P) pairs between two connected
minima on PES. The two structures of the R/P pair can be utilized later for TS
location using the double-ended TS searching method.

As shown in Fig. 2, the SSW reaction sampling starts from one random
configuration of reactant, which is the input structure and may well not be the most
stable configuration of the reactant. During the simulation, the structures nearby this
reactant will be visited, including the conformation isomers of the same reactant (the
same phase region) and the likely products with different bonding patterns (the other
phase regions). Different from the Metropolis MC scheme in the global structure
search, a special structure selection module (to decide whether a new minimum
is accepted or refused) is designed to judge whether a (desirable) reaction occurs
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Fig. 2 The flow chart of
SSW-RS method

or not. If a new minimum in the other phase regions is identified, it is recorded
as the product of the current SSW step. Then the program will reject the new
minimum and continue the PES exploration from the reactant; on the other hand,
if the new minimum identified is still at the same reactant phase, the simulation will
accept the new isomeric structure and continue the structure exploration. The whole
procedure will be repeated until a large number of R/P pairs are collected. Typically,
a few hundreds of R/P pairs are required to reveal the lowest energy pathway of an
elementary reaction step (see Fig. 2).

The probability for accepting a new minimum in the structure selection module
is thus described by Pr in Eq. (16)

Pr =
{

0, reaction occurs
1, otherwise

(16)

where the occurrence of reaction is characterized by a group of preset conditions,
e.g., a dramatic change of system energy, the making/breaking of chemical bonds
and the change of the local chirality of atom for molecular reactions, the change
of crystal symmetry, and the change of structure order parameter for crystal phase
transition. These conditions need to constitute a sensitive measure for detecting
the occurrence of a desirable reaction from SSW trajectory. The probability P for
recording an R/P pair is given in Eqs. (17) and (18).

P = (1− Pr) · Pmc (17)

Pmc =
{

exp
[
E(Rm)−E(Rmt )

kT

]
, when E (Rm) < E

(
Rmt

)

1, otherwise
(18)

where Pmc is the Metropolis MC probability for accepting the new minimum Rmt

or reverting to the starting minimum Rm. The Metropolis NC scheme in reaction
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sampling helps to screen the highly endothermic reactions, which will not be
considered for subsequent pathway building.

4.2 Pathway Building

Once enough R/P pairs are collected, the low energy pathways connecting these R/P
pairs can then be determined by building the pathway between them. The pathway
building tool utilized in our work is the double-ended surface walking (DESW)
method (Zhang et al. 2013), which can treat both aperiodic and periodic systems
(Zhang and Liu 2015a). The DESW method follows the same uphill mechanism
in SSW method, i.e., repeated bias potential addition and local relaxation. It can
fast connect a pseudopathway between an R/P pair, which has been shown to
mimic the true MEP at the TS region. The DESW pseudopathway building helps to
screen unlikely pathways in an efficient way: only those with relatively low energy
pseudopathway will be considered further to locate the TS explicitly. In DESW,
because the reactant and the product obtained from the SSW reaction sampling may
be separated by more than one minimum, the highest energy TS along the pathway
will be first identified. The barrier calculated with respect to the GM energy of
reactant will be utilized a quantitative measure to compare different pathways and
to select finally the low energy pathways. The exact knowledge on the minimum
energy pathway (MEP) at this stage is in fact not essential (MEP may be calculated
only for a few lowest energy pathways that are important for kinetics).

The pathway sampling in the multiple-step reaction systems is even more
challenging for the presence of multiple intermediates. Liu group (Wei et al.
2017; Zhang et al. 2017a, b) have shown recently that by carrying out the SSW-
RS sampling from every likely intermediates, the whole reaction network can be
established eventually. The methods, such as Dijkstra’s algorithm (Dijkstra 1959),
can be utilized to analyze the network and identify the reaction mechanism. If the
overall rate of the reaction system is the concern, one can construct the transition
rate matrix and utilize the kinetics methods (such as kinetic MC) to simulate the
reaction kinetics.

While the key elements of the SSW-RS for reactivity prediction share common
features with the approaches proposed in recent years (Maeda et al. 2009; Maeda
et al. 2014; Schaefer et al. 2014), the SSW-RS has its own advantages in both the
reaction sampling and the pathway building. Thanks to the generality of the SSW
method, the SSW-RS is also a general purpose tool for sampling different type of
reactions, ranging from the association and dissociation molecular reactions (Zhang
and Liu 2015b), to the surface catalytic reaction (Zhang et al. 2017a) and to the solid
phase transition reactions (Zhu et al. 2015). This leads to the easy implementation
and high transferability of the SSW-RS method for different applications. Taking
molecular reactions as example, the SSW-RS can sample simultaneously both the
reactant conformations, a very flat PES with many likely conformations, and the
bond making/breaking reactions that have high reaction barriers. These features of
the SSW-RS method will be demonstrated in the following section.
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5 Application Examples

For the distinct features of SSW method (and the derived methods), such as the
evaluation of second derivatives of the PES and the gentle structure perturbation,
the SSW provides a unique tool to explore unbiasedly the global PES of a material
and in the meantime to identify the reaction pathways between phases of concern.
Besides, the gentle movement helps greatly the electronic structure calculation,
allowing one to use the one-electron wavefunctions and the charge density of the
earlier configuration, enabling a long-time stable PES sampling.

In this section, we describe a few typical applications of the SSW methods,
including the global PES and phase transition searching of TiO2, ZrO2, and carbon.
All these simulations are based on density-functional theory (DFT), where the
exchange-correlation functional used is the generalized gradient approximation
as parameterized by Perdew, Burke, and Ernzerhof (GGA-PBE) (Perdew et al.
1996). Corrections for van-der Waals dispersion are added in the case of carbon
crystal systems using the Grimme-D3 approximation (Grimme et al. 2010). The
interaction between atomic cores and valence electrons is described using the
projector augmented wave method (Kresse and Joubert 1999). All calculations use
plane-waves basis sets. For more details, the reader is referred to the original articles
cited below.

5.1 Global PES and New Crystal Phases of TiO2

The SSW method can be utilized to establish the global PES of material and
thus identify new crystal phases. This is exemplified in TiO2 system, an important
functional material widely utilized as coating materials and catalysts in many fields.
In particular, the photoactivity of TiO2 was hotly investigated for water splitting (Li
et al. 2010; Li and Liu 2011; Zhao and Liu 2014; Zhao et al. 2015). The PES of
TiO2 is highly complex as evident by the fact that many possible polymorphs are
present in nature (the most common phases of TiO2 at the ambient conditions are
rutile, anatase, brookite, and TiO2-B (Penn and Banfield 1999; Bakardjieva et al.
2006; Cheng et al. 2015)). New stable TiO2 phases have long been searched for in
material science.

In 2017, Huang et al. (2017) constructed TiO2 neural network (NN) potential
using SSW global PES data generated from first principles density functional theory
(DFT) calculations in small unit cells (below 12-atom). Six independent SSW global
search using NN potential (SSW-NN) were then carried out in a larger supercell
(48-atom), 10,000 minima visited in each run. In total, 6151 distinct minima were
obtained after removing duplicated structures. Figure 3a shows the global PES
contour plot projected onto the structural order parameter (OP2) and the total energy
(E). The corresponding density of states (DOS) is plotted in Fig. 3b.

The global PES shows that the crystalline region of TiO2 is below ∼0.2 eV per
formula unit (eV/f.u.) with respect to the GM (TiO2-B phase), and contains 224
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Fig. 3 (a) PES contour plot for TiO2 distinct minima sampled from SSW-NN global search. (b)
Density of states (DOS) plot for TiO2 phases in (a), showing that amorphous structures appear in
the 0.2∼0.7 eV/f.u. window. (c) The percentage of differently coordinated Ti for TiO2 structures.
[TiO5] and [TiO6] are main structural features for amorphous structures. (Reproduced from Ref.
(Zhang et al. 2017b) with permission from the PCCP Owner Societies)

distinct crystal phases (180 of them are newly found from SSW-NN simulation).
It is noted that the number of distinct crystalline structure is substantially large
considering that there are only ∼10 TiO2 phases reported from experiment (Cheng
et al. 2015). From 0.2 to 0.7 eV/f.u., one can see a salient deep-blue zone due to the
energy degeneracy of structures, featuring a high, continuous, and broad peak in the
DOS plot (Fig. 3b). This zone is dominated by amorphous structures.

The Ti coordination number x ([TiOx]) for all structures is analyzed to understand
the difference between amorphous and crystalline phases. The evolution of the
Ti coordination in solids with the increase of energy is plotted in Fig. 3c. This
is done by counting and averaging the Ti coordination for structures in the same
energy interval, E to E + dE (5 meV/f.u.). Figure 3c shows that [TiO4], [TiO5],
[TiO6], and [TiO7] constitute the major coordination environment for Ti. For the
low energy crystal phases (e.g., rutile, anatase, TiO2-B), they generally contain only
TiO6 octahedra (100% [TiO6], energy lower than 25 meV/f.u.). The [TiO5] starts to
appear above 30 meV/f.u. This and [TiO6] correspond to the dominant coordination
for amorphous structures. By contrast, [TiO4] and [TiO7] are rare coordination in
TiO2 solids: they appear at high energies and are found either in high pressure
phases ([TiO7]) or in open structures ([TiO4], e.g., cage, 2-D layer).

Interestingly, the SSW-NN PES exploration discovers stable porous structures,
which could be potentially useful as molecular sieves and catalysts. Two such phases
with open cages labeled as phase-87 (I4/m, #87) and phase-139 (I4/mmm, #139)
rank 10 and 23 in the minimum energy spectrum respectively, having the similar
stability as the common rutile phase that ranks 30 in the spectrum. The [TiO5]
coordination is the key structure feature in these porous TiO2 structures, and they
are found to be good candidates for anode material in Li ion battery (Ma et al.
2017). Importantly, the calculated barrier for the phase-87 to anatase transition is
0.22 eV/f.u., which is quite high considering that the barrier from TiO2-B to anatase
is only 0.12 eV/f.u. (Zhu et al. 2014) and the experimental temperature for TiO2-B to
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anatase conversion is ∼673 K (Zhang and Banfield 1999). Our results indicate that
the porous phase-87 is kinetically stable. One can argue then that, once synthesized,
the new phase could be stabilized at ambient conditions.

5.2 Zirconia Phase Transitions

The crystal-to-crystal phase transition has long been a great challenge for computer
simulations. Recently, the SSW-RS method has been utilized to provide important
insights into the phase transition mechanism and kinetics. As a prototype system for
crystal phase transition, the tetragonal-to-monoclinic (t-m) phase transformation in
ZrO2 (Kelly and Rose 2002) is widely exploited in mechanical ceramic toughening
(Jin 2005) and in heterogeneous catalysis for tuning surface activity (Wang, et al.
2007). This phase transition is rapid and reversible above ∼1000 ◦C and incurs an
appreciable volume increase (by 4.2%) that is in accompany with the decrease in
the coordination number of Zr from 8 to 7. Although it was long regarded as a
diffusionless Martensitic phase transition (Wolten 1963; Bhattacharya et al. 2004),
the transformation kinetics at the atomic level has been debated for over 60 years.

Using SSW-RS method, Guan et al. (2015) in 2015 have determined the lowest
energy transition pathways and resolve the physical origin of two types of orien-
tation relationship (OR) in ZrO2 t-m phase transition. From 269 pathways of t-m
phase transition obtained from SSW-RS, they identified three distinct lowest energy
pathways. The overall potential energy profiles of these pathways are shown in
Fig. 4a. Path I and Path II are pathways for t-m phase transition with the same appar-
ent OR, i.e., (100)m//(110)t; [001]m//[001]t, being the Type-C OR in literatures.
Unlike Path I, Path II is an indirect channel involving an intermediate orthorhombic
phase, o-phase (Pbc2/1, #29), with OR as (100)m//(001)o; [001]m//[100]o and
(001)o//(110)t; [100]o//[001]t. The 3-D contour plot of Path II is illustrated in
Fig. 4b. Path III is a branch channel involving the ferroelastic transformation of the
t-phase itself by switching the c and b axis of crystal. The OR is (110)t//(110)t’;
[001]t//[110]t’. When Path III (t-t’) is followed by Path I or II (t-m), the apparent OR
of t-m phase transition is switched to (100)m//(110)t; [010]m//[001]t, which turns out
to be Type-B OR in literature.

The calculated barriers of Path I and II leaving t-phase are extremely low, 2.6 and
3.5 meV/f.u. relative to t-phase, respectively, while that for Path III is 29.2 meV/f.u.,
being much higher than the previous two pathways. Compared to the t-phase to
o-phase (t-o), the o-phase to m-phase (o-m) in Path II needs to overcome much
higher barrier (32.1 meV/f.u.), which indicates the o-phase is a trapping state at
low temperatures. Because o-phase is only 0.60% larger than t-phase in volume,
the transformation toughening is largely prevented as the o-phase forms at low
temperatures. Although the volume of o-phase is close to t-phase, the Zr in o-
phase is 7 coordinated; half of the O atoms are 4 coordinated and the others are
3 coordinated, which are the same as those in m-phase. In short, in Path II, the t-o
phase transition breaks four Zr-O bonds per cell (12-atom) but has little change in
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Fig. 4 (a) Potential energy profile for the lowest energy pathways from tetragonal phase (T or T’)
to monoclinic (M) phase. (b) The 3-D PES of Path II obtained by the linear interpolation of lattice
parameters (x axis) and atomic fractional coordinates (y axis) from structure snapshots in Path II.
(c) The local structure change during phase transition following Path I and III viewed down from
the determined atomic habit plane, (110)t or (100)m surface. The Zr-Zr distances labeled are in Å.
Zr: cyan; O: red. (Reprinted with permission from (Guan et al. 2015). Copyright 2015 American
Chemical Society)

lattice; the o-m phase transition involves a large lattice distortion while keeping the
overall coordination.

The reaction pathway obtained from SSW-RS also reveals in detail how atoms
displace during the phase transition. The atomic movement on (110)t and (100)m
in Path I and Path III is illustrated in Fig. 4c, where both two types of OR can be
generated. The (110)t and (100)m surfaces are determined to be the atomic habit
planes (interface) in the phase transition, which fulfill the following criteria: (i)
having minimum strain as evidenced by the close lattice parameters, e.g., (110)t:
5.15 × 5.31 Å; (100)m: 5.28 × 5.40 Å (Fig. 4c); (ii) having minimum atomic
movement in phase transition; (iii) acting as a coherent interface with close atomic
match between two phases, forming a heterophase junction.

Unlike the two lowest energy pathways, Path III is not directly leading to m-phase
but a ferroelastic transformation of t-phase. Such a reorientation of the individual
tetragonal domain is enabled by a permutation of the b and c axis in (110)t habit
plane. The t-t’ phase transition goes through TS4 that has a cubic-phase-like lattice
(P4/nbm, #125). The diagonal Zr-Zr distances in the habit plane are all 5.20 Å
(Fig. 4c), giving rise to a volume drop of 1.3% from t-phase to TS4.

The results suggest that the OR of t-m phase transition should be dominated by
Type-C OR (Bansal and Heuer 1974). However, Type-B OR, although less often
observed, was reported experimentally in the phase transition of high temperature
zirconia single crystals (Wolten 1964) and in 3YSZ ceramics (Wu and Chiang
2011). To resolve this puzzle, the phase transition pathways under three different
external pressures (hydrostatic) at 5, 7, and 10 GPa are computed to mimic
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the large stress-field that is developed at grain boundaries owing to the volume
expansion during t-m phase transition. Among three pathways, only Path III is
facilitated at high pressures, which turns out to be the lowest energy channel (�Ha
III = 17.5 meV) at 5 GPa compared to other two pathways (18.6 and 60.2 meV).
This is in fact not surprising because the cubic-phase-like TS4 has the smallest
volume in all the located TSs and phases, and thus a compressive field helps to
reduce the barrier greatly (the volumes of TS1 and TS2 are larger than t-phase,
and that of TS3 is also larger than o-phase). The result indicates that under high
pressure condition the Type-B OR would be the more favorable OR for the t-m
phase transition. Actually there are some experimental evidences that are consistent
with this finding. For example, Chien et al. (1998) utilize Vickers microindentation
experiment to induce the phase transition of Y-stabilized ZrO2 from t-phase to m-
phase. They observe the ferroelastic domain switching of t-phase together with
the t-m Martensitic transition and importantly, only Type-B OR is found in the
experiment. We emphasize that the presence of the o-phase does not add new OR.
An important implication from current theoretical sampling on PES of ZrO2 is that
multiple energy-nearly-degenerate reaction channels can coexist in solid-to-solid
phase transition and share the same OR. The knowledge of OR that is possible to
obtain from experiment is in fact not enough to unravel the mechanism and kinetics
of the solid-to-solid phase transition.

5.3 Graphite to Diamond Phase Transition

The graphite (G) to diamond transformation investigated by Xie et al. (2017) in 2017
is a good example to illustrate how to combine SSW and SSW-RS to resolve the
mechanism of complex material structural transformation. It has long been a dream
in human history (DeCarli and Jamieson 1961; Bundy and Kasper 1967; Hanneman
et al. 1967; Naka et al. 1976) to convert graphite to diamond at mild reaction
conditions. Modern research shows that the growth of large diamond crystals is
kinetically hindered. The cubic diamond (CD), despite thermodynamically most
stable among carbon allotropes above ∼5 GPa, is not the main product under mild
static compression of graphite, ∼ 15 GPa and ∼1000 ◦C (Bundy and Kasper 1967;
Yagi et al. 1992; Britun et al. 2004; Németh et al. 2014). In fact, the product is
the dominated by hexagonal diamond (HD) and heterophase junctions. While great
efforts have been devoted in past decades to understand the diamond phase growth
from graphite matrix, the kinetics data computed from theory are still at odds with
general experimental findings (Fahy et al. 1987; Scandolo et al. 1995; Tateyama et
al. 1996; Mujica et al. 2003; Khaliullin et al. 2011; Xiao and Henkelman 2012).

Xie et al. (2017) first used the SSW method to scan the phase space of carbon
allotropes. To identify the likely intermediates during diamond growth, they focused
on those less stable, less ordered heterophase junctions that are transient in kinetics.
SSW simulations with the environment dependent interatomic potential (EDIP)
(Marks 2000) for carbon were carried out using different supercells up to 32-atom
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Fig. 5 Finding metastable heterophase junctions from SSW global PES exploration under 15 GPa.
The right-bottom figure plots energy against average coordination number of 4000 structures.
Different structures could have the same interface. (gh1)-to-(ghc2) show the structure of seven
most stable interfaces from DFT. The dashed lines mark the close-packed planes, i.e., (111) for
CD and (001) for HD. For gh2 interface, the interface is normal with (001)HD. The interface atoms
are orange colored for clarity. (Reprinted with permission from (Xie et al. 2017). Copyright 2017
American Chemical Society)

per cell at 15 GPa. The simulations were terminated until no more new types of
junctions were revealed from PES exploration (>106 minima collected).

In total, more than 4000 minima were identified that are distinct from graphite
and have relative low energetics (0.3 eV per atom above graphite). The energetics of
the phases against the average carbon coordination number (Nc) is plotted in Fig. 5
(Nc is calculated by counting the first neighbors, where the C-C distance below
1.70 Å is regarded as bonding; Nc for diamond and graphite is 4 and 3, respectively).
It shows that a large number of mixed phase intermediates (Nc in between 3 and 4)
are obtained from SSW global structure search. By inspecting the geometry of all
these structures closely, the metastable heterophase junctions that contain graphite
component were screened out and distinguished according to the interface type and
crystallographic orientation relationships (OR). There are seven types low energy
heterophase junctions as indexed from gc1 to ghc2 in Fig. 5 and their associated
interfaces are listed in Table 1.

For these heterophase junctions, gc1 is the only G/CD biphase junction; gh1 to
gh4 are G/HD biphase junctions differing by the interfaces; and ghc1 and ghc2 are
G/HD/CD three-phase junctions. HD/CD structure can be considered as a diamond
structure with stacking faults on the close-packed plane. They belong to four distinct
ORs as follows:
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Table 1 Structure and energetics of metastable heterophase junctions in graphite-to-diamond
solid phase transition. (Reprinted with permission from (Xie et al. 2017). Copyright 2017 American
Chemical Society)

Name Interface ORa γ �S Ea

gc1 (001)G//(111)CD 1 0.41 −3.7% 0.79
gh1 (001)G//(100)HD 3 0.23 0.7% 0.47
gh2 (110) G //(110)HD 3 0.24 22.6% 0.55
gh3 (100) G //(001)HD 3 0.35 25.2% 0.87
gh4 (001) G //(001)HD 4 0.42 −2.6% 0.85
ghc1 (100) G //(111)CD

(100) G //(001)HD

2,3 – 23.8% 0.84

ghc2 (001) G //(111)CD
(001) G //(001)HD

1,4 – −3.2% 0.80

aListed data include the interface planes, the crystallographic OR, the interfacial energy (γ, eV/Å2),
the reaction barrier (Ea, eV per interface atom) for the heterogeneous pathway mediated by the
corresponding junction, the area misfit between connecting phases at the interface (�S, with
respect to graphite)

OR1: (001)G//(111)CD, [100]G//[110]CD;
OR2: (001)G//(211)CD; [100]G//[110]CD;
OR3: (001)G//(100)HD, [110]G//[001]HD;
OR4: (001)G//(001)HD, [010]G//[010]HD.

Among them, OR2 is 30 degrees off OR1, and OR4 is 90 degrees off OR3; OR2
does not occur independently but combines with OR3 to yield a C1-type three-phase
junction (Scandolo et al. 1995). Only OR1 and OR3 were reported in experiment
(Bundy and Kasper 1967; Yagi et al. 1992; Britun et al. 2004). For example, Britun
et al. observed CD formation at 7 GPa and 1500 ◦C with OR1 (Britun et al. 2004).

The presence of multiple metastable heterophase junctions indicates that the
kinetics of the pressure-induced graphite transformation is complex, governed
by multiple anisotropic reaction channels. Xie et al. then utilized the SSW-RS
simulation to determine the phase transition pathways that are mediated by these
heterophase junctions.

The SSW-RS simulation starts from one heterophase junction (as listed in Table
1) and the pathways leading to G, HD, and CD phases are collected. After collecting
a significant number of R/P pairs, i.e., >200 pairs for each heterophase junction, the
TS was explicitly located using DFT and double-ended searching method, based on
which the low energy pathways are determined by sorting the computed barriers.
All the lowest energy pathways mediated by the seven different junctions were
finally determined and the overall barriers of them (the highest energy TS along
the pathway with respect to the graphite) are also listed in Table 1. The gh1-
pathway (via gh1 junction) and gh2-pathway (via gh2 junctions) are the lowest
barrier pathways, being 0.47 and 0.55 eV per interface atom (eV/ia), which is in
line with the higher stability of their interfaces. The other pathways with less stable
interfaces have much higher barriers, 0.75∼0.90 eV/ia.
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Fig. 6 Reaction energy
profile for three lowest energy
pathways (top panel), and
reaction snapshots along the
lowest energy pathway from
G to HD mediated by
gh1-type interface (bottom
panel). The relative energy of
state (eV per interface atom)
is indicated in the corner.
(Reprinted with permission
from (Xie et al. 2017).
Copyright 2017 American
Chemical Society)

Figure 6 shows the reaction energy profiles of the lowest energy pathways
mediated by gc1, gh1, and gh2 type interfaces. For the gh1 pathway from G to
HD, it involves two intermediate states MS1 and MS2, both containing gh1 type
interface. The lower overall barrier in gh1 compared to gc1 and gh2 can be attributed
to the high stability of the reaction intermediates. The gh1 pathway in Fig. 6 is a
representative to illustrate how atoms move during the phase transition.

The reaction initiates via the relative slipping of graphite basal plane along
[110]G by 1/2 C-C length (0.7 Å) followed by the compression at [001]G. From
G-to-MS1, the first step, the compression leads to the buckling of three neighboring
graphite layers. The neighboring carbon rows along [110]G in a graphite layer then
displace collectively out of the basal plane at opposite directions and approach to
the neighboring graphite layers. New C-C bonds are evolved at the TS (TS1gh1) is
1.95 Å, after which a three-atomic-layer HD nucleus is created at MS1, showing
the characteristic sp3 bonding of diamond. The remaining steps, MS1-to-MS2 and
MS2-to-HD, propagate the interface at [001]G with the same atom displacement
pattern, leading to the growth of HD phase. The graphite basal plane evolves
into (100)HD, accompanied by 25.6% compression at [001]G. In the pathway, the
stability of the nascent HD nucleus (MS1) in graphite matrix dictates largely the
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barrier height (TS1) of transformation, demonstrating the critical role of nucleation
in kinetics.

The rate for graphite phase transition following heterogeneous pathways can be
estimated: the formation of CD phase is at least 40 times slower compared to that
to form HD phase at 1000 ◦C from microkinetics (by assuming the same prefactor).
On the other hand, the reactions to CD phase and other mixed phase microstructures
occur simultaneously: the rate difference is less than 1.12 times at 1000 ◦C. These
quantities confirm HD phase is kinetically much favored, which correct the wrong
prediction from collective pathways and MD results (Fahy et al. 1987; Scandolo et
al. 1995; Tateyama et al. 1996; Khaliullin et al. 2011). Indeed, the G/HD composite
with OR3 was commonly observed at 1000 ◦C (Bundy and Kasper 1967; Yagi et
al. 1992; Britun et al. 2004; Németh et al. 2014), where CD phase is not formed
yet; Németh et al. observed the mixed phase (CD/HD) at 2200 ◦C and 19 GPa
(Németh et al. 2014) using transmission electron microscopy, indicating that the
high temperature is a must to overcome the barrier of CD nucleation. The high
HD selectivity is attributed to the presence of three low energy G/HD junctions,
i.e., gh1, gh2, and gh3, orthogonal with each other, and two low energy anisotropic
pathways via gh1 and gh2 junctions. These maximally stabilize HD nuclei inside
graphite and allow for HD propagation in three dimensions (3D). By contrast, there
is only one and high barrier gc1-pathway to form CD. Its barrier is similar to the
pathways leading to the mixed phases. This indicates that the nascent CD nuclei
in 3D inevitably introduce incoherent interfaces inside graphite and thus the CD
growth is not favored both thermodynamically and kinetically.

6 Concluding Remarks

This chapter serves as a short overview of the SSW global optimization method
and its recent application in material simulation. The SSW method is designed
to combine some key features of existing theoretical methods for global structure
search and reaction pathway sampling. A major feature in SSW method is the
smooth structure perturbation, which mimics that in conventional MD simulations.
While MD simulations meet great difficulties in overcoming high barriers, the
SSW can go uphill on PES facilely by adding consecutive bias potentials along
a soft curvature direction that is generated randomly and softened subsequently.
The explicit consideration of the second derivation information and the repeated
local relaxation are key techniques to keep the SSW trajectory close to low energy
pathways.

Three examples on TiO2, ZrO2, and carbon are presented to demonstrate the
current ability of SSW for global optimization and reaction pathway sampling. The
SSW method in combination with first principles calculations can be utilized to
generate a rich data on the PES of a material. It can reveal unknown new phases
for constructing the phase diagram and help to map out the lowest energy pathways
for understanding reaction kinetics. Perhaps more interestingly, this big data may
also be utilized for machine learning, for example, to train high dimensional NN
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potential of material. Considering that the NN potential is computationally much
less demanding than the electronic structure calculation methods, the combination
of SSW with machine learning techniques may bring a new era for material
simulation in the decade to come.
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Abstract

FPASS (first-principles-assisted structure solution) is a global optimization
method that can be used to determine the structure of a material from a powder
X-ray diffraction pattern (Meredig and Wolverton, Nat Mater 12(2):123–127,
2013). Using a hybrid of Rietveld refinement and minimization of energies
from density functional theory calculations, FPASS can be used to solve crystal
structures with reduced guidance from experts typically required for Rietveld
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refinement alone. This article presents the core concepts of the FPASS method
and how it compares to other structure solution and prediction methods. A
number of case studies are presented that show the breadth of structure types that
have been solved using this method, including those run in a high-throughput
mode. Finally, future directions and research opportunities around the FPASS
method are discussed.

1 Introduction

Powder X-ray diffraction (XRD) is a common technique used to characterize the
structure of a material (Cullity and Stock 2001). A sample of material is turned into
a powder and then bombarded with X-rays. The diffracted intensities of those X-rays
are measured in the area surrounding it. The resulting intensity pattern, which is a
function of the scattering angle, will have peaks and shapes that are characteristic
of the structure of the material. Once the diffraction pattern for a material has been
obtained, it can be compared against libraries of patterns for known materials. This
process allows for the identification of the material, or combination of materials,
that are contained in the sample. However, this method for determining the phases
present in a sample only works when reference patterns exist for all of those phases.
When this method fails, the structure of the material must be solved in a different
way.

Powder XRD patterns are a direct function of the structure of the material
being characterized. In this way, they represent a reduction from a very high-
dimensional space (the unit cell shape and atomic positions within it) to a much
lower-dimensional space (the two-dimensional pattern of intensity vs. scattering
angle). The challenge in solving structures is to reverse that reduction, that is,
to determine the crystal unit cell shape and atomic coordinates from the two-
dimensional, measured pattern.

The common workflow for solving a crystal structure from powder XRD data
is composed of three main steps: unit cell determination, identification of atomic
positions, and structure refinement (Pecharsky and Zavalij 2005). The first step, unit
cell determination, is the process of inferring the parameters and symmetry of the
unit cell from the relative diffraction angles, intensities, and systematic absences
of diffraction peaks. The second step involves determining which arrangement
of atoms within the unit cell best describes the observed diffraction pattern. The
final step is to optimize the agreement between the simulated pattern of the
proposed structure and the diffraction data by making fine adjustments to the
proposed solution that maximize the agreement. A common, modern approach for
the refinement step is Rietveld refinement, a process that not just optimizes the
crystal structure parameters but also accounts for other factors (e.g., grain size) that
affect the shapes of the individual diffraction peaks (Rietveld 1969).

The complexity of solution from Powder XRD lies in the often-large space of
possible crystal structures and the low amount of information present in powder
diffraction patterns. With an infinite amount of computing time, every possible
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combination of atomic positions for a structure could be generated and then refined.
Unfortunately, in reality, this process would be impossibly slow. Including the shape
of the lattice, there are 3N + 3 degrees of freedom in a structure with N atoms (if
the symmetry of the structure is ignored). While this space of candidate structures
is occasionally small enough for a human expert to find the solution after only a few
guesses, there do exist methods to automate the solution processing for the many
difficult cases. One such option is to employ global optimization algorithms.

Methods that employ global optimization to solve crystal structures are known
as direct-space structure solution methods (Černý 2017). Originally developed in
the early 1990s (Harris and Tremayne 1996), direct-space methods leverage the
ability of global optimization algorithms to determine solutions that maximize an
objective function (in this case the match to the diffraction pattern) with minimal
numbers of guesses, making it possible to search intractably large solution spaces.
In the following decades, scientists developed a variety of direct-space methods
that employ many different global optimization algorithms, including simulated
annealing (Deem and Newsam 1989), genetic algorithms (Kariuki et al. 1997), and,
more recently, particle swarm optimization (Gao et al. 2017).

In addition to the size of the search space that must be explored, a second
difficulty can arise during global optimization; two or more structures may be
generated with very similar matches to the experimental diffraction pattern. There
are several routes to resolving this ambiguity when it occurs. Of course, one can
always apply domain knowledge to select which of the candidate solutions is more
likely or perform additional experiments (e.g., NMR, neutron diffraction) that may
differentiate structures with similar X-ray patterns. Another route is to integrate
the energy of a structure into the solution process. Known as hybrid direct-space
structure solution methods, they use the energy computed from empirical potentials
to find which structures are most likely to be stable (Lanning et al. 2000; Putz et al.
1999). Adding structural energy as a metric during the structure solution guides the
optimization algorithm away from unphysical solutions, which further speeds the
solution process (Lanning et al. 2000).

These powerful concepts of efficient global optimization using the energy as
a guiding function are combined in the FPASS method (First-Principles Assisted
Structure Solution) (Meredig and Wolverton 2013; Ward et al. 2015, 2017).
FPASS allows for structure solution from powder XRD patterns with limited
human intervention. It combines global search methods, biasing based on energies
obtained from first-principles calculations, and local optimization through Rietveld
refinement. The details of the method are described in the next section and a number
of applications in the section following that.

2 The FPASS Method

There are three main components to the FPASS method. First, a global optimization
strategy is employed to search across all configurations of atoms in a crystal
structure with a fixed composition in order to find structures in the neighborhood
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of those likely to have been observed in experiments. Second, energies computed
from density functional theory (DFT) are used to guide the selection of candidates
so that structures with relatively low energies are favored to those with higher
energies. Third, a local refinement of each candidate crystal structure minimizes
the difference between observed and computed XRD patterns. In the end, the goal
of the FPASS method is to find a crystal structure that minimizes the total energy of
the structure while having a simulated diffraction pattern that most closely matches
the experimentally observed one.

Density functional theory is used in FPASS due to its ability to produce the
energy of a material given only its lattice parameters and positions of atoms in the
unit cell (Hohenberg and Kohn 1964; Kohn and Sham 1965). This feature makes
it general enough to apply to any problem for which the counts of each element in
the structure are known. However, any energy function could be used in its place.
For example, a classical potential, if one existed for a system, could be used to
more quickly calculate energies but would be less accurate than DFT. The only
requirement of the energy calculation is that it accurately ranks the relative energies
of any set of structures in a single FPASS run.

A coarse search of structures with a fixed composition is performed using a
genetic algorithm. Genetic algorithms mimic the evolution of a species by creating
a series of generations, each a function of crossover (or mating) operations of
the members of the current generation, and random mutations of the children of
those operations. In the context of structure solution, each member of a generation
represents a single set of atomic positions within a fixed unit cell on a lattice. A
genetic algorithm is parameterized by some initial population, a set of allowed
crossover operations, and a set of randomly selected mutations.

The symmetry, or space group, of a material puts constraints on the atomic
positions of the atoms in the structure (Michel and Wolverton 2014). These
constraints manifest in two ways. First, the space group of a material defines a set of
Wyckoff sites. Each Wyckoff site contains one or more positions that are equivalent
by symmetry and which must all be occupied if any one of them is; this set of
positions is known as the orbit of the site. Some space groups may only have a few
Wyckoff sites while others can have tens of them. Choosing which set of Wyckoff
sites to occupy (some can be occupied more than once) for a structure amounts to
searching over all combinations such that the number of atoms sums to the correct
amount. Second, the continuous positions of the symmetrically unique atoms may
be constrained by the symmetry of a Wyckoff site. In this way, an atom might be
free to move in all directions on a single position of a Wyckoff site, or it may be
restricted to a plane, line, or even to a specific point.

Since the number of possible combinations of Wyckoff sites can be extremely
large, FPASS includes heuristics to select likely Wyckoff site occupations that are
based on experimentally observed structures. In particular, a survey of the Inorganic
Crystal Structure Database (ICSD) (Belsky et al. 2002) has shown that a majority
of crystal structures have site occupancies such that the number of Wyckoff sites
that are occupied is minimized for the number of atoms in the structure. In other
words, nature tends to favor crystal structures in which the number of symmetrically
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unique atoms is minimized. When a structure is generated in FPASS, the list of
possible combinations of Wyckoff sites is enumerated such that atomic counts are
preserved. Each of these combinations is assigned a probability that is proportional
to the fraction of ICSD compounds with that number of Wyckoff sites relative to
the minimum possible. For example, if the minimum number of Wyckoff sites that
a structure could occupy is two, then a set of four Wyckoff sites would be assigned
a probability equal to the fraction of structures in the ICSD that contained exactly
twice the minimum possible number of sites. The degree to which combinations of
sites are biased by this distribution is an input to each FPASS calculation. When
the ICSD distribution is weighted heavily, the structures that are found in the global
search are likely to be similar to those in the ICSD. Conversely, when the ICSD
distribution has a small weight or is turned off entirely, the optimization is more
likely to find structures that are very dissimilar to those in the ICSD.

Once a set of Wyckoff sites has been selected, atomic positions are generated
so that they obey the symmetries of those sites. For example, an atom on the 2h
Wyckoff site (1/3,2/3,+z) of the P6 space group can occupy any position along the
z axis but must have x and y coordinates equal to 1/3 and 2/3, respectively. When
the coordinates of one atom on a Wyckoff site have been generated, all atoms in the
orbit of that site are fixed by its symmetry.

Two values are calculated for every structure in a generation. First, the match
between the experimental and simulated XRD patterns is optimized (see discussion
below on Rietveld refinement). Each structure i is assigned a score SXRD

i which
is equal to its rank against all other structures when their matches to experiment
are placed in ascending order. For example, the structure with the best agreement
between experimental and simulated XRD patterns would have SXRD

i = 1, while
the structure with the worst agreement would have SXRD

i equal to the number of
structures in the population. Second, the total energy of each structure is calculated
using DFT. When ranked from lowest energy to highest, each structure is assigned
a score SDFT

i equal to its position in the list. Finally, each structure is given an
aggregate score:

Si = SXRD
i + SDFT

i . (1)

As an example, a structure with both the lowest total energy and best match to
experimental XRD pattern would have Si = 2. A fixed number of the best performing
structures (those with the lowest values of Si) are immediately carried over to the
next generation. The remaining structures are replaced by structures generated in
crossover operations where those structures with lower values of Si are more likely
to have their features carried over to the next generation as compared to structures
with higher values.

The objective function described in Eq. 1 was selected because summing ranks
eliminates the need to unify scales between XRD match and DFT energies. In order
to avoid assigning a weight to bias the algorithm toward sampling structures with
better or worse matches to the XRD pattern, the structure with the lowest energy is
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selected as the candidate solution. In approximately 100 test cases, it was found
that the lowest-energy structure within the constraints employed in the FPASS
calculation (e.g., symmetry, unit cell parameters) and the experimentally determined
crystal structure are always the same. It is possible to test whether the lowest-energy
structure also has the best XRD match for new cases because the XRD match and
energy are recorded for each structure evaluated by FPASS.

Crossover operations are defined in FPASS by choosing combinations of Wyck-
off sites from the parent structures. Consider the case of the P6 space group with
four atoms. Assume that the first parent has two atoms on the 2i site and two atoms
on the 2h site, while the second parent has one atom on each of the 1f, 1e, 1d, and 1c
sites. During crossover, all combinations of sites that add up to four total atoms are
enumerated. For example, a structure with atoms on the 2i, 1f, and 1e sites would
be among the set of candidates. Each combination is assigned a weight using the
ICSD-based biasing, then one of those sets of Wyckoff sites is chosen at random to
be used as the child that is carried to the next generation.

With some probability, each child that is generated during the genetic algorithm
will be selected to have either or both of two mutation types applied to it. In the
first mutation type, the positions of atoms are randomly perturbed while ensuring
that those perturbations do not break the symmetry of the structure. This mutation
allows for changes to the positions of atoms on each Wyckoff site. In the second
mutation type, new combinations of Wyckoff sites can be randomly selected, and
atoms moved from the old sites to the new ones. When these new Wyckoff sites
are selected, atoms are placed at random positions while ensuring that symmetry is
preserved.

Once a set of structures has been generated, Rietveld refinement is carried out for
each. The objective function during refinement is defined by Pecharsky and Zavalij
(2005):

R =
∑

2θ

∣∣Icalc −
(
Iobs − Ibg

)∣∣
∑

2θ

∣∣Iobs − Ibg
∣∣ (2)

where Icalc, Iobs, and Ibg are the calculated, observed, and background intensities,
respectively, and the sums run over angles measured in the observed pattern. The
background intensity, Ibg, is modeled as a Chebyshev polynomial of the angle, the
features of which are treated as fitting parameters during refinement. The calculated
pattern for diffraction off of the plane hkl (which can be directly converted to an
angle 2θ ) has the following definition:

Ihkl = K ×mhkl × LP (θ)× Thkl × Ahkl × |Fhkl |2 . (3)

K is a scaling factor that can be optimized during refinement. mhkl is the number
of planes that are equivalent by symmetry to hkl (since the intensity only needs to
be computed for one). LP (θ) are the Lorentz and polarization factors. Thkl is the
preferred grain orientation or texturing. Ahkl is the volume absorption of the plane.
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|Fhkl |2 is the structure factor. Each peak is broadened by multiplying the computed
intensity (I_hkl) by a psuedo-Voight function centered at the peak center (2Θ). The
width parameters of the pseudo-Voight function are optimized during refinement,
the parameters of which are optimized during refinement. Using this function for
the calculated intensity, all free parameters are adjusted during refinement in order
to minimize Eq. 2.

As described, the FPASS method sits at the intersection between energy-based
structure prediction and experimental solution to powder XRD patterns. There are a
number of difficulties when each of these methods is used individually that FPASS
can help alleviate. First, the size of the search space can be very large (3N + 3
degrees of freedom for N atoms when the lattice shape is not known) in pure
structure prediction. However, the use of a reference powder XRD pattern can
bias the search in the space of structures that are most physical. In addition, the
symmetry of the space group determined from the XRD pattern will, unless it is P1,
impose constraints on atomic positions and reduce the number of free variables
in the optimization. Second, as already discussed, the global search methods in
FPASS allow for structure solution even in the absence of an expert to drive them.
Third, some elements, such as hydrogen, do not scatter X-rays strongly, and the
positions of these atoms can be impossible to determine through powder XRD alone.
Since the energy of structures are calculated in FPASS, the positions of these atoms
can be taken from the lowest-energy configurations. In the next section, example
applications of FPASS are described that take advantage of each of these features.

3 Selected Results

There are two classes of problems to which FPASS has been applied: first, to
validate FPASS by confirming existing structures in the literature and, second, to
solve diffraction patterns that had no known structure associated with them. In this
section, a number of examples of each of these types are highlighted in order to
show the breadth of problems that have been solved using this method.

3.1 Li2O2

Li2O2 is a material that has been widely studied for use in lithium-air batteries.
Given its technological importance, the structure of the material is of interest since it
is needed, for example, to calculate diffusion energetics using DFT (which requires
a complete crystal structure as input). Two crystal structures, both in the P6 space
group, had been proposed for this chemistry: one structure by Föppl (1957) with an
8-atom basis and the other by Fehér et al. (1953) with a 32-atom basis. DFT can
be used to determine which of these structures has the lowest energy at T = 0 K.
Indeed, the structure proposed by Föppl has a lower energy than that given by Fehér
(Cota and de la Mora 2005; Chan et al. 2011).
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Fig. 1 Energy of the best structure at each step of an FPASS optimization of Li2O2. Red, dashed
lines use a 32-atom cell while blue, solid lines use an 8-atom cell. The structure proposed by Föppl
(1957) is the lowest-energy structure found during all simulations (Meredig and Wolverton 2013)

Given the questions around the structure in this system, FPASS was applied to
determine whether there might exist some other structure in the same space group
with a better match to the experimental pattern (Meredig and Wolverton 2013). A
32-atom cell was generated for Li2O2 in the P6 space group. The results for this
optimization are shown in Fig. 1. These findings support those of other studies (Cota
and de la Mora 2005; Chan et al. 2011) in that the Föppl structure is the lowest-
energy one that exists.

3.2 MgNH

Due to the presence of hydrogen, the structure of MgNH is difficult to resolve from
an XRD pattern and is also difficult to predict from energetics alone due to the
complexity of the structure. In this way, MgNH is an ideal candidate for solving
with FPASS since a hybrid approach can mitigate both issues. Some historical
information was used in applying FPASS to this system. Previous studies of MgNH
have lead researchers to conclude that the structure contains 36 atoms in its unit
cell and is one of four space groups; from XRD, the P63, P63/m, and P6322 were
proposed (Jacobs and Juza 1969) while neutron scattering was used to suggest the
P6/m space group (Dolci et al. 2011). Ten different optimizations were performed in
each of these four space groups, all with 36 atoms. The results of these simulations
are shown in Fig. 2 (Meredig and Wolverton 2013).
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Fig. 2 The energy (y axis) and relative diffraction error (x axis) for all structures generated during
FPASS runs of MgNH in the P63, P63/m, P6322, and P6/m space groups. Different symbols denote
the different space groups that were studied. Structures in the P6/m space group had both the lowest
energy and best match to diffraction patterns during these runs (Meredig and Wolverton 2013)

From the FPASS runs that were performed, the lowest-energy structures and best
matches to experimental patterns were simultaneously found in the P6/m space
group. Surprisingly, the top P6/m structure also had the best agreement with the
diffraction pattern for which the space group had been reported as being P63, P63/m,
or P6322. This shows that non-optimal solutions can be found even when experts
drive the refinement process.

3.3 Na-Pb System

The Na-Pb binary system contains three phases (γ -Na13Pb5, δ-Na5Pb2, and
δ′-Na9Pb4) for which the structure has been partially but not completely solved.
In all three cases, the lattice parameters and Pb positions were known, but the Na
positions were not. In Fig. 3, the convex hull of DFT energies for the completely-
solved structures in the Na-Pb system is shown in orange. A goal in solving the
structures of the γ , δ, and δ′ phases was to determine whether they would be
energetically favorable compared to structures that were already solved.

The space groups of these structures had been determined to be R3m for
δ-Na5Pb2 and P63/mmc for both γ -Na13Pb5 and δ′-Na9Pb4 (Weston and Shoemaker
1957). In all FPASS runs, the lattice parameters and Pb positions were fixed to the
experimentally determined values, while the positions of Na atoms were optimized.
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Fig. 3 Convex hull for the
Na-Pb system. Orange points
show the phases present on
the hull prior to the FPASS
calculations (energies
calculated with DFT for
known structures). The blue
points are phases that were
studied using FPASS. All
three phases were found to lie
on the hull or were very close
to it, suggesting that they are
energetically stable or near
to it

The structures of all three phases were determined using FPASS (Ward et al. 2015),
and qualitative agreement was found with hypotheses from experiment about the
Wyckoff site occupancies and positions of Na atoms (Weston and Shoemaker 1957).
The energies of these newly solved structures are added to the convex hull in Fig. 3
as blue points. Clearly, all three structures are stable relative to the previously known
structures. From the calculations that were performed, the δ-Na5Pb2 and δ′-Na9Pb4
phases were found to lie on the convex hull, suggesting that they are energetically
stable at T = 0 K with respect to decomposition to other phases in the system. The
γ -Na13Pb5 phase was found to be only slightly above the hull and is likely stabilized
at finite temperature.

Importantly, it was hypothesized that the Na positions would be partially
occupied in the γ -Na13Pb5 and δ-Na5Pb2 structures (Weston and Shoemaker 1957).
However, the implementation of DFT used by FPASS currently supports only fully
occupied sites, which means that partially occupied structures could not be explored.
Therefore, these calculations put an upper bound on the energies of the structures.
That is, the partially occupied structures may have even lower energies than the ones
that are reported.

Of these solutions, γ -Na13Pb5 is particularly interesting. A common method for
structure solution is to search the ICSD for structures with the same space group and
relative stoichiometries of the phase in question (Curtarolo et al. 2003). However, in
the case of Na13Pb5, no structure exists in the ICSD that has a 5:13 ratio of atoms,
36 atoms in the unit cell, and which is in the P63/mmc. In other words, the structure
would not have been solvable had a global optimization method not been employed.

3.4 LiSbO3

A monoclinic phase of LiSbO3 was discovered in 2006. The structure was deter-
mined to be in the C2/m space group, while the positions of the atoms could not be
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Fig. 4 Ten different structures that were solved using FPASS. Each solution started with an
assumed space group and lattice parameters, and the positions within the unit were optimized
for fixed composition. Each structure solution was checked for convergence and agreement with
experimental patterns

determined. In addition to the C2/m structure, an orthorhombic phase is known to
exist at the same composition.

Confined to the C2/m space group, FPASS found a layered structure of Li on
alternate planes from Sb and O, where the O anions form an FCC lattice and the
Sb anions are octahedrally coordinated with the O anions. This structure is shown
in Fig. 4, and the positions of atoms are in agreement with qualitative suggestions
made by (Nalbandyan et al. 2006) In DFT calculations, the energy of this structure
was found to be within 1 meV/atom (higher) of the orthorhombic phase. That is,
a purely energy-based structure prediction calculation would not have been able
to differentiate this structure and the orthorhombic one. In fact, this is true of
T = 0 K structure prediction for any material that has metastable or high-temperature
polymorphs. The comparison to experimental XRD pattern is vital to the solution
of the structure in these cases.

3.5 Other Solutions

FPASS has been used to solve many other systems, some of which are shown
in Fig. 4 (Ward et al. 2017). In all cases, confidence in a solution is obtained in
one or more of three ways: First, when multiple FPASS runs produce the same
structure suggesting that the runs have converged. Second, when the difference
between experimental and calculated patterns is sufficiently small. Third, when
qualitative comparisons can be made to experimental hypotheses. Indeed, even
though a complete structure might not exist, for many patterns, researchers have
published theories of certain characteristics that should appear in the structure.
Comparison between the FPASS structure and these hypotheses can give additional
confirmation that a solution is likely correct. Of course each of these comparisons
could fail on their own, but in validating FPASS calculations, as many of them are
taken into account as possible before a structure is considered solved.
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4 Discussion

With the reduced need for human intervention in the structure solution process, an
obvious next step is to completely automate the solution of unknown diffraction
patterns. To this end, a driver was developed for FPASS to which any number of
diffraction patterns, along with the known lattice parameters and compositions,
could be submitted (Ward et al. 2017). Each of those patterns was then solved
without intervention from a human.

As a test of this system, 95 different crystal structures were selected from the
monoclinic, orthorhombic, hexagonal, tetragonal, and cubic crystal families; each
structure had between 1 and 30 atoms in the primitive cell. For each structure,
FPASS was supplied with the composition, powder diffraction pattern, lattice
parameters, and space group. FPASS was run at least 10 times for each of these
95 structures. In these runs, the correct structure was returned at least once for every
one of the structures. Even more, the success rate was high for many of the structures
that were studied; for 67 of the 95 structure, the best structure was found in at least
90% of the runs. One of the more difficult structures was the 29-atom primitive cell
of α-Mn. Even in this case, the best structure was found in 11 out of 15 runs.

With such a large set of examples, some characteristics were observed that can
be used to predict the likelihood that a new structure would be solved. It was
determined that runs were more likely to succeed when diffraction patterns were of
high quality. As the number of symmetrically unique atoms increased, the likelihood
dropped for the same number of trials (since the number of degrees of freedom
increased). Similarly, as the number of possible combinations of Wyckoff sites
increase, the likelihood dropped (again due to an increase in the size of the search
space). None of these observations are surprising but do confirm that high-quality
diffraction patterns should be used wherever possible.

There are of course limitations to the FPASS method. One important consider-
ation is that DFT produces energies of structures at T = 0 K. For structures that
undergo phase transformations with increased temperature, or those structures that
are metastable, the energy-based biasing will still favor structures that are lowest
in energy at low temperatures. This effect should be minimized by the fact that the
best structure is always taken as the one with optimal match between calculated and
observed XRD patterns, and the search is constrained to symmetries observed in
the high-temperature phase. However, in complex systems, the biasing of structures
based on energies could result in too much effort being spent in the neighborhood
of the T = 0 K structure.

Another consideration is that FPASS does not currently include any deterministic
methods to find the space group or lattice parameters directly from the peak
locations of an XRD pattern. Instead, FPASS requires that these values either be
input to the calculation or determined during energetic minimization steps. As a
result, mistakes in correctly identifying the space group or lattice parameters may
result in the structure being incorrectly solved since FPASS cannot currently correct
these mistakes directly from the pattern alone. Of course, integrating FPASS with
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existing peak indexing software is an obvious addition to the method that would
improve its accuracy.

Finally, as with all structure solution methods, FPASS requires a good-quality
powder XRD pattern to match against. During refinement, a noisy pattern may
produce a structure that is different than what would be obtained using a cleaner
one. However, the requirement for a high-quality pattern is somewhat mitigated in
hybrid structure solution methods, like FPASS, by the inclusion of structural energy.

Even with those limitations, it has been shown that the FPASS method can be
used to solve complex systems that would otherwise not be tenable for structure
prediction or refinement methods alone. A primary target for future work should be
around automation of the steps outside of the core algorithms. Those steps include
the determination of space group and lattice parameters; possible comparison to
existing patterns in, for example, the Powder Diffraction File (PDF) (Faber and
Fawcett 2002); and handling of multiphase systems. With those additional tools in
place, FPASS can provide the foundation for solving XRD patterns with limited
human intervention.
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Abstract

Materials modeling of solar cell absorbers has been developing rapidly in
the last few decades, thanks to the capability of density functional theory
to calculate total energies and electronic structures and the development of
computational algorithms to determine optical properties, band offsets, and
defects in semiconductors. We give a brief introduction to the materials systems
and the computation of key parameters for photovoltaic application such as the
bandgap, effective mass, and optical absorption. Then we take perovskite solar
cells as an example, to show how one can understand and engineer real materials
through high-throughput first-principles calculations. This is followed by a short
perspective.

W.-J. Yin
School of Energy and Soochow Institute for Energy and Materials InnovationS (SIEMIS),
Soochow University, Suzhou, Jiangsu, China
e-mail: wjyin@suda.edu.cn

H.-J. Gu · X.-G. Gong (�)
Key Laboratory for Computational Physical Science (Ministry of Education), Fudan University,
Shanghai, China
e-mail: xggong@fudan.edu.cn

© Springer Nature Switzerland AG 2020
W. Andreoni, S. Yip (eds.), Handbook of Materials Modeling,
https://doi.org/10.1007/978-3-319-44680-6_74

2849

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-44680-6_74&domain=pdf
mailto:wjyin@suda.edu.cn
mailto:xggong@fudan.edu.cn
https://doi.org/10.1007/978-3-319-44680-6_74


2850 W.-J. Yin et al.

1 Introduction

Tetrahedral coordination structures (TCS), with silicon as prototype, have been
dominating solar cell research and market, since the first semiconductor solar cell
was fabricated based on silicon absorber in the 1950s (Fig. 1) and followed by
GaAs and CdTe. The success of TCS in the solar cell market can be ascribed
not only to its superior performance but also to its extremely long-term stability.
However, as derived from typical covalent systems, their electronic properties
are generally defect-intolerant. An extremely low concentration of defects can
significantly degrade cell performance. For crystalline Si and GaAs, high-quality
crystals have been grown in expensive ways using, e.g., epitaxial growth methods.
For CdTe, post-treatments are required for defect passivation so as to achieve high
power conversion efficiency (PCE). Chemical “mutation” of the cation based on
CdTe has also been applied and results in more ionic quaternary compounds such as
Cu2(In,Ga)Se4 and Cu2ZnSn(S,Se)4. Because of the presence of multiple elements,
defect control is crucial to enhance their efficiency, in particular for Cu2ZnSn(S,Se)4
(Park et al. 2018; Chen et al. 2013).

In 2010s, hybrid organic-inorganic perovskites, with CH3NH3PbI3 as prototype,
have introduced a new revolutionary class of solar cell materials, with remarkable
performance and economic synthesis methods. In contrast to TCS, in this class of
perovskites, corner-sharing octahedra are key structural characteristics (octahedral
coordination structure (OCS)), and a unique feature is its defect tolerance. However,
stability and toxicity problems are the main obstacles for commercialization. This

Fig. 1 Tetrahedral coordination structure (TCS), e.g., crystalline Si and the mutated compounds
GaAs/CdTe, CuInSe2, and Cu2ZnSnSe4, and octahedral coordination structure (OCS), e.g.,
perovskites and the mutated double perovskites, have represented two classes of structural family
for solar cell absorbers. (Reorganized by permission of Wang et al. 2019)
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situation has stimulated considerable interest in research, and many proposals have
been made to provide suitable solutions. Unlike the success in TCS, chemical
mutations on OCS are not able to result in functional semiconductors with perfor-
mance comparable to CH3NH3PbI3. Despite extensive theoretical and experimental
research, unfortunately, both the stability and toxicity issues of those perovskites
have not yet been solved.

As prototype compounds for TCS and OCS, respectively, silicon and α-phase
CH3NH3PbI3 have the highest symmetry as three-dimensional crystals. Alterna-
tively, previous interest had also been directed to low-symmetry structures, which
included Zn3P2 (Eg ∼ 1.5 eV, PCE 6.08%) (Yin and Yan 2013; Fagen 1979;
Bhushan and Catalano 1981), Cu2S (Eg ∼ 1.21 eV, PCE 11%) (Wang 2012; Hall
et al. 1981), and FeS2 (Eg ∼ 0.95 eV, PCE 2.8%) (Hu et al. 2012; Bi et al. 2011).
Inspired by the recent explosion in perovskite solar cell research, efforts are also
being made to include perovskite derivatives in the search of improved stability,
such as edge- or face-shared A3B2X9 formula (Cs3Bi2I9 (PCE ∼1.0%), Cs3Sb2I9
(PCE < 0.1%)), A2BX4 compounds, and Ruddlesden-Popper phases (Xiao et al.
2017). However, none of them has exhibited sufficiently promising properties to
survive in the race for novel solar cell materials, and to date the search for novel
stable high-efficiency solar cell absorbers with earth-abundant and environment-
friendly elements remains an active area in materials modeling. In this chapter, by
using perovskite solar cell as example, we will discuss a high-throughput screening
approach to materials design for solar energy applications.

2 Perovskite Solar Cells

Organic-inorganic hybrid halide perovskite, with CH3NH3PbI3 (MAPbI3) as a
prototype, represents an emerging solar cell absorber (Kojima et al. 2009; Kim et al.
2012; Lee et al. 2012; Burschka et al. 2013). Materials modeling has played an
important role in understanding the properties and mechanisms responsible for their
functionality (Frost et al. 2014; Yin et al. 2015). In order to optimize the strategy
for designing high-performance and stable perovskite solar cells, it is crucial to
understand the relationship between the performance and the intrinsic properties of
the known perovskites.

2.1 Bulk Properties of MAPbI3

2.1.1 Electronic Structure
MAPbI3 can exhibit cubic (space group Pm3m, >330 K), tetragonal (I4/mcm,
160–330 K), and orthorhombic (Pbnm, <160 K) phases (Kawamura et al. 2002;
Baikie et al. 2013; Stoumpos et al. 2013). DFT calculation shows that three phases
have similar electronic and optical properties (Yin et al. 2014a). The electronic
structure of MAPbI3 has very weak dependence on the orientation of the MA ion,
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Fig. 2 (a) The schematic perovskite structure of CH3NH3PbI3. (b) and (c) are the partial charge
density at CBM and VBM, respectively. (d) is the band structure of MAPbI3. (e–f) are total DOS
and CH3NH3

+, Pb, I partial DOS, respectively. The zero in DOS is referred to VBM. The Pb
partial DOS has been enlarged by a factor of 5 to make clear the s orbital contribution. (Reprint by
permission of Yin et al. 2014b)

since MA does not have obvious contribution at the band edge (Fig. 2) but donates
one electron to the Pb-I framework.

In perovskite MAPbI3, MA and Pb donate one and two electrons, respectively,
to three I ions, forming a bandgap about 1.50 eV (Yin et al. 2014b) between
unoccupied Pb p orbital and occupied I p orbital (see Fig. 2e–h). In general, for
a stable perovskite ABX3, the tolerance factor, t = (rA + rX) /

√
2 (rB + rX), is

required to be close to 1. Therefore the size of the A atom should be much larger
than that of the B atom. However, Pb in the 2+ charged state is already a large ion so
that it is difficult to find a single element A that is large enough to stabilize APbI3.
Large-size organic ions such as CH3NH3

+ can stabilize this perovskite structure
but do not impact the intrinsic electronic structure of bulk APbI3. CBM and VBM
of MAPbI3 are mainly composed of Pb p orbital with negligible coupling with I
(Fig. 3b) and antibonding coupling between Pb2+ lone-pair s and I p (Fig. 3c and g)
(Yin et al. 2014b). The strong s-p antibonding coupling makes upper valence bands
dispersive (Fig. 3d) and results in small hole effective mass which is comparable
with the electron effective mass, leading to ambipolar conductivity. Similarly to the
case of silicon, the calculated hole and electron effective masses of CH3NH3PbI3
(Table 1) are balanced, in contrast to conventional thin-film solar cell absorbers
GaAs, CIS, CZTSe, and CdTe.
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Fig. 3 (a) DOS of MAPbI3, CsSnI3, and GaAs. The VBMs are referred to as zero energy
and CBMs are marked as dashed lines. (b) The JDOS of MAPbI3, CsSnI3, and GaAs. (c) The
optical absorptions of MAPbI3, CsSnI3, and GaAs. (d) Calculated maximum efficiencies of halide
perovskites, CIS, CZTS, and GaAs, as a function of film thickness. (Reprint from permission of
Yin et al. 2014a)

Table 1 Calculated effective masses for electrons and holes. (Reformatted from permission of
Yin et al. 2014a)

Electron effective mass (me) Hole effective mass (me)

CH3NH3PbI3 0.35 0.31
Silicon 0.26 0.29
GaAs 0.07 0.34
CuInSe2 0.09 0.75
Cu2ZnSnSe4 0.10 0.26
CdTe 0.09 0.28

2.1.2 Optical Properties
Strong optical absorption, particularly in the visible light region (1.7–3.0 eV),
enables absorber to harvest enough sunlight with extremely thin layer, so that the
photo-generated electrons and holes do not have to travel too far to be collected,
thus leading to high quantum efficiency. According to the Fermi golden rule, the
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optical absorption of a semiconductor at photonic energy hω can be calculated
as 2π

h̄

∫ ∣∣〈v
∣∣p̂ |c〉∣∣2 2

8π3 δ(Ec(�k) − Ev(�k) − h̄ω)d3k, where
〈
v
∣∣p̂ |c〉 is the optical

transition matrix from valence band states |v〉 to conduction band states |c〉. To
make the model straightforward, the transition matrix

〈
v
∣∣p̂ |c〉 is considered to

be independent of k, and the above absorption formula can be approximated as
2π
h̄

∣∣〈v
∣∣p̂ |c〉∣∣2 ∫ 2

8π3 δ(Ec(�k)− Ev(�k)− h̄ω)d3k, where the second term is the joint
density of states (JDOS) at energy hω. Therefore, optical absorption is directly
correlated with dipole transition matrix and JDOS. Calculations (Yin et al. 2014a)
show that the transition matrices of CH3NH3PbI3 and GaAs near the optical
absorption edges are similar; hence the JDOS determines the optical absorption
difference between these two materials as shown in Fig. 3. Electronic structure
calculations show a large difference in JDOS and therefore in optical absorptions,
for CH3NH3PbI3 and GaAs. The lower part of the GaAs conduction band is derived
from the dispersive s band, whereas the lower part of the CH3NH3PbI3 conduction
band is mainly composed of Pb p bands. The atomic p states have two more orbitals
and more localized orbital shape than the s states. As a result, the density of states
(DOS) in the lower CB of the halide perovskites is significantly higher than that of
GaAs, leading to higher JDOS and, therefore, stronger optical absorption for halide
perovskites. The calculated optical absorption coefficients as in Fig. 3c show that the
optical absorption coefficient of CH3NH3PbI3 is up to 1 order of magnitude higher
than that of GaAs within the visible light range. In comparison to conventional thin-
film solar cell absorbers such as CdTe, CIGS, and Cu2ZnSnSe4 (CZTSe), which
have similar chemical characters in their CBs as GaAs, CH3NH3PbI3 exhibits sharp
optical absorption edge and strong absorption strength in the visible light range.

2.1.3 Spectroscopic Limited Maximum Efficiency (SLME)
In the Shockley-Queisser limit, one considers radiative recombination based on
black-body radiation to obtain the maximum theoretical efficiency of a semicon-
ductor solar cell using a single p-n junction. Yu and Zunger (2012) have generalized
Shockley-Queisser limit by taking into account the dependence of absorption
coefficient of the absorber. A new theoretical limit was thus obtained, i.e., the so-
called spectroscopic limited maximum efficiency (SLME), which has been used as
a screening parameter for the design of solar cell absorbers. To calculate SLME,
the optical absorption spectrum should be first calculated and then combined with
the sunlight spectrum to evaluate the maximum conversion efficiency dependence
on film thickness. Figure 3d shows the SLME of some common light absorbers as
a function of the thickness of the absorber layers, based on DFT-calculated optical
absorption spectrum at the GGA-PBE (Perdew et al. 1996) level. The bandgaps are
corrected and adjusted to experimental values via the scissor operator. It shows that
OCS halide perovskites with direct p-p transition exhibits much higher conversion
efficiencies than the conventional TCS semiconductors in thin layers. For example,
CH3NH3PbI3-based cells can have a maximum efficiency up to 21% with a 0.3 μm
absorber, while at the same thickness, GaAs can only achieve 13% (Yin et al.
2014a).
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2.2 Influence of Defects

Semiconductor solar cells rely on the formation of p-n junction. Therefore, the
properties of defects and dopants are crucial. Formation energy and transition
energy levels are two key parameters to evaluate the properties of defects and
dopants. Apart from point defects, extended defects such as grain boundaries and
dislocations also play an important role for carrier separation and recombination. In
this subsection, we show how DFT calculations at the PBE level can help understand
the defect behavior in perovskites (Yin et al. 2014b; Walsh et al. 2015; Kim et al.
2014; Du 2014).

2.2.1 Formation Energies of Intrinsic Defects
Since the defect formation energies depend on the environmental chemical poten-
tials, the chemical potential for equilibrium growth of CH3NH3PbI3 is calculated
for a range of compositions, from I-rich/Pb-poor to I-poor/Pb-rich conditions (Yin
et al. 2014b). All point defects in CH3NH3PbI3 are considered, including three
vacancies (VMA, VPb, VI), three interstitials (MAi, Pbi, Ii), two cation substitutions
(MAPb, PbMA), and four antisite substitutions (MAI, PbI, IMA, IPb). The formation
energies as a function of Fermi level position at different chemical potentials
are shown in Fig. 4a, b, and c, respectively. It is interesting to find out that the
conductivity of CH3NH3PbI3 can be tuned from intrinsic good p-type to good n-
type by tuning chemical potential from I-rich/Pb-poor to I-poor/Pb-rich conditions.
This behavior is different from that of conventional thin-film solar cell absorber
CIS(Se) and CZTS, exhibiting only p-type conductivity. The formation energies of
typical donors (Cui and InCu) in CIS is much higher than that of the VCu acceptor.
Therefore, the VCu acceptor dominates the conductivity of CISe (Zhang et al.
1998). In CH3NH3PbI3, although the formation energies of the dominant donor
MAi and the dominant acceptor VPb are dependent on chemical potentials, their
values ranging from – 1 to 1 eV are comparable in the whole range of Fermi level.
The origins of the formation of dominating VPb in CH3NH3PbI3 resemble that of
VCu in CISe, ascribed to s-p and p-d coupling, respectively (Zhang et al. 1998). The
fully occupied antibonding state between Pb s (Cu d) and I p (Se p) coupling tends
to break the chemical bond and form a vacancy.

2.2.2 Transition Energies of Intrinsic Defects
The transition energy of a defect is the Fermi level in the conduction of equal
probability for the defect to be either negatively or positively charged. A deep defect,
namely, giving rise to a level in the middle of bandgap, will attract carriers and act
as Shockley-Read-Hall nonradiative recombination center. The high performance of
polycrystalline CIGS solar cell is partially attributed to its shallow dominant defects
(VCu) with transition levels only 0.03 eV above VBM (Zhang et al. 1998). On the
contrary, in CZTS the dominant defect (CuZn) has a relatively deep transition level
(0.10 eV) (Chen et al. 2009), responsible for the low Voc of the CZTS solar cell
(Polizzotti et al. 2013). The defect transition levels of CH3NH3PbI3 are shown in
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Fig. 4 The formation energies of intrinsic point defects in CH3NH3PbI3 at chemical potential
(a) Pb-poor, (b) intermediate, and (c) Pb-rich conditions. Defects with much higher formation
energies are displayed as dashed lines. The transition energy levels of intrinsic acceptors and donors
are shown in (d) and (e), respectively. (Reprint by permission of Yin et al. 2014b)

Fig. 4. When calculating transition levels, all lattices are fully relaxed to account
for the lattice contribution. We can see that the defects with low formation energies
(MAi, VPb, MAPb, Ii, VI, and VMA) have transition level less than 0.05 eV around
the band edge. Meanwhile, since defects that create deep levels (IPb, IMA, Pbi, PbI)
have high formation energies, CH3NH3PbI3 should have rather low nonradiative
recombination rate, explaining the reported long electron-hole diffusion length up
to 175 μm (Dong et al. 2015).

2.2.3 Effects of Grain Boundaries
Since CH3NH3PbI3 are grown via solution process methods (Jung and Park
2015; Baikie et al. 2013), the materials exhibit polycrystalline phases with grain
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Fig. 5 (a) The structural
model of �5(310) GB for
CH3NH3PbI3. Two identical
GBs are included in the
supercell to enable the
periodicity. (b) DOS of
�5(310) GB model shown in
(a) with comparison to
CH3NH3PbI3 bulk calculated
from the unit cell. (c–f) show
the partial DOS of selective
atoms in (a). The (partial)
DOS are average per atom,
and (b) and (c) are enlarged
twice for clarity. (Reprint by
permission of Yin et al.
2014a)

boundaries, which affect the photoelectric properties. In conventional thin-film solar
cell absorbers such as GaAs, CIGS, CZTS, and CdTe, GBs usually create deep levels
in the bandgaps that are considered detrimental for solar cell performance (Yin et al.
2013, 2014c). In contrast, DFT calculations at the PBE level show (Stoumpos et al.
2013) that GBs in CH3NH3PbI3 are intrinsically benign which is consistent with
some experimental reports (Edri et al. 2014), although other experiments show that
the GBs are not as benign as proposed (Adhyaksa et al. 2018). Figure 5a shows the
atomic structure of a supercell containing two �5(310) grain boundaries , a typical
GB model containing wrong bonds, dangling bonds, and extra bonds. The calculated
DOS (Fig. 5b) shows that the CH3NH3PbI3 GBs do not generate any states in the
gap. The shallow GB energy levels are correlated with the shallow point defects,
since the atoms at GBs have similar chemical environments as individual interstitials
and vacancies, which create dangling bonds and uncharacteristic bonds such as I-I
bonds and Pb-Pb bonds.

3 Design of Novel Perovskite Solar Cell Absorbers

Early exploration of novel solar cell materials was based on trial and error in
experiments. Inspired by the change in the nucleotide sequence of a gene or a
chromosome in natural organisms, elemental “transmutation” can also be adopted
in materials design (Walsh et al. 2012) and is an effective approach to tune the
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bandgap, a crucial parameter for a solar cell. For example, elemental transmutation
of ZnS (bandgap 2.7 eV (Madelung 2004)) via Zn2+ − > Cu1+ − > In3+ leads
to the formation of CuInS2. Although the crystal structure has no major change,
the bandgap is significantly reduced to 1.53 eV since the strong coupling between
Cu 3d10 and O 2p6 pushes up the VBM, enabling CuInS2 to be a good solar
cell absorber. Further mutation on CuInS2 leads to another environment-friendly
earth-abundant solar cell absorber Cu2ZnSnS4. Elemental mutations have also been
made to explore alternative perovskites by replacing divalent Pb2+ with monovalent
cations such as Na1+, K1+, Rb1+, Cu1+, Ag1+, Au1+, In1+, and Tl1+ and trivalent
cations such as Ga3+, In3+, Sb3+, and Bi3+, all aiming to find high-efficiency
Pb-free stable perovskite, even though the optoelectrical properties of double halide
perovskites are found to be inferior to CH3NH3PbI3 (Li and Yin 2018).

Apart from elemental transmutation, high-throughput calculations have been
used for materials screening for novel solar cell materials, owing to increasing
computational power and vast materials data accumulated in the last decades.
Here, we take chalcogenide single perovskites as an example to show how
high-throughput calculations can be used for screening of solar cell absorbers
(Huo et al. 2018).

For high-throughput calculations, first one should choose the material systems of
interest:

(i) Chemical composition – we choose 168 kinds of ABX3 chalcogenide (including
oxide) perovskites (A =Mg, Ca, Sr, Ba, Zn, Cd, Sn, Pb; B = Ti, Zr, Hf, Si, Ge,
Sn, Pb; X = O, S, Se).

(ii) Second, Crystal structures – four phases including Pm3m, Pnma, P63/mmc,
and Pnma.

Second, key parameters including (a) stability, (b) bandgap, (c) effective
mass, and (d) optical absorption should be chosen as the searching criteria. The
schematic procedure for high-throughput calculations is shown in Fig. 6.

Thermodynamic stability of ABX3 perovskites is calculated based on
DFT-PBE by

Hf =
(
EABX3/NABX3 − EAX/NAX − EBX2/NBX2

)
/5

where Hf, EABX3, EAX, and EBX2 are formation energy of ABX3 per atom, total
energies of ABX3, AX, and BX2, respectively. Negative/positive formation energies
indicate that compounds are stable/unstable. Due to the ease of octahedral tilt,
perovskite phases could be dynamically unstable despite being thermodynamically
stable (Hf < 0). Dynamic stabilities are evaluated based on the calculated phonon
spectrum. Harmonic phonon spectrum at 0 K is calculated in linear response (also
known as density functional perturbation theory, DFPT (Giannozzi et al. 1991;
Gonze and Lee 1997; Baroni et al. 2001)) and finite-difference supercell approach
(Togo and Tanaka 2015). The room temperature phonon spectrum is obtained by
Dynaphopy code (Carreras et al. 2017) which allows us to extract the microscopic
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Fig. 6 Screening procedure of novel chalcogenide single perovskites for solar cell applications.
(Reprint by permission of Huo et al. 2018)

anharmonic phonon properties from molecular dynamic trajectories using the mode
decomposition technique (McGaughey and Larkin 2014) as reported by Sun et al.
(Sun et al. 2014).

According to Shockley-Queisser limit, the optimal range of bandgap for efficient
single-junction solar cell absorber is about 1.0–1.6 eV. The bandgaps of initial 168
materials with 4 different phases (totally 672 structures) are calculated based on
DFT at the PBE level. Due to bandgap underestimation of PBE-DFT, materials with
bandgaps in the range 0–1.1 eV were selected for further screening, and the hybrid
PBE0 functional (Adamo and Barone 1999) was used to accurately determine the
bandgap of selected perovskites.

The effective mass of electrons (holes) around the bottom of the conduction band
(top of the valence band) is approximately fitted based on PBE-calculated band

structure by m∗ = �
2
[
∂2ε(k)

∂k2

]−1
, where ε(k) is energy dispersion relation functions.



2860 W.-J. Yin et al.

The absorption coefficients as a function of photon energy can be calculated

via the expression α (E) = 4πe
hc

{[
ε2

1+ ε2
2

] 1/2−ε1
2

}1/2

, where ε(ω) = ε1(ω) + iε2(ω)

is frequency-dependent dielectric function. Usually, dense k-points are required
to get a fine optical spectrum, in particular to dispersive bands, leading to high
computational cost. Therefore, optical absorption spectra were calculated based
on the efficient PBE functional and then simply shifted to reproduce the PBE0
value of the bandgap but keeping the spectral shape of the PBE calculations. The
maximum PCE of absorber candidates are estimated via SLME as discussed in
Sect. 2.1.3. Despite the absence of experimental results on chalcogenide perovskites,
the predicted PCE for CH3NH3PbI3 (26%) has been quoted as the ideal target to
approach in experiment (Singh et al. 2016).

The procedures mentioned above have been recently applied to search solar cell
absorbers among chalcogenide single perovskites. More computational details can
be found in Huo et al. (2018). Based on the screening criteria of phase stability,
thermodynamic stability, bandgap, carrier effective mass, and optical absorption,
five chalcogenide perovskites BaZrS3, BaHfSe3, SrZrSe3, SrHfSe3, and BaZrSe3
have been selected. Among them, BaZrS3 has been successfully synthesized in
experiments (Perera et al. 2016a) with a measured value of 1.73 eV for the bandgap,
in good agreement with the DFT-PBE0 value of 1.78 eV (Perera et al. 2016b).
Device fabrication based on chalcogenide perovskites has not yet been reported
thus far.

4 Future Perspectives

The fundamental approach to materials design is to relate the structure
of a material to its functional properties. Conventionally, structure-property
relations can be understood in terms of existing human knowledge of materials
physics and chemistry, such as elemental transmutation and high-throughput
calculations as mentioned above. With the accumulation of experimental data,
such as the continually expanding Inorganic Crystal Structure Database (ICSD)
(https://icsd.fizkarlsruhe.de), and theoretical data, such as those from Materials
Project (Jain et al. 2013), OQMD (Kirklin et al. 2015), and NoMAD (Ghiringhelli
et al. 2017), the conventional style of materials design is now changing. One finds
new routes of data-driven materials design to be merging.

Materials design of perovskite via machine learning (ML) has drawn much
current interest. Pilania et al. trained a classification model based on a dataset of 185
experimentally known ABX3 compounds and proposed 40 new stable perovskites
(Pilania et al. 2016). Balachandran et al. applied two models based on a dataset
of 390 experimentally reported ABO3 compounds and predicted 235 new oxide
perovskites (Balachandran et al. 2018). Bartel et al. proposed a new tolerance
factor by ML based on 576 experimentally known ABX3 compounds and predicted
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the existence of more than a thousand inorganic and hybrid organic-inorganic
double perovskites (Bartel et al. 2019). Schmidt et al. calculate 249, 984 potential
cubic ABX3 perovskites via high-throughput calculations and found that ML can
reproduce the energetics data with errors around 100 meV/atom (Schmidt et al.
2017). Xie et al. established a smart crystal graph of convolutional neural networks
based on DFT-calculated data in the Materials Project (Jain et al. 2013) to predict
materials properties directly from crystal structures; and based on their model,
228 perovskites were deemed potentially synthesizable (Xie and Grossman 2018).
Recently, through high-throughput DFT calculation, we established a database
containing the decomposition energies, considered to be closely related to the
thermodynamic stability of 354 halide perovskite candidates. A well-functioning
ML model is trained over this theory-based database and further validated by
experimental observations of perovskite formability (F1 score, 95.9%) of 246
A2B(I)B(III)X6 compounds that are not present in the training database (Li et al.
2019).

Nowadays machine learning is considered to represent the third generation of
computational materials design, statistically driven design, preceded by first gen-
eration (computing properties from structures) and second generation (predicting
structure from properties). Indeed, the basic methodology is not new and can be
traced back to more than 50 years ago (Samuel 1959). Given the long-standing
development of algorithms, the procedure of application is by now standard. There-
fore, in our opinion, the reliability and validity of data is the crucial prerequisite
for a reliable machine learning work. Natural laws are supposed to be buried in the
existing training data, and the rules are only learned from these data. Much attention
should be given to this aspect of the development in the field. For example, a data-
cleaning procedure was recently proposed (Xu et al. 2018) to rationalize the data of
perovskite formability for all the ABX3 and (AA´)(BB´)X6 perovskite compounds
in Materials Projects database (Jain et al. 2013). Once combined with this type of
“rationalization,” we believe that machine learning has the potential to revolutionize
current materials discovery (Butler et al. 2018).

References

Adamo C, Barone V (1999) Toward reliable density functional methods without adjustable
parameters: The PBE0 model. J Chem Phys 110:6158

Adhyaksa GWP, Brittman S, Āboliņš H, Lof A, Li X, Keelor JD, Luo Y, Duevski T, Heeren
RMA, Ellis SR, Fenning DP, Garnett EC (2018) Understanding detrimental and beneficial grain
boundary effects in halide perovskites. Adv Mater 30:1804792

Baikie T, Fang YN, Kadro JM, Schreyer M, Wei FX, Mhaisalkar SG, Graetzel M, White TJ
(2013) Synthesis and crystal chemistry of the hybrid perovskite (CH3 NH3) PbI3 for solid-state
sensitised solar cell applications. J Mater Chem A 1:5628

Balachandran PV, Emery AA, Gubernatis JE, Lookman T, Wolverton C, Zunger A (2018)
Predictions of new ABO3 perovskite compounds by combining machine learning and density
functional theory. Phys Rev Mater 2:043802



2862 W.-J. Yin et al.

Baroni S, De Gironcoli S, Dal Corso A, Giannozzi P (2001) Phonons and related crystal properties
from density-functional perturbation theory. Rev Mod Phys 73:515

Bartel CJ, Sutton C, Goldsmith BR, Ouyang RH, Musgrave CB, Ghiringhelli LM, Scheffler M
(2019) New tolerance factor to predict the stability of perovskite oxides and halides. Science
Advances 5:eaav0693, arXiv:1801.07700

Bhushan M, Catalano A (1981) Polycrystalline Zn3P2 schottky barrier solar cells. Appl Phys Lett
38:39

Bi Y, Yuan Y, Exstrom CL, Darveau SA, Huang J (2011) Air stable, photosensitive, phase pure
iron pyrite nanocrystal thin films for photovoltaic application. Nano Lett 11:4953

Burschka J, Pellet N, Moon SJ, Humphry-Baker R, Gao P, Nazeeruddin MK, Grätzel M (2013)
Sequential deposition as a route to high-performance perovskite-sensitized solar cells. Nature
499:316

Butler KT, Davies DW, Cartwright H, Isayev O, Walsh A (2018) Machine learning for molecular
and materials science. Nature 559:547

Carreras A, Togo A, Tanaka I (2017) DynaPhoPy: A code for extracting phonon quasiparticles
from molecular dynamics simulations. Comput Phys Commun 221:221

Chen S, Gong XG, Walsh A, Wei SH (2009) Crystal and electronic band structure of Cu2ZnSnX4
(X=S and Se) photovoltaic absorbers: First-principles insights. Appl Phys Lett 94:041903

Chen S, Walsh A, Gong XG, Wei SH (2013) Classification of lattice defects in the kesterite
Cu2ZnSnS4 and Cu2ZnSnSe4 earth-abundant solar cell absorbers. Adv Mater 25:1522

Dong Q, Fang Y, Shao Y, Mulligan P, Qiu J, Cao L, Huang J (2015) Electron-hole diffusion lengths
> 175 μm in solution-grown CH3NH3PbI3 single crystals. Science 347:967

Du MH (2014) Efficient carrier transport in halide perovskites: Theoretical perspectives. J Mater
Chem A 2:9091

Edri E, Kirmayer S, Mukhopadhyay S, Gartsman K, Hodes G, Cahen D (2014) Elucidating the
charge carrier separation and working mechanism of CH3NH3PbI3-xClx perovskite solar cells.
Nat Commun 5:3461

Fagen EA (1979) Optical properties of Zn3P2. J Appl Phys 50:6505
Frost KB, Brivio F, Hendon C, Schilfgaarde M, Walsh A (2014) Atomistic origins of high-

performance in hybrid halide perovskite solar cells. Nano Lett 14:2584
Ghiringhelli LM, Carbogno C, Levchenko S, Mohamed F, Huhs G, Lüders M, Oliveira M, Scheffler

M (2017) Towards efficient data exchange and sharing for big-data driven materials science:
metadata and data formats. npj Comput Mater 3:46

Giannozzi P, De Gironcoli S, Pavone P, Baroni S (1991) Ab initio calculation of phonon dispersions
in semiconductors. Phys Rev B 43:7231

Gonze X, Lee C (1997) Dynamical matrices, born effective charges, dielectric permittivity tensors,
and interatomic force constants from density-functional perturbation theory. Phys Rev B
55:10355

Hall RB, Birkmire RW, Phillips JE, Meakin JD (1981) Thin-film polycrystalline Cu2S/Cd1-xZnx S
solar cells of 10% efficiency. Appl Phys Lett 38:925

Hu J, Zhang Y, Law M, Wu R (2012) Increasing the band gap of iron pyrite by alloying with
oxygen. J Am Chem Soc 134:13216

Huo Z, Wei S-H, Yin W-J (2018) High-throughput screening of chalcogenide single perovskites
by first-principles calculations for photovoltaics. J Phys D Appl Phys 51:474003

Inorganic Crystal Structure Database (ICSD). https://www.fiz-karlsruhe.de/en/produkte-und-
dienstleistungen/inorganic-crystal-structure-database-icsd. Accessed in January 2019

Jain A, Ong SP, Hautier G, Chen W, Richards WD, Dacek S, Cholia S, Gunter D, Skinner D, Ceder
G et al (2013) Commentary: The materials project: A materials genome approach to accelerating
materials innovation. APL Mater 1:011002

Jung HS, Park NG (2015) Perovskite solar cells: from materials to devices. Small 11:10
Kawamura Y, Mashiyama H, Hasebe K (2002) Structural study on cubic-tetragonal transition of

CH3NH3PbI3. J Phys Soc Jpn 71:1694
Kim HS, Lee CR, Im JH, Lee KB, Moehl T, Marchioro A, Moon SJ, Humphry-Baker R,

Yum JH, Moser JE, Grätzel M, Park NG (2012) Lead iodide perovskite sensitized all-

https://www.fiz-karlsruhe.de/en/produkte-und-dienstleistungen/inorganic-crystal-structure-database-icsd


120 Computational Modeling and the Design of Perovskite Solar Cells 2863

solid-state submicron thin film mesoscopic solar cell with efficiency exceeding 9%. Sci Rep
2:591

Kim J, Lee S-H, Lee JH, Hong K-H (2014) The role of intrinsic defects in methylammonium lead
iodide perovskite. J Phys Chem Lett 5:1312

Kirklin S, Saal JE, Meredig B, Thompson A, Doak JW, Aykol M, Rühl S, Wolverton C (2015) The
open quantum materials database (OQMD): Assessing the accuracy of DFT formation energies.
npj Comput Mater 1:15010

Kojima A, Teshima K, Shirai Y, Miyasaka T (2009) Organometal halide perovskites as visible-light
sensitizers for photovoltaic cells. J Am Chem Soc 131:6050

Lee MM, Teuscher J, Miyasaka T, Murakami TN, Snaith HJ (2012) Efficient hybrid solar cells
based on meso-superstructured organometal halide perovskites. Science 338:643

Li Z, Yin W-J (2018) Recent progress in Pb-free stable inorganic double halide perovskites.
J Semicond 39:071003

Li Z, Xu Q, Sun Q, Hou Z, Yin W-J (2019) Thermodynamic stability landscape of halide double
perovskites via high-throughput computing and machine learning. Adv Funct Mater 29:1807280

Madelung O (2004) Semiconductors: data handbook. Springer, Berlin/Heidelberg. ISBN 978-3-
642-62332-5

McGaughey A, Larkin JM (2014) Predicting phonon properties from equilibrium molecular
dynamics simulations. Ann Rev Heat Transf 17:49

Park JS, Kim S, Xie Z, Walsh A (2018) Point defect engineering in thin-film solar cells. Nat Rev
Mater 3:194

Perdew JP, Burke K, Ernzerhof M (1996) Generalized gradient approximation made simple. Phys
Rev Lett 77:3865

Perera S, Hui H, Zhao C, Xue H, Sun F, Deng C, Gross N, Milleville C, Xu X, Watson DF,
Weinstein B, Sun Y-Y, Zhang S, Zeng H (2016a) Chalcogenide perovskites: an emerging class
of ionic semiconductors. Nano Energy 22:129

Perera S, Hui H, Zhao C (2016b) Chalcogenide perovskites: an emerging class of ionic semicon-
ductors. Nano Energy 22:129

Pilania G, Balachandran P, Kim C, Lookman T (2016) Finding new perovskite halides via machine
learning. Front Mater 3:19

Polizzotti A, Repins IL, Noufi R, Wei SH, Mitzi DB (2013) The state and future prospects of
kesterite photovoltaics. Energy Environ Sci 6:3171

Samuel A (1959) Some studies in machine learning using the game of checkers. II—Recent
progress. IBM J Res Dev 3:210

Schmidt J, Shi J, Borlido P, Chen L, Botti S, Marques M (2017) Predicting the thermodynamic
stability of solids combining density functional theory and machine learning. Chem Mater
29:5090

Singh T, Singh J, Miyasaka T (2016) Role of metal oxide electron-transport layer modification on
the stability of high performing perovskite solar cells. ChemSusChem 9:2559

Stoumpos CC, Malliakas CD, Kanatzidis MG (2013) Semiconducting tin and lead iodide
perovskites with organic cations: Phase transitions, high mobilities, and near-infrared photo-
luminescent properties. Inorg Chem 52:9019

Sun T, Zhang D-B, Wentzcovitch RM (2014) Dynamic stabilization of cubic perovskite at high
temperatures and pressures from ab initio molecular dynamics. Phys Rev B 89:094109

Togo A, Tanaka I (2015) First principles phonon calculations in materials science. Scripta Mater
108:1

Walsh A, Chen S, Wei S-H, Gong X-G (2012) Kesterite thin-film solar cells: Advances in materials
modelling of Cu2ZnSnS4. Adv Energy Mater 2:400

Walsh A, Scanlon DO, Chen S, Gong X-G, Wei S-H (2015) Self-regulation mechanism for charged
point defects in hybrid halide perovskites. Angew Chem Int Ed 54:1791

Wang J, Chen H, Wei S-H, Yin W-J (2019) Materials design of solar cell absorbers beyond
perovskites and conventional semiconductors via combining tetrahedral and octahedral coor-
dination. Adv Mater 31:1806593

Wang LW (2012) High Chalcocite: A Solid-liquid hybrid phase. Phys Rev Lett 108:085703



2864 W.-J. Yin et al.

Xiao Z, Meng W, Wang J, Mitzi DB, Yan Y (2017) Searching for promising new perovskite-based
photovoltaic absorbers: The importance of electronic dimensionality. 4:206

Xie T, Grossman JC (2018) Crystal graph convolutional neural networks for an accurate and
interpretable prediction of material properties. Phys Rev Lett 120:145301

Xu Q, Li Z, Yin W-J (2018) Rationalizing perovskite data for machine learning and materials
design. J Phys Chem Lett 9:6948

Yin W-J, Yan Y (2013) The electronic properties of point defects in earth-abundant photovoltaic
material Zn3P2: A hybrid functional method study. J Appl Phys 113:013708

Yin W-J, Wu Y, Noufi R, Al-Jassim M, Yan Y (2013) Defect segregation at grain boundary and its
impact on photovoltaic performance of CuInSe2. Appl Phys Lett 102:193905

Yin W-J, Shi TT, Yan YF (2014a) Unique properties of halide perovskites as possible origins of
the superior solar cell performance. Adv Mater 26:4653

Yin W-J, Shi TT, Yan YF (2014b) Unusual defect physics in CH3NH3PbI3 perovskite solar cell
absorber. Appl Phys Lett 104:063903

Yin W-J, Wu Y, Wei S-H, Noufi R, Al-Jassim M, Yan Y (2014c) Engineering grain boundaries in
Cu2ZnSnSe4 for better cell performance: A first-principle study. Adv Energy Mater 4:1300712

Yin W-J, Yang J-H, Kang J, Yan Y, Wei S-H (2015) Halide perovskite materials for solar cells: A
theoretical review. J Mater Chem A 3:8926

Yu L, Zunger A (2012) Identification of potential photovoltaic absorbers based on first-principles
spectroscopic screening of materials. Phys Rev Lett 108:068701

Zhang SB, Wei SH, Zunger A, Katayama-Yoshida H (1998) Defect physics of the CuInSe2
chalcopyrite semiconductor. Phys Rev B 57:9642



Index

A
Ab initio calculations, 2785
Ab initio Green-Kubo theory, heat transport,

see Green-Kubo (GK) theory of heat
transport

Ab initio methods, 702–713
Ab initio molecular dynamics (AIMD), 1242,

1243, 1245, 1357, 1360–1361, 1370,
1371, 1494

simulations, 1243, 1245, 1251, 1449, 1453,
1455, 1457, 1526

Ab-initio numerical approaches, 1722
Ab-initio superconductivity

material design, 82–83
methods, 80–82

Ab initio theory, of thermal transport, 725–727
Ab initio thermodynamics, 1312
Acoustic impedance mismatch (AIM), 929
Acoustic metamaterials, 2103
Acoustic mismatch model, 854–855
Acoustic phonons, 2093
Acoustic transmission spectra, 2104
Actin(s), 2597

filaments, 2612
Activation barriers, 2448
Activation energies, 1391
Activation relaxation technique (ART), 239
Adaptive genetic algorithm (AGA), 2724,

2759–2763
Adaptive intermolecular reactive empirical

bond order (AIREBO), 1871
Adaptive Resolution Scheme (AdResS),

2563, 2564
Adherent cell models, 2617–2618
Adhesion

computation of, 2053–2055
dynamics, 2630–2631
via experiments, 2052–2053
glass roughness on, 2078–2082
of iRBCs, 2638–2640

of organic molecules, 2062–2063
of organics onto glass, 2050–2052
of phenol and phthalimide, 2060

Adhesion energy, 2080, 2081
as function of roughness period, 2082

Adiabatic bond charge (ABC) model, 925
Adiabatic local density approximation

(ALDA), 101, 329, 338
Ad-molecule (ADM) model, 36
Adsorbate scaling relations, 1329
Adsorption

energies as descriptors for
reactivity/activity, 1326–1329

free energy, 1479
of hydrogen on graphene doped with

non-transition elements, 555–558
transition metal clusters, 558–562

model for metals, 1332–1333
rate, collision theory and, 1384
scaling relations, origin of, 1323–1325

Advection-diffusion-reaction (ADR)
equations, 2582

Aerogels, 8
Aerosol transport, 2548
AFLOWLIB.org, 355, 358, 369, 370
AFLOW.org, 354
Air bearing surface (ABS), 451
Airflow distribution, 2548
ALCHEMI, 120
Alkali-ion battery, 1232, 1233, 1237, 1239,

1246, 1251
Alkane chain, 868, 869, 876, 879, 881
Alloy Theoretic Automated Toolkit

(ATAT), 2447
Al2O3, 1123, 1125
Ammonia synthesis reaction, 1381
Amorphous materials, 1802–1803

elasto-plastic models, 1803–1806
mean-field descriptions, 1806–1807

Amorphous oxides, 1028–1030
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Amorphous polymers
basic heat transport model, 977
fracton hopping model, 978
molecular dynamics simulations, 978
phenomenological and continuum-level

models, 978
Anderson model, 477
Angle resolved photoemission spectroscopy

(ARPES), 1045–1046
Anisotropic elasticity, 2251, 2253
Anisotropy, 428–430, 434, 437, 438
ANN-based AKMC algorithm, 2527
Annular couette, 157
Antiferrodistortive (AFD) modes, 1156, 1179
Antiferromagnet(s), 428–430, 432–435,

437, 444
Antiferromagnetic (AFM) state, 1108
Armchair graphene nanoribbon, 64–67
Aromatic monomers, 1628
Arrhenius behavior, 245
Arrhenius expression, 2459
Arrhenius law, 242
Artificial intelligence (AI), 1545, 2376
Artificial neural networks (ANNs), 2447, 2521,

2793, 2807
models, 140

Ashby plot, 2779
Asphalt, 8, 1544
Asphaltenes

concentration vs. true vertical depth
(TVD), 1675

connectivity and equilibrated, 1671
content, 1654
gradients, 1653, 1671
molecular dispersion of, 1671
nanostructure, 1661
Yen-Mullins model of, 1663

Asthma populations, machine learning of,
2707–2711

Asymmetric multiferroics, 1183
Atomic force microscopy (AFM), 19,

205, 2542
in-situ AFM investigations and fracture

mechanics modeling (see In-situ
atomic force microscopy (AFM)
investigations and fracture
mechanics modeling)

measurements, 1695
Atomic hydrogen, interaction on graphene,

551–555
Atomic kinetic Monte Carlo (AKMC) method,

2439–2440, 2452
broken bond/cut bond models, 2441–2442
direct calculation of Ea, 2441

final and initial states, energy of,
2441–2442

Hamiltonians for, 2443–2448
irradiated microstructures, 2450
solute effects, activation barriers,

2448–2450
Atomic-scale design, 104
Atomistic-continuum coupling

Bloch point structures, 417–419
finite differences, 405–407
finite elements, 407–408

Atomistic kinetic Monte Carlo (AKMC)
methods, 2198, 2493, 2519, 2524

Atomistic models, 455–456
Atomistic simulations, 1874

deformation and failure mechanisms, 1846
molecular dynamics, 1847
molecular statics simulation, 1847
simulation setup for fatigue, 1851–1852
simulation setup for fracture, 1848–1851
uses, 1846
See also Molecular dynamics simulation

Atomistic spin dynamics, see Spin dynamics
Atom probe tomography (APT), 2195, 2518
Automatic differentiation (AD), 2303, 2304
Automotive glass design

constitutive relations and modeling sound
transmission loss, 2094–2099

sound transmission loss models in
PVB-glass multilayer composites,
2099–2103

Automotive windshield glass, 2100
Autonomous basin climbing (ABC), 19,

239–241, 246, 247, 250, 253, 2443
Auxiliary flux, 839
Avrami model, 182

B
Ballistic mixing, 2428
Ballistic transport, 872
Bamboos, 8, 1544

characteristics, 1598
constant moment crack growth resistance

tests, 1601
fracture toughness, 1600
hierarchical microstructure of, 1599
humidity effect, mechanical properties,

1613–1620
layers, 1599
microfibrils, nanostructure of, 1605–1606
multi-scale mechanical properties of,

1604–1612
parenchyma tissue, 1599
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structure, 1598
toughening mechanisms in, 1600–1604
vascular bundles, 1599

Band alignment, 1131
Band bending, 1087
2-Band model, 274
Bardeen-Cooper-Schrieffer (BCS)

potential, 79
theory, 75, 78
wavefunction, 79

Bartlett decomposition, 834
Basquin’s law, 1740
BaTiO3, 1120, 1124, 1132
Battery materials, 1007
Bayesian optimization (BO), 2013
Becker-Döring formulation, 2219–2221
Bell-Evans-Polanyi (BEP) principle, 2794
Beta sheet crystals, 1551
Bethe–Salpeter equation (BSE), 619,

710–712, 1003
Bias-potential constrained Broyden dimer

(BP-CBD) method, 2816
Bicrystal model, 126
Biexcitons, 618
Bimolecular reaction, 1378
Binary collision approximation (BCA),

2165, 2373
Binary Collision Approximation-Monte

Carlo (BCA-MC) simulations,
2384, 2406

Binary collision Monte Carlo (BCMC), 2310
Binary search, 2469
Biological processes, 2547
Biomineralization, 1559
Biorefineries

definition, 1544
development of, 1544

Biorheology, of sickle RBCs, 2653–2657
BISON, 2321
Bloch equations, 492
Bloch point structures

antivortex, 415
atomic lattice, interaction with,

419–421
atomistic-continuum coupling,

417–419
characteristic properties and importance,

414–416
micromagnetic modeling, 416–417
vortex, 415

Bloch space, 1106
Blood cells, 2594
Blood-flow resistance in malaria, 2641
Blood plasma, 2595

Body-centered cubic (BCC), 1829, 1832
Bohr radius, 2148
Boltzmann constant, 253, 450, 479, 671, 814,

894, 1480, 1795
Boltzmann distribution function, 817
Boltzmann equation, 2339
Boltzmann factor, 2796
Boltzmann transport equation (BTE), 724, 726,

769, 789
LBTE (see Linearized Boltzmann transport

equation (LBTE))
Bombyx mori cocoons, 1568
Bond characterization matrix (BCM),

2733–2735, 2799
Bond-order conservation (BOC) method, 1379
Bond stretchability and shearability, 1828
Borate glass chemistry, 2018
Born-Haber cycle, 1491, 1492
Born-Oppenheimer approximation, 1828,

2165, 2471
Boron, 91

nitride, transition-metal doping in, 589–591
phosphide, 2746

Boron-doped diamond, 2748
Boronitrene, 1870, 1879, 1888
Bose–Einstein distribution, 771, 773,

774, 778
Boundary conditions (BCs), 1132

linking structure and function for, 2705
Boundary integral method (BIM), 2595
Boundary layer impedance model, 2097
Boundary nucleation and growth (BNG)

model, 18, 194
cement hydration, 183
deceleration in, 186
model formulation, 182–183
nanoparticle simulations, 193–194
results and water-to-cement ratio, 184–186

Boundary resistance, 866, 873
Boundary value problem (BVP), 2250
Bragg grating formation, 1014
Bravais lattice vector, 772
Brillouin function, 453, 454
Brillouin zone (BZ), 54, 90, 922
Brittle materials, 19
Brittle-to-ductile fracture transition, 1859
Bronchial thermoplasty (BT), 2713
Brønsted acid site modeling

AIMD potentials of mean force, 1360–1361
deprotonation energy, 1357–1358
interaction, 1364–1365
metadynamics simulations, 1361–1364
MFI, 1357
probe molecule binding, 1358–1359
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Brownian dissipation, magnetic nano-particles,
905–906

dipole-dipole interaction, 910–912
Langevin equation, statistical modeling

with, 906–908
large clusters of MN nano-particles,

collective behaviors in, 908–909
Brownian dynamics (BD), 2597
Brownian motion, 888, 1732
Broyden-Fletcher-Goldfarb-Shanno

method, 2798
Brunauer-Emmett-Teller (BET) surface

area, 1413
Brønsted–Evans–Polanyi (BEP) relationships,

1313, 1328, 1393
Bubbles, 2510
Bulk heterojunctions (BHJ), 326

electron donors and acceptors, 326
ultrafast charge separation in, 336–339

Bulk viscosity of blood, 2640
Burgers vector, 58, 242, 2239

C
Cahill’s minimum thermal conductivity

model, 926
Cahn–Hilliard equation, 2298
Calcium polyhydrides, 2745
Calcium-silicate-hydrate (C–S–H), 18, 179

colloidal approach, 1752–1753
colloidal C-S-H, 1692–1698
effective interactions, 1753–1754
formation, 1749
gels, 1715, 1716
hemispherical growth of, 186
intermediate interactions, 189
kinetics and rheology, 1755–1756
mesoscale texture and mechanics of,

1756–1758
molecular C-S-H interfaces, 1690
nano-colloid, 1749
orientation-dependent interactions, 189
precipitation, 187
strong interactions, 188
weak interactions, 188

Calcium–silicate–hydrate (CSH) phase
anomalous behavior of confined water,

1780, 1782
Ca/Si ratio, 1775
cement paste volume, 1764
chemical composition and nanoscale

structure, 1774, 1779
chemical compositions, 1776
clinker phase, 1765

composition–property relationships,
1784, 1787

grain-grain PMF, 1773
ionic concentrations, 1771
morphology of, 1765
nano-portlandite hypothesis, 1779–1780
nanoscale modeling of, 1768, 1769
out-of-equilibrium conditions, 1773
packing densities, 1766
pores, 1766
segmental branches (SB) of, 1769
thermal properties, 1782
tobermorite and, 1772
topological constraint theory, 1783

CALculation of PHAse Diagrams
(CALPHAD), 2353, 2492

CaLi2, 2742
Canonical model, 1331
Capillary condensation, 212
Carbons, nanoporous, 546
Cardiovascular diseases, 2671
Caroteno-porphyrin-fullerene (CPF) triad,

331, 334
Cartesian components, 812, 1727
Cartesian coordinate system, 525
Cartesian indices, 817
Casein gels, 1717
Casimir limit, 793
Castelliz-Kanomata curves, 363
Catalysis, 1356
Catalyst, 7, 8
Catalytic bundled tubes reactor, 1407
Catalytic chemistry, 1415
Catalytic partial oxidation

(CPO)-reformer, 1424
Cationic metal site modeling

Cu exchange siting, 1Al and 2Al sites in
CHA, 1368–1369

isolated Al T-sites, 1365
paired Al T-sites, 1366–1368
thermodynamics of Cu speciation, in CHA,

1370–1372
Cauchy shear stress, 1838
Cauchy stress, 1838
Cavitation, 2037–2040, 2507
CdSe nanocrystals, 673
Cell(s), 2611

adhesion, 2628, 2631
Cellular automaton (CA) simulations, 186
Cement, 8, 18
Cement hydration, 1749–1750

BNG model (see Boundary nucleation and
growth (BNG) model)

early hydration kinetics, 180–182



Index 2869

nanoparticle simulations, nano-to-micro
mesoscale (see Nanoparticle
simulations, cement hydration)

products, 1764
Cementitious materials, 1688

cement paste microstructure, 1698–1706
hierarchies in cement paste, 1689
molecular C-S-H interfaces, 1690–1692

Cement paste
cohesive-frictional microstructural models,

mechanical response of, 1704–1706
hierarchies in, 1689
RF-FEM models, 1699–1702

Cepstral coefficients, 830–833, 837
Chabazite (CHA), 1359, 1360, 1364,

1366, 1368
Cu exchange siting, 1Al and 2Al sites,

1368–1369
thermodynamics of Cu speciation,

1370–1372
Chalcogenide glasses, 2018
Chalcogenides, 97–102
Chapman-Kolmogorov equation, 2461, 2462
Charge neutrality, 1082, 1086
Charge optimized many-body (COMB)

potentials, 2149
Charge-ordering induced ferroelectricity, 1160
Charge separation, 327

in bulk heterojunctions, 336–339
in supramolecular assemblies, 330–336

Charge trapping, 1051
Chemical bonding, 1828
Chemical doping, of molecular crystals, 102
Chemical potential of electrons, 1082
Chemical reaction, 2794, 2797, 2803
Chemical vapor deposition (CVD), 60,

61, 1890
Chen’s model, 2789
Chimera silk-elastin-like materials, 1553
Chlor-alkali process, 1474
CH3NH3PbI3 perovskite

electronic structure, 2851, 2853
formation energies of intrinsic defects,

2855, 2856
grain boundaries, 2857
optical absorption, 2853–2854
spectroscopic limited maximum

efficiency, 2854
transition energies of intrinsic defects,

2855–2856
Chronic obstructive pulmonary disease

(COPD), 2701
populations, 2712
QCT imaging-based metrics for, 2712

Chute flow geometry, 160
Circulating tumor cells (CTCs), 2614
Clar sextet, 692
Clar’s theory, 692–695
Classical molecular dynamics, 2195
Classical nucleation theory, 2218–2225, 2492
Classical thermodynamics, 2337
Classical turbulent reaction models, 1420
Clausius-Mossotti relation, 900
Clay, 8
Clinker surface reactivity, nanoscale

description, 1767–1768
Cluster, 2792, 2797, 2801–2804

algorithms, 2002
analysis, 1983, 2001
size, 2235–2237

Cluster dynamics (CD), 2217–2218, 2375
Fokker-Planck based methods, 2496
formalism, 2490–2492
grouping methods, 2496
parametrization of, 2493–2495

Cluster expansion methods, 569, 2444
higher order, 2447
pair models, 2444–2446

Coarse-grained (CG) model, 1310, 1542, 1715,
1717, 1751, 2553

Coarse grained models and microscopic
dynamical processes, 1798–1799

micromechanical consequences,
1801–1802

spatio-temporal correlations and non-affine
motion, 1799–1801

Coarse-grained molecular dynamics (CGMD),
2600, 2674, 2678–2679

Co-catalysts, 1524–1525
Co2Fe6N structures, 2771
Cohen-Anderson limit, 76
Cohesive-frictional force field (CFFF),

1693, 1707
Cohesive-zone-volume-element (CZVE)

model, 1850
Collective variables (CVs), 1362–1364
Collision cascade, 2372

description, 2415
electronic effects in, 2416–2418

Collision theory and adsorption rate, 1384
Colloidal approach, 1752
Colloidal C-S-H

CFFF, 1693–1694
mechanics of, 1695–1697

Compartmentalization, 1669
and connectivity, 1667

Complexity, in soft and hard materials,
1714–1717
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Complex oxides, 7, 1125, 1126
Compound energy formalism (CEF), 2344,

2358, 2359
Compressibility factor, 2343
Computational fluid dynamics (CFD), 2702

catalytic reactors
objective of, 1406
PDE system, 1417
reactor simulations, 1421–1435
software, 1421
turbulence model, 1417–1421

integration of, 2713–2714
simulation, turbulence modeling

and, 2706
Computational hydrogen electrode (CHE),

1312, 1442, 1480, 1506–1510
assumptions, 1480
calculations, 1511–1512
co-catalysts, 1523–1525
defects, 1520–1523
electrochemical barriers, 1489–1491
explicit approaches, 1512–1515
free energy diagrams, 1486–1487
illustration of, 1481
implicit approaches, 1515–1519
integrated cyclic voltammograms,

1484–1485
kinetic barriers, 1525–1528
reactive sites, 1519–1520
scaling relations, 1487
solvation effects, 1512
surface Pourbaix diagrams, 1482–1483
volcano plots, 1488–1489

Computationally determined oxygen vacancy
formation energies, 1283

Computational methods, 1871–1872
Computational modeling, 2053
Computational superconductivity, 77–83
Computational surface catalysis, challenges,

1314–1316
Computational thermodynamics (CT), 2350

CALPHAD methodology, 2353
codes, 2357
phase diagrams, 2350
See also Lattice stabilities

COMSOL, 2303
Concrete, 8
Condensate fraction, 79
Conditional probability density, 2461
Conduction band minimum (CBM), 30
Conductivity measurements, 1043–1044
Configurational entropy, 1076, 1081, 1086,

2491, 2493
Conservation conditions, 750–752

Conserved currents, 812–814
Conserved densities, 812, 814
Constant time search, 2469–2470
Constitutive equations, 813, 817
Constrained Broyden optimization

(CBD), 2816
Constrained distribution function, 2219
Continuum method, 2547
Conventional plastic materials, 2051
Conventional superconductors, 76, 85–88
Convex hull construction, 83
Cooperative adsorption/interaction

energy, 1498
Cooper pair, 79
Coordination characterization function (CCF),

2734–2736
COPD, see Chronic obstructive pulmonary

disease (COPD)
Core-level x-ray photoemission

spectroscopy, 1136
Corning glass composition, 2000
Corning Glass Research, 1998
Corning Gorilla® Glass, 2016
Correlated necklace dislocation

(CND), 1864
Coulomb charge model, 268
Coulomb interactions, 475, 1100, 1101,

1105, 1913
Coulomb potential, 81
Coupled grand canonical Monte Carlo

(GCMC) scheme, 1752
Covalent superconductors, 89–92
Crack propagation, 2018
Critical concentration of cluster formation

(CCC), 1661
Critical nanoaggregate concentration

(CNAC), 1661
Critical resolved shear stress (CRSS), 1822
Critical size, 2221
Critical strain, 1922, 1926
Critical stress intensity factor, 1850
Cross-periodogram, 832–834
Cross-spectrum, 816
Crystal, 2792, 2794, 2800, 2802

chemical doping of, 102
field, 1125
plasticity, 19, 2376
structure, 1123

Crystal lattice, intrinsic strength,
1832–1835

HCP magnesium, deformation twinning in,
1836–1841

strain-controlled vs. shuffling-controlled,
1835–1838
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Crystalline materials, 239–240
dislocation-obstacle interaction mechanism

map, 246–249
flow stress, individual dislocation,

240–245
Crystal-plasticity finite element method

(CPFEM, 132)
Crystal structure analysis by particle swarm

optimization (CALYPSO) structure
prediction method, 2723, 2724

features of, 2738–2743
flowchart, 2731
hydrogen-rich superconductors,

2743–2746
inverse-design approach, 2742
light-element compounds, 2748–2749
local structure optimization, 2737
non-hydrogen superconductors, 2746
particle swarm particle swarm optimization

algorithm, 2736–2737
random structures with symmetry

constraints, 2731–2732
structural characterization techniques,

2732–2736
superhard materials, 2747
3D crystals, 2738–2739
transition-metal–light-element

compounds, 2749
2D layers and atomic adsorption,

2738, 2739
2D surfaces, 2739, 2740
X-ray diffraction data-assisted structure

searches, 2741–2742
0D nanoclusters or molecules,

2739, 2741
Crystal structure prediction, 2758

adaptive genetic algorithm, 2724
CALYPSO method, 2724
first-principles assisted structure

solution, 2725
future aspects, 2725–2726
minima hopping method, 2724
multi-objective optimization, 2724
stochastic surface walking

method, 2724
Crystal symmetry breaking, 1269
Curie temperatures, 429, 434–436, 439, 453,

455, 463, 2770
Curse of dimensionality, 365
Curvature tensor, 1955
Cu-SSZ-13, 1369
Cyclodehydrogenation, 689
Cytoskeleton, 2612
Cytosol, 2612

D
Dalton’s law, 2339
Damköhler number, 1415, 1420
Damped dynamics, 1729
Dangling bonds, 607, 610
Data consolidation, 2000
Data-driven multiscale modeling, 2545
d-band model, 1332
2D C-N alloy, 592–595
3D convex hull construction, 1259
Debye frequency, 243, 2440
Debye law, 908
Debye model, 2280
Debye-Waller factors (DWF), 1800
Decomposition methods, 2546
Decorrelation technique, 839
Defect(s), 1036, 1950

and dopability, 1242–1243
kinetics, 1077, 1090–1095
in oxides (see Oxide defects, in electronic

devices)
Defect energy levels

hyperfine splitting, 667–669
self-purification, 669–674
wave function, characterization,

666–667
Defect equilibria, 1077

bulk band structure and, 1084
in bulk of oxides, 1077–1084
in intrinsic and doped ZrO2,

1082–1084
model, 1078
near ZrO2(001)/Cr2O3 interface,

1087, 1090
Deformable cell model, 2631
Deformation, 8
Deformation twinning (DT), 1828, 1841
Density functional perturbation theory

(DFPT), 78
Density functional theory (DFT), 22, 32, 61,

74, 354, 358, 359, 361, 362, 606,
608, 618, 637, 705–708, 748, 760,
824–826, 1002, 1004, 1006, 1007,
1047, 1100, 1104–1108, 1111, 1114,
1115, 1155, 1156, 1158, 1160, 1164,
1165, 1167, 1169, 1174, 1177, 1178,
1185, 1188, 1193, 1197, 1311, 1344,
1357, 1359, 1362, 1366, 1379, 1449,
1450, 1542, 1631–1633, 1635,
1828, 1829, 1837–1839, 1871,
1991–1993, 2054, 2112, 2142, 2145,
2151, 2153, 2195, 2373, 2443–2444,
2447, 2449, 2450, 2470–2472, 2793,
2803, 2804, 2807, 2838, 2841, 2846
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Density functional theory (DFT) (cont.)
α-Fe under irradiation, 2473–2475
calculations, 568, 2122, 2758
in W under fusion conditions, 2476–2481

Density of states (DOS), 361, 741, 1102, 1159,
1199, 1498

calculations, 963–964
Dephasing, 873
Deprotonation energy (DPE), 1357–1358
Derjaguin-Muller-Toporov (DMT)

theory, 1694
Detailed balancing, 2219
Deterministic lateral displacement (DLD),

2642, 2643
Deterministic model, 133
DFT, see Density functional theory (DFT)
DFT+U method, 1048
Diamond, 91
Diamond anvil cells (DAC), 2804
Dielectrics and magnetics nano-particles

infrared absorption in cellular membrane
models, lipid bilayers, 900–904

non-local dielectric constant, microscopic
models of, 897–898

surface enhanced infrared absorption, in
dielectric thin films, 898–900

Diffeomorphic multi-level B-spline transform
composite (DMTC) method, 2705

Diffraction phase microscope (DPM),
2542, 2544

Diffuse mismatch model, 856
Diffusion anisotropy difference (DAD), 2274
Diffusion processes, 2297
Diffusive transport, 868, 881
Digital image correlation (DIC), 217, 218
Dilignols, 1632
Dilute oxygen vacancy formation

energies, 1282
Dimensionality, 104
1,2-Dipalmitoyl-sn-glycero-3-phosphocholine

(DPPC)
atomic view of, 902
in-plane radial distribution function of, 904
per-atom density and charge density profile

in, 904
simplified Lewis formula of, 901

Dipole correction, 1133
Dipole-dipole coupling energy, 906
Dipole-dipole interaction, 910–912
Dirac approximation, 1912
Dirac cones, 54
Dirac delta (δ) function, 740, 747, 751, 752,

772, 2219
Dirac fermion of graphene, 65

Dirac model, 505
Direct numerical simulation (DNS), 1428
Discrete dislocation dynamics (DDD), 2374
Discrete element method (DEM), 1543
Discrete Fourier transform, 828
Discrete particle model (DPM), 1430
Discretization, 2298

FEM, 2299–2300
finite difference method, 2300
peridynamics, 2301
spectral methods, 2300

Diseases modeling, 10
Dislocation(s), 19, 2372

bias model, 2494
exhaustion, 1820
loops, 2508, 2512
nucleation, 1818

Dislocation dynamics (DD), 257, 258
algorithms, 2246
applications, 2260–2264
boundary conditions, 2248–2258,

2260–2264
characteristics, 2245
cross-slip, 2249
FCC metals, 2253–2255
implementation, 2246–2253
with irradiation obstacles, 2255–2258
junction formation and breaking, 2249
network re-discretization, 2249
nodal method, 2248
parametric, 2249
segment-based implementation, 2248
technique, 2115

Dislon theory, 267
advantages, 268
computation of relaxation time,

275–278
dislon Hamiltonian, 272–273
electron-Dislon interaction, 278–279
phonon-Dislon interaction, 279–281
workflow applying, 273–274

Dispersed barrier hardening (DBH)
model, 2244

Dispersion relations, 799–804
Displacement cascades, 2489, 2494
Dissipative particle dynamics (DPD), 1542,

2595, 2614, 2669
coarse-grained models, 1553
fluid model, 2679–2680

Dissociation mechanism of oxygen
molecule, 1297

Divergence theorem for surfaces, 1956
3D junctional complex model, 2597
DLVO theory, 1770, 1795–1796
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2D materials
alloying of, 591–598
chemical functionalization of, 569–574

2D nanomaterials
single-layer graphene, 1915–1920
single-layer graphene ribbons,

1920–1927
Domain decomposition methods (DDM),

2552–2567
coupling strategies, 2561–2562
for complex fluids, 2562–2566
for multiscale modeling, 2553
for simple fluids, 2554–2562
least constraint dynamics, 2559–2560
molecular dynamics, 2554–2555
relaxation dynamics, 2559

Domain structures
in ferroelectric bilayer thin films,

1220–1221
in single-layered ferroelectric thin

films, 1219
Dominance concept, 2779
Donor-acceptor, 331
Dopants, 1080, 1084, 1095
Doped nanocrystals, defect levels in,

664–669
Doping covalent bonds, 91
Dormant ep interaction in graphite, 88–89
Double cleavage drilled compression (DCDC),

204, 231, 232
glassy polymers, techniques for, 221
multiscale modeling of, 206–209

Double-ended surface walking (DESW)
method, 2821

Double perovskites
Bi(III) and In(I), 317–318
In(III) and Ag(I), 314–317
pnictogens and noble metals, 313

Downhole fluid analysis (DFA)
characteristics, 1653
wireline well logging and, 1653–1657

DPD-CGMD modeling approach,
2677–2686

DPD-CGMD spatial interfacing,
2680–2682

3D printing technologies, 1716
DREIDING potential, 901
Drift-diffusion process, 2283
2D Si-S alloy, 596–598
3d TM nitrides, 2768
Duffy and Rutherford model, 2424, 2425
Dufour effect, 2297
Dugdale model, 202
Dusty gas model (DGM), 1414

Dye sensitized solar cells (DSC), 326
dye molecule in, 327
organic dye molecules, 326

Dynamical mean field approximation, 1003
Dynamical mean-field theory (DMFT), 1101,

1104–1108, 1111, 1115
Dynamic mode rheometry, 1751
Dynamic viscosity, 2096
Dzyaloshinskii-Moriya (DM) interaction, 381,

431, 503, 1156, 1163, 1165, 1167,
1168, 1172, 1173, 1176, 1179, 1204

E
EAM-like potentials, 2169
E-CAM Workshop, 25
Economic impacts

academic research, 22
industrial requirements, 25–26
marketplaces, 27–28
translator, 26

Edelstein effect, 521, 522
Edge-attenuation effect, 2393
Eelectro-chemical potential, 1442
Effective field, 410
Ehrenfest molecular dynamics (EMD), 330,

333, 335, 338
Einstein diffusivity, 2284
Einstein-Helfand expression for transport

coefficients, 816–817
Elastic interactions, 2216
Elastic moduli/modulus, 1737

determination, 1873
Elastic scattering, 867, 868, 872, 878, 879
Elastic stress tensor, 1961–1962
Elastic wave manipulation, 2104
Elasto-plastic models, 1803–1806
Electrical currents, 349
Electrical double layers (EDL), 1440, 1447
Electric double layer theory, 1753
Electrocatalysis, 1474

CHE, 1480–1491
electrochemical cell, 1475–1480
GCHE, 1491–1495

Electrochemical cell
generalized reaction scheme for, 1475
reaction intermediates, 1476–1479
reduction reaction schemes, 1476
reference electrodes, 1480

Electrochemical materials, 7
Electrochemical potential, 1085, 1445
Electrode(s), 1232–1235, 1252

interface stability, 1241
potentials, 1459–1466
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Electrode-electrolyte interfaces structure,
1439, 1440

atomistic modeling of, 1440
between metal electrode, 1441
continuum models of, 1447–1448
thermodynamic considerations, 1442–1446

Electrolyte, 1232, 1233, 1238, 1239,
1241–1242

Electron affinity (EA), 540, 692
Electronegativity equalization method

(EEM), 644
Electron energy loss spectroscopy, 1134, 1135
Electron-gamma cascade codes, 2373
Electronic ferroelectricity, 379
Electronic friction model, 2428
Electronic properties, 1356
Electronic scale simulations, 2055
Electronic stopping, 2162
Electronic stopping power, 2172, 2403
Electronic structure, 1047, 1121, 1128, 1131,

1135, 1137, 1235, 1237–1239
Electron paramagnetic resonance (EPR),

490–492, 1044–1045
Electron-phonon coupling, 2163, 2418
Electron-phonon interaction, 1036
Electron quasiparticles, 618
Electrons, chemical potential of, 1079
Electrostrictive effect, 1217
Elementary microscopic rearrangements

(EMR), 1801
Eley-Rideal (ER) mechanism, 1378
Ellipsoid, 2003
Embedded atom method (EAM), 122, 1449,

2145, 2146, 2151, 2761
potentials, 2168

Embedding methods, 1003–1004
Emergent materials, 537, 539

computational challenges for, 541–542
Empirical models, 692–702
Energy-conserving DPD (eDPD)

model, 2575
Energy flux, 818–819
Energy gap, 7
Energy landscape, 2795, 2797
Energy relaxation

Golden rule, 869, 878
Landauer model, 873
in PEG oligomers, 879
rapid, 881
rate, 871
series model, 875
thermal transport across molecular

interfaces, 866
on transport, 868

Energy variation, and equations of equilibrium,
1958–1960

Environment Dependent Interatomic Potential
(EDIP), 2147

Equation of motion (EoM), 2559
Equation of state (EOS), 2338, 2339
Equilibrium density matrix, 509
Equilibrium MD (EMD) method, 984, 985
Equipartition theorem, 2280
Error signal image, 206
Erythrocytes, see Red blood cells (RBCs)
Eshelby’s inclusion problem, 1969
Eukaryotic cells, 2547

adherent cell models, 2617–2618
mechanical properties of, 2612
modeling approaches, 2613–2618
suspended cell models, 2614–2616

Euler-Euler model, 1433
Eulerian-Eulerian (EE) models, 1428
Eulerian–Lagrangian (EL) model, 1430
Euler-Lagrange (EL) model, 1433
European Materials Modelling Council, 26
Evaporation-condensation process, 2287
Evaporation frequency, 2219
Event kinetic Monte Carlo (EKMC)

method, 2200
Evolution, 2239
Excess charge, 1036
Exchange-correlation (XC), 507, 825, 1128
Exchange striction effects

collinear spin structure, 1173–1176
helical spin structure, 1170–1173

Excitation energy, 476
Excited electronic states, 1002–1003
Excitons, 326, 327, 334, 337, 339
Exposed extracellular matrix (ECM)

proteins, 2669
Extracellular matrix (ECM), 2619
Extrinsic disorder, 1271–1273

F
Face-centered cubic (FCC), 1829, 1832, 2146
False positive rate (FPR), 368
Faraday effect (FE), 463
Fast Fourier transform (FFT) algorithm, 1702
Fast-moving point defects, 2512–2513
Fatigue

atomistic simulation setup for, 1851
metallic glasses, 1864
nanotwinned metals, 1861

Fe and FeCr alloys
AKMC application to, 2200–2202
OKMC application to, 2203–2209
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Feedforward neural network
(static network), 2005

Fe pnictides, 97–102
Fermi energy, 471, 477–479, 482, 1017, 1018
Fermi functions, 510
Fermi level, 57, 67, 361, 1018, 1023
Fermi liquid, 1102
Fermi-Pasta-Ulam model, 730
Ferrimagnets, 428, 429, 432, 434,

436, 437
Ferroelectric(s), 378

domain, 1219
Ferroelectricity

charge-ordering induced, 1160
geometric, 1177
lone-pair induced, 1159
See also Spin-driven ferroelectricity

Ferroelectric Rashba semiconductors, 376
GeTe, 391
materials modelling, 376
symmetries, 378

Ferroelectric thin films
phase-field method, 1215
thermodynamic analysis, 1215

FerroFET, 1120
Ferromagnetic (FM), 1108, 1829
Ferromagnetic metals (FM), 517–527

thermodynamics, 2281
Feynman, Richard, 662
Fickian diffusion, 2297
Fictitious domain method (FDM), 2595
Field effect, 104
Filopodia, formation of, 2681–2685
Final initial state energy (FISE), 2442, 2444,

2446–2449
Finite difference method (FDM), 2300,

2555, 2556
Finite-difference time-domain (FDTD), 462
Finite element method (FEM), 257, 1542,

1698, 2299–2300, 2595, 2614
Finite element method (FEM), glass modeling

for designing high strength and highly
elastic metallic glasses, 1986, 1988

material properties, 1990
for sound transmission loss calculations,

1988–1990
sources, definition of, 1991

Finite element modelling (FEM), 2376
Finite element triangular mesh (FETM)

method, 2394, 2397
Finite-temperature effects, 1004
First Brillouin zone (FBZ), 898
First-passage kinetic Monte Carlo (FPKMC)

method, 2200

First-principles assisted structure solution
(FPASS), 2725, 2741, 2845–2847

components, 2837
DFT, 2838, 2839
global search methods, 2841
Li2O2, 2842
limitations, 2846
LiSbO3, 2844–2845
MgNH, 2842
Na-Pb system, 2843–2844
Wyckoff sites, 2838, 2840

First principles calculation, 116
First-principles modeling, 1233, 1251, 1252
First-principles molecular dynamics

(FPMD), 1053
simulations, 40

First-principles thermodynamics, 1364
Fischer-Tropsch synthesis (FTS), 1431
Fission gas diffusion, in nuclear fuels,

2131–2135
Fission product (FP), 2336
Fixed-bed reactor, 1427–1430
Flame ionization detection (FID), 1657
Flexoelectric effect, 1224
Flory-Huggins-Zuo equation of state

(FHZ EoS), 1667
Flow serration, 2036–2037
Fluctuation-dissipation relation, 2278, 2283
Fluctuation-dissipation theorem (FDT),

901, 907
Flux-exchange coupling, 2560–2561
Fokker-Planck equation (FPE), 2235, 2237,

2283, 2496, 2576
Force-fields (FF)

applications, 645–649
interlayer interactions, 640–645
intralayer interactions, 638–640

Formamidinium, 298
Formation energy, 1017, 1142
Fourier’s law, 725, 866, 868
Fourier transform, 812, 893
FPASS method, see First-principles-assisted

structure solution (FPASS)
Fractional model, 1736
Fracture, 19

atomistic simulations setup for, 1848
energy, 201
metallic glasses and lithiated silicon,

1855–1860
nanotwinned metals and ceramics,

1853–1855
toughness, 202

Free energy of formation, 1080
Free energy surface (FES), 1360, 1362, 1364
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Free-flight-path, 2385
Frenkel model, 1830
Frenkel pairs, 2459, 2495
Friction lengths, 794, 795
Fröhlich Hamiltonian, 1038–1039
Fröhlich theory, 1038
Frumkin isotherm, 1484
Fuel systems

ceramic fuels and ionic crystalline
phases, 2358

ionic and metallic liquids, 2361
metallic fuels and metallic phases, 2359

Fuel thermal conductivity, 2304
Fully lattice-free AKMC models, 2528
Functionalization, 662, 663
Fundamental gap, 692

G
Galerkin method, 2299
Gao-Weber bond-order potential, 2153
Garofalini reactive potential, 1769
Gas chromatography (GC), 1657
Gas-oil ratio (GOR)

of live crude oils, 1655
live oil sample, 1651

Gate oxide films, 1015
Gauge invariance, of heat transport

coefficients, 820
Gaussian distribution, 453, 2222
Gaussian functions, 2237
Gaussian intensity, 458
Gaussian type orbitals (GTOs), 2799, 2800
Gay-Berne interactions, 189
GdBaCo2O5+δ, 1292
Gedankenexperiment, 88
General gradient approximations (GGA), 568
Generalized computational hydrogen electrode

(GCHE), 1491, 1493, 1499, 1511
electrolyte and pH, 1495
free energy for, 1492
OH* adsorption isotherms, 1496
practical and technical aspects of, 1494

Generalized-gradient approximation (GGA),
32, 568, 1002, 1155, 1167, 1197,
1311, 2471, 2765

General KNB (gKNB) model, 1168, 1169
GENERIC (General Equation for Non-

Equilibrium Reversible-Irreversible
Coupling) formalism, 2578

Genetic algorithm (GA), 10, 1984–1985, 2004,
2014, 2722

Genetic algorithm-based glass models, 2013
Geometric ferroelectricity, 1177

Geometric sublattice frustration, 1263–1270
GeSn, 943
GGA + U, 1346, 1347
Gibbs energy, 2339–2342, 2344–2346,

2348, 2357
of adsorption, 1445

Gibbs free energy (GFE), 359, 1442, 1479,
2225, 2227, 2336, 2792

landscape, 1828, 1834, 1837–1839, 1841
Gibbs free formation energy, 671
Gibbs-Thompson effect, 2218
Gibbs triangle, 2352
Gilbert damping, 431, 438, 439, 441, 444
Glass, 9

composite models, 2101
composition design, 2006
and polymers, 2051
roughness on adhesion, 2078–2082
surface roughness on, 2078

Glass modeling, 1979, 1982
challenges in, 1993–1994
cluster analysis, 1983
data consolidation and cleaning,

1982–1983
DFT and MD-based first-principles

modeling, 1991–1993
genetic algorithms, 1984–1985
least squares regression model, 1984
multiscale finite element modeling,

1986, 1991
multivariable linear regression, 1984
neural networks, 1985–1986
PCA, 1983–1984
regression analysis, 1984

Glassy polymers
DCDC techniques for, 221
fracture in, 219–221
slow crack propagation in, 222–226

Globularization model, 140
Glottal constriction, 2706
Glycophorin C, 2597
Gold, 867, 879, 880
Golden rule, 869, 881
Gouy-Chapman length, 1772
Gouy-Chapman model, 1447
Governing equations, single phase flows, 1408
Grain boundary (GB), 58, 60
Grain boundary (GB), 2d materials, 1893–1903

construction, 1893–1895
failure mechanism, 1898–1903
structures and energies, 1895–1897

Grain size effects, 18
Grand Canonical Monte Carlo (GCMC)

scheme, 1774
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Grand Canonical Monte Carlo
simulation, 1776

Granular fluidity, 155
Granular matter, 18
Graphene, 16, 17, 1870

atomic hydrogen interaction on, 551
dispersion relations in, 802–804
edges and nanoribbons, 63–68
fracture strength of, 1882
hydrogen interaction on, 547, 551
isolation of, 53, 636
oxidization, 574–578
point defects, 55, 57
and silicon, 781–785
topological defects, 57–63
transition-metal doping in, 586–589
two-dimensional honeycomb lattice

of, 54
via substrate, carrier densities in,

583–586
Graphene kirigami, 1927–1929

conductance, deformation,
1931–1937

dephasing, 1939–1941
I-V characteristics and negative differential

resistance, 1938
methodology, 1929–1930

Graphene nanoribbons (GNRs), 7, 17
armchair, 687
band gap, 688
characterization, 687
computational modeling, 689–691
experimental synthesis, 687–690
nomenclature, 686
quantum confinement, 687–688
tight binding, 695–700
zigzag, 687

Graphene oxide (GO), 574
Graphics processing units (GPUs), 455
Graphite, 88–89, 93–94
Green-Kubo formalism, 728, 1261
Green Kubo (GK) method, 964, 967
Green-Kubo (GK) theory, 727
Green-Kubo (GK) theory of heat transport

energy flux, classical force fields,
818–819

hydrodynamic variables, 811–814
linear-response theory, 814–817
multi-component fluids, 819–820

Green’s function, 728, 892, 1104, 1107,
1930, 2599

GULP code, 2732
GW approximation, 708–710
Gyromagnetic ratio, 450

H
Hafnium oxide (HfO2), 1022–1023
Halide double perovskites, 312
Hall-Petch–type model, 1821
Hamaker constant, 213
Hamiltonian equations of motion, 890
Hamiltonian operator, 703
Hamiltonians, AKMC simulations

cluster expansions, 2444–2447
DFT and empirical potentials, 2443
neural network and machine learning

methods, 2447–2448
Hamilton’s equations, 2554
Hardened cement paste, 1774–1779
Harmonic oscillator (HO) approximation, 1360
Harmonic solutions, 2095
Harmonic TST (HTST), 2460, 2472
Hartree-Fock formalism, 638
Haven ratio, 1261, 1262
H-bonding (or hydrogen bonding)

compounds, 1664
HCP magnesium, see Hexagonal close-packed

(HCP) magnesium
Heat-assisted magnetic recording (HAMR), 450

atomistic models, 455–456
LLB equation, 456–458
LLG equation, 452–453
recording media, 452
schematic of, 451
temperature dependent parameters,

453–455
Heat flow equation, 458
Heat flux

definition, 819
through atomic trajectories, 860
through work rates, 860–861

Heat sources
alternative heating mechanisms, 462–463
near field transducers, 462

Heat spike mixing, 2428
Heat transport, 458–459, 727

data analysis work-flow, 836
DFT, 824–826
gauge invariance, of heat transport

coefficients, 820–824
Green-Kubo theory, heat transport,

811–820
heat sources, 461–463
heavy water, at ambient conditions,

838–840
mono-atomic fluid, 837
multi-component fluids, 832–835
solids and one-component fluids, 827–832
two and three temperature models, 459–461
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Heavy metals (HMs), 503
HEFCE (Higher Education Funding Council

for England), 23
Height signal, 206
Heisenberg-exchange-driven polarization, 383
Heisenberg exchange interaction, 428
Heisenberg model, 406, 412
Hemodynamic shearing device

(HSD), 2683
Hemoglobin polymerization process, 2547
Hemostasis (thrombus formation), 2669
Hermitian matrix, 834
Herschel-Bulkley flow, 1807
Hessian matrix, 2798
Heterogeneous materials, 1365
Hetero-interface, 1077, 1084
Heusler alloys, 357, 358, 360, 363, 365,

366, 368
Heusler compounds, 355–359
Hexagonal close-packed (HCP) magnesium,

1836–1841
Hexagonal nanosheet (HNS), 2807
Heyd-Scuseria-Ernzerhof (HSE06) hybrid

functional, 569
Heyrovsky reaction, 1489, 1490
HfO2, 1139, 1142
Hierarchical materials, 8
Hierarchical multiscale modeling, of platelet

thrombosis, 2674–2690
Higher order cluster expansion models, 2447
Highest occupied molecular orbital (HOMO),

539, 540, 1497
High-performance computing (HPC), 2099
High pressure, 2804–2806
High-resolution electron microscopy (HREM)

image, 2766
High-resolution transmission electron

microscopy (HRTEM), 2153, 2154
High-Tc conventional superconductivity,

94–97
High-throughput approaches, magnetism

analysis, 362–364
energy-related descriptors, 359–361
general principles, 354–355
Heusler compounds, 355–359
magnetic descriptors, 361–362

High-throughput electronic structure theory
(HTEST), 354, 355, 359

Hilbert space, 475
Hildebrand and Hansen Solubility

Parameters, 1665
Hildebrand solubility parameter,

1663, 1664
Holstein Hamiltonian, 1039–1040

Homogeneous irradiation hardening
Cu simulations, 2260–2261
Fe simulations, 2261
micropillars, 2264
radiated thin films, 2263
strain localization, 2261–2263
Zr simulations, 2261

Homogenization theories, 994
Hopfield expression, 86
Hubbard model, 67, 700–702, 1101, 1104,

1105, 1108, 1112
Hubbard satellites, 1103
Hubbard U model, 1155, 1170, 1199, 2123,

2136
Hund’s coupling, 352
Hund’s metal regime, 99
Hungarian algorithm, 2801
H2S, 2744
Hybrid deposition and micro-rolling

(HDMR), 134
Hybrid functionals, 609, 1048
Hybrid improper ferroelectricity (HIF), 388
Hybrid-nonlinear acoustic materials, 2105
Hybrid organic-inorganic perovskites, 2850
Hydride formation, 2307–2308
Hydride precipitation, in Zircaloys, 2327
Hydrodynamic variables, 811–814
Hydrogen

chemisorption defect, 57, 58
defects, 1026–1028
molecular, 546
storage, 546

Hydrogen interaction, 546
on graphene, 547–551
theoretical methods, 547

Hydrogen-rich superconductor
compounds, 2744

Hydrothermal carbonization (HTC), 1639
Hyperfine splitting, 667–669

I
Ideal gas, 2339

equation, 1410
Impingement frequency, 2219
Impurity levels, 607
Inclined plate (IP) model, 1924, 1925
Industrial impact, 16
Inelastic interactions, 2216
Inelastic neutron scattering (INS)

spectra, 554
Inelastic scattering, 867–869, 881
Inelastic spin-flip spectroscopy, 480–482
Inertial rheology, 155
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Infected RBCs (iRBCs), 2626
adherence of, 2628
adhesion of, 2638–2640, 2643
cytoadherence of, 2628
healthy cells, 2629
shapes of, 2636
stiffening of, 2638

Infrared absorption in cellular membrane
models, lipid bilayers, 900

absorption and morphology, 902–904
atomistic modeling, 901–902
dielectric properties, 901

Infrared spectroscopy, 1046
Inhaled particle transport and

deposition, 2706
Inkjet 3D-printing, silk, 1567
Inorganic Crystal Structure Database (ICSD),

355, 358, 2838, 2840, 2844
Inorganic glass substrates, 2050
Inorganic photovoltaics (IPV), 325, 328
In-situ atomic force microscopy (AFM)

investigations and fracture
mechanics modeling

DCDC sample, 206–209
DCDC techniques for glassy

polymers, 221
in DGEBA-IPD epoxy resin, 225–226
experimental setup, 204
fracture in glassy polymers, 219–221
in PMMA samples, 223–225
steady-state and stick-slip crack

propagation, 226–230
stress-corrosion in oxide glasses

(see Stress-corrosion, in oxide
glasses)

In-situ fluid analyzer (IFA), 1659
In-situ transmission electron microscopy

(TEM)
atomic high-resolution TEM, 2506
bright-field and dark-field, 2506–2507
capabilities and limitations, 2507–2508
dynamic properties of invisible atomicscale

defects, 2510–2511
dynamic properties of nanoscale defects,

2508–2510
Instability, 2240
Integrated Computational Materials

Engineering (ICME), 25
Integrated DIC (IDIC) approach, 218
Interatomic force constants (IFCs),

748–750
harmonic, 739
numerical implementation, 748–750

Interatomic potentials (IAP), 2520

Interatomic potentials, for nuclear materials
charge optimized potentials and reactive

force fields, 2149–2150
covalent materials, potentials for,

2146–2147
intra-molecular functions, 2143–2144
ionic materials, potentials for, 2147–2149
ionic materials, radiation effects in,

2153–2156
metals and alloys, defects in, 2151–2152
metals and alloys, potentials for, 2144–2146
radiation damage, covalent material,

2152–2153
simple pair potentials for model

systems, 2144
Intercalated graphites, 93–94
Interfaces, 727–729, 1241, 1242, 1245

electrolyte/electrode, 1250
Interface-transition-zone (ITZ), 1708
Interfacial coherency, 1221
Interfacial shear strength (IFSS), 1604
Interfacial thermal resistance

exponential decay, 986
Green-Kubo relationship, 987
internal and external, 989
laser based pump-probe measurements, 989
phonon-phonon coupling, 989
role of temperature gradient, 986

Intermediate filaments, 2612
Intermetallics, 116

ordering behavior, 120
Interstitial charge localization, 97
Intrinsic ductility, 1828
Intrinsic materials strength

chemical bonding, mechanical strength of,
1828–1832

crystal lattice, 1832–1841
Inverse-design approach, 2742–2743
Inverse Dzyaloshinskii-Moriya interaction

model, 1163
Inverse Faraday effect (IFE), 452, 463
Inverse photoelectron spectroscopy

(IPES), 691
Ion beam mixing, 2428–2429
Ion diffusion, 1243
Ionic conductivity, 1008
Ionic correlation forces (ICFs), 1770, 1795
Ionic transport, mesoscopic, 2584–2588
Ionization potential (IP), 540
Ion tracks, 2163
Iron phthalocyanine (FePc), 485
Irradiation, 2508, 2511

creep, 2494
hardening, 2244
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Irradiation damage, 9
microstructure effect, 2274
rate-theory models, 2274

Irradiation obstacles, dislocations interactions
prismatic loops, 2255
stacking fault tetrahedra, 2256
voids and precipitates, 2257

Irreducible oxides, 1345, 1349
Ising model, 428
Isobaric-isothermal ensemble (NPT), 2164
Isothermal nucleation equation, 2220

J
Jacobian-free Newton Krylov (JFNK)

method, 2302
Jacobian matrix, 2301, 2304, 2496
Jahn-Teller distortion, 353
Jahn-Teller effect, 1153
Joule heating, 463

K
Kapitza resistance, 727, 851, 859

See also Thermal boundary resistance
K-controlled method, 1848
Kelvin radius, 213
Kinetically resolved activation (KRA), 2442,

2446–2449
Kinetic barriers, 1525–1528
Kinetic Elasto-Plastic (KEP) model, 157
Kinetic Monte Carlo (KMC) method, 191–195,

2374, 2498, 2518
simulation, 1093, 1313, 1803
technique, 2114
See also Atomic kinetic Monte Carlo

(AKMC) method
Kinetic Monte Carlo (KMC) algorithm,

2196–2198, 2459, 2460,
2463–2466

direct method, 2466–2467
first reaction method, 2467
limitations, 2196
master equation, 2460–2463
null event method, 2467

KNB model, 1162
Knudsen number, 908
Kohn-Sham (KS)

DFT, 1002
eigenvalues, 825
representation, 1100, 1104
states, 329, 332

Kondo effect, 468
ground state, 474–478

impurity entanglement and quantum
objects, 485–487

Kondo lattices, 485
QD, 473
in single-electron transistor, 473
spectroscopic signature, 478–480
STM, 472
two-impurity problem, 483–484

Kondo lattices, 485
Kramers theorem, 470
Kröger-Vink diagram, 1082, 1083
Krylov algorithm, 2302
Kubo-Bastin formula, 526
Kubo linear-response theory, 508

L
LaAlO3, 1134, 1143
LaCoO3, 1124, 1127
Lagrangian particle tracking simulation, 2706
Lagrangian strain tensor, 1839
LAMMPS code, 1916, 1929
Landau coefficients, 1225
Landauer-Büttiker formalism, 1930
Landauer expression, 893
Landauer model, 873, 879
Landau-Lifshitz-Bloch (LLB) equation, 411,

456–458
Landau-Lifshitz-Gilbert (LLG) equation,

409–411, 429, 431, 432, 452–453,
455, 456, 502, 503

Landau theory of second-order phase
transitions, 376

Langevin dynamics, 1725
Langevin equation, 906–908

of motion, 1728
Langevin model, 298
Langmuir-Hinshelwood-Hougen-Watson

(LHHW) mechanism, 1378
Laplace-Kelvin equation, 213
Laplace law, 212
Laplace pressure, 212, 214
Large-eddy simulations (LES), 1419
Large polarons, 1038, 1040–1041
Large scale bridging (LSB), 1602
La1−xSrxMnO3(LSM)

cation vacancy formation energies, 1287
electronic reconstruction at polar surfaces,

1288, 1289
experimental investigation of oxygen

vacancies, 1280–1283
modeling of oxygen vacancies by density

functional theory, 1283–1285
oxidizing regime, 1285–1288
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segregation of charged defects, 1289, 1291
stable surface termination, 1292, 1294

Lattice analysis, 126
Lattice Boltzmann method (LBM), 2595
Lattice distortions, 1037
Lattice dynamics (LD) calculations, 958–960,

963, 967–968
Lattice instability, 1828, 1833, 1834
Lattice kinetic Monte Carlo (LKMC) method,

2198, 2474
Lattice stabilities

extrapolation, 2354
first principles calculations, 2357

Lattice thermal transport, 848–850
Layer resolved density of states

(LRDOS), 45
Lead-free perovskites

heterovalent replacement, 311–318
homovalent replacement, 310–311

Least constraint dynamics, 2559–2560
Least squares regression model, 2004
Lees-Edwards boundary conditions,

1729, 1730
Length-scale effect, 1817
Lennard-Jones (LJ) attraction, 1754
Lennard-Jones fluid, 822
Lennard-Jones (LJ) potential, 2144,

2553, 2554
Leukocytes, 2594
Lewis acid, 1349, 1350, 1356,

1357, 1365
Lewis acid–base, 1349
Lewis base, 1349, 1350
Li garnets

ab-initio molecular dynamics
simulation, 1260

correlation and collective motion,
1261–1263

ionic transport mechanism, 1258
Light water reactor (LWR), 2294, 2297,

2304, 2305
fuel, 2336

Lignin, 1608
depolymerization, 1636

Lignin-carbohydrate complex (LCC),
1545, 1634

matrices, 1608
Lignocellulosic biomass, multiscale modeling

ab initio and computational chemistry
modeling, 1631–1633

biological depolymerization processes,
1641–1642

chemical and biological upgrading of
depolymerized lignin, 1642–1643

direct conversion of lignin to materials,
1639–1640

modeling methodologies for, 1631
molecular dynamics and larger scale

models, 1633–1635
thermochemical depolymerization

processes, 1640–1641
valorization of, 1636–1639

Li ion conductor
coarse-graining, 1259
transport mechanism analysis, 1259–1261

Linear acoustics, 1989
Linear combination of atomic orbitals (LCAO),

517, 519
Linear elastic fracture mechanics (LEFM),

200, 201, 229, 230
Linear growth rate, 182
Linearized Boltzmann transport equation

(LBTE), 768, 773, 790, 791, 799,
801, 805

bulk conductivity, 780
Fourier transform of, 800
relaxons, 775–779
scattering, 771
semiclassical approximation, 770
SMA-LBTE, 773–775

Linear response (LR), 724
theory, 814–817

Linear scaling relationships (LSRs),
1329, 1394

Linear search, 2468
Line charge model, 268
Liquidus model development, 2008
Local atomic configuration (LAC), 2525
Local density approximation (LDA), 32, 101,

328, 568, 1002, 1129, 1155, 1167,
1177, 1182, 1197, 2471

Local density of states (LDOS), 1930,
1933–1937, 1942

Local stress dynamics, 1806
Local thermodynamic equilibrium

(LTE), 2337
Logarithmic scaling, 470
Log-periodogram, 830
Lone-pair induced ferroelectricity, 1159
Long range ordering (LRO), 2344, 2345
Lorentzian resonance, 479
Low-dimensional materials, 7, 9
Low-energy ion scattering (LEIS)

analysis, 1292
Lowest unoccupied molecular orbital (LUMO),

539, 540, 1497
Low pressure turbine (LPT) blades, 116
Low reduced frequency model, 2097
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Lucas mode, 899
Lung model

airway geometrical modeling, 2704
CFD-predicted variables in, 2706–2707
multiscale, CT-based, 2702–2708
pipeline for, 2703–2706

Lyakhov-Oganov model of hardness, 2789

M
Machine learning (ML), 1545, 2376, 2700

perovskite material design, 2860, 2861
Machine learning (ML), magnetism, 364

anisotropy analysis, 367–369
curse of dimensionality, 365
feature vector, 364
magnetic moment predictions, 366–367
test set, 364
training set, 364

MAGIC formula, 2402
Magnesium diboride, 89–92
Magnetic circular dichroism, 462
Magnetic impurities, 608–609
Magnetic materials, 6, 7, 348

application to, 2763–2773
Magnetic molecules, in break-junction

experiments, 482–483
Magnetic polarons, 610
Magnetic random access memories (MRAM),

503, 504
Magnetic susceptibility tensor, 907
Magnetic tunnel junctions (MTJs), 503, 504,

511–513, 527
Magnetism, 348, 352, 1285

high-throughput approaches, materials
discovery (see High-throughput
approaches, magnetism)

permanent magnets, 353
room-temperature applications, 353

Magnetite, 435–437
Magnetocrystalline anisotropy, 361, 411, 437,

438, 440
Magnetocrystalline anisotropy energy (MAE),

2764, 2767
Magnetoelasticity induced ferroelectricity,

1177
Magnetoelectric (ME) coupling, 376
Malaria, 2544

adhesion of infected cells, 2638–2640
adhesive dynamics of spherical cells,

2630–2631
blood flow in, 2641
blood rheology in, 2640–2641
hydrodynamic methods, 2630

life cycle of, 2627
mechanics of RBC invasion, parasite,

2634–2636
and microfluidics, 2642–2643
modeling cell deformation, 2631
RBC mechanics, infection, 2638
RBC remodeling, infection, 2636–2637
RBC shapes and mechanics, 2631–2634
structure of healthy and infected red blood

cells, 2629
Many-body localization (MBL), 870, 872,

876, 878
Many-body perturbation theory (MBPT), 618
Markovian stochastic process, 2574
Markov process, 2460
MARMOT, 2320
Mars-van Krevelen (MvK) mechanism, 1344,

1345, 1347, 1379
Mason’s model, 2427
Mass-action kinetics, 1382
Master equation

derivation of, 2462–2463
Markov process, 2460

MATEO, 2478
Materials modeling for solar-energy

applications, 2725
Materials Project, 354
Matthias’ rules, 85, 86
Matthiessen rule, 786–789
Maximally localized Wannier functions

(MLWFs), 507
Maxwell buffer, 2559
Maxwell’s relations, 2341
Maxwell theory, 409
Mc-Millan-Allen-Dynes expression, 80
Mean-field

approximation, 1408
Hubbard model, 701
kinetic model, 1327
theory, 2228–2231

Mean square displacement (MSD), 1261
Mechanobiology, 10
Mendelev-type potential, 2151
Merozoites, 2626, 2627, 2634
Mesoscale

coarse-grained particle methods at, 2673
C-S-H systems, 1696

Mesoscopic adaptive resolution scheme
(MARS), 2546, 2652

Mesoscopic diffusive and reactive transport,
2579–2584

Mesoscopic ionic transport, 2584–2588
Mesoscopic particle-based methods, 2669
Mesoscopic scale, 2574
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Mesoscopic thermal transport, 2575–2579
Message passing interface (MPI) library, 2402
Metadynamics, 1361–1364
Metal

alloys, 7
chemical potential, 1077

Metallic glass
continuum constitutive models, 2024–2029
design purposes, 2042
ductility/brittleness, 2024
fracture, 2040
history, 2022
homogeneous deformation, 2029
inhomogeneous plastic flow prediction,

2031–2041
isothermal free-volume model, 2030
yield strength and elastic limit, 2023

Metal-organic framework (MOF), 1203
Metamaterial(s), 729

acoustic, 955
elastic, 955
macroscopic, 955
nanophononic, 956–961

Methane, 1344, 1345, 1349
Methylammonium lead iodide (MAPbI3), 289

electronic and optical properties, 310
electronic and optical properties, 309
electronic structure, 301
electronic structure of, 298
electron-phonon coupling, 307–309
quasiparticle band structure, 301–304
vibrational properties, 304–307

Metropolis Monte Carlo (MC) scheme,
428, 1752

Microelectromechanical systems
(MEMS), 2053

Microfluidic(s), 2542, 2544
devices, 2642–2643

Microkinetic model, 1310, 1313
data analysis, 1397–1401

Microkinetic modeling (MKM), 1379
Microkinetic modeling of surface catalysis

collision theory and adsorption rate, 1384
kinetic and thermodynamic parameter

estimation, 1388–1394
mass-action kinetics, 1382
mean-field approximation, 1382
reactor equations, 1395–1397
reafction mechanism, 1380–1382
surface species lateral interactions, 1387
thermodynamic consistency, 1385–1387
transition-state theory, 1383–1384

Microkinetic simulations, 1313
Micromagnetic continuum theory, 408–409

atomistic and continuum theory, 411–413
basic assumptions and fundamental

equations, 409–410
intrinsic length scale, 410–411
strongly inhomogeneous spin

structures, 413
Microscale, continuum approaches for blood

flow at, 2673
Microstructural evolution

in α-Fe under irradiation, 2473–2475
in W under fusion conditions, 2476–2481

Microtubules, 2612
Migdal-Eliashberg (ME) theory, 75, 78
Minima hopping method (MHM), 2724, 2807

algorithm, 2795–2796
chemical reaction pathways, 2803
constrained structural searches, 2806–2807
high-pressure materials discovery,

2804–2806
measuring structure similarities, metrics

for, 2799–2801
potential energy surface, 2797–2799
principles of, 2793–2795
seed structures, influence of, 2801–2802

Minimum energy pathway (MEP), 1834–1836,
1839, 1840, 2472

Minimum thermal conductivity, 977
Misorientation angle, 59, 63
Mitogen-activated protein kinase (MAPK),1561
Mixed boundary, 1990
Mn nanocrystals, 672
Modified embedded-atom-method (MEAM)

potential, 1858, 2145
Modified quasichemical model (MQM),

2346, 2361
Mohr-Coulomb model, 1691, 1693
Molecular beam epitaxy (MBE), 104, 1152
Molecular dynamics (MD), 238, 240, 243, 246,

247, 249, 250, 254, 257, 258, 1128,
1258, 1259, 1991, 2054, 2142, 2374,
2553–2555, 2794

calculations, 2458
characteristics, 2113
simulations, 552, 811, 857, 962–968, 979,

1360, 1494, 1542, 1564, 1629,
1633–1635, 1642, 1871, 1916, 2245,
2494, 2495

Molecular dynamics cascade simulation
damage energy, 2418–2419
electronic stopping as non-local friction

force, 2419–2423
electron-phonon coupling, 2424–2428
ion beam mixing, 2428
primary damage in TEM, 2429–2431
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Molecular dynamics, silica aerogels
forcefields, 1580
mechanical Properties, 1586
structural properties, 1583
thermal properties, 1589

Molecular dynamics simulation, 1847
fatigue of nanotwinned metals, 1864
metallic glasses and lithiated silicon,

fracture of, 1855
metallic glasses, fatigue of, 1864–1866
nanotwinned metals and ceramics, fracture

of, 1853
nanotwinned metals, fatigue of, 1861–1864

Molecular electrostatic potential (MEP), 1542
Molecular fluids, 823
Molecular hydrogen, 546

interaction on graphene, 547
Molecular junction, 868, 872, 879, 880
Molecular statics (MS) simulations,

1847, 1916
Momentum densities, 819
Monolayers, 928
Monolignols, 1628, 1632, 1639, 1642
Monomer-glass adhesion, 2065–2078
Monte Carlo, 428, 431

method, 1128, 1382
simulations, 1156, 1158, 1192, 2142

Monte Carlo insertion and aggregation, of
nanoparticles

C–S–H, interaction potentials for, 188–189
Monte Carlo particle insertions and

deletions, 189–191
Mori-Zwanzig formalism, 2116
Most abundant surface intermediates

(MASI), 1379
Mott-band insulator, 1108–1109
Multiferroics

asymmetric, 1183–1187
BiFeO3, 379, 381
charge-ordering induced ferroelectricity,

1160–1162
ferromagnetic-ferroelectric

heterointerfaces, 1194–1197
ferromagnetic-multiferroic heterostructure,

1194
geometric ferroelectricity, 1177–1183
lone-pair induced ferroelectricity,

1158–1159
materials modelling, 376
microscopic mechanisms for polarization,

385–388
perspectives on, 1202–1204
polymorphic materials, 1187–1190
RMnO3, 383

spin-driven, 1162
strategy and considerations for, 1154–1158
superlattices, 1190–1192
symmetric, 378, 1185
systems, 1006
TbMnO3, 381–383
type-I, 1153
type-II, 1153
YMnO3, 1197, 1199
See also Spin-driven ferroelectricity

Multifunctional materials, 377
Multilayer perceptron, 2521
Multi-objective (MO) optimization, 2778

FexBy system, 2787, 2788
goals, 2778
layer classification, 2780
MoxBy, 2787–2789
MoxNy system, 2786
non-dominated sorting genetic algorithm,

2781
Pareto envelope-based selection algorithm,

2782
problem, 2004
strength Pareto evolutionary algorithm,

2782
vector evaluated genetic algorithm, 2781
with USPEX, 2784

Multiphysics modeling of nuclear materials
diffusion processes, 2297
discretization techniques

(see Discretization)
fuel performance, 2304–2306
hydride formation, 2307–2308
phase field microstructure, 2297–2298
solid mechanics, 2296–2297
solution techniques, 2301–2304
UO2 microstructure evolution,

2309–2310
Multi-Physics Object Oriented Simulation

Environment (MOOSE), 2303,
2318–2320

Multiple time stepping (MTS) algorithm,
2691–2693

Multiscale imaging-based cluster analysis
(MICA), 2708

Multiscale model, 1310, 1311
significance and rationale for, 2671

Multiscale modeling, in magnetism, 403–404
adaptive meshes, multiscale simulation

with, 404–405
atomistic-continuum coupling

(see Atomistic-continuum
coupling)

sequential models, 408
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Multiscale modeling methods, 2373
artificial intelligence and machine learning,

2376
binary collision approximation, 2373
cluster dynamics, 2375
DFT, 2373
discrete dislocation dynamics, 2374
FEM, 2376
kinetic Monte Carlo method, 2374
molecular dynamics, 2374
object KMC, 2374

Multiscale modeling of diseases
data-driven, 2545
development of, 2542
malaria, 2544
sickle cell disease, 2544

Multiscale modeling of malaria, see Malaria
Multiscale modeling of materials

(MMM), 2112
Multivariable linear regression, 2004

N
Nano-beam effect, 2389
Nanoclusters, 7
Nanocomposites, 937–941
Nanocrystals

defect levels in, 664–669
Raman spectroscopy of, 674–680

Nano-energetic effect, 2391
Nanomechanics, 8
Nanomechanics of materials

deformation twinning, 1822–1823
dislocation exhaustion, 1820–1821
dislocation-interface interaction,

1821–1822
dislocation nucleation, 1818–1820
fracture, 1823
length-scale effect, 1817
nanomechanical modeling, 1823–1824
rate theory of strength, 1817–1818
time-scale effect, 1817
Ultra-strength experiments, 1816

Nanoparticle simulations, cement
hydration, 187

BNG parameters, 193–194
chemical kinetics and KMC, 191–193
Monte Carlo insertion and aggregation of

nanoparticles, 188–191
Nanophononic metamaterials, 729, 954,

956–961
Nanopillars vs. nanowalls, 967–968
Nanoporous carbons, 546
Nanoribbons, 64

Nano-sized embrittling solute clusters, 2518
Nanostructured graphene, 17
Nanostructured materials, 7–9
Nano-target effect, 2390
Nanowires, 7, 932–937
Natural bond orbital (NBO) analysis, 1632
Navier-Stokes equations, 154, 797, 2547,

2553, 2555
Near field transducers (NFT), 462
Néel temperature, 353
Negative Poisson’s ratio (NPR), 1914–1918,

1920, 1922, 1924, 1925
Nerst-Einstein relation, 908
Net heat flux autocorrelation function, 891
Neural-network potentials (NNP), 2532
Neural networks (NN), 1985–1986, 2005
Neutronics, 2373
Newns-Anderson model, 1331, 1332
Newtonian fluid, 1734
Newton’s method, 2301
Non-Arrhenius behavior, 243
Noncollinear DFT (ncDFT), 507, 517,

521, 522
Non-covalent index (NCI) analysis, 1633
Non-dominated sorting genetic algorithm

(NSGA), 2781
Nonequilibrium density matrix, 509
Nonequilibrium Green’s function (NEGF),

508, 514, 520, 521, 526
Non-equilibrium Kondo, 488–490
Non equilibrium molecular dynamics

(NEMD), 895, 982
Non-equilibrium state, 1870
Non-equilibrium thermodynamics, 846
Non-Fermi liquid (NFL), 1102
Nonlocal amplitude, 159
Non-local dielectric constant, 897–898
Nonlocal granular fluidity model, 18, 154,

157–164
microscopic physics of, 170–173

Non-porous catalytic surface, 1411
Nonstoichiometry, 1278
Non-transition elements, adsorption of

hydrogen on graphene doped
with, 555

Normalized C-C bond length, 1937
Normal metal (NM), 517–521
Nuclear fuels, 2123

DFT calculations for, 2125–2127
fission gas diffusion, 2131
material design and choice, 2124
multiscale simulation framework, 2125
performance modeling, 2124, 2125
point defects, 2128



2886 Index

Nuclear fuels (cont.)
thermal conductivity, 2135
See also Point defects, in nuclear fuels;

Uranium dioxide (UO2)
Nuclear materials, 9
Nuclear reactor materials, 2314
Nuclear stopping, 2162, 2421
Nucleation theory, 2218

Becker-Döring formulation, 2219–2221
extension to radiation damage, 2225–2228
steady state, 2221
time lag, 2222–2225

Nucleus, 2612
Nudged elastic band (NEB), 1489, 1490, 1839,

1841, 2443, 2450, 2472
algorithm, 1361
method, 247, 1244, 1257, 1526, 1872, 2525

Null event method, 2467

O
Object kinetic Monte Carlo (OKMC) method,

2199, 2374, 2459, 2470, 2490, 2494,
2495, 2518

α-Fe under irradiation, 2473–2475
goal of, 2459
limitations, 2482–2483
in W under fusion conditions, 2476–2481

Octahedral coordination structure
(OCS), 2850

Octahedral stress, 1697
Octopus code, 329
Off-lattice KMC method, 2199
Oilfield reservoir evaluation, 1544
Onsager coefficients, 819, 823, 824
Openhole sampling tool, 1653
Optical tweezers (OT), 2542, 2544
Optimization, 2793, 2798, 2806, 2807
OQMD, 354
Ordinary cement chemistry, 179–180
Ordinary differential equations (ODEs), 2490,

2495, 2496, 2574
Ordinary Portland cement (OPC), 1688, 1690,

1699–1701, 1705
Organic-inorganic adhesion, 2050
Organic molecules, 2058

adhesive behavior of, 2062–2063
Organic monomer interactions, 2056
Organic photovoltaics (OPV), 326, 328

charge separation, 327
Organic polymers, 2050
Ostwald ripening, 2493
Overlap syndrome, sensitivity of multiscale

approach in differentiating, 2713

Oxide(s), 1120
binary, 1124
description, 1123
dielectric films, 1005
heterostructures, 1122, 1127, 1140
interface (see Oxide interfaces)
perovskites, 312
simple, 1123, 1125

Oxide defects, in electronic devices
in amorphous oxides, 1028–1030
electrical levels, 1018
formation energies, 1017
hydrogen, 1026–1028
at interfaces, 1023–1026
oxygen vacancies, 1019–1023

Oxide heterostructures, 1006, 1100
band-band insulator architectures,

1109–1114
bulk correlation phenomena, 1103
dynamical mean-field theory, 1104–1107
electronic bulk phases, 1103
electronic density functional theory, 1104
Mott-band insulator architectures,

1108–1109
quasi-two dimensional electron interface

systems, 1103
strong electronic correlations, in solid,

1101–1102
symmetry breaking, 1103

Oxide interfaces, 1120
band-alignment, 1140, 1143
construction of interface models,

1130, 1134
density functional theory, 1128, 1130
validation of interface models, 1134, 1139

Oxygen
chemical potential, 1077
vacancy, 1043

Oxygen activation, 1294
on LaO-terminated La2NiO4+δ surface,

1298–1300
Oxygen evolution reaction (OER), 1486,

1488, 1489
on SrO-terminated SrTixFe1−xO3−δ

surface, 1295–1298
Oxygen reduction reaction (ORR), 1486–1489
Oxygen vacancies, 17, 1019
α-Al2O3, 1022
E′-center, 1021
F -center, 1020, 1022
HfO2, 1022–1023
Me• model, 1021
MgO, 1020–1021
SiO2, 1021
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P
1-Palmitoyl-2-oleoyl-sn-glycero-3-

phosphocholine (POPC)
atomic view of, 902
in-plane radial distribution function of, 904
per-atom density and charge density profile

in, 904
simplified Lewis formula of, 901

Pareto envelope-based selection algorithm
(PESA), 2782

Pareto front, 2778–2780
PARSEC code, 1129
Partial differential equations (PDEs), 2295,

2297, 2299, 2301, 2552, 2574
Partial equilibrium analysis, 1399
Partial equilibrium index (PEI), 1399
Particle-based approach, 2547
Particle-based simulation methods, 2630
Particle occupation number formalism, 270
Particle resolved modelling, 1427
Particle swarm optimization, 10
Partition functions, 1388
Pauli principle, 1101
Pearson correlation coefficient, 2736
Pearson database, 358
Peierls-Boltzmann equation (PBE), 745–747
Peierls energy, 241, 243
Peierls stress, 242, 243
Perdew-Burke-Ernzerhof (PBE)

parametrization, 519
Perfectly matched layer boundary (PML), 1990
Perfluoroalkane, 869, 872, 876, 878, 879, 881
Peridynamics, 2301
Periodic boundary conditions (PBC), 818, 825,

826, 1357, 1358, 1364, 1520, 1834
Periodogram, 828–829, 831, 833
Perovskite(s), 313–318
Perovskite oxides

applications, 1277
characterization, 1277
general formula, 1276
uses, 1276

Perovskite solar cell, 2725
absorbers, 2857–2860
formation energies of intrinsic defects,

2855, 2856
grain boundaries, 2857
organic-inorganic hybrid halide, 2851
transition energies of intrinsic defects,

2855–2856
See also CH3NH3PbI3 perovskite

Perturbation theory, 726
Petroleum system modeling, 1668
Phantom ferromagnetism, 610

Phase-change materials (PCM), 727
Phase diagram, 1483
Phase-field method, 1007
Phase-field method, for ferroelectric thin films

bulk energy density, 1216
domain structures, 1219–1222
elastic energy density, 1217
electric energy density, 1216
gradient energy density, 1216
polarization switching, 1223–1224
polarization vector, 1215
strain phase separation, 1221–1223
strain-temperature phase diagrams, 1218

Phase-field modeling method, 2315–2317
advantages, 2314
application to nuclear materials, 2321–2328
grain growth in porous uranium dioxide,

2324–2326
numerical implementation, 2317–2320
voids/bubbles formation and growth,

2322–2324
Phase image, 206
Phase-space samples, 814
Phase stability, 1239–1240
Phenol, adhesive behavior of, 2060
Phenomenological elastic-viscoplastic

models, 2027
Phonon(s), 847, 848

frequency, 771
transport model, 920–925

Phonon-defect scattering, 755, 760
Phononic crystals, 729
Phononic devices, 847
Phonon interfaces and conductance, in

nano-objects, 889
equations of motion, 890–893
spectral conductance, 893–896
thermal conductance, equilibrium approach

for, 889
Phonon Monte Carlo (pMC) technique, 932
Phonon-vibron conformity, 963–964
Phonon-vibron coupling, 962–963
Phosphate glass chemistry, 2018
Phosphorene, 1880, 1896
Phosphorus atoms, 664
Photo-electrochemical simulations, 1526
Photoelectron spectroscopy (PES), 691
Photoluminescence (PL), 618
Photovoltaic(s), 6
Photovoltaic (PV) solar cells

characteristics, 288
complex materials, 288
conventional semiconductors, 288
electron-phonon interactions, 292
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Photovoltaic (PV) solar cells (cont.)
heterojunctions and interfaces, 291
hybrid halide perovskites, 293
modeling devices, 288
ultrafast spectroscopies, 289
ultrathin solar cells, 290

Phthalimide, adhesive behavior of, 2060
P3HT:PCBM, 336–339
Physics-based free volume model, 2024
Physisorption, 1329
Picosecond dynamics, 460
Piola-Kirchhoff stress, 1961
Plasma-facing material (PFM), 2476, 2481
Plasma membrane, 2612
Plasmodium parasites, 2626
Plastic activity rate, 1806
Plasticity, in amorphous solids, 249

creep deformation and flow, at constant
mechanical stress, 250–252

slip avalanches of amorphous plasticity,
constant strain rates, 253–256

Platelets, 2669
activation, aggregation, 2671–2672
activation of, 2681–2685
aggregation and coagulation, 2670
hemodynamic stresses in, 2681
stiffness and deformation, 2685–2686
thrombosis, 2547

Platonic model, 299
Pnictogens, 313
pn junction diode, 662
Point defect (PD), 55, 2441, 2512
Point defects, in nuclear fuels

under irradiation, 2130–2131
under thermal equilibrium, 2128–2130

Poiseuille flow, 796
Poisson-Boltzmann equation, 1447, 1770,

1795, 1797
Poisson-Boltzmann formalism, 1006
Poisson’s equation, 1086, 1087
Poisson’s ratio, 202, 1702, 1914, 1918, 1919,

1922, 1925, 1926, 1987
Polaronic energies, 1049
Polarons, 1036, 1043

configurations and properties,
1060–1066

dynamics, 1053–1055
first principles modelling, 1036
formation of, 1036, 1049–1051
in TiO2, 1056–1066

Polyamorphism, 2018
Polycrystalline materials, failure mechanism,

1900
Polycyclic aromatic hydrocarbons (PAHs), 692

Polyethylene glycol (PEG) oligomers, 869,
872, 876–879, 881

poly-ethylene oxide (PEO) polymer
electrolytes, 1272

Polyimide, 2066
chemistry, 2070
materials, 2051
monomer, 2059

Polymer(s)
amorphous structure, 977
anharmonicity, 977
atom models, 981
chains, interaction of, 2056
glass adhesion, 2072–2078
Green-Kubo approach, 984
molecular-dynamics simulations, 980
nanocomposites, 985
non-equilibrium molecular dynamics

method, 982
PolyPack software, 980
united atom description, 980
vibrational mode, 977
See also Amorphous polymers; Polymer

composites
Polymer composites

aspect ratio fillers, 993
diffusive heat flow equation, 991
fillers, 990
finite element method (FEM) analysis, 990
homogenization theory, 993
homogenization treatment, 991
molecular simulation based methods, 989
thermal boundary resistance, 985–989

Polymorphic materials, 1187
PolyPack software, 980
Polyvinyl butyral, 2093
Porous catalyst

as homogeneous media, 1414–1415
resolved modeling of, 1415–1416

Porous uranium dioxide, grain growth in, 2326
Positron annihilation spectroscopy (PAS), 2195
Potential energy diagram, 1401
Potential energy landscape (PEL), 238, 239,

241, 245–248, 257, 258
Potential energy surface (PES), 1526, 2792,

2793, 2795–2799, 2801, 2803,
2806, 2807

Potential of mean force (PMF), 1362, 1371,
1753, 1769, 1794–1798, 2057

AIMD, 1360–1361
Pourbaix diagram, 1477, 1483, 1493
Powder X-ray diffraction (XRD), 2836, 2841
Power spectral density, 816
Power spectrum, 816, 828, 830
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Primary knock-on atom (PKA), 2216,
2383, 2415

Primary radiation damage, 2382
Primitive model (PM), 1770, 1796
Principal component analysis (PCA),

1983–1984, 2002
Principle of mass conservation, 1408
Probability density, 1806
Probability density function (PDF), 1700–1702
Projector-augmented-wave (PAW)

potentials, 568
Propane, 1344, 1351
Protein nanofibrils, 1566
Prototyping ultrafast charge separation,

TDDFT, see Time-dependent
density functional theory (TDDFT)

Pseudo-binary phase diagram, titanium
alloys, 115

Pseudo-hydrogen atoms, 607
Pseudomagnetic fields (PMFs),

1912, 1941
Pulmonary function test (PFT), 2702
Pulsed laser deposition (PLD), 1152
Pyrolysis, 1640, 1641

Q
Quantized dislocation

classical dislocation, 270–271
formalism simplicity, 268
phonon quantization, 269–270
strong predictive power, 268
See also Dislon theory

Quantum confinement, 607, 610
Quantum dots (QD), 473
Quantum ESPRESSO code, 1129
Quantum fluctuation-dissipation relation

(QFDR), 2277, 2280
Quantum mechanical (QM) calculations, 1629,

1632, 1634, 1642
Quantum mechanical (QM) methods,

1356, 1542
Quantum mechanics-molecular mechanics

(QM/MM), 1004, 1635, 1642, 1644
approach, 1522
methods, 1357

Quantum theory of atoms in molecules
(QTAIM), 1633

Quasilocalized electronic states, 57
Quasiparticle (QP), 1102, 1105
Quasiparticle-interference (QPI), 469, 485
Quasistatic (QS) simulation, 254
Quasi-steady-state approximation

(QSSA), 1379

R
Rabi oscillation frequency, 492
Radial distribution function (RDF), 1607
Radiation damage production physics, 2368
Radio-frequency (RF) amplifier, 847
Raman and Brillouin scattering, 2104
Raman spectroscopy, of nanocrystals, 674–680
Random field finite element method (RF-FEM)

models, 1699
Random-field Ising model, 1271
Random phase approximation (RPA), 1002
Random walk diffusion theory, 1092
Rapid thermalization, 875
Rare-earth (RE) elements, 2764
Rashba effect, 289
Rate theory

cluster dynamics (see Cluster
dynamics (CD))

models, 2274
of strength, 1817

Rate theory of radiation damage
coupled nucleation-growth rate theory,

2231–2235
defect cluster size distribution, 2235–2237
instabilities and pattern formation,

2237–2240
mean-field theory of void growth,

2228–2231
nucleation theory, 2218–2228
theory of cluster dynamics, 2217–2218

Rayleigh scattering, 675
Reaction-diffusion master equation

(RDME), 2574
Reaction–diffusion processes, 1415
Reaction path analysis (RPA), 1398
Reaction probability density function, 2465
Reactive empirical bond order (REBO)

potentials, 2147
Reactive flow modeling, 1408, 1411
Reactive force field (ReaxFF), 1635, 1643,

1860, 2057, 2072–2078, 2150, 2156
Real time (RT) propagation, 329
Receiver operating curve (ROC), 369
Receptor-ligand interactions, molecular

dynamics modeling of, 2674–2677
Reciprocal solid solution (RSS), 2344
Red blood cells (RBCs), 2544, 2626, 2650

AFM characterization of, 2545
biophysical/biomechanical alterations,

2543
biorheology of sickle, 2653–2657
continuum-based modeling, 2595–2599
invasion, parasite, 2634–2636
mechanical properties of, 2632
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Red blood cells (RBCs) (cont.)
mechanics, infection, 2638
membrane, 2629, 2632, 2633
molecular aspects of, 2628
multiscale simulation of polymerization,

2546
particle-based modeling, 2599–2604
protein/hemoglobin changes in, 2542
remodeling, infection, 2636–2637
shape of, 2631–2634
sickle, adhesive properties, 2658–2664
stroboscopic images of, 2643

Redlich-Kister-Muggiano Polynomial
(RKMP), 2360

Reducible oxide, 1345, 1348, 1349, 1351
Reflectance-difference spectroscopy

(RDS), 711
Regression analysis, 1979, 1984, 2003
Regular solution model, 2342
Relaxation dynamics, 2559
Relaxation time approximation (RTA),

743, 745
Relaxons, 769

dispersion relations for, 799–804
graphical representation of, 778
heat flux, 778
LBTE, 775–779
velocity, 779

Renormalization-Group (RG) approach, 470
Renormalized Frenkel model, 1831
Research Assessment Exercise (RAE), 23
Research Excellence Framework (REF), 23
Reservoir crude oils

characteristics, 1650
properties of, 1650
size of, 1652
surfaces of, 1652
thermodynamic modeling of, 1658–1667

Reservoir fluid geodynamics, 1653, 1675
reservoir evaluation, 1667

Residence probability, 241
Re-solution frequency, 2234
Resolved modelling

foams, 1424–1427
monoliths, 1423–1424
porous catalyst, 1415

Resonance hybridization, 958–961
Resonance scattering model, 266
Resonant photoelectron diffraction, 1045
Return on Investment (RoI), 22
Reversible hydrogen electrode (RHE),

1480, 1483
Reynolds number (Re), 2702
Richter, Wang, and Ley (RWL) theory, 676

Rotational-invariant slave boson (RISB), 1112
Rutherford backscattering (RBS), 2181

S
Sabatier principle, 1326, 1489
Saddle points, 1834–1836, 1841
Sample spectrum, 828
Sapphire, 879, 880, 1022
Scaling relations, 1487
Scanning electron microscopy (SEM), 225
Scanning transmission electron microscopy,

1134
Scanning tunneling microscope (STM), 55, 57,

58, 61–65, 68, 468, 470, 481, 488,
490–492, 1046

CeCoIn5, experiments on, 485
electrodes in, 472
Kondo effect, 472
piezoelectrically-controlled electrode, 470
simulated differential-conductance spectra

of, 471
single magnetic impurity, 471
Tersoff-Hamann approximation, 471

Scanning tunneling spectroscopy (STS), 618,
691, 1046

Scattering rate(s), 745, 746, 749, 751, 752,
755, 756, 771, 772

Schottky-limit, 1141
Schrödinger/Dirac equations, 2377
Schrödinger equation, 702, 2470
Scientific Group Thermodata Europe

(SGTE), 2349
s-d exchange model, 469
Secondary knock-on atoms (SKAs), 2383
Secondary rheology, 154, 164
Segregation energy, 1085
Selected-area electron diffraction (SAED)

pattern, 2766
Selective catalytic reduction (SCR), 1356,

1362, 1365
Self-diffusion coefficient, 1090
Self-evolving atomistic kinetic Monte Carlo

(SEAKMC) method, 2210
Self-interstitial atom (SIA), 247, 248, 2216,

2232, 2440, 2442, 2445, 2446, 2450,
2512, 2518

clusters, 2245
Self-learning metabasin escape (SLME), 239
Self purification, 607
Semiconducting polymer, 327, 336
Semiconductors

defect levels in doped nanocrystals,
664–669
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Raman spectroscopy of nanocrystals,
674–680

self-purification of defects in, 669–674
Sensitivity analysis, 1400
Shearability, 1829–1832
Shear banding, 2031–2036
Shear-induced flow mechanisms, 2672
Shear-induced platelet activation (SIPA), 2672
Shear rigidity, 2101
Shear stress, 1829, 1833
Shear transformation zone (STZ), 249, 1857
SHIBIEC effect, 2183
Shockley–Queisser limit, 2854, 2859
Short range order (SRO), 2343, 2345, 2347
Shuffling-controlled, 1835–1838
Sickle cell anemia (SCA), 2547, 2650–2664

origin of, 2650
vaso-occlusive crisis in, 2650, 2662–2664

Sickle cell disease, 2544–2545
Sickle cell hemoglobin (HbS), 2650

intracellular polymerization of, 2650–2652
Sickle cells, in shear flow, 2659
Sickle hemoglobin (HbS), 2544, 2546
Sickle RBCs (SS-RBCs), 2650, 2653,

2655, 2656
adhesive properties of, 2658–2664

SIERRA framework, 2303
SIESTA, 1129
SiGe alloys, 729

Group-IV alloys, 942–945
nanocomposites, 937–941
nanowires, 932–937
superlattices, 928–932
thin-films, 925–926

SiGeSn, 942, 943, 945
Signal to noise ratio (SNR), 450
Silane, 95
Silhouette value, 2010
Silica aerogels

applications, 1577
characterization with molecular

dynamics, 1579
properties of, 1577

Silicene, chemical functionalization of,
578–584

Silicon, 663
age, 2368
nanocrystal, 539

Silicon-based microprocessors, 846
Silicon-based TEs, 918
Silicon to aluminum ratio (SAR), 1364
Silk, 8

chimera silk-elastin-like protein polymers,
1553–1559

filtration membranes, 1563–1567
inkjet 3D-printing, 1567–1570
mechanical properties, 1543
processing, 1553
properties, 1548–1549
as scaffold for silk-mineralization,

1559–1563
spider silk structure, 1549–1553

Silk-elastin-like protein polymers
(SELPs), 1553

Silk-hydroxyapatite (HA), 1559
Simple oxides, 1123, 1126
Si nanocrystals, 664
Single-atom vacancy defect, 57
Single crystalline silicon nanowires (SiNWs)

DFT results of, 619–621
excited-state properties, 619–630
exciton spectrum and fine structure,

628–629
extrinsic factors and “cancellation”

effect, 629
optical absorption spectra and excitonic

effects, 623–628
quasiparticle band structure and band gap,

621–623
Single-layer graphene

NPR, 1915–1918
PW-I deformation mode, 1918–1920
PW-II deformation mode, 1917–1920
ribbons, 1920

Single-mode relaxation time approximation
(SMA), 769, 771, 773, 777, 783

bulk problem, 780
in graphene, 785
in silicon, 781
SMA-LBTE, 773–775

Sink strength, 2491, 2492, 2494, 2498
SiO2, 1121, 1123
SiSn alloys, 943–945
Site occupation diagram in Ti3Al., 121
Site saturation hypothesis, 182
Size effect of ferroelectric thin

films, 1217
Skyrmions, 405, 415, 419
Slater-Pauling curve, 363
Small and medium enterprises (SMEs), 27
Small angle neutron scattering (SANS), 1578,

1661, 2195
experiments, 1766

Small-angle x-ray scattering
(SAXS), 1661

spectroscopy, 1578
Small polarons, 1038, 1040–1041

in transition metal oxides, 1005
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Small-scale bridging (SSB), 1601
Smoker clusters, clustering of current, 2712
Smoluchowski-Chapman-Kolmogorov (SCK)

equation, 2218
Smoothed dissipative particle dynamics

(SDPD), 2564
Soft gels, 1720

aging protocol, 1727–1729
elastically driven dynamics, aging,

1731–1732
linear response, 1734
microscopic model, directional interactions,

1723–1726
non-linear response, 1736–1740
small amplitude oscillatory rheology,

1730–1731
start-up shear, 1729–1730
stress calculation, 1727

Soft materials, 8
Solar energy conversion, 297
SOLGASMIX code, 2357
Solid

atomistic first-principles description of,
1449–1459

oxide fuel cells, 1008
Solid-solid transformations, 1828, 1842
Solid-state embedding approaches, 1311
Solid-state ionic transport, 1257
Solotronics, 606
Sound-hard surface, 1990
Sound-soft surface, 1990
Sound transmission loss, 2093
Sound wave source, 2097–2098
Space-inversion symmetry (SIS), 378
Space-resolved analysis, 1800
Spectral conductance, 893

derivation, 893–894
Si:Ge:Si heterostructure, 894–896

Spectral Energy Method (SEM), 961–962
Spectrin, 2596
Spectroscopic limited maximum efficiency

(SLME), 2854
Spider silk, 1549
Spin density wave (SDW), 97
Spin-driven ferroelectricity

exchange striction effects, 1170–1176
inverse Dzyaloshinskii-Moriya interaction
model, 1163
KNB model, 1162–1163
magnetoelasticity induced ferroelectricity,

1176–1177
spin-orbital coupling effects, 1167–1170
unified model, 1163–1165

Spin dynamics, 431

amorphous GdFe alloys, 434–435
effective Gilbert damping, calculation

of, 438
Fe3O4 nanoparticles, magnetization

dynamics in, 440
Gilbert damping, 431
heat induced switching of GdFe, 444–445
LLG equation, 431, 432
magnetite, 435–437
quantum statistics, 433
theoretical basis of, 431
ultrafast demagnetization of Ni, 441, 444

Spin-flip scattering
dynamical, 478
ground state, Kondo effect, 474–478
spectroscopic signature, Kondo resonance,

478–480
Spin Hall effect (SHE), 521
Spin interaction, substrate and adsorbate,

469–474
Spin-orbital coupling (SOC), 378, 503, 505,

525, 1162, 1164, 1171, 1173, 1176
cycloidal spin structure, 1167–1168
helical spin structure, 1168–1170

Spin-orbit interaction, 349
Spin-orbit torque (SOT), 505

definition, 503
in FM/monolayer-TMD heterostructures,

521–527
Spin torque

nonequilibrium density matrix, density
functional theory calculations,
504–517

SOT (see Spin-orbit torque (SOT))
STT (see Spin-transfer torque (STT))

Spin-transfer torque (STT)
basics, 501
Cartesian components of, 518, 519
current-driven, 503
definition, 500
DL component of, 519
in FM/NM/FM trilayer spin-valves,

517–521
in MTJs, 504, 513
origin of, 500
total, 516

Spintronics, 6, 348, 608
SPIROMICS, 2701
Split-bottom Couette, 161
SPPARKS framework, 134
SrTiO3, 1120, 1124, 1125, 1127, 1134
Stability, 2239
Stacking fault tetrahedra (SFT), 257,

2216, 2245
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Standard hydrogen electrode (SHE), 1442,
1454, 1463, 1480, 1492–1494

Standard Polyvinyl butyral, 2094
Standard temperature and pressure (STP), 2341
Statistical analysis, 1053
Steady state equation, 2224
Steered molecular dynamics (SMD), 2056,

2057, 2065, 2067–2068, 2676
Stefan velocity, 1412
Stern model, 1448
Stillinger-Weber potential, 891, 2146, 2169
Stochastic equation, 888
Stochastic Landau-Lifshitz-Gilbert equation of

motion, 432
Stochastic Langevin process, 432
Stochastic simulation algorithm (SSA), 2498
Stochastic surface walking (SSW), 2813

description, 2813–2817
crystal method, 2817–2819
global PES and crystal phases of TiO2,

2822, 2824
graphite to diamond transformation,

2826–2830
method, 2723, 2724
pathway building, 2821
reaction sampling, 2819–2821
zirconia phase transitions, 2824–2825

Stokes Raman, 675
Stone-Wales defects, 56, 1823

two-dimensional (2d) materials, 1884
Stopping range of ions in matter (SRIM), 2373
Strain-controlled, 1835–1838
Strain energy release rate, 201
Strain engineering, 1158, 1174, 1187
Strain rate tensor, 1733
Strength Pareto evolutionary algorithm

(SPEA), 2782–2784
Stress-corrosion, in oxide glasses, 209–211

crack tip environmental condition, 211–215
plastic deformation, role of, 215–218

Stress-induced preferred absorption (SIPA)
effects, 2274

Stress intensity factor (SIF), 202, 209
Stress-strain curve, 1850, 1931
Stress tensor, 1409

elastic, 1961–1962
Structure prediction, 2792, 2804
Strukturberichte (SB), 358
Subcascade splitting, 2422
Sublattice frustration, algebraic view of,

1267–1270
Sublattice models, 2344
Sum frequency generation–vibrational

spectroscopy (SFG-VS), 1633

Sum of squared tissue volume difference
(SSTVD), 2705

Supercell, 1132, 1142
Brønsted acid site modeling

(see Brønsted acid site modeling)
Super conducting density functional theory

(SCDFT), 76, 77, 80
Superconducting revolution, 76
Superconductivity, 2805

history of, 75–77
theory, 78

Superconductors, 17, 74
large class of, 74
unconventional, 74

Superficial elasticity, 1950
Superhard materials, 2743–2747
Superhydrides, 95
Superlattices, 928–932, 1190
Supervised learning, 2700
Supervised training problem, 2523
Surface(s)

catalysis modeling, 1311–1314
divergence, 1956
divergence theorem for, 1956
effect of residual stress of, 1969–1971
elasticity, 1950
electrocatalysis, 1312
energy, ramifications of, 1951
gradient, 1954–1955
hydration, 2069–2070
limited conductivity, 789–799
magnetization, 611
method, 2397
oxygen vacancy, 1296
Pourbaix diagrams, 1482–1483
projection tensor, 1953
reconstruction, 611–612
species lateral interactions, 1387
stability, 1240–1241
stress, 1950
tension, 1950, 1951
tensor, 1952–1954
vector, 1953–1954

Surface assisted laser desorption ionization
mass spectrometry (SALDI-MS),
1661

Surface effects, 1965–1967
influence of, 1967–1969

Surface enhanced infrared absorption, in
dielectric thin films

bulk dielectric constant, MgO, 898
confinement effects and surface

mode, 899
dielectric screening length, 899–900
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Surface mechanics, 1957
constitutive equations and elastic stress

tensors, 1961–1962
energy variation and equations of

equilibrium, 1958–1960
kinematics, 1957
linearized bulk and surface stresses,

1962–1965
Surface roughness

effect, 2394
on glass, 2078

Suspended cell models, 2614–2616
Synthetic eddy model (SEM), 2704

T
Tapping, 205
Tasker theory for surface termination, 1293
Temperature-accelerated dynamics

(TAD), 239
Tensibility, 1829, 1833
Tersoff formalism, 2170
Tersoff potential, 2146
Tertiary knock-on atom (TKAs), 2383
Tetrahedral coordination structures

(TCS), 2850
Thermal bias, 859
Thermal boundary resistance (TBR), 727, 846,

851, 985
atomistic picture for, 857–859
concept of, 850–851
phonon picture for, 851–856

Thermal conductance, 867, 868
alkanes and perflouoroalkanes, 879
Au-PEG4-sapphire system, 879
capping agent, 880
definition of, 890
equilibrium approach for, 889
Landauer model, 873
MD simulation, 881
in molecular junctions, 880
series model, 875, 879
Si/Ge junction, 892
thermalization, 880

Thermal conduction, in polymers, 977–979
Thermal conductivity (κ), 736, 819

accumulation, 754
definition, 976
dependence of, 756
of Ge versus temperature, 750
lattice, 736, 738, 760
of nuclear fuels, 2135
polymer composites, 989–994
reduction, 919

lattice, 736
tensor, 929

Thermal drifts, 206
Thermal emission rate, 2229
Thermally stable organic polymers, 2050
Thermal radiation, 888
Thermal rectification, 847
Thermal resistance, 846
Thermal transport, 7

Ab initio theory of, 725–727
lattice, 848–850
mesoscopic, 2575–2579

Thermal transport, in crystals
bulk conductivity, 779–785
Matthiessen rule, 786–789
relaxons, 775–779
relaxons and second sound, dispersion

relations for, 799–804
semiclassical transport, 770–773
single-mode relaxation time approximation,

773–775
surface limited conductivity, 789–799

Thermal transport, nano-scales
Brownian dissipation, magnetic

nanoparticles, 905–912
dielectrics and magnetics nano-particles,

anomalous susceptibilities in
(see Dielectrics and magnetics
nano-particles)

phonon interfaces and conductance, in
nano-objects, 889–893

Thermodynamic(s), 2340
associate species model, 2343
classical, 2337
consistency, 1385
data sources, 2349
excess functions, 2348
forces, 813
non-equilibrium, 846
pure elements and stoichiometric

compounds, 2342
quasichemical and modified quasichemical

models, 2345
regular solution model, 2342
statistical mechanics approach to entropy,

2339
sublattice models, 2344
See also Computational thermodynamics

(CT); Fuel systems
Thermodynamic of Advanced Fuels-

International Database (TAF-ID),
2349

Thermodynamic-temperature relationships,
1389–1391



Index 2895

Thermoelectric conversion efficiency, 918
Thermoelectric figure of merit (ZT), 968–971
Thermoelectric materials (TE), 954, 956–958
Thiele module, 1413
Threshold displacement energy (TDE), 2415
Thrombocytes, 2594
Thrombosis, 2669, 2671–2672

continuum and particle/continuum
modeling of, 2689–2690

hierarchical multiscale modeling of
platelet, 2674–2690

using dissipative particle dynamics,
2686–2688

Thrombus, formation, 2693–2695
Tight-binding Hamiltonians (TBHs), 504,

507, 513
Tight-binding (TB) technique, 1872
Time-dependent density functional theory

(TDDFT), 289, 328, 1003
adiabatic TDDFT functionals, 329
applications of, 329
BO approximation, 329
P3HT:PCBM, 336–339
RT-TDDFT, 329, 333, 339
supramolecular assemblies, charge

separation in, 330–336
TDDFT+Ehrenfest scheme, 330

Time-of-flight mass spectrometry
(TOFMS), 1657

Time-resolved optical Kerr effect (TR-OKE),
1046–1047

Time-reversal symmetry (TRS), 378
Time-scale effect, 1817
Tin telluride, 2746
TiO2, 1036, 1124, 1136, 1140
Titania (TiO2), 30
Titanium alloys, 18

approaches for computational design,
116–117

challenges, 142
classification, 114
deformation twinning, 124–125
dipole transformation, 122
dislocation structure, 122–124
electronic structure, 118–120
finite element simulation, 136–140
grain boundary mediated deformation,

125–126
microstructure evolution, 127–134
ordering status, 120
perspectives, 141–142

Titanium dioxide (TiO2)
aqueous interfaces, 40–43
electronic structure, 44–46

molecular oxygen with reduced anatase,
38–40

reduced, 33–35
reduced anatase, 37
rutile form, 30
structure and reactivity of, 35–40

Titanium oxide, 16
Tkatchenko and Scheffler (TS) dispersion,

correction scheme, 643
Tobermorite minerals, 1774
Tomography phase microscope (TPM), 2542
Topological defects, 17
Topological defects, in graphene

disclinations, 60
dislocations, 58–60
grain boundaries, 59, 60, 62
high-resolution TEM, 60
stacking domain boundaries, 63

Topological insulators (TIs), 505
Tournament selection, 2780
Tracer diffusion experiments, 1281
Transition metal clusters, adsorption of

hydrogen on graphene doped
with, 558

Transition metal dichalcogenides (TMDs),
503, 521–527

Transition metal oxides, 1036, 1123,
1125, 1127

Transition-metal–light-element compounds,
2749

Transition state, 2807
scaling relations, 1328

Transition-state pathway (TSP), 253
Transition state theory (TST), 238, 241, 246,

1243, 1383, 1817, 2245, 2459,
2470, 2803

and nudged elastic band method,
1243–1245

Transmission electron microscopy (TEM), 55,
56, 1820, 1822, 2195, 2474

Transparent conducting oxides (TCOs), 1014
Transport coefficients of fluid, 1410
Transport dissipative particle dynamics (tDPD)

model, 2579
Transport gap, 692
Triad, 331, 332, 334
Triangular lattice gas model, 1265, 1267
Trion, 618
True positive rate (TPR), 368
Turbulent flows

characterization, 1417
and chemistry, 1420
flow field calculation, 1418–1420
length and time scales, 1417
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Twin-associated boundaries, 119
Twin boundary (TB), 1821
Twin growth model in TiAl, 125
Two dimensional antiferromagnetic Ising

model, 1264
Two-dimensional discrete fast Fourier

transform (2D-FFT), 1569
Two dimensional electron system (2DES),

1109, 1114
Two-dimensional gas chromatography

(GC×GC), 1657
Two-dimensional (2d) materials, 1870

defect mobility determination, 1872
defects in, 1870
dislocation

mobility, 1892–1893
structure and energies, 1891

elastic moduli determination, 1873
failure behavior determination, 1873
grain boundary, 1893
Stone-Wales defects, 1884–1890
vacancies, 1874–1884

diffusion, 1877–1879
elastic modulus, 1880–1881
formation energy, 1874–1877
fracture strength, strain and failure

mechanism, 1882–1884
Two-sublattice liquid model (TSLM), 2344,

2345, 2361
Two-temperature MD (2TMD) model, 2177
Two-temperature molecular dynamics, 2424

U
UK Research Councils, 22
Ultrafast, 438, 441–444
Ultrafast charge separation, TDDFT

(see Time-dependent density
functional theory (TDDFT))

Ultra-fast dynamics
heat-assisted magnetic recording

(see Heat-assisted magnetic
recording (HAMR))

Ultra-strength experiments, 1816
Ultrathin solar cells, 290
Unconventional superconductivity, 97–102
Underpotential deposition (upd) of

hydrogen, 1446
Uniaxial magnetic anisotropy, 470
United atom (UA) description, 980
Universal approximation theorem, 2522
Universal Structure Predictor: Evolutionary

Xtallography (USpex), 2722
Unsupervised learning, 2001

Uranium dioxide (UO2)
DFT calculations for, 2126
drawbacks, 2124
microstructure evolution, 2309–2310
thermal conductivity, 2135

U3Si2
DFT calculations for, 2127
thermal conductivity, 2135

V
Vacancies, 2512
Valence band maximum (VBM), 30
van der Waals (vdW) correction

schemes, 1311
Van Hove correlation function, 1263
Vector evaluated genetic algorithm

(VEGA), 2781
Vibrational density of states (VDOS), 676
Vibrational quasiparticles, 867, 868, 872,

874, 879
Vibrational spectrum, 304
Vibron, 954, 958, 962–964
Vickers microindentation, 2826
Vienna ab-initio Simulation Package

(VASP), 1129
Virtual crystal approximation (VCA), 925
Viscoplastic model, 1987
Visco-plastic self-consistent (VPSC) method,

257, 258
Void(s), 2510, 2511

swelling, 2494
Voltage profile, 1235–1237
Von Neumann entropy, 487
Voronoi tesselation (VT), 938
Voxel method, 2396

W
Washcoat, 1412
Wave absorbing boundary conditions, 1990
Wavelength, 2240
Weiss field, 1105
Weyl semimetals (WSMs), 503
White blood cells, 2594
White graphene, 1870
Whole cell model, 2597
Widmanstätten structures, 131
Wiener–Khintchine theorem, 816–817, 827
Wigner–Seitz cell, 420
Wishart matrices, 834
Wood, 8
Worm-like chain (WLC) model, 2596
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X
X-ray diffraction (XRD), 2839
X-ray photoelectron spectroscopy (XPS), 1633

Y
Yen-Mullins model, of asphaltenes, 1663
Young’s modulus, 202, 1702, 1887, 1902,

1926, 1927, 1932, 1987, 2013, 2632,
2639

of nano rod, 1965–1967

Z
Zeldovich factor, 2222, 2226
Zeldovich treatment, 2224

Zeolites, 1356
Brønsted acid site modeling (see Brønsted

acid site modeling)
cationic metal site modeling (see Cationic

metal site modeling)
identity of, 1356

Zero-bias anomaly (ZBA), 472, 478, 480, 488,
490

Zero-point vibrations, 2276
Ziegler-Biersack-Littmark (ZBL) repulsive

potential, 2147
Zigzag graphene nanoribbons, 65–68
Zircaloys, hydride precipitation in,

2327–2328
Zirconium (Zr) alloys, 2307
Zr2Co11 polymorphs, 2764
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