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Foreword
It is my great pleasure to write the fore-
word for this excellent book. The study of
drug metabolism and disposition is a mature
science, but still essential in drug discovery
and development. Indeed, a quick search of
PubMed, using “drug metabolism” as the
search term, came up with more than
18,000 hits. One of the earlier articles is by
Bernard Brodie, considered to be the founder
of modern pharmacology and a major con-
tributor to the study of drug metabolism.
His article—published in the Journal of Phar-
macy and Pharmacology in 1956—is titled
“Pathways of DrugMetabolism” and it is based
on a lecture at the University of London [1].
It describes his work over the decade and
some of it is based on collaborations with
other pioneers in the field such as Julius
Axelrod. One sentence still resonates very
much and it actually covers much of the ma-
terial described in this book:

Finally, it is thought that a detailed knowl-
edge of enzymes involved in drug “detoxifica-
tion” might help the medicinal chemist to
develop compounds of either high or low stabil-
ity in the body, whichever would be more de-
sirable in gaining a desired therapeutic result.

Drug metabolism sciences have advanced
tremendously since the publication of this ar-
ticle and this progress was to a large extent
enabled by advances in the availability of
biochemical reagents and bioanalytical tech-
niques, in particular mass spectrometry.
Both academic and industrial scientists have
xv
identified many breakthroughs that have
ultimately contributed to bringing drugs to
patients with an urgent need for better trea-
tments. It is very gratifying that the number
of drugs approved by the FDA is increasing
steadily with 38 NMEs (new molecular en-
tity) and 10 BLAs (biological license applica-
tion) approved by the US Food and Drug
Administration (FDA) in 2019 [2]. The level
of innovation is best illustrated by about half
of the approved drugs in 2019 having a
breakthrough designation. Drug metabolism
and pharmacokinetics (DMPK) scientists are
fully embedded in project teams in drug dis-
covery and work hand in hand with medici-
nal chemists on the identification of drugs
with superior properties. These scientists
have become very good at dialing out the
“known unknowns” such asmetabolism by cy-
tochrome P450 enzymes. However, this has
actually resulted in having to deal withmuch
more complex drug disposition pathways in-
volving less well-studied drug metabolizing
enzymes and also more and more drug
transporters. This trend is also fueled by a
shift toward more and more drugs having
beyond the “rule of five” molecular proper-
ties [3]. Indeed, the average molecular
weight of drugs approved by the FDA in
2016 and 2017 was more than 500 Da and
the median clogP of drugs approved from
2008 to 2017 is now 3.3, in part driven by try-
ing, for example, to disrupt protein-protein
interactions. An additional consequence of
this shift in properties is that in vitro to
in vivo extrapolation of ADME properties



xvi Foreword
to predict the human pharmacokinetics has
become more complex and the same can be
said of predicting drug-drug interaction—
many of which now involve drug trans-
porters. If anything, the involvement of
DMPK scientists is nowmore important than
everbecauseof thepursuit ofnovelmolecular
modalities in academia and in the pharma-
ceutical industry; a few that come to mind
are antibody-drug conjugates, protein de-
graders, and macrocyclic peptides. DMPK
scientists can help make drugs out of these
hard-to-drugmodalities. Finally, the integra-
tionof thisdiversearrayof invitro and invivo
data is enabled by computational modeling
and simulation. Physiologically based phar-
macokinetic (PBPK) modeling is a very pow-
erful tool to predict humanpharmacokinetics
and study drug-drug interaction as well as
the pharmacokinetics in special populations
and infants. Pharmacokinetic/pharmaco-
dynamic modeling and its extension, quanti-
tative systems pharmacology, can help
translate preclinical findings to the clinic.

This book is comprised of many excellent
chapters written by experts in the field that
address some of the challenges highlighted
in the previous paragraph. The first section
focuses on “Techniques for identifying and
quantifying drugs and metabolites.” Chapters
1–3 introduce the readers to the latest ad-
vances in bioanalysis, in particular mass
spectrometry for the analysis of drugs, their
metabolites, and endogenous biomarkers. In
contrast to 20 years ago, high-resolution
mass spectrometry has now become routine
and it has had a great impact on the study
of biotransformation. Of course, mass spec-
trometry is frequently not sufficient to iden-
tify the definitive structure of a metabolite,
and hence Chapter 4 focuses on strategies
for generating metabolites and characteriza-
tion via NMR. Supercritical fluid chromatog-
raphy has become easier to interface and it
can greatly facilitate chiral separation; the
latter topic is covered in Chapter 5. The last
chapter in the first section (Chapter 6)
focuses on accelerator mass spectrometry,
a powerful tool to study ADME and the
absolute bioavailability in humans.

The second section addresses “Drug me-
tabolizing enzymes, transporters and drug drug
interactions.” Cytochrome P450-mediated
and non-cytochrome P450-mediated metab-
olism is discussed in Chapters 7 and 8.
In vitro to in vivo prediction of drug-drug in-
teraction is described in Chapter 9 while
Chapter 10 specifically focuses on the role
of transporters in drug disposition and
drug-drug interaction, and Chapter 11 on
the clinical relevance of these drug-drug
interactions.Making predictions using PBPK
modeling relies on accurate knowledge of
physiologic constants and, most recently,
mass spectrometry has been used to deter-
mine the abundance of drug metabolizing
enzymes and transporters in various tissues.
This is addressed in Chapter 12. Finally,
Chapter 13 focuses on disease-drug interac-
tions mediated by therapeutic proteins such
as interleukins.

The third section focuses on “Strategy re-
lated to drug metabolism and safety.” Metabo-
lites in safety testing continues to be a
highly relevant area of research in drug dis-
covery and development and it is addressed
in Chapter 14. A close look at the (patent) lit-
erature indicates that finding drugs that bal-
ance potency and metabolic stability can still
be problematic, and therefore many com-
panies incorporate deuterium to enhance
metabolite stability and lower the dose—
see Chapter 15 for details. The focus on novel
chemical space andmoremolecular diversity
has introduced more chirality in molecules
and the impact of that on pharmacology, tox-
icology, and drugmetabolism is described in
Chapter 16. Drug-induced liver injury and
newpredictivemodels for renal injury arede-
scribed in Chapters 17 and 18, respectively.
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Finally, Chapter 19 focuses on immuno-
genicity as a key component of antibody
development.

The fourth and last section is dedicated to
“Translational sciences.” The use of geneti-
cally modified rodents is explored further
in Chapter 20, while Chapter 21 speaks to
the use of CRISPR to advance in vitro ADME
models. In vitro to in vivo extrapolation of
hepatic and renal clearance is discussed in
Chapter 22. The breadth of our science is
nicely illustrated by Chapter 23 which de-
scribes the role of mathematical modeling
in translational sciences. Last, but by no
means least, Chapter 24 elegantly defines
ways to predict the human efficacious dose
using PK/PD modeling.

As is the case with many compilations, a
lot of effort has gone into assembling an
excellent set of chapters that describe the
state of the art in ADME sciences as it
relates to drug discovery and development.
The efforts by all authors, and in particular
the editors Shuguang Ma and Swapan
Chowdhury, are greatly appreciated. This
book will be used as a resource for many
years to come.

Cornelis E.C.A. Hop
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Preface
Some 15 years ago, one of us (SKC) com-
piled the first edition of this book that
covered the most up-to-date information
previously available on the strategies,
methods, applications, and implications of
scientific data on the role of enzymes and
transporters in the disposition of pharma-
ceuticals. The book was a great success and
was widely used as a valuable resource by
scientists in both industry and academia.
Since then, a lot has changed in the field of
drug metabolism, including how recent
scientific advances are being utilized to dis-
cover and develop safer medicines. There-
fore, it has become apparent that a new
edition of the book is required to fully cap-
ture these profound changes, which involves
the implementation of newer technologies in
the discovery and development of medicines
to treat a wide range of maladies. With much
enthusiasm from the publisher, we collabo-
rated to assemble a comprehensive treatise
that would capture how the latest scientific
findings are having a fundamental impact
on the utilization of these novel advances
in drug research. This second edition is
completely updated and provides an over-
view of the last decade’s numerous improve-
ments in analytical technologies for the
detection and quantification of drugs,metab-
olites, and biomarkers. This new edition goes
beyond conventional LC-MS and features
all-new chapters, including: how to evaluate
drug absorption, distribution, metabolism,

and excretion (ADME), the potential for he-
patic and renal toxicity, immunogenicity of
biotherapeutics, and translational tools for
predicting human dosage, safety, and effi-
cacy of small molecules and biologics.

This book is organized into four sections:
(1) techniques for identifying and quantify-
ing drugs and metabolites, (2) drug metabo-
lism enzymes, transporters, and drug-drug
interactions, (3) strategies related to drug
metabolism and safety, and (4) translatio-
nal sciences. The book contains 24 chapters
covering the most recent, novel scientific
breakthroughs and how they are utilized to
develop medicines in the modern era. It is
our sincere hope that this material will serve
as an important tool and desk reference for
pharmacologists, toxicologists, clinical scien-
tists, and students interested in the fields
of pharmacology, biochemistry, and drug
metabolism.

Finally, we wish to acknowledge the con-
tributions of the many scholars who partici-
pated in and contributed to this book from
conception and passion into print. We also
want to extend our gratitude to the contribu-
tions of the editorial staff and production
manager at Elsevier, and last but not least,
the families of the editors for their encour-
agement, love, and support.

Shuguang Ma
Swapan K. Chowdhury
xix
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Bioanalysis of small and large
molecule drugs, metabolites, and

biomarkers by LC-MS
Naidong Weng, Shefali Patel, Wenying Jian

DMPK, Janssen R&D, Spring House, PA, United States
1 Introduction

Bioanalysis, often shortened to BA, is a subdiscipline within pharmaceutical research and
development (R&D). Contemporary bioanalysis quantitatively analyzes very low quantity
but highly variable levels (pg/mL-μg/mL) of drug candidates, their metabolites, endogenous
biomarkers, etc. in extremely complicated biological matrices such as plasma, blood, urine,
and tissues which are harvested from different types of animal species (rodents, dogs,
nonhuman primates, etc.) and humans [1]. Bioanalysis supports discovery, nonclinical
(tox), and clinical studies (Fig. 1). Fig. 1 shows typical studies an integrated bioanalytical func-
tion would support.

Bioanalytical data are used for calculating pharmacokinetic parameters such as bioavail-
ability, bioequivalence, drug and metabolites exposure, clearance, their distribution into
various body organs, correlation of pharmacokinetics (PK) effects and pharmacodynamics
(PD) changes, etc. Thus, bioanalysis plays a pivotal role inmoving drug candidates from early
discovery all the way to regulatory filing and postmarket surveillance in the entire drug dis-
covery and development process. In today’s dynamic drug discovery and development
environment, bioanalytical scientists not only provide pivotal data but also actively engage
in project/program go/no-go discussions, along with colleagues from other functional areas.
While the most essential element of bioanalysis is to use analytical chemistry knowledge and
state-of-the-art instruments to provide reliable and accurate measurement, knowledge from
relevant disciplines such as biotransformation, pharmacokinetics, biology, pharmacology,
etc. is invaluable for ensuring appropriate conduct of bioanalysis.
3olites, Drug Metabolizing
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Discovery Preclinical Clinical

Short term (2wk, 4 wk) TOX
Long term (3mts +) TOX
Reproductive TOX 
Carcinoma studies
Micronucleus studies 
Animal ADME
Bioavailability (IV/ORAL )

SAD, MAD 
Metabolite assessment (MIST)
Food effect
Drug-drug interaction
Comparator study
Human ADME
Population PK
Special population study (renal 
impaired, pediatric, etc.)  
Adaptive design clinical trial
Bioequivalence  

In vitro
Plasma protein binding
Transporter
Inhibition-induction
Metabolic stability
Plasma-blood distribution

In vivo
Salt form selection
Formulation
Dose range finding
Tissue distribution

Drug-like? Known liabilities? Superior efficacy?

FIG. 1 Exemplary bioanalytical support in drug discovery and development. TOX, toxicology; SAD, single ascend-
ing dose study; MAD,multiple ascending dose study; ADME, absorption, distribution, metabolism, and elimination;
IV, intravenous.

4 1 Bioanalysis of small and large molecule drugs, metabolites, and biomarkers
In this book chapter, we try to provide a brief overview of contemporary bioanalysis using
the LC-MS platform. It is an impossible task to provide a detailed and comprehensive review
of LC-MS bioanalysis in a book chapter. The case studies and literature are no doubt incom-
plete and biased toward our own experiences and publications. Interested readers are
referred to the excellent bioanalysis handbook by Li et al. for amore comprehensive overview
of this discipline [1]. Nevertheless, we hope the readers can appreciate the complexity and
dynamics of modern LC-MS-based bioanalysis for small and large molecule drugs, metabo-
lites, and biomarkers.
2 Complexity of contemporary bioanalysis

Bioanalytical support is required for important decision-making for all types of studies,
from discovery (non-GLP), to development (GLP), and to clinical (GCP) studies. Yet there
are many unique and complicated attributes of cost, quality, and timely delivery at each of
the abovementioned stages (or substage within each stage). For bioanalysis, the quality
and integrity of the bioanalytical data are ultimately the most important attributes. The right
scientific and compliance vigor must be applied to each study. The current regulatory land-
scape for regulated bioanalysis is highly complicated, with guidance from multiple regional
health authorities [2–6]. Since guidance fromdifferent regions are not totally harmonized, and
compounded by individual interpretation of different inspectors, it is still quite a challenge to
fully understand and execute the right level of compliance that can be acceptable in the global
filing. Efforts are currently being made to harmonize the guidelines into one single global
guideline ICH-M10 [7].

While timely delivery of bioanalytical data to support project decisions is amust-do item to
meet the ever-tightening drug discovery and development timelines, cost is another attribute
that should not be overlooked. The cost of bioanalysis activities should be carefully managed
to ensure that it stays within the predetermined budget. On the other side, the application of a
I. Techniques for identifying and quantifying drugs and metabolites
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tiered approach, which typically consists of three tiers of assay qualification—screening as-
say, qualified assay, and validated assay with the increased levels of validation parameters—
can be used with a balance of scientific vigor and cost [8]. The European Bioanalytical Forum
(EBF) recommends exercising this approach for “nonregulated” nonclinical bioanalysis in
drug development and using “fit-for-purpose” elements in metabolite quantitation for
establishing safety coverage (MIST); urine bioanalysis; and tissue bioanalysis [9, 10]. Of
course, the actual implementation of which tier to use depends on each individual study.
For example, for urine bioanalysis, while a qualified assay could be used for most clinical
studies for understanding the urinary excretion of a drug candidate, validated assays should
be applied if renal clearance is the main route of elimination (PK end point) and/or the drug
target action is at the kidney.

There is an expansion of bioanalysis scope over the past decades. In the early days,
bioanalysis focused on supporting small molecule PK and bioequivalence (BE) from standard
formulations such as tablets and capsules. Analysis of metabolites and biomarkers rarely
occurred. Currently, PK and BE for both small and large molecules, as well as many hybrid
forms of large and small molecules such as antibody drug conjugate (ADC), are supported
by bioanalysis [11, 12]. Even for small molecules, advancement in formulation presents new
challenges for bioanalysis. For example, liposomes are widely applied in the pharmaceutical
industry due to their unique capabilities such as encapsulating and protecting the therapeutic
analytes from degradation, controlling the release rate, facilitating on-target delivery, and
reducing toxicity for drugs [13, 14]. For liposomal drug product development, validated
bioanalyticalmethods todetermine the concentrationof the encapsulatedandnonencapsulated
forms (both the protein-free and protein-bound) of the active substance in biological samples
should be employed. However, establishing such bioanalytical assays can be quite challenging
due to the potential rapture of the liposome during sample collection, shipping, storage, and
analysis, which can artificially elevate the nonencapsulated concentrations [15, 16].

Peptide and protein drugs have evolved in recent years into mainstream therapeutics,
representing a significant portion of the pharmaceutical market [17]. Peptides and proteins
exhibit highly diverse structures and broad biological activities as hormones, neurotransmit-
ters, structural proteins, and metabolic modulators and therefore have a significant role as
both therapeutics and biomarkers. Unspecific proteolysis is a major elimination pathway
for peptides and proteins instead of the oxidative hepatic metabolism that is typical for most
small molecule drugs [18]. In addition to the typical PK support, bioanalysis has been actively
engaged in newly developed areas such as PKPD correlation, biomarker research in target
engagement/tissue distribution, simultaneous quantitation and metabolite identification
for small molecules and biologics, and antidrug antibody (ADA), etc., for many of which both
science and regulatory requirements are still evolving.

Historically, bioanalysis support can be categorized into two distinct areas—liquid chro-
matography for small molecules, usually chemically synthesized, and ligand binding assay
for large molecules, such as those which monoclonal antibodies typically produce by cell
culture. With the development of modern instrumentation, especially mass spectrometers,
measurement of large molecules by liquid chromatography in conjunction with a mass spec-
trometer (LC-MS) has become a reality. There is also a need to use LC-MS to investigate the
in vivo fate of some of the new modalities such as a half-life extended peptide constructed
by conjugating or fusing an otherwise short-lived peptide with an antibody or Fc to exten-
sively extend its in vivo half-life through decreased clearance and increased stability [19].
I. Techniques for identifying and quantifying drugs and metabolites
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LC-MS has also been increasingly used for discovering andmeasuring endogenous protein or
peptide biomarkers [20, 21].
3 Bioanalytical requirements for supporting discovery, nonclinical, and clinical
studies

Let us take a further look at bioanalytical requirements for supporting discovery,
nonclinical development, and clinical studies using LC-MS methods. These three stages
should not be viewed as three separate and consecutive ones since each can extend well into
the next stage, in particular between nonclinical development and clinical phases.Many of the
longer-term toxicology studies are running in parallel with the clinical studies. Discovery
bioanalytical support is performedunder non-GLP conditions. Generic LC-MSmethods using
gradientmobile phase elution andproteinprecipitation sample extraction are typically used to
analyze the drug candidates in plasma and tissues. The results are used to rank the drug can-
didates as well as to obtain other important information such as tissue distribution and basic
pharmacokinetic parameters, for example, Cmax, Tmax, AUC, T1/2, and clearance. Usually an
internal bioanalysis/PK guideline is used for the conduct of this type of study. Some level of
method verification such as accuracy, precision, and critical stability is performed before the
sample analysis. Run acceptance criteria are usually a little bit wider than those used in GLP
studies. Even thoughdiscoverybioanalysisdoesnot followstrictGLP rules, thedatagenerated
in the discovery stage are still pivotal for compound selection, and thereforemany companies
institute some levels of compliance to ensure data integrity. Nonclinical bioanalytical support
in development is underGLP regulationswhere thedata generated shouldwithstand rigorous
regulatory scrutiny [2, 3]. For each method, vigorous method development and validation is
performed as per regulatory guidance and internal Standard Operation Procedures (SOPs),
even though method validation itself is non-GLP. Any deviation during the sample analysis,
which follows the GLP principles, should be thoroughly investigated, documented, and jus-
tified. Once the candidate moves into the clinical stage, automation and other means of im-
proving the throughput of sample analysis become more relevant. The same clinical
bioanalytical method can be used by multiple bioanalytical chemists within or even among
different organizations to meet the demand for analyzing a large number of samples. At the
clinical stage, especially for studies in first in human (FIH), a bioanalytical methodwith better
sensitivity than those in nonclinical studies may be required. Extensive method optimization
forboth samplepreparationandLC-MSconditions tomaximize recoveryandminimizematrix
effects is often pursued.
4 Current regulatory landscape for bioanalysis

Both nonclinical development and clinical bioanalytical support are required to follow in-
ternal SOPs and regulatory recommendations. Dozens of SOPs are usually used to address
many aspects of bioanalytical activities ranging from instrument qualification, maintenance,
and calibration, to bioanalytical method validation, sample storage, analysis and destruction,
to data management and archiving, etc. The goal of these SOPs is to ensure the highest data
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TABLE 1 Bioanalytical full validation, partial validation and cross validation [2].

Full validation Partial validation Cross validation

Used for measuring analyte
concentrations in biological samples.
A full validation of a bioanalytical
method should be performed when
establishing a bioanalytical method
for the quantification of an analyte in
clinical and in pivotal nonclinical
studies

Developing and validating an assay
for pivotal regulatory submission
(IND or NDA)

Implementing an analytical method
that is reported in the literature

Modifications to a fully validated
analytical method may be evaluated
by partial validation. Partial
validation can range from as little as
one accuracy and precision
determination to a nearly full
validation. The items in a partial
validation are determined according
to the extent and nature of the
changes made to the method

Analytical site change using same
method (i.e., bioanalytical method
transfers between
laboratories)

A change in sample processing
procedures

Where data are obtained from
different methods within or across
studies, or when data are obtained
within a study from different
laboratories applying the same
method, comparison of those data is
needed, and a cross validation of the
applied analytical methods should
be carried out

Data are obtained from different
fully validated methods within a
study

Data are obtained within a study
from different laboratories with the
same bioanalytical method
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integritywhich can pass the regulatory scrutiny. These SOPs are usually drafted based on spe-
cific regulations and the regulatory guidance from the Food and Drug Administration (FDA)
and other international regulatory agencies, such as the European Medicines Agency (EMA),
and other federal/state requirements, as well as policies at each institute. One of the most im-
portant regulatory guidelines is the US FDA guidance on bioanalytical method validation [2],
which provides a general guideline on establishing important parameters, some of which are
specificity/selectivity, sensitivity, linearity ranges froma lower limit of quantitation (LLOQ) to
an upper limit of quantitation (ULOQ), accuracy, precision, stability, matrix effects, carryover,
recovery, dilution integrity, incurred sample reanalysis (ISR), etc. The method should also
demonstrate reproducibility and accuracy for incurred samples and its suitability for its
intendeduse.However, it isup toeach institute to formulate its ownSOPsbasedon this general
guidance. Typically, method validations can be categorized into full, partial, and cross valida-
tions (Table 1).Most of the validations are conducted in the formof full validation,whereas the
partial or cross validation can be used when a full validation is not required, as shown in the
examples in Table 1.
5 General considerations for bioanalysis for sample collection

During the project discussion, it is important to understand the objective of the study so
that important parameters such as matrix type, sample volume, ways of sampling (regular
sampling or microsampling), analytes to be measured (parent or parent plus metabolites),
anticoagulant selection, condition of centrifugation for harvesting plasma, sample storage
container, shipping condition and instruction, sample storage condition (�20°C vs.
�70°C), etc. can be provided to the project team. While during the early stage of drug
I. Techniques for identifying and quantifying drugs and metabolites
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discovery/development it is not always possible to conduct the full spectrum of a stability
test, it is, however, always good practice to evaluate whether there is potential instability
of a metabolite that can impact the accurate quantitation of the parent analyte and/or the me-
tabolites. Detailed PK or TK (toxicokinetic) sample collection information, including labeling,
will be entered into the lab manual or study design. The following is just one typical example
in a lab manual supporting a Phase 1 clinical study. It includes three parts of the instruction
(material and labeling; preparation of PK samples; and shipment of PK samples). As one can
see from this example, an extremely detailed instruction is needed to ensure successful con-
duct of bioanalysis.

Materials and labeling:

• Blood must be collected in a glass or plastic K2EDTA containing blood collection tubes
(e.g., Vacutainer).

• No tubes with separation gel should be used. The resulting plasma samplesmust be stored
in polypropylene storage tubes with polypropylene or polyethylene caps.

• All tubes and containers will be labeledwith preprinted labels. The preprinted information
will include the study number, participant identification number, treatment or treatment
period, scheduled sampling day and time as stipulated in the flow chart, and the analyte
name if applicable. No other information will be written on the labels. Labels should be
attached to the storage tubes at least 12 h before being frozen to ensure proper adherence.

• Labels should be applied to the sample tubes as follows:
• Apply labels to the sample tubes so that they do not overlap and obscure any

information. If possible, expose an area between the two ends of the label to allow
viewing of the contents of the tube.

• Do not alter the orientation of the label on the sample tube.
• Apply labels to all tubes in the same manner.

Preparation of pharmacokinetic samples:

• Collect 4mL of blood into the appropriate K2EDTA-containing collection tube (e.g.,
Vacutainer) at each time point.

• Record the exact date and time of sampling.
• Before processing, gently invert the tubes 8–10 times to afford mixing; blood samples must

be kept on melting ice at all times during processing.
• Centrifuge blood samples within 1h of collection in a centrifuge at 1300g for 10min at 4°C,

to yield approximately 1.5–2mL of plasma from each 4-mL whole blood sample. Plasma
samples must be kept on melting ice at all times during processing.

• Transfer plasma immediately to a prelabeled polypropylene tube. Plasma samplesmust be
kept on melting ice at all times until storage in a freezer.

• Store plasma samples in an upright position in a freezer, at a set temperature at�20°Cuntil
transfer to the bioanalytical facility.

• The time between blood collection and freezing the plasma will not exceed 2h.
• Ship samples according to the instructions provided. Ship specimens to the bioanalytical

facility, sorted by participant, sample collection date, and time.
• Questions regarding handling the plasma pharmacokinetic specimens should be

addressed to the contact person for the sponsor.
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Shipment of pharmacokinetic samples:

• All pharmacokinetic samples will be sent to the bioanalytical facility in a single shipment
at the end of the study or in multiple shipments as agreed upon with the bioanalytical
scientist.

• An inventory list must be included with each shipment. The sponsor-provided logs can be
used as an inventory list. The inventory list must note each specimen drawn for each
participant and note any missing specimens.

• For all international shipments, World Courier will be used. For domestic shipments, a
reliable domestic courier, such as Federal Express, will be used.

• As soon as the shipment day and air bill number(s) are available, the site will send an
e-mail to the principal investigator, sample management team, and site manager of the
bioanalytical facility. The e-mail must specify the study number, the number of
pharmacokinetic samples, the time of shipment pickup and the tracking number and
include an electronic sample inventory.

• Notify the bioanalytical scientist and the courier, at least 24h in advance of the planned
shipment. Provide the courier with the appropriate account number to be used, if
applicable.

• Unless agreements weremadewith the principal investigator, samples will be shipped via
overnight delivery only on Monday through Wednesday, excluding holidays.

• Preferably the frozen sampleswill be shipped in boxes, sorted by participant and sampling
time. Boxes will be packed in bags that can withstand dry ice conditions (e.g., cryogenic
bags).

• Pack the frozen samples in a sufficient quantity of dry ice in appropriate containers, to
maintain a frozen state for at least 3 days.

• For all biological samples, follow the International Air Transport Association (IATA)
regulations for shipment.

• Ensure that the total package weight does not exceed 27.2kg (60 pounds).
• Label the package with the sponsor name and study number.
• Include a return address (which includes the investigator’s name) on the outside of each

shipping container.
• Comply with all courier regulations for the shipment of biological specimens (include all

paperwork).
• Retain all documents indicating the date, time, and signature(s) of person(s) making the

shipment, in the study files.
6 Diagnosis and mitigation of nonspecific adsorption loss
for urine bioanalysis

For urine samples, it is always advisable to conduct a nonspecific adsorption loss exper-
iment before protocol finalization so that, if necessary, the means of preventing nonspecific
adsorption can be implemented. Nonspecific adsorption happens frequently in urine assays
because urine lacks proteins and lipids that can bind to the analytes or solubilize lipophilic
analytes [22]. A common approach to urinemethod development with a focus on overcoming
I. Techniques for identifying and quantifying drugs and metabolites



10 1 Bioanalysis of small and large molecule drugs, metabolites, and biomarkers
adsorption issues was published [23]. A simple and quickway to identify an adsorption prob-
lem is through a series of transfers and incubations. In this test, a drug solution in control
urine is prepared at a low quality control (QC) level in a test container. Dry and clean test
containers that are made from the same material and are of the same size as those for future
urine samples should be used. A portion of the urine solution is poured into a next container,
and then the transfer process is repeated for a few more containers. Between transfers, each
solution in the container should be left at room temperature for about 5–20min to allow ad-
sorption to take place before continuing to the next transfer step. Finally, the urine sample
from each test container is assayed to determine the compound response. A sequential loss
of analyte response after each transfer indicates the existence of nonspecific adsorption loss.
To overcome the issue, antiadsorptive agents can be utilized, such as bovine serum albumin
(BSA), zwitterionic detergents such as 3-[3-cholamidopropyl)-dimethylammonio]-1-propane
sulfonate (CHAPS), sodium dodecyl benzene sulfonate (SDBS), beta-cyclodextrin, Tween 80,
and Tween 20.
7 Tissue bioanalysis

Knowledge of distribution of drugs, metabolites, biomarkers, etc. at specific locations in
the body of animal species and human subjects becomes more and more important for drug
discovery and development [24]. This knowledge is often obtained through the analysis of
tissue samples obtained from nonclinical and, to a lesser extent, clinical studies. Many factors
can affect the tissue distribution of drugs and metabolites. Passive diffusion across the cell
membrane is the primary pathway for the drug to distribute to the tissue. However, trans-
porter proteins can also assist or minimize the uptake of the drugs and metabolites into
the tissues. Other contributing factors such as drug metabolism, clearance rate, protein bind-
ing, permeability, molecular weight, logP, and pKa and other physicochemical properties can
also have a significant impact on tissue distribution. LC-MS has become the standard toolbox
for tissue sample analysis [25]. Different from plasma, which is in the liquid form, tissue sam-
ples are in a solid or semisolid format. Therefore, for typical LC-MS assays, they are homog-
enized prior to sample extraction. Soft tissues such as the brain, liver, lung, and kidney can be
easily homogenized. Tough tissues such as the muscle, heart, stomach, intestine, and colon
are more fibrous and need a more vigorous homogenization procedure. A higher shearing
force and longer duration of process may be required when a rotor blade homogenizer or
beads beater is used [26]. The heat generated during homogenization of tissues may cause
degradation of thermolabileanalyte(s), and therefore caution must be exercised. Hard tissues
such as skeletal bones, skin, and hair are mostly nonvascularized tissues and need special
treatment. In some extreme cases, enzymatic digestion or chemical treatmentmay be required
for some hard tissues [27]. Once the tissue sample is homogenized, the homogenate is ready
for extraction and the sample extraction approaches used for plasma samples should still ap-
ply. However, different from plasma samples, extraction recovery from solid tissue samples
cannot be assumed to be 100% and fortified QC samples, prepared in tissue homogenate, can-
not mimic the incurred samples [25]. Similarly, the internal standard, which was routinely
used to compensate for incomplete or variable extraction recovery for the plasma samples,
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does not track the analytes in the tissues. Recovery evaluation using a radiolabeled incurred
sample [28] and recovery evaluation with orthogonal approaches [29] are just two examples
of addressing the issue of recovery evaluation.
8 Managing unstable metabolites such as acyl glucuronide

When moving into the development phase, information about biotransformation of the
drug candidate and its metabolites becomes more available. While the parent drug may
not be subjected to glucuronidation, its phase 1 metabolism, for example, oxidation of alcohol
to the carboxylic acid group, may generate metabolites that can form acyl glucuronide. If the
plasma samples were collected without acidification to stabilize the acyl glucuronide, the
phase 1 carboxylic acid metabolite may be overestimated due to the breakdown of acyl glu-
curonide during sample collection, storage, and analysis. It should also be noted that acidi-
fication of the plasma samples will affect the protein binding between the drug candidate and
the endogenous proteins such as albumin [30]. If the protein-binding measurement is needed
with the incurred samples, a separate pool of unbuffered plasma samples should be collected.
Acidification of the samples could also lead to the instability of other metabolites. In one ex-
ample of quantitation of diclofenac andmetabolites inmouse plasma, acidification to stabilize
diclofenac acyl glucuronide resulted in increased oxidative degradation of 5-OH diclofenac
and ascorbic acid was added to the samples to prevent the degradation [31].

Aswe can tell from this simple acyl glucuronide example, a bioanalytical sample collection
strategy may evolve, depending on the stage of the drug discovery and development. For ex-
ample, at the early stage of drug development, information on parent exposure might be
enough for a go-no-go decision. There, a simple stabilization of acyl glucuronide by adjusting
the pH is used. With the project moving forward and gaining of information regarding acyl
glucuronide migration, which may raise toxicity concern [32], the measurement of both the
parent and acyl glucuronidemetabolite is needed. Plasma protein binding for both the parent
and acyl glucuronide metabolite may be needed to better predict the initial human dose. One
would then be careful about the potential free fraction (Fu) change with pH adjustment
(nonphysiological pH).
9 General considerations for bioanalysis for extraction, chromatography,
and MS detection

Bioanalytical methods typically consist of analyte extraction from biological samples, liq-
uid chromatography to separate analytes of interest from endogenous components and me-
tabolites that may cause a matrix effect or selectivity issue, and MS detection, often in the
format of tandem mass spectrometers, to enhance assay selectivity and sensitivity. When de-
veloping a quantitative bioanalytical LC-MS method, one needs to holistically consider all
three parts as one integrated system and sometimes trade-offs need to be carefully balanced
[33]. One will always need to keep in mind the integrity of the analyte during the sample ex-
traction, postextraction, and chromatography. It should also be noted that some labile
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metabolites, even though not being measured, can convert to the analyte during sample ex-
traction, chromatography, and MS detection and cause quantitation bias for the analytes of
interest.

Biological samples are seldom amenable to direct injection onto the LC-MS system.
Analytes of interest need to be extracted from the biological matrices prior to LC-MS analysis.
The purpose of extraction is to eliminate or reduce interferences which can co-elute with the
analytes and cause matrix effects or quantitation errors, and to concentrate the analytes and
improve their detection.When optimizing the extraction, analyte rather than the matrix is the
focus. This means that an extraction method with the highest recovery for the analyte may
also suffer from a severe matrix effect. The commonly used sample preparation methods
are direct injection, dilute and shoot, protein precipitation, liquid-liquid extraction (LLE)
(solid-phase supported liquid-liquid extraction), and solid-phase extraction (SPE), the last
three being the most frequently used. For example, protein precipitation is widely utilized
and is also frequently the preferred extraction method during drug discovery and preclinical
development. Analytes of interest are released from protein when a protein precipitation
reagent such as organic solvents (e.g., acetonitrile, methanol), acids, or salt (e.g., ammonium
sulfate) is added to the biological samples to denature the protein. The analyte stays in the
supernatant after the centrifugation and can be analyzed directly or can go through evapo-
ration/reconstitution steps to make the injection solution compatible with the chromato-
graphic condition. This procedure is of low cost, easy to perform, and can be performed in
the 96-well format. The extraction is also very mild and thus avoids potential analyte degra-
dation or conversion from metabolite to parent. With the advancement of the modern mass
spectrometer, assay sensitivity at low ng/mL, which in most cases is adequate for discovery
and nonclinical studies, is easily achievable. However, if a simple sample extraction proce-
dure such as protein precipitation is used, one may need to compensate for the potential
ion-suppression or in-source conversion such as that from the glucuronide metabolite to
the parent compound by using a more extensive chromatographic elution. The mechanism
for sample extraction and chromatography ideally should be orthogonal so that a better
method selectivity is provided. On the other side, SPE is very powerful for sample cleanup
as it provides some level of chromatographic separation between the analytes and other
matrix components. SPE is also easily automatable and provides high capacity for analyte
enrichment. However, some of the SPE conditions can be harsh, especially in the case of
strong cation or strong anion SPEwhere extreme pH conditions are used to elute the analytes.
Thismay lead to unwanted instability of analytes or the breakdown of conjugatedmetabolites
to the analyte of interest. Therefore, these SPE conditions should only be used when stability
and biotransformation of the analyte are well established.

For large molecule bioanalysis, two approaches, namely the bottom-up and top-down, are
typically used [34]. The bottom-up approach involves an enzymatic digestion and selection of
a surrogate peptide that can represent the large molecule, while the top-down LC-MS mea-
sures the intact large molecule directly. Both approaches still require a good sample clean to
remove the abundant endogenous proteins and other interferences. In addition to the classic
sample cleanup procedures such as SPE, other novel approaches are also developed for pro-
tein bioanalysis, notably protein precipitation/pellet digestion, abundant protein depletion,
and affinity enrichment.While the bottom-up approach, using a triple quadrupolemass spec-
trometer for the detection, typically has a superior sensitivity to the top-down approach by
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the high-resolutionmass spectrometer such as TOF, the latter has several advantages too [35].
For the top-down intact protein LC-MS analysis, a generic MS method is typically used, and
little method development time is required. The method is independent of fragmentation ef-
ficiency, which is often not the case for surrogate peptides. The ability to acquire the complete
information of posttranslational modifications (PTM) and biotransformation allows
postacquisition data mining [19]. Some of the commonly observed challenges for sample
preparation of largemolecules include loss of protein/peptide due to nonspecific adsorption;
analyte instability due to proteases; poor reproducibility of enzymatic digestion and highma-
trix effects due to high concentration of endogenous proteins; incomplete recovery due to
binding of protein or peptides to high-abundance proteins and antibodies. Efforts have been
made to overcome these challenges. Possible solutions for nonspecific adsorption include use
of low-adsorption polypropylene and polyethylene containers; use of silanized glass con-
tainers; avoiding preparation of low concentration solutions in a matrix-free environment;
adding a carrier such as BSA to any matrix-free solutions; and spiking high concentration
stock solutions directly to plasma and preparing low concentration samples with serial dilu-
tion. Use of protease inhibitors such as diisopropylflurophosphate (DFP), sodium fluoride/
potassium oxalate/trichloroacetic acid, 4-(2-aminoethyl) benzene sulfonyl fluoride, hydro-
chloride (AEBSF)—Pefabloc, or phenylmethylsulfonyl fluoride (PMSF), storage of samples
in an ultralow freezer (<�60°C), and handling the samples in an ice bath are recommended
as possible solutions for protein and peptide instability. There are several possible solutions
to remove abundant proteins [36]. The first step is to use urea, guanidine, or strong acid to
eliminate protein binding between target peptide/protein and endogenous abundant pro-
teins such as albumin. If the target protein/peptide is highly hydrophilic, TFA or TCA can
be used to precipitate abundant proteinswhile keeping the analytes in the aqueous supernatant
[37]. SPE (anion or cation exchange) can be used alone or in conjunction with protein
precipitation—for extracting hydrophilic proteins/peptides. Immuno-affinity extraction may
be used for achieving additional selectivity [38]. The largest challenge currently is still the rel-
atively poor sensitivity (compared to ELISA), but it has been significantly improvedwith nano-
LC-MS/MS and a better sample cleanup procedure such as immune-affinity extraction.

For LC-MS bioanalysis, chromatography plays a pivotal role to ensure assay selectivity and
robustness. Phase-II conjugated metabolites such as glucuronide and glutathione conjugates
need to be resolved from the analyte since they can break down back to the analyte in the ion
source and cause assay bias [39]. Isomers and endogenous interference need to be resolved
from the analyte. Compounds such as phospholipids and dosing vehicles like PEG need to be
resolved from analytes since they can cause ion suppression [40]. Reversed-phase LC has
been traditionally used for the quantitative LC-MS. With an increase of organic solvent con-
centration in the mobile phase, retention of the analyte decreases. However, one should be
aware of the potential bimodal retention on the reversed-phase column, leading to a
U-shaped retention profile where the initial retention decreases upon increasing the organic
content in the mobile phase but a further increase in the organic content results in increased
retention time for certain compounds, especially polar basic analytes, due to their interaction
with the residual silanol groups. This bi-model retention may cause a retention shift during
the run or irreproducibility of the method when a high organic content mobile phase is used
on a reversed-phase column [40]. This can also lead to the mismatch of injection solvent and
chromatography which may also lead to distorted chromatographic peaks [41]. In addition to
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reversed-phase chromatography, separation based on other retentionmechanisms can also be
used complementarily such as HILIC for polar analytes [42, 43] and normal phase chroma-
tography for chiral separations [44]. Large molecule LC-MS usually uses a shorter chain sta-
tionary phase such as C4, wider poor size (at least 300Å), and elevated column temperature.

The principle of MS is the production of ions from analyzed compounds that are separated
or filtered based on their mass to charge ratio (m/z). Most of the applications for quantitative
bioanalysis use tandem mass spectrometers (MS/MS) that employ two mass analyzers—one
for the precursor ion in the first quadrupole and the other for the product ion in the third
quadrupole after the collision—activated dissociation of the precursor ion in a collision cell
(second quadrupole). Between the high-pressure LC and the MS operated under a high-
vacuum environment, interface connections that operate at atmospheric pressure, such as
electrospray ionization (ESI), atmospheric-pressure chemical ionization (APCI), and less fre-
quently atmospheric-pressure photo ionization (APPI), have matured into highly reliable
techniques necessary for quantitative LC-MS/MS bioanalysis. More recently, application
high-resolution mass spectrometer (HRMS) in bioanalysis has drawn a lot of attention
[45]. Due to its enhanced specificity using the high-resolution power and its capability of si-
multaneous quantitation and structural elucidation, HRMS could lead to a potentially rapid
and reliable method development for bioanalysis as well as sample analysis, thus generating
both cost and resource savings [46].
10 Selected applications for LC-MS bioanalysis

It is not the intention of this book chapter to cover every aspect of quantitative bioanalysis.
Rather, a few relatively newly developed areas are focused on to further illustrate the impact
of bioanalysis on drug discovery and development by using case studies from our own lab.

In the first example, we will discuss the status of using LC-MS, as a complementary tool to
the traditional ELISA methods, to analyze large molecules, particularly some of the novel
platform of biotherapeutics such as antibody-drug conjugate (ADC) and half-life extended
peptides. The value of multiple LC-MSmethods such as the bottom-up and top-down as well
as simultaneous quantitation and catabolite identification is highlighted. The second example
is the development ofmicrosampling technologywhich has beenwidely used to support both
preclinical and clinical studies. In comparison with the traditional plasma sampling technol-
ogy, microsampling presents some additional challenges for method establishment, valida-
tion, and sample analysis, from both the scientific and compliance points of view.
Biomarkers have become more and more important in drug discovery and development,
from confirmation of target engagement to patient stratification. As biomarkers are endoge-
nous molecules, their measurement is particularly challenging for bioanalytical scientists as
there is no “true” blankmatrix to prepare standards andQC samples. It is also very difficult to
confirm the selectivity of a biomarker assay due its endogenous nature. Various strategies in
the third example have been proposed to mitigate these challenges. Lastly, the accurate read-
ing of important metabolites in the body has drawn a lot of attention recently since the pub-
lication of the FDA MIST guidance [47]. To establish safety coverage to ensure a safe clinical
trial is pivotal. It is not always straightforward to establish the right bioanalytical strategy for
metabolite measurement. In the last case study, the strategy formetabolite bioanalysis such as
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measuring polar metabolites, assessment of chiral conversion, and selection of internal stan-
dard will be discussed.
10.1 LC-MS of large molecules

LBA is traditionally the primary platform for bioanalysis of large molecules and has the
advantages of providing superior sensitivity and high throughput. However, it may also suf-
fer from limitations such as cross-reactivity, requirement of highly specific reagents, and not
being able to directly elucidate structure information. In the past decade, LC-MS has increas-
ingly been applied for bioanalysis of large molecules as a complementary technique of LBA.
LC-MS has the unique advantages of being highly specific, more resistant to matrix interfer-
ence, and less stringent on reagent requirement. More importantly, LC-MS can provide valu-
able structure information which may be critical for understanding the ADME properties of
protein drug candidates.

As discussed earlier, there are generally two approaches of analyzing proteins using
LC-MS: bottom-up and top-down. In the bottom-up workflow, proteolytic (usually tryptic)
peptides generated by digestion are monitored as surrogates of the protein, typically on a tri-
ple quadruple mass spectrometer, which affords highly specific and sensitive detection.
However, there could be situationswhen the surrogate peptide does not adequately represent
the whole protein in terms of its functionality, stability, or coexistence of multiple isoforms.
High-level structural information such as integrity of amultiple subunit protein or proteolytic
catabolism is lost during digestion. This is when the top-down intact analysis of the protein
can play an important role. The top-down intact bioanalysis of large proteins (e.g., mAb) has
gained popularity in recent years thanks to applications of the advanced sample preparation
technique, such as immune-affinity capture, which enables effective sample cleanup [35].
Intact mass spectra obtained from HRMS may contain the peaks of not only the unchanged
intact molecule but also that of catabolites, making simultaneous quantitation and catabolite
identification possible [19].

In both the bottom-up and top-down approaches, the workflow involves an up-front sam-
ple preparation. Depending on the nature of the analyte, required sensitivity, and the biolog-
ical matrix, methodologies ranging from protein precipitation, solid phase extraction,
abundant protein depletion, and affinity capture can be chosen or combined, with increased
effectiveness in the sample cleanup. In the bottom-up approach, the surrogate (or signature)
peptide is detected and analyzed in the same way as small molecules, on a triple quadruple
instrument by multiple reaction monitoring (MRM) analysis, or in some labs, on HRMS by a
full scan or product ion analysis, a process also known as parallel reactionmonitoring (PRM).
In comparison, intact protein analysis has more diversified choices when it comes to MS de-
tection [48]. Peptides or small proteins can be monitored in the same way as small molecules
or surrogate peptides on triple quadrupole or HRMS. Large proteins such as mAb are heavily
charged when analyzed under ESI, resulting in clusters of multiple charged ions which re-
quire resolution on HRMS. Peaks for a selected charged state (e.g., the three most abundant
peaks) can be extractedwith a certain extraction window to reconstruct an extracted ion chro-
matogram (EIC) which can be used for quantitation [49]. This approach is more widely
adapted because it does not require additional software for data processing and thus can
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be universally applied to data acquired on instruments from different vendors. Alternatively,
multiple charged ions are deconvoluted to generate non- or zero-charged peaks which can be
in turn quantified based on the intact molecule, a process requiring a specific software func-
tion. In the case when multiple components, such as those of catabolites or different glyco-
sylation isoforms, are present in the sample, deconvolution is a more direct and effective
way to visualize the data.

10.1.1 LC-MS bioanalysis of mAb

Monoclonal antibodies and related products represent one of the most promising and fast-
growing classes of therapeutics. Even though the bioanalytical platform for mAb has been
predominantly LBA, there have been increased numbers of applications on quantitation of
mAb using LC-MS. This is particularly true for discovery study support when a specific re-
agent may not be readily available at an early stage before the identification of the final can-
didate for development. The general workflow for nonclinical LC-MS bioanalysis of mAb
involved trypsin digestion and LC-MRM analysis of surrogate peptides, which are typically
the conserved sequences of the human Fc region on the mAb. The choice of sample prepara-
tion depends on the required sensitivity and type of biological matrix. Protein precipitation
followed by digestion of the pellet, a process known as pellet digestion, has been widely used
because it is easy to operate and does not require specific reagents [50]. For better sensitivity,
immune-affinity capture using antihuman Fc can provide an effective and selective cleanup
of human mAb from nonclinical samples. For clinical samples, more specific capturing re-
agents such as the antiidiotype antibody against epitope in CDR of the mAb can be used
to avoid pulling down endogenous human IgGs. Alternatively, the target protein of the
mAb can also be used as an affinity capture reagent. Either way, caution has to be exercised
to evaluate interference from endogenous targets on the capturing process and to understand
whether the measured concentrations are those of free (not occupied by target) or total mAb.
Due to the highly specific detection by LC-MS, it is possible to monitor certain modifications
on the molecules. One example is deamidation, a common and spontaneous biotransforma-
tion of mAb. It has been shown that deamidation at a certain region of mAb could impact its
binding affinity, potency, safety, and pharmacokinetics [51]. The surrogate peptide
containing Asn, the deamidation product Asp, and the succinimide intermediate can be sep-
arated on LC and monitored by MRM to evaluate the relative levels of each species, which
helps understand the dynamics of this in vivo biotransformation [52, 53].

The emerging technique of intact protein bioanalysis has also been exemplified on mAb in
a few publications. Our lab published a workflow of quantifying large proteins in biological
samples by using immune-affinity capture coupled to LC-HRMS analysis [35]. The
deconvoluted intact mass spectra were processed for quantitation using a research version
of the software. This deconvoluted approach was also compared with EIC and demonstrated
similar bioanalytical performance in terms of sensitivity, linearity, accuracy, and precision.
More importantly, the intact concentration data generated for an in vivo monkey PK study
showed results consistent with those by the more commonly used bottom-up approach,
confirming the suitability of quantifying mAb using the intact quantitation method [49].
For better sensitivity and detection resolution, mAb can be broken down into relatively
smaller “intact” pieces by using reducing reagents to dissociate the light chains and heavy
chains. Furthermore, mAb can be specifically cleaved around the hinge region by the IgG
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protease such as IdeS to reduce the size of the heavy chain. This procedure generates three
types of fragments, light chain, Fd, and Fc/2, each �25kDa. The application of this
“middle-down” approach has been demonstrated formonitoring of in vivo changes of critical
quality attributes (CQA) such as glycosylation of mAb, which may play important roles in
their function and PK properties [54].

10.1.2 LC-MS bioanalysis of ADC

ADCs have shown great promise as novel therapeutics for treatment of cancer due to their
capability to deliver potent cytotoxic agents to targeted cells, thereby reducing systemic ex-
posure, increasing drug concentrations at the disease site, and broadening the therapeutic
window. Due to their highly heterogeneous and complex structure and complicated biotrans-
formation,multiple analytes are to bemeasured for anADC to fully describe its PK in vivo: (1)
total antibody for antibody related properties; (2) conjugate for activity related properties;
and (3) the released small molecule payload and/or its catabolites for toxicity [55]. LC-MS
has been applied in the bioanalysis of each of the analytes to different extents. The released
payload/catabolites, due to their small molecule nature, are commonly analyzed using
LC-MS. Total antibody is typically measured by LBA but can also be quantified by using
immuno-affinity capture followed by enzyme digestion and LC-MS/MS analysis of the sur-
rogate peptide. Conjugates are assessed in one of two forms, conjugated antibody or conju-
gated payload. A conjugated antibody is usually quantified by LBA but can also be measured
by hybrid LBA LC-MS using the antipayload capture, followed by digestion and detection of
the surrogate peptide from the antibody. Alternatively, for a payload conjugated by an enzy-
matic/chemical cleavable linker, the conjugated payload can be quantified by using the
antiantibody capture, followed by release of the payload, which in turn is measured by
the LC-MS method [56]. In addition to the bottom-up method, the top-down intact analysis
has been applied to in vivo samples to understand the dynamic change of DAR (drug anti-
body ratio), metabolism of payloads on the antibody, and the fate of the dissociated payload
which may bind to endogenous proteins such as albumin [57–59].

10.1.3 LC-MS bioanalysis of PDC

In recent years, novel nonantibody scaffold proteins have emerged as a platform to con-
struct protein-drug conjugates to overcome challenges associated with antibodies such as
complex structure and requirement for a mammalian expression system. These novel pro-
teins possess a similar targeting binding capability but are of a much smaller size and have
a simpler structure than antibodies. They are usually domain-size proteins absent of disulfide
bonds or glycosylation, can be readily generated in the bacterial expression system in large
quantities, and of superior thermostability making production, purification, and storage rel-
atively easy [60]. They can be mutated to incorporate a linkage site for cytotoxic payload to
construct protein-drug conjugates (PDC). Similar to ADC, it requires multiple analytes to un-
derstand the PKproperties of a PDC. In our lab, an affinity-capture based LC-MS/MSmethod
was developed to simultaneously quantify total protein and conjugated protein in plasma
and tissue for a novel PDC constructed with Centyrin, an engineered scaffold protein based
on the consensus sequence of fibronectin type III domains (FN3 domains) from human
Tenascin C [61]. Fig. 2 depicts the workflow which utilizes immobilized ion affinity chroma-
tography (IMAC) to extract the analytes, followed by trypsin digestion and LC-MRManalysis
I. Techniques for identifying and quantifying drugs and metabolites



Centyrin drug conjugate in 

plasma/tissue homogenate

LC-MRM analysis of surrogate 

peptides

Digestion by trypsin 

for 4 h

Add stable isotope labeled 

centyrin IS

IMAC purification
Trypsin digestion

Surrogate 
peptide for 

conjugated 

Centyrin

Surrogate 
peptide for 

total 

Centyrin

(A) (B)

FIG. 2 (A) The workflow to quantify total and
conjugated Centyrin in mouse plasma and tissue
samples. (B) The scheme showing the surrogate
peptides representing conjugate and total
Centyrin, respectively. Overall structure of
Centyrin drug conjugate is shown as two identi-
cal Centyrin motifs (light blue color), each
containing one conjugation site and an albumin
binding domain (orange color).Reprint with permis-

sion from C. Shi, S. Goldberg, T. Lin, V. Dudkin, W.
Widdison, L. Harris, et al., Bioanalytical workflow for

novel scaffold protein-drug conjugates: quantitation of

total Centyrin protein, conjugated Centyrin and free

payload for Centyrin-drug conjugate in plasma and
tissue samples using liquid chromatography-tandem

mass spectrometry, Bioanalysis 10 (20) (2018)

1651–1665.

18 1 Bioanalysis of small and large molecule drugs, metabolites, and biomarkers
of surrogate peptides. The peptide containing the linker and payload wasmonitored to quan-
tify the conjugated Centyrin while peptide from a region that does not contain the linker was
analyzed as a surrogate of the total Centyrin protein [62, 63]. This approach can be considered
as a choice for PK support of other scaffold PDCs as well as next generation site-
specific ADCs.

10.1.4 LC-MS bioanalysis of protein biomarkers

Endogenous peptides or proteins such as cytokines, hormones, or enzymes often need to
be monitored as biomarkers to elucidate the status of diseases, engagement of target, and
effect of drug treatment. The challenges of analyzing biomarkers such as choice of matrix is
well discussed in other sections of this chapter. Peptide/protein biomarkers present the ad-
ditional challenges of being of large size, potentially unstable, heterogeneous, and less
abundant. Novel LC-MS methodologies have been developed to overcome some of the lim-
itations. The heterogeneity of a protein, such as those in posttranslation modifications,
could convey biological or pharmacological meaning such as stage of a disease. LC-MS,
thanks to its high specificity in detection of molecule structure, can be very effective in elu-
cidating those heterogeneous modifications. For example, we have developed an intact
LC-HRMSmethod to quantify the relative abundance of three different glycosylation forms
of the apolipoprotein ApoC3 in human plasma and reveal that the ratio of these forms is
correlated to the status of diabetes [64]. The highly abundant nature of the ApoC3 protein
made a simple SPE step sufficient for the sample extraction procedure. For protein bio-
markers that exist at extremely low concentrations, sequential protein and surrogate pep-
tide immune-affinity capture has been proven to be able to effectively achieve LLOQ at low
pg/mL level for protein biomarkers [65].

10.1.5 LC-MS bioanalysis of drug metabolizing enzymes and transporters

Quantitation of drug metabolizing enzymes and transporters in cell lines and tissues has
been considered crucial for understanding drug disposition using in vitro-in vivo extrapola-
tion (IVIVE) and PBPK modeling. Tremendous efforts have been made in recent years to
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develop reliable methods for absolution quantification of these challenging analytes using
LC-MS methods [66]. However, large variability still exists among data obtained from differ-
ent laboratories. In general, variables involved in analyzingmetabolizing enzymes and trans-
porters include but are not limited to incomplete and inconsistent recovery of protein from
membrane fractionation and extraction, incomplete and inconsistent digestion of the protein,
ion suppression, poor choice of surrogate peptides, and challenges in correlation of expres-
sion level and activity. Some of them can be overcome by using a stable isotope labeled
internal standard and thorough evaluation of choice of surrogate peptides [67]. Optimization
of solubilization and denaturation steps for digestion is also critical because membrane pro-
teins may have transmembrane domains that are not directly accessible for the protease en-
zyme. Ideally, it is recommended to perform quantitation using a purified protein standard.
However, most of the drug metabolizing enzymes and transporters are membrane proteins
that are difficult to express and purify in large quantitation. Therefore, the common
approaches for quantifying those proteins are based on peptide standards, not being able
to fully address the variability in extraction recovery and digestion efficiency. For example,
a comparison of different methods showed that subcellular membrane fractionation gave in-
complete enrichment of the proteins leading to underestimation of protein concentration in
comparison to methods using whole tissue lysates [68]. Immuno-affinity capture at the pep-
tide level by using antibodies against the surrogate peptide has been applied to improve sen-
sitivity of the assays. An innovative approach using peptide group-specific antibodies that
recognize the short common C-terminal tryptic peptide sequence shared by multiple drug
metabolizing enzymes and transporters has been shown to effectively enrich the surrogate
peptides for quantitation without the need for the membrane fractionation step [69].

10.1.6 LC-MS bioanalysis of half-life extended biotherapeutics

Many peptides or proteins exhibit excellent bioactivity but are limited in their potential as
biotherapeutics due to their short in vivo half-life caused by proteolytic degradation and/or
urinary clearance. Strategies to extend half-life, such as conjugation to polymers, fusion/con-
jugation to Fc, mAb, or serum albumin, have been extensively investigated in recent years
[70]. These novel modalities require innovative bioanalytical approaches to assess their sta-
bility and ADME properties. The bottom-up approach, by monitoring surrogate peptides,
originated from different parts of the protein, for example, peptide from functional region
versus that from the half-life extension scaffold, can reveal the dynamic change of the concen-
trations of each part of the molecule during circulation. The top-down approach, on the other
hand, elucidates high-level structural alteration such as proteolytic degradation and helps
pinpoint the catabolic soft spots which can be potentially modified to improve the stability.
In our lab, both approaches are utilized in an integrated way for novel half-life extendedmol-
ecules. This workflow is exemplified by a recent publication using dulaglutide, a GLP1-Fc
fusion protein, as themodelmolecule [19]. In this work, dulaglutide dosed tomice, alongwith
its in vivo catabolites, was purified from plasma using an anti-Fc antibody, followed by tryp-
sin digestion and LC-MS/MS analysis on a triple quadrupole instrument, or by LC-HRMS
analysis on a triple TOF mass spectrometer without digestion. In Fig. 3, the total Fc concen-
tration (red line) was measured using a surrogate peptide on Fc by the bottom-up approach
while the top-down intact assay was able to simultaneously quantify the intact concentration
(green line) and reveal the proteolytic cleavage sites on the molecules. The data revealed that
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FIG. 3 Simultaneous catabolite identification and quantitation of dulaglutide at intact level by immune-affinity-
LC-HRMS. Inserts show the sequence of GLP1 peptide on dulaglutide and the structure of thewholemolecule.Reprint
with permission from L. Kang, R.C. Camacho, W. Li, K. D’Aquino, S. You, V. Chuo, et al., Simultaneous catabolite identification

and quantitation of large therapeutic protein at the intact level by immunoaffinity capture liquid chromatography-high-resolution

mass spectrometry, Anal. Chem. 89 (11) (2017) 6065–6075. Copyright (2017) American Chemical Society.
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while the Fcmaintains stability at high concentration during circulation, GLP1 peptides fused
to it are subjected to proteolytic degradation, leading to loss of intact concentration. The in-
tegrated LCMS approach provided an effective way to understand the in vivo fate of the half-
life extended molecules.
10.2 LC-MS bioanalysis using microsampling

10.2.1 Microsampling sample collection in bioanalysis

Microsampling generally refers to a sample of �50μL and is commonly used in discovery
and dose range finding studies. Recently, its application has been expanded to GLP and clin-
ical studies. The principles of the 3Rs (Replacement, Reduction, and Refinement) were devel-
oped 50 years ago to provide a framework for performing humane animal research.
Nonclinically, the use of animals can be reduced if the satellite TK and the main study groups
can be consolidated. For clinical studies, the collection of lower sample volumes can be greatly
beneficial, especially for pediatric studies. For small molecules pharmaceuticals and bio-
markers, high sensitivity LC-MS is the technique of choice while miniaturized LBA such
as GyrolabR is the choice of instrument for supporting bioanalysis of microsampling for large
biological molecules and biomarkers. Microsampling sample collection can be divided into
liquid microsampling and adsorption techniques. Depending on the matrix of choice, either
blood, plasma, urine, or other oral fluids can be collected and analyzed in smaller volumes.

10.2.2 Microsampling in blood and plasma

For blood microsampling, capillary microsampling sampling (CMS), dry blood spot (DBS)
sampling as well as volumetric adsorptive microsampling (VAMS) can be utilized to collect
I. Techniques for identifying and quantifying drugs and metabolites
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the samples. All three sampling techniques are shown in Fig. 4. For capillary microsampling,
the blood is collected in a capillary tube coated/uncoated with an anticoagulant of known
volume. Prior to analysis, the blood sample is further diluted by adding aqueous or organic
solvents. For DBS, a drop of blood is collected on a filter paper. Then, an accurate volume of
blood from the filter paper is collected via a fixed diameter subpunch of the spot. This spot is
further extracted by adding aqueous or organic solutions, analyzed by LC-MS for drug con-
centrations. For VAMS, the samples are collected on an adsorbent tip. The VAMS sampler can
absorb a fixed volume of blood (�10μL) in 2–4swith less than 5% volume variation across the
hematocrit range of 20%–70% with low tip-to-tip variability [71]. With DBS, homogeneity as
well as the hematocrit of the blood sample is themain concern. Regulatory agency acceptance
is still a major concern for DBS and VAMS, though regulators have been open about the uti-
lization of new technology in sample collection. Blood to plasma partition ratio should be con-
sidered when determining exposure using blood samples. In most of the clinical studies,
plasma sample collection is the method of choice. If nonclinical studies are supported with
blood microsampling, data should be interpreted from blood to plasma to support clinical
studies. In some instances, if the compound is unstable in whole blood, the stability experi-
ments in whole blood should be done up front [72]. The effect of drying conditions such as the
drying time of the compound in blood on the DBS card as well as VAMS should also be eval-
uated in the method development and validation experiments. The other advantage of using
DBS cards and VAMS is the relative ease of sample collection, shipment, and storage, al-
though temperature and humidity need to be controlled. In fact, both DBS and VAMS are
suitable for other biological matrices such as urine, plasma, and oral fluids across a wide
range of sampling conditions [73].

For plasmamicrosampling, CMS can be utilized to collect the samples. The blood sample is
collected in an anticoagulant coated capillary which can collect either 64 or 32μL of fixed
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volume. The blood-filled capillary tube is then processed to generate plasma which is further
transferred into another capillary via a capillary action that can hold an exact volume of 10, 8,
or 4μL. The exact volume plasma capillary is placed in plastic container tubes for storage and
shipping. To analyze the samples, the plasma in the capillary is rinsed out using a diluent
such as phosphate-saline buffer (PBS), BSA, water, or plasma to generate enough volume
for sample analysis [74]. The volume of the diluent can be 5-fold or 10-fold depending on
the sensitivity of the bioanalytical assay.

10.2.3 Bioanalytical method development for microsampling in blood and plasma

A bioanalytical method should be developed and validated before the in-life phase of the
microsampling sample collection is initiated. While developing and validating a method,
sample collection, handling, and storage should be considered [75]. The sample collection
capillaries as well as the container tubes used to store QC samples should be evaluated for
any nonspecific adsorption loss and the containers for samples and QCs should preferably
be of the same material. The other key component to consider during method development
is the sensitivity of the compound on the LC-MS instrument. With recent advances in high
sensitivity instrumentation, it is feasible to use a lower sample volume for sample extraction
as well as quantitation without significantly affecting the assay curve range. The route of
administration in a toxicological study should also be considered while developing assays
for microsampling. For example, dermal and inhalation studies may have a lower systemic
exposure of a compound and a smaller sample collection volume may not be enough to pro-
vide the sensitivity needed for an analytical assay. Certain classes of compounds such as pep-
tides, oligonucleotides as well as vaccines may present analytical challenges to achieve the
desired LLOQ and therefore require larger volumes. In these cases, microsampling may
not be the ideal choice. During drug development, if both traditional and microsamples
are used to support studies for a program, bridging the studies by validation experiments
should also be considered.

During method development of DBS, sample collection microcards, extraction solvents,
hematocrit, homogeneity, and stability are important factors which should be evaluated. If
the DBS samples collection cards are not evaluated properly and if incorrect paper is used,
it may result in poor recovery and/or reproducibility which can delay or even jeopardize
the whole study. When blood is spotted on the card at ambient temperature, the humidity
might have a potential impact on the size of the blood spot and the speed of drying. The con-
ditions encountered by the sample should be evaluated and stability under those conditions
should be demonstrated. Long-term stability of the analyte under the storage conditions
which are likely to be encountered by the sample should be demonstrated [76].

During method development and validation of VAMS, sampling parameters such as
exposure time, drying time, temperature, humidity, and light exposure should be evaluated.
While filling the tips of the VAMS device, care should be taken that the tips do not immerse
past the tip shoulder as it could result in excess blood being retained by the shoulder. While
drying the tips, it should be ensured that the tips do not touch other tips or surroundings to
prevent any cross contamination.

During method development of a compound using CMS, sample volume as well as assay
sensitivity (targeted LLOQ) should be evaluated first. There should be enough volume so that
the sample can be reassayed (if needed) as well as tested for ISR. The bioanalytical method
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should be validated as per the bioanalytical method validation guidance [77]. The
bioanalytical sample should mimic the test samples; for that reason, QC samples should
be prepared in bulk and transferred into the same type of capillary in which the samples
are to be collected and stored [78]. Benchtop freeze-thaw stability as well as long-term stabil-
ity should be performedwith andwithout diluent to cover the stability in both plasma as well
as the plasma-diluent mix. In certain cases when samples are transferred from a centrifuged
capillary to an exact volume capillary, there might not be enough sample volume or there
might be an air bubble formed during the transfer. In these cases, the sample may need to
be further transferred to a smaller size capillary, e.g., from a 10μL capillary to a 4μL one.
To cover this scenario of collection of samples in capillaries of two different volumes, the
method validation should be carried out for both sets of capillaries (10μL as well as 4μL).
For labile compounds or unstable metabolites, when the samples need to be stabilized by
adding a stabilizer, CMS might not be ideal because, in general, a stabilizer should be added
in blood during collection or in plasma after centrifugation, which is not feasible for CMS. In
the case when the stabilizer is added to the container of the capillary for storage and shipping,
the homogeneity of the sample may not be achieved even after vortex, and therefore the ef-
fectiveness of the stabilizer may not be guaranteed. For that reason, labile compounds should
be properly evaluated with and without addition of the stabilizer before a decision is being
made about using CMS. Practical considerations such as study timelines should also be eval-
uated while validating the method with CMS. For example, a procedure using CMSmay take
longer than a traditional method due to capping and uncapping of the small tubes used for
capillary storage. Use of automation for those procedures should be considered to avoid er-
gonomic injuries to the bioanalysts.

Finally, communication between bioanalysts and toxicologists or clinical scientists is a
must when developing and validating the analytical methods using microsampling sample
collection techniques. All the key factors including study design, practical aspects, in-life
capabilities as well as analytical method development/validation timelines should be
discussed before starting the in-life phase of the study.
10.3 Biomarkers quantitation

Over the last decades, endogenous bioactive small molecules, peptides, and proteins have
been increasingly used as biomarkers in the drug discovery and development processes. One
of the biggest challenges for biomarker quantitation originates from the endogenous nature of
the target analytes. An authentic control blank matrix without the presence of the biomarker
is typically unavailable, with exceptions where the biomarker level change is very significant.
This also presents a significant challenge for establishing biomarker bioanalytical assays,
which is how to confirm the assay selectivity [79]. Typical selectivity tests routinely used
in bioanalytical LC-MS assays for PK analysis, such as evaluating interference peaks in the
control blank matrix lots, are no longer adequate to deal with the endogenous nature of
the biomarkers. Various approaches have been proposed to confirm the assay selectivity
for biomarker LC-MS analysis. The important step toward establishing sound biomarker as-
say selectivity is to understand the biological/chemical origin of the analyte, and to acquire as
many of the known isobaric isomers as possible and then test them to ensure that they are
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chromatographically resolved from the target biomarker peak. A recently introduced ion-
mobility device on a tandem mass spectrometer might be useful to enhance assay selectivity
by providing another dimension of separation.

In terms of quantitation strategy, along with the straightforward authentic analyte and
authentic matrix method, both “surrogate matrix” and “surrogate analyte” approaches have
also been routinely and successfully applied to endogenous biomarker LC-MS analysis
[80–83]. Regardless of the approaches, it is recommended that at least one level of QC samples
should be prepared in an authentic matrix to better reflect the analyte stability and assay
accuracy. Additionally, parallelism between the response curve obtained from serially
diluted incurred samples and that of calibration standards should be investigated to reveal
potential matrix effects and interference to critical reagents of the assays.

10.3.1 Leukotriene B4 (authentic matrix and authentic analyte)

Leukotriene B4 (LTB4) is an important inflammatory biomarker in several diseases. An
LC-MS/MSmethod for the determination of LTB4 in plasma from ex vivo stimulated human
blood, using LTB4-d4 as the internal standard (IS), was developed and validated. An authentic
matrix and authentic analyte approach was used because normal human plasma does not
contain detectable LTB4 without stimulation [84]. The chromatographic separation of LTB4

from its three isobaric isomers (6-trans-LTB4, 6-trans-12-epi-LTB4, and 12-epi-LTB4), which
share the same multiple reaction monitoring (MRM) transitions as the analyte, from human
plasmawas crucial to achieve the accurate determination of 0.2 ng/mL (LLOQ) of LTB4. LTB4

and the IS were extracted with methyl tertiary butyl ether (MTBE) from 200-μL human
plasma. Comparison of the validated LC-MS/MS method with an ELISA method using ex
vivo stimulated samples indicated that results from the two assays correlated relatively well
(R2¼0.92). This further confirms the specificity of the LC-MS assay.
10.3.2 4β-Hydroxylcholesterol and 7α-hydroxy-4-cholesten-3-one (C4) (surrogate
matrix and authentic analyte)

Evaluation of clinically relevant drug-drug interaction (DDI) due to induction or inhibition
of cytochrome P450 (CYP450) enzyme activity has been routinely assessed by using a probe
CYP450 substrate (or a mixture of substrates) in DDI studies. While this is the current stan-
dard for regulatory submissions, it does require a separate protocol in a crossover design.
Advantages of using an endogenous biomarker such as 4β-hydroxylcholesterol, which is
formed through a CYP3A4/5 catalyzed metabolism of cholesterol, as an alternative probe
substrate to evaluate P450 3A4/5 DDI, have been documented in the literature [85]. The ad-
vantage of this approach is its noninvasive nature, as well as resource sparing, as this can be a
secondary objective in a Phase I clinical study and can be applicable to studies in patients.

Several isobaric positional isomers of 4β-hydroxylcholesterol generated from the biological
pathways may exist in the biological matrix which share the same MRM transitions as the
analyte, therefore causing selectivity problems. In particular, it is essential to achieve desir-
able chromatographic resolution of 4β-hydroxylcholesterol from 4α-hydroxylcholesterol
since both can be formed upon auto-oxidation during sample processing while the in vivo
biotransformation only leads to the formation of 4β-hydroxylcholesterol [86]. Monitoring
the 4α-hydroxylcholesterol level in the plasma sample can be used as an indicator whether
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the sample stability has been compromised [87]. In this reported study, while the calibration
standards were prepared in water, quality QC samples were prepared in human plasma to
mimic the incurred study samples. After being alkalized with potassium hydroxide, the hu-
man plasma sample (50μL) was extracted with hexane, derivatized into picolinyl esters using
picolinic acid, extracted again with hexane, and then analyzed by LC-MS/MS.

7α-Hydroxy-4-cholesten-3-one (C4) is a stable intermediate in the rate limiting pathway of
bile acid biosynthesis [88]. It is an oxidative enzymatic product of cholesterol metabolism via
cholesterol 7α-hydroxylase, an enzyme also known as cholesterol 7-alpha-monooxygenase or
cytochrome P450 7A1 (CYP7A1). Plasma C4 levels correlated with CYP7A1 enzymatic activ-
ity and could be used as a biomarker for bile acid synthesis [89]. An LC-MS/MS method was
developed and validated to quantify C4 in rat and monkey plasma [82]. Using a surrogate
matrix approach, calibration standards were prepared in 50/50: acetonitrile/water (v/v),
while the QC samples were prepared in authentic plasma tomimic the incurred samples. Sta-
ble isotope labeled C4 (C4-d7) was used as the internal standard. A simple protein precipita-
tionwith acetonitrile was used to extract C4 from plasma (20μL). The low limit of quantitation
was set up at 1 and 0.5ng/mL for rat and monkey plasma. As in the case for LTB4, chromato-
graphic separation of isobaric isomers from the C4 peak is also very critical to ensure the assay
specificity (Fig. 5).
10.3.3 Fatty acid amide hydrolase biomarkers (authentic matrix and surrogate
analytes)

Endogenous ethanolamides, including arachidonyl ethanolamide (anandamide, AEA),
oleoyl ethanolamide (OEA), and palmitoyl ethanolamide (PEA), are substrates of fatty acid
amide hydrolase (FAAH) and are potential pharmacodynamic biomarkers for the target en-
gagement for FAAH inhibition by novel pharmaceutical agents [90]. LC-MS/MS quantitation
of AEA, OEA, and PEA in human plasma simultaneously using D4-AEA, D4-OEA, and
13C2-PEA as “surrogate analytes” was established [81]. This approach enabled preparation
of calibration standard and QC samples in plasma devoid of interferences from the endoge-
nous analytes with the LLOQ below the basal levels. Assay performance and stability were
also demonstrated by using another set of QCs, prepared with authentic AEA, OEA, and
PEA. LLE in a 96-well plate format was used to extract the analytes from 0.15mL of human
plasma. A second set of stable labeled compounds D8-AEA, D2-OEA, and D4-PEA was used
as the internal standard.

A significant elevation of ethanolamide concentrations (�1.3- to 2.0-fold on ice and�1.5- to
3.0-fold at room temperature by 2h) in fresh blood immediately following collection revealed
that the de novo synthesis and release from blood cells was the predominant factor affecting
ethanolamide concentrations ex vivo. Therefore, to minimize the ex vivo elevation of plasma
ethanolamide concentrations, it was important to have conditions that ensured rapid separa-
tion of plasma from blood cells as well as consistency in the blood harvesting procedures. In a
Phase 0 study that simulated the design of single-ascending dose and multiple-ascending
dose clinical trials, the variability (intra-subject and intersubject) of plasma ethanolamide
levels was evaluated. The data indicated that there was relatively large inter- and intra-
subject variation in plasma ethanolamide concentrations due to the collection at different
times of day and/or food effects.
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FIG. 5 MRM chromatograms (401.4!177.2) of 7α-hydroxy-4-cholesten-3-one neat solution at 40ng/mL (A), 7β-hydroxy-4-cholesten-3-one neat
solution at 40 ng/mL (B), 3β-hydroxy-5-cholesten-7-one neat solution at 40ng/mL (C), 7α-hydroxy-4-cholesten-3-one/7β-hydroxy-4-cholesten-3-one/
3β-hydroxy-5-cholesten-7-one mixed neat solution at 40/40/40ng/mL (D), control monkey plasma, 7α-hydroxy-4-cholesten-3-one-d7 measured to be
1.88ng/mL (E), control rat plasma, 7α-hydroxy-4-cholesten-3-one-d7 measured to be 14.4ng/mL (F). Reprint with permission from L. Kang, T.M.
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10.4 LC-MS analysis of metabolites and MIST

The background of MIST is well covered in Chapter 15. The Initiation of industry and FDA
dialogues on MIST can be traced back to an early landmark publication titled “Drug
metabolites in safety testing” in 2002 [91]. In 2008, the US FDA issued the Guidance for indus-
try: safety testing of drug metabolites [47]. Metabolites at or above 10% of parent AUC at
steady state need to be quantified. In 2009, the International Conference on Harmonization
published guidance on nonclinical safety studies for the conduct of human clinical trials
and marketing authorization for pharmaceuticals M3(R2). It is agreed that metabolites at
or above 10% of total drug related exposure at steady state need to be quantified, which is
also adopted by the current FDA guidance on MIST [92]. It should be noted that the intended
safety testing generally is not required for Phase 2metabolites except for acyl glucuronides. In
a simplistic view, bioanalysis of metabolites in accordance with MIST is usually performed
according to the following strategy. After identification and profiling of human metabolites
from the SAD/MAD study, quantitation of major human metabolites in the MAD study as
well as in GLP toxicology studies was conducted to establish metabolite exposure coverage.

Bioanalytical characteristics for MIST support can be quite different from the parent PK
assay. For the parent drug candidate, usually a single analyte is measured in one assay
while for metabolites, multiple molecules, usually more polar than the parent, are to be
analyzed. They are either highly similar (such as Phase 1 metabolites) to or very different
(such as Phase 2 metabolite) from the parent drug and therefore present analytical chal-
lenges. Chromatographic resolution of the Phase 1 metabolites from the parent or from each
other, especially for the positional hydroxyl metabolites which have the identical molecular
weights (isobaric) and show up in the same MRM channel, might be a challenge. On the
other hand, eluting both the parent and the Phase 1 metabolites and Phase 2 conjugates un-
der the same chromatographic condition is also difficult, even with a gradient elution. Of-
ten, the reference standards for the metabolites are not as well defined as for the parent
compound and the certificate of analysis (COA) might be unavailable. A stable isotope in-
ternal standard may not also be available for metabolite quantitation. Since multiple metab-
olites may be measured in a single assay and their clearance may not be in parallel to the
parent or to each other, a lopsided and complicated standard and QC preparation scheme
might be followed. Unlike the parent drug for which the liability is usually well identified,
the potential stability issue such as conversion between the metabolites could be unknown
at the time of metabolite bioanalysis.
10.4.1 Metabolite quantitation strategy

Generally, the tiered approach for metabolite measurement is well established in the in-
dustry and is also acceptable by the regulatory authorities. Four tiers with increased qualifi-
cation requirement and resource commitment are usually employed and the choice of the tier
depends on the drug development stage [93, 94]. It is worth mentioning that the stability of
metabolites should be evaluated since GLP samples are usually not fresh (collected in much
earlier days) when metabolite exposure coverage is assessed. Catch-up stability is performed
in a bioanalytical lab for most of the cases. Alternatively, MIST coverage can also be
established using the samples from ongoing longer-term GLP tox studies.
I. Techniques for identifying and quantifying drugs and metabolites
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First tier assays include response ratios (UV, MS) from profiling single or multiple dose
human in vivo and in vitro samples. This can be used as the first indication of possible unique
or disproportionate humanmetabolites when comparing the data from nonclinical toxicology
species (rat, dog, monkey, etc.).

Second tier assays include selective and sensitive LC-MS/MSmethods for targeted metab-
olite quantitation. A biologically isolated reference standard might be used. Crude radio-
labeled compounds isolated from in vitro samples might be used to calibrate the LC-MS
response. In our laboratory, we also developed a standard-free bioanalytical approach for
absolute quantitation of drugmetabolites utilizing biosynthesized reciprocal radio and stable
isotopologues [95]. Since authentic metabolite standards are not required under this dual ra-
dio and stable isotopologue strategy using standard LC-radioactivity detection (RAD)/MS
protocols, significantly fewer resources are required to support accurate metabolite quanti-
tation, which in turn enables efficient analysis of complex profiles.

While the first and second tier assays are usually performed in the biotransformation
group, the third tier assay is usually performed in the bioanalysis group and uses the
LC-MS assay with qualified standards for MIST support. Typically, separate assays (not in
the same assay for the parent drug measurement) were used for metabolites measurement.
Qualification was conducted with 4-6-15/20 acceptance criteria with limited verification on
assay performance and stability. Chemically synthesized reference standards are usually
employed. Assessment of exposures in IND enabling toxicology studies and human SAD/
MAD studies was used to establish the metabolite coverage. One commonly used strategy
for metabolite quantitation is to adopt the stable isotope labeled parent drug (P STIL) as
the internal standard in the LC-MS/MS assay. It was demonstrated that this strategy could
have a potential pitfall resulting in quantitation bias if the P STIL is subject to ion suppression
from the co-eluting parent drug in the incurred samples [96]. In that case, the metabolite con-
centration measured by using P STIL could be overestimated in comparison to that obtained
using stable isotope labeled metabolite (M STIL) as demonstrated in the example (Fig. 6).

Therefore, STIL for each metabolite is preferred, and sometimes this can be achieved by
generating the mixture of STILs for metabolites in vitro [97].

The final tier is a validated assay for those metabolites that need further assessment in
Phase II/III studies. They include metabolites with significant activities or toxicities, and dis-
proportional or unique human metabolites as the outcome of MIST assessment. Usually, the
parent drug and metabolites are combined in a single assay. Assay validation and sample
analysis follow the FDA guidance for bioanalytical assay. Reference standards with a repu-
table source and COA are required and investment of making stable labeled internal stan-
dards for both the parent and metabolites is essential.

10.4.2 LC-MS bioanalysis of polar metabolites

Polar metabolites are difficult to analyze using a typical reversed phase LC-MS/MS
because of poor chromatographic retention that leads to significant matrix effects, low sensi-
tivity, and inadequate separation. Co-elution of isobaric or unstable metabolites may cause
errors in quantification. To overcome this challenge in our laboratory, we have been routinely
using hydrophilic interaction chromatography (HILIC) in conjunction with tandem mass
spectrometry (HILIC-MS/MS) for polar metabolite quantitation. HILIC is a variation of
I. Techniques for identifying and quantifying drugs and metabolites
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FIG. 6 Plasma concentration—time course of compound A (Parent drug), and MA (Metabolite A), following
repeated dosing of compound A for 14 days, determined using either D4-MA (M STIL) or D5-compound A (P STIL)
as the internal standard, following a repeated dose of compound A for 14 days. AUC of MA was overestimated by
20.2% by using the STIL of the compound A as the internal standard. The insert shows MA concentration using a
linear axis for comparison. Reprint with permission from W. Jian, R.W. Edom, Y. Xu, J. Gallagher, N. Weng, Potential bias

and mitigations when using stable isotope labeled parent drug as internal standard for LC-MS/MS quantitation of metabolites, J.
Chromatogr. B Anal. Technol. Biomed. Life Sci. 878 (31) (2010) 3267–3276. Copyright (2010) Elsevier.
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normal-phase chromatography (NPLC) without the disadvantage of having to use solvents
that are not miscible with water. HILIC has also been referred to as NPLC with an aqueous-
organic mobile phase. Under the HILIC conditions, the elution strength from strong to weak
is water, methanol, and acetonitrile. For very polar compounds, HILIC offers significantly
more retention than reversed-phase liquid chromatography without the disadvantage of
using a highly aqueousmobile phase [42]. In our lab, we have found that HILIC leads tomuch
improved chromatographic retention and peak shape as well as much better sensitivity for
polar analytes, including metabolites, as shown in Fig. 7 [43]. On the reversed-phase column,
metabolite (M1) has little retention with poor peak shape and severe matrix suppression. The
sensitivity is improved over at least 10-fold on the HILIC column with much better peak
shape and longer retention time to avoid matrix suppression. In the application of HILIC,
one should always pay attention to potential overloading of the columns, especially when
protein precipitation samples are directly injected. In that case, minimizing the injection vol-
ume or dilution of the sample may improve the retention and peak shape. HILIC LC-MS is
also more sensitive to the composition of injection solution. Unlike reversed-phase LC-MS,
which has better toleration for the mismatch between injection solution and mobile phase
and therefore allows injection of a solution with its elution strength stronger than the mobile
phase, injection solution for HILIC must remain weaker than the mobile phase.
I. Techniques for identifying and quantifying drugs and metabolites



FIG. 7 LC-MS/MS chromatograms of neat solutions of compound A and its metabolite MA on RP and HILIC
columns. (top) Chromatogram of compound A andMA on an RP AquaSep column (50�2.1mm, 5μm, ES Industries,
West Berlin, NJ). Mobile phase A: 0.1% TFA in water; Mobile phase B: 0.1% TFA in acetonitrile. Gradient condition:
0–0.30min, 10%B; 0.30–2.00min from 10%B to 50%B; 2.00–2.50min, 90%B; return to 10%B at 2.60min. Flow rate
0.6mL/min (bottom). The same sample injected onto a Luna Silica (2) column (50�2.0mm, 5μm, Phenomenex, Tor-
rance, CA) under HILIC conditions. Mobile phase A: 0.2% formic acid in water; Mobile phase B: 0.2% formic acid in
acetonitrile. Gradient condition: 0–0.30min, 90%B; 0.30–1.50min from 90%B to 40%B; return to 90%B at 1.60min. Flow
rate 0.6mL/min. Reprint with permission from W. Jian, Y. Xu, R.W. Edom, N. Weng, Analysis of polar metabolites by hy-

drophilic interaction chromatography-MS/MS, Bioanalysis 3 (8) (2011) 899–912.
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10.4.3 Bioanalysis of chiral compounds

There could be a significant difference in the PK properties and PD behavior of a pair of
enantiomeric molecules. In order to evaluate the activity, toxicity, ADME properties of the
individual enantiomers, and any potential chiral inversion caused by the biotransformation
process, chiral bioanalytical assays may be necessary. Different scenarios of chiral drug
development, including development of racemate or fixed ratio (nonracemic) enantiomers,
development of a single enantiomer, racemic switches, and quantitation of enantiomeric
metabolites may require a different assay strategy. Based on the development strategy and
molecular properties of the drug candidate, a nonchiral quantitative assay, a chiral qualitative
assay, or a chiral quantitative assay should be chosen [98]. For example, for MIST assessment,
if the chiral center of a metabolite was introduced by biotransformation and if the level of
introduction is potentially species dependent, a qualitative chiral screening assay may be
applied to selected samples to elucidate if the metabolites present in different species are
identical enantiomers or in the same ratio.

In a previous published example from our lab, we demonstrated chiral inversion assess-
ment for a drug candidate under development. In this example, JNJ-A was a single
R-enantiomer and it could undergo deamination and oxidation to form a hydroxylation
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metabolite JNJ-AM, which is the major metabolite of JNJ-A [98]. There is a suspected chiral
inversion of JNJ-A, to generate S-enantiomer of JNJ-A, if the metabolizing process that gives
rise to JNJ-AM is reversible. To address this specific chiral inversion question, a chiral LC-MS
method was developed for the analysis of JNJ-A and JNJ-AM in plasma. Samples from some
patients at selected time points at a PK steady state in a Phase II clinical study were analyzed
using this qualified screening method where the separation of the two enantiomers was
achieved and their storage stability was established. For JNJ-A, only the originally dosed
R form was observed; therefore, the conclusion is that JNJ-A appears not to be undergoing
chiral inversion in the human body. For JNJ-AM, a single enantiomer peak was observed,
indicating that this major metabolite was generated by a stereospecific and irreversible en-
zyme reaction. This result guides that for further development of JNJ-A, nonchiral quantita-
tive assays were sufficient for measurement of JNJ-A and JNJ-AM.

10.4.4 Unexpected assay challenge during analysis of patient samples

It should always be kept in mind that validation using spiked standards and QC may not
fully address potential analytical issues that could unexpectedly emerge during study sample
analysis. Some unusual interference may only present in incurred samples, but not in stan-
dard or QC samples as demonstrated in the two examples below.

Ibrutinib is a potent, covalently binding inhibitor of Bruton’s tyrosine kinase (BTK).
A bioanalytical LC-MS/MS method for measuring ibrutinib and its active major metabolite
dihydrodiolibrutinib in human plasma was developed and validated. Selectivity of the as-
say toward isobaric metabolites and endogenous compounds was optimized and the in-
curred sample reproducibility and stability were assessed. However, during analysis of
plasma samples from a clinical study in hepatically impaired subjects, taurocholic acid
was identified as an interference to the internal standard of dihydrodiolibrutinib because
of their identical MRM transitions. This interference was only significant in samples from
hepatically impaired subjects who had elevated concentration of bile acids in the plasma,
but not significant in samples from all the other clinical studies analyzed using the same
method. The method was modified to achieve baseline separation between the dihydrodio-
librutinib internal standard and taurocholic acid, and revalidated. The original method and
the new method were successfully cross-validated using incurred samples and demon-
strated that both the original and revalidated assays are equivalent for the analysis of hu-
man plasma samples from nonhepatically impaired subjects [99]. Therefore, the results for
nonhepatically impaired subjects that had been generated using the original method
remained valid. For the study in hepatically impaired subjects, the samples were reanalyzed
using the revalidated assay. Although the interference resulting from the bile acid was only
observed in samples from the hepatic impairment study, to avoid any potential interference
in future sample analysis, this revalidated assay was used for all the sample analyses of on-
going studies and new studies.

Recently, Yuan and Ji also reported the identification and mitigation of an unexpected iso-
baric sulfate metabolite interference to a phosphate prodrug [100]. During the LC-MS/MS
bioanalysis of a phosphate ester prodrug in plasma samples from rat and monkey GLP tox-
icology studies, an unknown peak was detected in the MRM channel of the prodrug that
would co-elute with the prodrug in their method, causing significant overestimation of the
exposure of the prodrug. By using high-resolution mass spectrometry (HRMS), the
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interfering metabolite was successfully identified to be an isobaric sulfate metabolite. The
phosphate prodrug and sulfatemetabolitewere separatedwith baseline resolution in the final
optimized chromatographic conditions.
11 Conclusion and future perspective

In this book chapter, we discussed the importance, implementation, and challenges of
quantitative bioanalysis to enable successful drug discovery and development. Bioanalysis
is one of the few disciplines to cover all stages of pharmaceutical research and development,
from early discovery to nonclinical studies and all phases of clinical studies. Because of the
diversified bioanalytical support from discovery to late phase clinical trials, the science, pro-
cess, and compliance in any stage need to be balanced for both scientific and compliance rigor.
Procedures for meeting today’s regulatory requirements and enhancement of scientific input
by using contemporary scientific advances, as well as implementation of best practices, are
essential so that resources are optimized, project timelines are met, and compliances are
followed. Case studies highlighted in this book chapter provide some insights on ensuring
the bioanalytical quality by using sound bioanalytical strategy and scientific rigor.

In the future, bioanalysis will continue to play an even more important role in moving the
drug candidates along with the discovery and development pipelines due to the better un-
derstanding of the biology and biochemistry of the targets as well as advancement in
bioanalytical science. For example, the importance of measuring drug candidates and/or
their target at the pharmacological sites has long been recognized but its realization was pos-
sible only recently. The measurement of free fraction of drug candidates and/or that of the
target might provide a better indication of drug target engagement than the plasma concen-
tration of the drug [101–103]. Reactive metabolites that are conjugated to protein, leading to
idiosyncratic toxicity, are historically very difficult to be identified and evenmore challenging
to quantify.With advanced instrumentation and a better understanding of protein chemistry,
now they can also be quantified, for example, after protein digestion [104].Wewill also see the
expansion of LC-MS in the area of large molecules, not only for bioanalysis but also for ca-
tabolite identification. Multiple bioanalytical platforms including LC-MS (direct intact pro-
tein analysis and peptide analysis after enzymatic digestion), ELISA, biomarker assay, and
functional bioassays may be used to reveal a more comprehensive picture of the fate of
the biotherapeutic in vivo. Even for classic monoclonal antibodies where currently LC-MS
bioassays have not been employed routinely, understanding the impact of biotransformation,
such as deamination to their activities, has started to be recognized.Wewill also see the effort
of expanding LC-MS-based bioanalytical technologies to other challenging areas such as
analysis of oligonucleotide drugs and their metabolites in biological samples where currently
sensitivity on LC-MS has not matched other traditional methods such as ELISA or
LC-fluorescence assays.

In the future, we will also see bioanalysis being more integrated into quick turnaround
decision-making Tox and DMPK studies. Great flexibility of adopting new technologies of
reducing animal usage and reducing sample volume will be required. Appropriate resource
and assay qualification strategies are important to make sure that bioanalytical organizations
I. Techniques for identifying and quantifying drugs and metabolites
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are not too rigid in providing efficient study support. Bioanalysis groups will become more
important partners as the demand for bioanalysis always exceeds the available resources, and
therefore continuous discussions on what is “needed” versus “nice to have” with the project
teams will become even more frequent. Bioanalytical scientists do not just generate data but
also own the data and contribute to the data interpretation. Now and evenmore in the future,
bioanalytical scientists will play multiple roles—not only in generating data themselves but
also inmanaging important GLP and clinical studies at CROs. Therefore, they are in charge of
budget, quality, and timelines for the bioanalysis. In that sense, good project management
skill becomes ever more important.
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1 Introduction

When xenobiotics such as drugs enter the living systems, they undergo several events, ab-
sorption, distribution, metabolism, and excretion (ADME) and these events determine their
clinical efficacy and safety. Metabolism is a biochemical process that usually converts drugs
into polar and water-soluble compounds in order to eliminate them from the body and to
lessen their toxicity [1]. The majority of marketed drugs are eliminated primarily by the
metabolism [2]. Metabolism represents the major determinant of the drug exposure, clear-
ance, and interactions with other compounds [3]. The rate and extent of drug metabolism de-
termine the dose and duration of drug effect. The metabolites may possess the
pharmacological activity and can modulate the efficacy of drugs in the treatment of disease
[4]. The biotransformation reactions generally result in the formation of pharmacologically
inactive and less toxic metabolites than their corresponding parent compound but in some
cases, these reactions can also form toxic metabolites [5, 6]. In addition, the pharmaceutical
industries are required by regulatory agencies to identify metabolites of new drug candidates
in humans to ensure that the major human circulating metabolites (�10% of the total
drug-related material) should also be present at equal or greater exposure at least in one
of the toxicology species used for long-term safety assessment [7, 8]. Therefore, characterizing
and understanding the pharmacological and toxicological consequences of metabolites of
new drug candidates in animals and humans are very critical to pharmaceutical research
and compound progression.

Drugs are metabolized by two different reactions: Phase I, or functionalization, reactions
introduce or unmask a functional group (e.g.,dOH,dCO2H,dNH2, NH, ordSH) within a
molecule to enhance its hydrophilicity [9]. It can happen by direct oxidation [e.g., aliphatic or
aromatic; (Nd or Sd), or the modification of an existing one by dealkylation (Od, Nd, or
Sd), reduction (nitro, keto, and aldehyde), and hydrolysis (amide and ester)]. Themajority of
these reactions occur in the smooth endoplasmic reticulum of the liver but also can occur in
other organs (e.g., lung, intestinal epithelial, and kidney). These reactions are mediated by a
battery of enzymes such as cytochrome P450 (CYPs), FAD-containing monooxygenases
(FMOs), monoamine oxidases (MAOs), aldehyde oxidase/xanthine oxidase (AO/XO), alco-
hol dehydrogenase (ADH), aldo-keto reductase (AKR), esterases/amidases, and epoxide
hydrolase (EH).

Phase II (conjugation) reactions couple a drug or a metabolite to an endogenous conjugat-
ing molecule such as sugars (glucuronic acid, glucose, and ribose), sulfuric acid, acetic acid,
amino acid (glycine, glutamic acid, and taurine), and glutathione (GSH). Phase II reactions are
I. Techniques for identifying and quantifying drugs and metabolites



412 Sample preparation strategies
catalyzed by conjugative enzymes, such as UDP-glucuronosyltransferase (UGT),
sulfotransferase (SULT), N-acetyl transferase (NAT), acyl-Co-A synthetase, and glutathione
S-transferase (GST). Glutathione conjugates are further metabolized to cysteine and N-acetyl
cysteine adducts (i.e., mercapturic acid synthesis).

In early discovery, in vitro systems, such as S-9, cytosol, microsomes, or hepatocytes, are
used to optimize the metabolic stability and intrinsic clearance, to minimize bioactivation po-
tential, to minimize drug-drug interactions potential, and to select the animal species used for
safety evaluation studies [10]. In the development phase, ADME studies are conducted in
preclinical species and humans following radiolabel administration [11].

One of themost important steps on drugmetabolite identification studies is the selection of
the detector to be utilized.While there aremany analytical strategies from optical, radiochem-
ical detectors, it is fair to say that mass spectrometry is one of the most widely used analytical
techniques for metabolite detection and identification.

Due to high speed, enhanced resolution, and greater sensitivity and specificity of liquid
chromatography-tandemmass spectrometry (LC-MS/MS), it has become a method of choice
for the rapid and sensitive determination of pharmaceuticals in biological fluids [12].With the
continuous developments and improvements in LC and MS technologies, a wide range of
experimental strategies and postacquisition data processing and mining modes have
emerged driven by the need to identify and characterize metabolites at ever-increasing
sensitivity and in ever more complex samples.

However, MS data alone do not always provide sufficient structural information for com-
plete characterization of metabolites. In addition, other analytical techniques such as nuclear
magnetic resonance (NMR) have played a very important role in the structural characteriza-
tion and quantification of drug metabolites. In such cases, NMR and wet chemistry tech-
niques (H/D exchange, derivatization, and enzymatic hydrolysis) have been proved to be
very useful to enable the unambiguous structural determination of metabolites [13, 14].
2 Sample preparation strategies

Sample preparation is an important step in metabolite identification. There are several de-
grees of complexity depending on the different biological matrix used. For instance, bile sam-
ples have a high content of bile salts which can cause matrix interferences and also ion
suppression, thus requires more careful attention to not just the sample preparation but also
the chromatographic separation [15, 16].

In principle, themain goal in the sample preparation is to remove proteins, lipids, bile salts,
and other endogenous nondrug-related components from the in vivo or in vitro samples
[17–21]. This will ensure a better sample analysis outcome as some of these endogenous com-
ponents can cause false positives and artifacts in the analysis which will make the metabolite
identification step more challenging than it should be. So overall, spending time in under-
standing the biological matrix which will be utilized, the projected level of metabolites in
the given biological matrix and the complexity of the sample will help in guiding the scientist
in selecting the best and most suited extraction technique for drug and xenobiotics. The goals
of sample preparation are to (a) remove interferences for better chromatography, (b) be more
I. Techniques for identifying and quantifying drugs and metabolites
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confident in the analytical results, (c) longer chromatographic column lifetime, (d) enrich
sample for better detection sensitivity, (e) make the sample more compatible for separation
and detection (matching solvent strength), and (f ) eliminate ion suppression in LC/MS anal-
ysis. In this section, wewill describe the different approacheswhich can be utilized for sample
preparation and cleanup steps.
2.1 Solid-phase extraction

Solid-phase extraction (SPE) is an old sample preparation technique which has and con-
tinues to be utilized in many applications such as pesticide analysis, food analysis, and drug
metabolism [22–25]. It has many advantages over other extraction techniques such as high
availability of SPE sorbents with added specificity for certain molecule types. For instance,
SPE is able to accommodate reverse phase, normal phase, and ion-exchange separations.

One of the main advantages of SPE is that it combines nonlinear modes of chromatogra-
phy. The sample loading or retention step involves frontal chromatography (frontal analysis
or frontal separation). During this step, the SPE sorbent bed is conditioned. Then, the sample
is added to the SPE bed containing the sorbent. The sample is retained in the sorbent and salts
plus other endogenous components can be washed during the wash step. The final step is the
elution step in which the retained compound/s can be eluted with a stronger solvent.
Nonlinear chromatography is superior to linear chromatography in column load capacity,
reduced mobile-phase consumption and simultaneous fractionation and concentration,
and it can produce greater concentrations than the original samples. SPE is able to produce
simultaneous purification, fractionation, and concentration as it is a nonequilibrium,
nonlinear chromatographic procedure. When selecting the sample volume to be extracted
it is important to select the correct sorbent per well as shown in Table 1.

As it can be observed, the higher the sample volume loaded the higher the sorbent bed
amount required to retain the components in the sample of interest.

Another important factor to consider when selecting the chemistry of the sorbent is to have
a good degree of knowledge of the expected metabolite chemical properties. For instance, are
the parent drug and its metabolites basic, acidic, or neutral? This will help to select the correct
stationary phase. There are also mixed-mode stationary phases which can help to provide
more selectivity, including mixed-mode cation exchange for bases, and mixed-mode anion
exchange for acids for a wide range of pKa strengths.
TABLE 1 The amount of sorbent needed per typical sample volume and mass capacity.

Sorbent per

well (mg)

Maximum mass

capacity (mg)

Typical sample volume

(predilution) (μL)
Typical elution

volume (μL)

2 0.03–0.05 5–200 �50

5 0.15–1 10–200 �150

10 0.35–2 50–400 �250

30 1–5 100–1000 >400

60 2–10 200–2000 >800
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2.2 Supported phase liquid extraction

This extraction technique enables the separation of drugs and metabolites based on their
particular affinity for one solvent vs another immiscible solvent. It is very similar to liquid-
liquid extraction (LLE) which will be described below. The main difference between
supported phase liquid extraction (SLE) and LLE is that the aqueous solvent in SLE is a highly
polar solid inert support. The aqueous sample is immobilized in the inert support extraction
bed and is dispersed in small droplets. Then, as the organic phase flows through the support
material, the analytes partition into the elution solvent and are collected.
2.3 Liquid-liquid extraction

LLE is another widely used sample preparation technique in drug metabolism [26–28]. In
principle, the separation is based on the relative solubility of the analytes in two liquids such
aswater and an organic solvent. Another liquid is addedwhich is immiscible or partiallymis-
cible with the sample of interest and two phases are formed. The measure of the amount of
component in this case drug and related drugmetabolites between the two liquid phases gen-
erated is called the partition coefficient. Just like SPE, the main purpose of using this solvent
extraction technique is to remove interfering endogenous substances from the drug and drug-
related metabolites. When selecting the solvents for the extraction it is important to consider
some factors such as the solubility of the analytes in question, the pKa and ionic strength, and
whether LLE will be combined with SPE to achieve even higher sample cleanup. When com-
pared to SPE a higher amount of solvent is utilized and it is amenable to high throughput
sample extraction when using sample liquid-handling automated systems.

Sometimes LLE is assisted with salting out protein precipitation (PPT) techniques. In this
case, an inorganic salt, such as zinc sulfate, magnesium sulfate, potassium bicarbonate, or cal-
cium chloride just to name a few, is added to water and a water-immiscible solvent creating a
two-layered liquid phase. This technique can also help to enhance the extraction efficiency
into nonpolar water-immiscible organic solvents.

LLE has advantages over PPT extraction techniques as in general the extracts are cleaner
but one of the downsides is that the selection of the right solvents for the sample partitioning
can be time-consuming and quite laborious so overall it is a more labor-intensive strategy.
2.4 Protein precipitation

PPT is one of the most commonly used sample extraction techniques in bioanalysis. This
technique is relatively simple and provides a quick sample cleanup especially inwhole blood,
plasma, and serum. The operating principle is based on the addition of an organic solvent,
acid, or salt to the sample in question. In the case of the addition of the organic solvent
to, for example, the plasma sample/s, it leads to the reduction of the dielectric constant in
the sample containing the proteins, i.e., plasma, whole blood, or serum. This leads to a dis-
placement of water from the hydrophobic region of the protein surfacewhich in turns leads to
disruption of hydrophobic interactions between the proteins in the sample, thus causing
proteins to precipitate out of solution.
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Another method which aids PPT is the addition of acidic reagents such as hydrogen chlo-
ride. The addition of the acidic reagent creates an insoluble salt, from the reaction with the
positively charged amino groups of the proteins, this occurs at pH values below their isoelec-
tric points (pIs). The last method of PPT is the addition of excess or high salt concentrations
such as zinc sulfate which is commonly used in bioanalysis. The addition of this salt leads to
the depletion ofwater from the hydrophobic protein surfaces and allows aggregation through
hydrophobic interactions of protein molecules. Binding of metal ions reduces protein
solubility by changing its pI.
3 Optical detectors and chromatographic separation techniques

There are a number of different analytical strategies for metabolite detection and identifi-
cation ranging from ultraviolet detection (UV) [29–31], microplate scintillation counter
[32–34], accurate radioisotope counting [32, 35–38], NMR [39–43], and mass spectrometry
(MS) [19, 25, 44, 45]. In this section, we focus primarily on mass spectrometry and NMR
and the impact that this technique in drug biotransformation detection and identification.

UV, microscintillation counter, and accurate radioisotope counting are orthogonal tech-
niques which can be coupled to a mass spectrometer. These techniques are mainly used
for quantitation of drug metabolites and especially when radioisotopes 14C or 3H are used
since we can accurately measure the radioactivity levels given by the compounds containing
the radioisotopes [8]. The radioactivity measurement makes the technique more selective
than for instance UV but in drug discovery is unlikely to have the parent drug radiolabeled
so UV for in vitro incubations is adequate to quantify metabolites and parent drug of interest.
The optical detectors and scintillation counters can also be used to guide the user to search for
mass spectral information belonging to the parent drug or xenobiotic relative to the retention
times on the UV, microscintillation counter, or accurate radioisotope counting. In turn, this
can help the scientist to do an additional experiment in themass spectrometer whichwill help
for structural elucidation purposes.
3.1 Ultra-performance liquid chromatography

An integral part of mass spectrometry is the coupling to liquid chromatography (LC) as the
main inlet of choice. The LC allows for separation of isomeric molecules such as hydroxylated
metabolites which all share the same molecular weight. In the mass spectrometer, a single
peak would be detected with the same mass-to-charge ratio. Two of the main developments
of HPLC in the last decade have been the increased number of different stationary phases for
different types of compounds and also the reduction in the column particle size. The reduc-
tion of the column particle size, i.e., sub-2μm has led to the birth of the ultra-performance
liquid chromatography (UPLC) system [46]. Reduction in the particle size and increase in
flow rates lead to a considerably higher column back pressure �6000–9000psi which is de-
pendent on column length, diameter, and flow rate. Meaning that the current HPLC systems
cannot cope with the system pressure generated with the new and novel particle sizes [47].
UPLC revolutionized the LC inlet forMS systems because it allowed for a considerable gain in
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chromatographic resolution (peak capacity), speed, and sensitivity with supported back pres-
sures up to 15,000psi [48–52]. In addition to this, it is important to point out the fact that the
improved peak capacity for the UPLC system can also help to reduce mass spectral overlap.
The MS systems also needed to catch up with the speed of analysis of UPLC and new mass
spectrometer systems came to the market with faster acquisition rates.
3.2 Supercritical fluid chromatography

There is another inlet which has also gathered more and more interest in the recent years
and this is supercritical fluid chromatography (SFC). The principles of SFC are similar to
those of liquid chromatography; however, SFC typically uses carbon dioxide as the main mo-
bile phase. A supercritical fluid is any substance that is at a temperature and pressure above
its critical point, where distinct liquid and gas phases do not exist. Essentially, the substance
takes on properties that are intermediate to both a gas and a liquid which result in fast and
efficient chromatography. SFC is essentially a normal-phase chromatographic techniquewith
inherent high speed and efficiency due to its mobile phase.

SFC excels at separating and purifying chiral compounds because much faster separations
can be attained and in the vast majority of cases exceeds LC in performance for chiral sepa-
rations. There is a considerable less amount of solvent used meaning that it is a greener an-
alytical strategy. In terms of drug metabolism and the utilization of SFC technology in
metabolite identification studies [53–57] over the years, we have seen an increase in the
utilization of this technique because it can offer higher throughput than the typical chemical
derivatization of enantiomers or HPLC chiral separations. When supercritical CO2 is paired
with a number of different modifiers, a significant range of selectivity can be explored.

In metabolite identification, sometimes there is in vivo racemization happening with selec-
tive chiral metabolism [58, 59], or the drug itself has either enantiomers or diastereomers, so
chiral separation is needed for the parent drug and xenobiotics. SFC is a good candidate for
this. For instance, in the case of propranolol and its hydroxylated metabolites, it was possible
to separate the different chiral forms by SFC in a relatively short run time [60].
4 Different types of Ionization techniques and mass spectrometric scan functions

4.1 Ionization techniques

Before the parent drug andmetabolites can be detected in themass spectrometer. The sam-
ples need to be ionized. The most common ionization techniques in drug metabolism studies
are based on atmospheric pressure ionization (API) techniques such as atmospheric pressure
chemical ionization (APCI), electrospray ionization (ESI), and atmospheric pressure photo-
ionization techniques (APPI).

APCI technique can be used for polar and thermally stable analytes. Ionization takes place
in the gas phase. The nebulizer probe is heated between 350°C and 550°C range and nitrogen
gas is used as the nebulizer gas depending on a few factors such asmobile-phase composition
and flow rate. For instance, a higher aqueous content requires higher nebulizer temperatures
than a higher organic content of the mobile phase, and higher flow rates require higher
I. Techniques for identifying and quantifying drugs and metabolites
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nebulizer temperatures. Differences may exist in the temperature optimization based on the
different designs of the nebulizer probes and ion sources as the efficiency of desolvation of
mobile phase could be different so ion source and other parameters in relation to the nebu-
lization probe need to be adjusted accordingly. Typical HPLC or UPLC flow rates range from
0.3 to 2 mL/min. The utilization of nonpolar solvents in APCI has been reported and this is
possible because unlike ESI ionization in APCI ionization is done in the gas phase so this
ionization technique is more efficient in the desolvation step.

For the ionization of the sample to take place, there is a corona discharge needle which
typically operates at 1–3kV. Once the sample and carrying mobile phase are desolvated,
the molecules are ionized by the potential at the corona discharge needle. The potential dif-
ference between the corona discharge needle and the first skimmer (ion-focusing lens or sam-
ple cone) together with the differential vacuum going from atmospheric to under vacuum
makes the extraction of the ions from the source into the mass spectrometer for detection.

ESI was developed by Yamashita and Fenn [61–63] which revolutionized the utilization of
mass spectrometry in biomedical research. Fenn pioneered this concept which became a re-
ality with widespread adoption in many different industries where the analytical need of
mass spectrometry was in demand. Today, ESI is the most widely used ionization technique
in bioanalysis. The development of electrospray ionization for the analysis of biological mac-
romolecules was rewarded by awarding the Nobel Prize in Chemistry to John Bennet Fenn in
2002. The ionization step occurs when a high voltage in the ESI probe (typically 2–3.5kV) is
applied to the mobile-phase liquid carrying the sample analytes which then generates an
aerosol. Typical solvents in themobile phase are water, acetonitrile, methanol, and preferably
volatilemodifiers. For instance, modifiers such as formic acidwhich increase conductivity are
normally utilized in the mobile phase to enhance ionization by providing additional protons
helping the overall ionization process. The ionization is also assisted by the introduction of a
probe gas which is nitrogen just like in APCI where the probe and gas are heated according to
mobile-phase flow rates and composition of the mobile phase following the same principles
as in APCI. This process helps in the creation of the aerosol droplet.

The solvent evaporates from a charged droplet until it becomes unstable on reaching its
Rayleigh limit. At this point, the droplet deforms as the electrostatic repulsion of like charges,
in ever-decreasing droplet size, becomes more powerful than the surface tension holding the
droplet together. At this point, the droplet undergoes Coulomb fission, whereby the original
droplet ‘explodes’ creating many smaller, more stable droplets. The new droplets undergo
desolvation and subsequently further Coulomb fissions. During the fission, the droplet loses
a small percentage of its mass (1.0%–2.3%) along with a relatively large percentage of its
charge (10%–18%).

ESI is also called a “soft ionization technique” because it is less thermally aggressive than
APCI and therefore, less “in source” fragmentation is expected. Unlike APCI, it has the ca-
pability to be more amenable to a wider range of molecular weights for the analyte/s of in-
terest, for instance, ESI is widely used in top-down or bottom-up proteomics analysis [64–67].

APPI is another very useful technique for less polar analytes [68]. In this technique, UV
light photons are used to ionize drug molecules and their metabolites. The technique works
well with nonpolar or low-polarity compounds that are not efficiently ionized by other ion-
ization sources. The liquid solution is vaporized with the help of a nebulizing gas such as
nitrogen and then enters an ionization chamber at atmospheric pressure. There, the mixture
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of solvent and samplemolecules is exposed to ultraviolet light from a krypton lamp. The pho-
tons emitted from this lamp have a specific energy level (10 eV). The energy level is high
enough to ionize the target molecules.

Dopant-assisted APPI is utilized in the vast majority of cases because by doing this it is
possible to increase the percentage of analyte molecules that get ionized, thus improving
the results. Different compounds can be used; toluene is a commonly used dopant.
4.2 Mass analyzers and different acquisition modes

Mass spectrometry as a detector is a very powerful tool because it allows for rapid and
sensitive detection of drugs and xenobiotics in a multitude of biological matrices. Struc-
tural elucidation is also possible with mass spectrometry and this is the final step of me-
tabolite identification which is to identify the site of metabolism so that we can make an
informative decision about the molecule soft spots which is important in the drug discov-
ery stage or to also identify potential metabolites which could cause liabilities for the
drug in question moving forward into development such as reactive metabolites with
undesired idiosyncrasies. In this section, we will concentrate on three types of mass an-
alyzers; (i) triple stage quadrupoles (TSQ), (ii) hybrid quadrupole orthogonal time of
flight (QTOF), (iii) Orbitrap, and (iv) inductively coupled plasma mass spectrometry
(ICP-MS).

(i) Triple quadrupoles and different scan functions:

Triple stage quadrupole mass spectrometers are still very useful since they have specific
acquisition functions such as precursor ion and neutral loss modes which are important data
generating functions for structural elucidation [69]. Having said that, the vast majority of TSQ
currently sold end up focusing primarily on quantitative bioanalysis.

TSQ consist of two quadrupole mass analyzers arranged in series. Each mass analyzer
contains four rods usually denoted as Q1 and Q3 for first and second mass analyzer respec-
tively. Q1 andQ3 rod operate under direct current (DC) and radio frequency (RF). In themid-
dle of the two Q1 and Q3, there is a collision cell which operates under vacuum as well and
either N2 or Ar is used for collisional induced dissociation (CID). The collision cell operates
under RF potential. Different collision energies can be applied to cause molecular fragmen-
tation of the compound of interest and aid with the structural elucidation or in the case of
quantitative assays to improve the limit of detection and specificity of the assay. The TSQ
has six distinctive scan modes: (a) full MS scan mode, (b) daughter ion scan mode,
(c) precursor ion scan mode, (d) neutral loss scan mode, (e) multiple reaction monitoring
mode, and (f ) single reaction monitoring mode.

1. Full MS scan mode or MS:

In this mode of operation, a selected mass range of acquisition is applied and the quad-
rupoles in either Q1 or Q3 scans the selected mass range (Fig. 1). This mode of operation is
useful when searching for known and unknown metabolites by retention time and molec-
ular weight. But no structural elucidation can be derived from this particular mode of
operation.
I. Techniques for identifying and quantifying drugs and metabolites



Q1 Q2 Q3Q0

m/z Scanning RF only

Full scan

FIG. 1 Full scan MS acquisition mode using a triple quadrupole mass spectrometer.
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2. Daughter ion scan mode or MS2:

This acquisitionmode is used for obtaining fragment ion information from the parentmass
for either drug or metabolite. In this mode of operation, Q1 is set to a single- or multiple-mass
selection so only that single mass-to-charge ratio (m/z) or multiple ones are allowed to enter
the collision cell. Then, the selected m/z ion/s are subjected to collisional-induced dissocia-
tion so that their respective daughter or fragment ions can be generated (Fig. 2).
CIDm/z Sta�c m/z Scanning

Q1 Q2 Q3Q0

Product ion scan

FIG. 2 Product ion scan MS acquisition mode using a triple quadrupole mass spectrometer.
3. Precursor ion scan mode (PI):

Q3 is fixed at a certain m/z and the precursor masses are scanned using Q1. In this acqui-
sition mode, the molecule is also fragmented in the collision cell but the question asked in this
mode of operation is which precursor can produce a certain fragment ion. This is a useful
acquisition mode in metabolite identification if there are any common parent drug and xeno-
biotics fragment ions, which the user suspects to be present (Fig. 3). It can also be used to rule
out false positives.
CIDm/z Scanning m/z Sta�c

Q1 Q2 Q3Q0

Precursor ion scan

FIG. 3 Precursor ion scan MS acquisition mode using a triple quadrupole mass spectrometer.
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4. Neutral loss mode (NL):

In neutral loss mode, both Q1 and Q3 are in scanning mode using a constant m/z offset.
Note that in this mode of operation the collision cell is utilized to generate the fragment ions
which give rise to the neutral loss between the precursor and daughter ions (Fig. 4). This ac-
quisition mode is very useful for detecting phase 2 metabolic conjugations such as glucuro-
nides, sulfates, glutathione adducts, etc. For instance, when trying to detect glucuronide
metabolites in the samples, a neutral loss scan of 176 is used which measures the loss of
the sugar motif between conjugated metabolite and unconjugated precursor as the ion at
176Da is lost in the fragmentation process.
CIDm/z Scanning m/z Scanning

Q1 Q2 Q3Q0
Neutral loss scan

FIG. 4 Neutral loss scan MS acquisition mode using a triple quadrupole mass spectrometer.
5. Multiple reaction-monitoring mode (MRM):

This acquisition mode offers a high degree of selectivity and sensitivity. Q1 selects the par-
ent mass which is then fragmented in the collision cell. The optimized daughter ions which
are normally the best one by the intensity and low background noise (by observation of chro-
matogram signal to noise) is selected in Q3 (Fig. 5). This mode of operation is great for
detecting known or expected low-level metabolites which could be undetected in full-scan
MS acquisitions. This mode of operation has the highest duty cycle, thus offering the best sen-
sitivity and signal-to-noise ratio. In modern triple quadrupole mass spectrometers is possible
to conduct full-scan MS and MRM acquisitions on the same run.
CID m/z Sta�c m/z Sta�c

Q1 Q2 Q3Q0

Mul�ple reac�on monitoring (MRM) scan

FIG. 5 Multiple reaction monitoring scan MS acquisition mode using a triple quadrupole mass spectrometer.
6. Single ion reaction (SIR) monitoring:

In this acquisitionmode, the parent ion is selected inQ1 but not fragmentation is utilized so
no selection of daughter ions is conducted inQ3. It is also possible to useQ3 as the quadrupole
for the SIR acquisition and in this case, Q1 will be used as a transmission rod. This mode of
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acquisition is useful when the parent drug fragmentation is poor, which is difficult to fragment
or low signal fragment ions and in this case, only the parent molecule is monitored. One can
also use a parent-to-parent acquisition using MRM mode if the fragmentation of the parent
drug andmetabolite is poor. Just like inMRMmode this mode of operation is only usedwhen
the molecular weight of the metabolite is known or is an expected metabolite with a low cir-
culating or excreted concentration but it is not as common as the other acquisition functions
mentioned above.

In terms of the strategy of using the TSQ for metabolite identification, the recommendation
is to first characterize the retention time of the drug of interest and conduct daughter ion scan
so that we can get a picture of the fragmentation pattern of the drug of interest. Once this is
done the next step will be to acquire in full-scan MS mode both control sample and metab-
olized sample so that we can exclude false positives. It has also been reported, specific in silico
algorithm [70], which can predict the MRM transitions and therefore have an extensive list of
MRM transitions to monitor ‘expected’ metabolites. This could be an important strategy
especially for microdosing studies [71].

This should be followed by precursor ion scan which is based on the fragmentation of the
data collected. This will inform us of any chromatographic peaks (putative xenobiotic) in the
in vitro or in vivo sample which have common fragment ions with the parent drug.
Depending on whether we expect to detect any phase 2 conjugations or not, neutral loss ac-
quisition is generally a good approach as it will help us detect and identify common drug
conjugates such as glucuronides, sulfates, and glutathione conjugates.

(ii) Hybrid quadrupole orthogonal time of flight (QTOF):

These types of mass spectrometers are ideal for metabolite identification because they al-
low for high-resolution spectral acquisitions and accurate mass measurements. This level of
measurement is very helpful as it helps to eliminate false positives, especially when searching
for unexpected metabolites in the samples of interest. The QTOF is a hybrid mass spectrom-
eter consisting of two parts; the quadrupole and the time-of-flight region. Having a quadru-
pole connected in a serial fashion to the time-of-flight device offer many possibilities to the
different types of acquisition experiments. Aside from the most common acquisitions such as
full-scanMS and full-scanMS2, it is possible to setup data-dependent acquisition experiments
and data-independent acquisition experiments.Wewill cover thesemethods of acquisition in
more detail later on.

The time-of-flight mass spectrometer currently available in the market are capable of pro-
ducingmass spectral resolution from 10,000 to 80,000 at full-width at half-maximum (FWHM)
with routine mass accuracies of �2–4ppm [72–77].

The mass-to-charge ratio detection on the mass spectrometer is achieved by measuring the
time of flight of a particular ion/s. The ions are accelerated as they enter the electric field in the
TOF region. The measurement in itself is relatively simple. The velocity of the ions depends
on their specificm/z,meaning that heavier ionswill take a longer through the flight path than
the lighter ions. The time that they take to travel will be recorded for a given length of the
flight tube. A longer flight tube in theory will provide higher mass spectral resolution but
there could be ion losses incurred and thus a loss in sensitivity. Great strides toward improv-
ing the ion losses and better ion optics have resulted in good ion transmissions and the
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possibility for very large flight paths by using folded or multiturn arrangement time-of-flight
paths with exquisite mass spectral resolutions >350 K FWHM [78].

The use of ion reflectrons [79–83] in the TOF is also very important because it can help to
increase the ion path length of the TOF and in some instrument configurations, it is possible to
make two passes in aW-mode or N-mode configuration and therefore obtaining higher spec-
tral resolution.

The ion detection system in most cases consists of a microchannel plate (MCP) detector
system or a fast secondary emission multiplier (SEM). The signal arising from the MCP or
SEM is recorded using either time-to-digital converter (TDC) or now most commonly used
a fast analog-to-digital converter (ADC).

One important aspect of metabolite identification is the characterization step. In terms of
the QTOF technology, there are a number of strategies which can combine full-scan MS
together with MS2 data acquisitions. These can be classified into two acquisition modes:
(a) data-dependent acquisitions (DDA) and (b) data-independent acquisitions (DIA).

DDA acquisitions allow for obtaining MS and MS2 data in the same run, for MS2 ex-
periments the instrument can be set up to include a list of m/z values which the user
would like to include an exclusion list of m/z values which the user do not want to in-
clude in the MS2 experiments. There are a number of in silico bioinformatics tools [84–87]
which allow for the generation of an expected metabolite list which can be used as an
inclusion list in addition with other knowledge that the scientist may have about the
putative metabolism of the drug in question. With this acquisition mode, there is always
a risk of missing data on minor metabolites that are not predicted in silico. In addition,
setting up DDA could be cumbersome and time consuming for the less experienced user.

Another approach is DIA. Over the years this approach has taken center stage in
conducting MS and MS2 in the same run. And there are a number of reasons why it has been
important inmetabolite identification. One of themain reasons is the simplicity of themethod
set up because all ions in the experiments will be fragmented in a sequential manner and no
prior in silico or other knowledge is required for the drug metabolism of the sample. Having
said that, the software tool for the data interpretation becomes critically important to
deconvolute precursor ion from corresponding daughter ion. The DIA experiments started
with the MSE concept [50, 88] in which two acquisitions in parallel were conducted in full-
scan MS one at low collision energy and the other at high collision energy and a collision en-
ergy ramp was also utilized to obtain wider fragmentation coverage. Then, the experiment
will alternate between both the low and high collision energy function. Acquisition speed
is fast enough to keep up with UPLC chromatographic peak widths.

Fig. 6 compared the threemain data acquisition approaches. The typical approach requires
multiple experiments to get the answer and a lot of that relies on the experience of the
bioanalyst. With regards to the DDA approach, this generates a vast amount of data for me-
tabolites of interest but unexpected or minor metabolites may be missed in the MS2 acquisi-
tion but detected in the full-scan MS mode.

In contrast with theMSE approach, all the information required is obtained in a single anal-
ysis and the software tool will mine and interrogate the data set. This approach may also
allow the bioanalyst tomake expert decisions about which other experiment/s need to be car-
ried out to further confirm the metabolite structure of interest. It is possible by utilizing the
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FIG. 6 Comparison between generic, data-dependent and data-independent modes of acquisition for metabolite
identification experiments.
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MSE acquisition function to obtain the following in the same run; (a) precursor ion spectra,
(b) fragment ion spectra, and (c) neutral loss information.

Other DIA acquisitions have emerged since MSE. For instance, Sequential Window Acqui-
sition of All Theoretical fragment-ion spectra (SWATH) has gathered popularity as another
alternative DIA technique [89–91]. It first started in proteomics and quickly got adopted in
metabolite identification studies [92]. The main difference between MSE and SWATH is that
SWATH utilizes variable quad windows and fragment all ions in the specific windows set by
the users, typically these windows are 25Da, as shown in Fig. 7. In this mode of operation, the
Q1 quadrupole is stepped at 25Da increments across the mass range of interest for the par-
ticular metabolite identification experiment, so only the ions collected in the 25Da window
are allowed to move into the collision cell. These ions are fragmented and finally detected in
the TOF MS analyzer at high resolution. This acquisition mode adds more specificity to the
precursor ion selection rather than having no precursor ion selection such as in MSE. Another
characteristic of SWATH is that there should not be a reduction in signal or duty cycle which
could prove very valuable when measuring low-level metabolites. This technology has
evolved and instead of using fixed quadrupole isolation windows now it is possible to use
variable window SWATH, thus adding more selectivity and flexibility in this DIA approach.

One of the most recent DIA techniques is called SONAR acquisition [93–95]. Essentially
with SONAR, the quadrupole is active meaning that is used not just to transmit the mass
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range of interest as inMSEmode but it is used in a resolvingmodewith narrowmass window
typically over a selectedmass range during eachMS scan (Fig. 8). Then, just like inMSE and in
a parallel fashion, the collision cell is alternating between high and low collision energy. This
data is collected in two data channels that the software aligns to associate the precursor and
fragment ions. Each scan contains 200 spectra. The three-dimensional data allows theMS/MS
data to be reported separately.

This approach has the same end result as the MS2 spectra generated from a DDA exper-
iment as it has more selectivity over the precursor ion utilized. One limitation of SONAR
because the quadrupole is being scanned very rapidly up to 10,000Da/s and depending
on the isolation window utilized, a significant loss in signal is possible and could impact
the results. So caution has to be taken to understand the acquisition parameter/s such as
the quad window size to be used in this acquisition mode.

(iii) Ion mobility mass spectrometry combined with QTOF:

TheQTOF has also been coupledwith ionmobility separations [96–99]. Ionmobility allows
for orthogonal additional metabolite information in addition tom/z, accurate mass, retention
time, and fragment ion information. For instance, an important measurement that can be pro-
vided by ionmobility is collisional cross-section measurements (CCS). These are uniquemea-
surements for each molecule which depends on their molecular charge, m/z value, and their
cross-sectional rotation in the gas phase. Ionmobility separate ions as they drift through a gas
under the influence of an electric field. Rate of drift is dependent on the ion’smobility through
the gas.

A CCS value is a precise physicochemical property of an ion which relates to its chemical
structure in the gas phase, this measurement can be very complimentary in metabolite iden-
tification purposes for a number of reasons because, together with other measurements can
help to remove false positives, catalogue different metabolites by their CCS values, and re-
move background interferences thus improving signal-to-noise for detection of low-level
I. Techniques for identifying and quantifying drugs and metabolites
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metabolites some of these examples will be further discussed in this section. It is possible to
predict upon the structure of the proposed metabolite CCS values in silico as previously
demonstrated [100–106], this means that it is possible to conduct in silico structure metabolite
prediction and submit them for CCS value prediction. These CCS values can be used to
specifically set up different acquisition modes in the ion mobility QTOF enabled the system
to particularly target these predicted metabolites of interest.

Differential mobility separation (DMS) [107] is another enabling ion mobility tool which
can also be utilized in conjunction with high-resolution mass spectrometers such as QTOF
and triple quadrupoles. Separation of ions with this technique takes place at atmospheric
pressure in between the ionization source and the entrance plate in the mass spectrometer
before reaching the Q1 quadrupole region. A high-voltage radio frequency asymmetric wave-
form is applied which is called the separation voltage or SV. Ions oscillate between the elec-
trodes in the DMS cell once the SV is applied, a compensation voltage is applied (CoV) which
enables ion deflection and away from collisions with the electrodes which can then be
detected in the MS. Chemical modifiers such as isopropanol can be used which can help with
the mobility separation peak capacity.

Applications of DMS has been successfully utilized to separate diastereomeric metabolites
and also reduce chemical background and thus facilitate metabolite detection [108].

(iv) Orbitrap mass spectrometers:

Another type of mass analyzer is the Orbitrap [108–111]. This mass analyzer due to its very
high mass spectral resolution up to 1 million FWHM [109] plays a very important role in
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metabolite detection and identification as it can produce elemental compositions with a high
degree of mass accuracy in the 1ppm region and it can also provide improved signal-to-noise
measurement since very narrow extracted ion chromatogram windows can be used thus re-
ducing possible interferences with chemical or endogenous matrix noise. Due to the simplic-
ity in the design of the Orbitrap and the fact that less maintenance is needed when compared
to Fourier Transform Ion Cyclotron Resonance Mass Spectrometer (FTICR-MS), the Orbitrap
has taken the place of the FTICR-MS in metabolite identification.

The Orbitrap works on the principle of orbital trapping of ions and recording an image of
current followed by Fourier transformation for the generation of the mass spectra. The geom-
etry of the Orbitrap consists of two central and outer electrodes. Ions are injected and cycle
around a central electrode and at the same time, they oscillate along a horizontal axis [110].
The longer the ions cycle around the central electrode the higher the mass spectral resolution.
The original Orbitrap was designed based on the LTQ system from Thermo Scientific in
which used a linear ion trap arrangement followed by a C-trap and then the Orbitrap mass
analyzer. The C-trap works in the accumulation and cooling down of ions which are then
injected in the aperture of the Orbitrap mass analyzer in short pulses. Because the linear
ion trap is arranged in a sequential fashion it is also possible to conduct MSn experiments
which are very useful for structure elucidation, especially when used in combination with
accurate mass as obtained by the Orbitrap mass analyzer system. Another key advantage
of the hybrid ion trap-Orbitrap is the ability to conductMSn experiments, there are some cases
in metabolite structural elucidation where MS3 can help to elucidate the structure of a puta-
tive metabolite/s [111]. One of the major disadvantages of the Orbitrap analyzer is
maintaining high spectral resolution across the mass range of interest at fast acquisition rates
to keep upwith narrow chromatographic peakwidths generated from rapid chromatography
using sub 2-μm column separations; this is not an issue with QTOF mass spectrometers since
spectral resolution is not dependent on acquisition rates.
4.3 Inductively coupled mass spectrometry (ICP-MS)

Inductively coupled plasmamass spectrometry (ICP-MS) can detect metals and nonmetals
with very good sensitivity in parts per quadrillion. This technique combines a high-
temperature ICP that converts the atoms of the elements measured to ions, which can be
detected by the mass spectrometer. This is done by utilizing an ICP torch in which argon
gas is flowing at a constant flow. During this process the electrons are stripped off the argon
atoms, thus creating argon ions. These ions collide with other argon atoms in the oscillating
and magnetic fields at the end of the torch forming a plasma reaching temperatures of
6000–10,000°K. The ions formed by the ICP discharge are typically positive ions, M+ or
M+2. Then, these ions enter themass spectrometer which typically is either a quadrupolemass
filter or a time-of-flight mass analyzer. ICP-MS can be coupled to HPLCwhich makes it more
amenable to current chromatographic techniques. Over the years, inorganic mass spectrom-
etry such as ICP-MS has begun to make its way into drug metabolism because of the selec-
tivity and sensitivity to measure certain elements such as metals in the case of oncology drugs
like cis-platin [112]. But more recently other elements such as bromine, chlorine, and sulfur
have also demonstrated the ability to measure drug and xenobiotics for molecules containing
I. Techniques for identifying and quantifying drugs and metabolites
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these elements [113]. Furthermore, ICP-MScanbeused in combinationwithotherdetectors such
as ultraviolet detection-diode array for further confirmation of metabolites detected. The other
significant advantage of ICP-MS is the extensive dynamic range up to six orders of magnitude
and asmentioned the sensitivitywhich could be achievedwith it. It has also been demonstrated
that the ICP-MScanbecombinedwitha time-of-flightmass spectrometer toachievequantitative
and qualitative metabolite detection and identification by using both systems in parallel [114].
5 Wet chemistry techniques combined with MS

5.1 Hydrogen/deuterium (H/D) exchange

Hydrogen/deuterium (H/D) exchange experiments play an important role in identifica-
tion and structure elucidation of metabolites by determining the presence, numbers, and
positions of exchangeable protons present in different functional groups such as dNHd,
dNH2, dOH, dCOOH, and dSH on the metabolite structures [115–117]. The mass shift
of the deuterated molecular ion from that of the protonated molecular ion gives information
about the total number of exchangeable protons present in the structures of metabolites. In
addition, H/D-exchange experiments facilitate the interpretation of MS/MS fragmentation
processes. Several techniques such as using ND3 as the nebulizer or curtain gas, D2O as
the LC-mobile phase and D2O as sheath liquid have been developed for H/D exchange ex-
periments [118]. Miao et al. [119] identified a novel metabolite intermediate of an antipsy-
chotic drug, ziprasidone, in the cytosolic fractions of preclinical species in humans using
H/D exchange technique. The MS of the metabolite formed in the incubation of ziprasidone
in cytosolic fractions of rat, dog, and human showed a protonated molecular ion at 2 mass
units higher (m/z 415) than the parent molecule (m/z 413). H/D exchange using D2O showed
a shift of the protonatedmolecular ion fromm/z 415 tom/z 419 for the full exchanged species
[M (d3) + D]+, the increase of 4 mass units compared to the deuterated molecular ion of the
parent (m/z 415) suggesting the presence of two exchangeable hydrogen atoms at the
benzisothiazole moiety by its reductive cleavage (Fig. 9).

Imatinib ismetabolized to several oxidative (hydroxy- andN-oxide)metabolites in livermi-
crosomes and recombinant CYPs [120]. Full-scan MS of five metabolites showed the similar
protonated molecular ion (m/z 510), 16 mass units higher than the parent molecule (m/z
494), suggesting the addition of an oxygen atom. Liquid chromatography with deuterium
oxide-containingmobile phase (H/D exchange) or incorporation of 18O fromH2

18O techniques
were able to elucidate the structures of two new hydroxy- and three newN-oxidemetabolites
(Fig. 10).
FIG. 9 H/D exchange scheme of dihydro-ziprasidone.
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5.2 Chemical derivatization

Chemical derivatization is used to convert the non-UV absorbing and nonionizable
analytes into products that are easily chromatographed or detected with high sensitivity
[13]. Derivatization is useful to characterize the functional group (dOH, dCOOH, dNH2,
dNH, and dSH), to identify unstable, polar, and unusual metabolites, to enhance detection
of low molecular weight metabolites, to confirm MS fragmentation, and to improve sensitiv-
ity of metabolite present only in trace amounts [115, 117, 121]. Some of the common deriva-
tization reagents for various functional groups are shown in Table 2.

In addition, several quaternary nitrogen and triphenylphosphonium compounds have
been used for derivatizing lowmolecular weight primary and secondary amines and carbox-
ylic acids to enhance their detection by LC-MS [122, 123]. Other reagents, such as
2-chloro-1-methylpyridinium iodide (CMPI) and 1-ethyl-3-(3-dimethylaminopropyl)-
carbodiimide (EDC), have also been used for the derivatization of carboxyl acids [124].

5.2.1 Increased LC retention and sensitivity in LC-MS for polar metabolites

Chemical modifications by the introduction of an easily ionizable group or a permanent
charge are useful for enhancing detection in LC-MS. Xu and Spink used 1,2-
I. Techniques for identifying and quantifying drugs and metabolites



TABLE 2 Common derivatization reagents for various functional groups.

Functional group Derivatization reagent Product Mass shift

Alcohol (ROH) Acetyl chloride MTBSTFA ROCOCH3

ROSi(t-Bu)(CH3)2
42
114

Phenol (PhOH) Acetyl chloride
MTBSTFA
Dansyl chloride
Diazomethane
1,2-Dimethylimidazole sulfonyl chloride

PhOCOCH3

PhOSi(t-Bu)(CH3)2
PhO-Dansyl
PhOCH3
PhODMIS

42
114
233
14
166

Amine (RNH2) Acetyl chloride
MBTFA
Dansyl chloride

RNHCOCH3

RNHCOCF3
RNH-Dansyl

42
96
233

Carboxylic acid (RCOOH) Diazomethane
Ethanol/H2SO4

RCOOCH3

RCOOCH2CH3

14
28

Aldehyde (RCHO) Hydrazine RCH]NNH2 14

N-oxide (R3NO) Titanum(III) chloride R3N �16

Thiol (RSH) Dansyl aziridine RSCH2CH2NH-Dansyl 276

Guanidine (RC(]NH)NH2) Hexafluoroacetyl-acetone Cyclic product 172
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dimethylimidazole-4-sulfonyl chloride (DMISC), a phenol selective reagent, to enhance sen-
sitivity for determination of estrogens and 1-hydroxypyrene, a widely used biomarker of
PAH exposure, in human urine [125].

Prakash et al. have used dansyl chloride derivatization technique to characterize the three
polar metabolites (M1A, M1B, and M4) of ezlopitant in human urine [126]. These metabolites
have resulted from oxidative dealkylation (Fig. 11). Derivatization of M1A and M1B with
dansyl chloride formed the products, which showed MH+ at m/z 664 and 648, respectively,
466Da higher (addition of two dansyl moieties) than the MH+ of underivatized M1A and
M1B, suggesting the presence of an amine and a phenolic functionality in these metabolites.
On the other hand, the derivatization of M4 with dansyl chloride gave a protonated molecule
of m/z 429, 233Da higher than the protonated molecule of underivatized M4, corresponding
to the presence of only one amino group.

5.2.2 Unusual metabolite characterization

Sharma et al. used the hexafluoroacetylacetone (HFAA) as a derivatization reagent to iden-
tify an unusual metabolite of a DPP-IV inhibitor, PF-734200 in preclinical species and humans
[127]. Several unusual metabolites were identified in this study. One of the metabolite M1 is
derived via oxidative scission of the pyrimidine ring resulting in a net loss of three carbons
and formation of a guanidino group (Fig. 12). The presence of a guanidino group
was established using a highly selective reagent, HFAA. Treatment of isolated M1 with
HFAA forms the cyclized bis (trifluoromethyl) pyrimidine derivative corresponding to an
m/z value of 503.1800, 172atomic mass units (amu) greater than the underivatized com-
pound, indicating the addition of an HFAA moiety and subsequent loss of two molecules
I. Techniques for identifying and quantifying drugs and metabolites



FIG. 11 Derivatization scheme of polar metabolites of ezlopitant with dansyl chloride.
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of water. Its MS2 product ion spectrum showed diagnostic fragment ions atm/z 301, 289, and
258. The presence of ions at m/z 301 (189Da higher than those of parent compound),
corresponding to an HFAA and ammonia, suggested the addition of HFAA to the modified
pyrimidine ring. H/D exchange showed a 5Da shift of the protonatedmolecular ion fromm/
z 331.2054 to 336.2370, suggesting the presence of four exchangeable hydrogen atoms on M1,
one from the pyrrolidine nitrogen and the other three from the “exposed” guanidine nitro-
gens of the proposed ring-opened structure.
I. Techniques for identifying and quantifying drugs and metabolites
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5.2.3 Unstable metabolites

As described above, a novel metabolite of an antipsychotic drug, ziprasidone was identi-
fied as the dihydro-ziprasidone, in the cytosolic fractions of preclinical species in humans.
This metabolite was not detected in vivo due to either its instability or further metabolism
to secondary metabolites. The proposed structure was further corroborated by its derivatiza-
tion with dansyl aziridine, a specific derivatizing reagent, for the thiol group [119]. Treatment
ofmetabolitewith dansyl aziridine formed a newproductwhich gave a protonatedmolecular
ion atm/z 691, 176Da higher than the (M +H)+ of the metabolite, suggesting the addition of a
dansyl aziridinemoiety (Fig. 13). The product ion spectrum ofm/z 691 showed fragment ions
at m/z 455, 412, 309, 280, 263, 194, and 170, consistent with the proposed structure.
5.2.4 Isomeric metabolite characterization

At the lead optimization stage, information on the exact metabolic sites of the new molec-
ular entities can direct medicinal chemists to synthesize metabolically more stable analogs by
blocking sites of metabolism with superior PK and pharmacological properties. During the
course of metabolic profiling of a potential clinical candidate 1, ((R)-2-(2-hydroxyphenyl)-
3-(1-phenylpropan-2-yl)-5-(trifluoromethyl)pyrido[4,3-d]pyrimidin-4(3H)-one), a calcium re-
ceptor antagonist, two hydroxylated metabolites (M5 and M6) were detected in human liver
microsomes in an NADPH-dependent fashion [128]. In addition to these two hydroxylated
metabolites, two glutathione (GSH) conjugates of 1were detected in human liver microsomes
fortified with GSH. MS2 spectra of these metabolites indicated that the hydroxylation and
GSH conjugation had occurred at the 2-hydroxyphenyl moiety to form two regioisomers
(Fig. 14). It was suggested that the hydroxylated metabolites underwent further oxidation
to the electrophilic ortho quinone species. The derivatization with butyl boronic acid, a re-
agent used to selectively derivatize vicinal diols and catechol proved to be useful to charac-
terize the major hydroxylated metabolite (M6).
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5.2.5 Determination of site of glucuronidation

In humans, approximately >20% of xenobiotics are metabolized to form glucuronides.
Since the conjugation can occur with a different functional group (dOH, dNH2, dNHR,
dNR2, dSH, and dCOOH) of a drug and therefore, isomers of the metabolites are com-
monly formed. It is not possible to differentiate these isomeric metabolites from each other
by MS alone since these isomeric glucuronides have the same MH+ ions and their MS/MS
spectra are almost identical involving the neutral loss of 176Da (i.e., monodehydrated
glucuronic acid). It is important to determine the identity and the pharmacological activity
of these glucuronides. For example, morphine forms two glucuronides, morphine-3-
glucuronide (M3G) and morphine-6-glucuronide (M6G) while M6G is more pharmacologi-
cally active than morphine itself.

Chemical derivatization with DMISC has been used to differentiate an aliphatic and aro-
matic glucuronidation. M6G is an aliphatic hydroxylated glucuronide whereasM3G is a phe-
nolic one [129]. Treatment of M3G and M6G with DMISC showed that only M6G formed the
DMIS adduct and M3G gave no product, probably because the phenol group was blocked.
Schaefer et al. used acetic anhydride for acetylation of carvedilol and carvedilol glucuronides,
for structural determination [130]. Cui and Harvison used chemical modification with
3-pyridylcarbinol in combination with LC-MS/MS to determine the site of glucuronidation
of an N-(3,5-dichlorophenyl) succinimide metabolite [131]. The structures of regioisomeric
glucuronide of an angiotensin II receptor antagonist were also differentiated by preparing
dimethylated glucuronides, with diazomethane [126]. Kassahun et al. [132] reported the
structural characterization of two regioisomeric N-glucuronides of the antipsychotic
olanzapine by derivatization with phenyl isothiocyanate.

Lampinen-Salomonsson et al. used chemical derivatization and LC-MS/MS to differenti-
ate the three isomers of estriol glucuronide; estriol-16-glucuronide (E16G), estriol-17-
glucuronide (E17G), and estriol-3-glucuronide (E3G) [133]. These isomers gave almost
I. Techniques for identifying and quantifying drugs and metabolites
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identical product ion spectra, a neutral loss of 176Da, which made it impossible to determine
the position of conjugation by MS/MS alone. Derivatization using a combination of three
reagents, 2-chloro-1-methylpyridinium iodide, 1-ethyl-3-(3 dimethylaminopropyl)-
carbodiimide, and 2-picolylamine provided a selective fragmentation pattern that differenti-
ated the isomers of E16G and E17G. E3G, which lacks a free phenolic group, was differenti-
ated by derivatization with 2-chloro-1-methylpyridinium iodide.

Kong et al. demonstrated that O- and N-glucuronides can be differentiated unambigu-
ously by gas-phase ion/molecule reactions with HSiCl3 in a quadrupole ion trap mass spec-
trometer [134]. The glucuronides were ionized by negative mode electrospray ionization
(ESI). The deprotonated glucuronides were isolated in the ion trap and allowed to react with
HSiCl3 for 30�100ms. Both N- and O-glucuronides generate an HSiCl3 adduct that loses one
HCl molecule ([M�H+HSiCl3�HCl]� as a primary product ion. However, the product ion
spectra of deprotonated adducts for secondary and tertiaryN-glucuronides yield a diagnostic
dominant fragment ([M � H +HSiCl3 � 2HCl]� that loses two molecules of HCl but this
product ion was not observed for deprotonated O-glucuronides.
5.3 Nuclear magnetic resonance spectroscopy

NMR is commonly utilized for unambiguous structural characterization of metabolites.
Compared with MS, NMR spectroscopy is much less sensitive but has the key advantages
of absence of quenching or enhancement phenomena, and the ability to use a huge range of
the most powerful experiments for metabolite structure elucidation. NMR is a nondestructive
technique and therefore it can couplewith other spectroscopicmethods such asmass spectrom-
etry. The combination of HPLC with NMR and MS provides very comprehensive structural
data on metabolites both from in vitro and in vivo studies. Such an approach was applied
to characterize the unusual metabolites (M22, M23, M24, and M26) of a drug candidate, Com-
poundA, (3-{[(4-tert-butyl-benzyl)-(pyridine-3-sulfonyl)-amino]-methyl}-phenoxy)-acetic acid,
an EP2 receptor-selective prostaglandin E2 agonist in human livemicrosomes and recombinant
enzymes [135]. Full-scan MS and MS/MS spectra of all these metabolites suggested that the
modification had occurred at the tert-butyl-benzyl moiety. LC-1H NMRwas proved to be very
useful to define the kind ofmodification on thismoiety. 1H spectrumofM22 gave resonance at δ
1.36 (s, 3H, CH3), suggesting the presence of only one methyl group. The resonance at δ 3.50 (s,
2H, CH2OH) indicated the oxidation of one of the methyl group to the hydroxy methyl group.
Based on these data, M22 was identified as (3-{[[4-(1,2-dihydroxy-1-methyl-ethyl)-
benzyl]-(pyridine-3-sulfonyl)-amino]-methyl}-phenoxy)-acetic acid (Table 3).

The product ion spectrum of M23 (m/z 471) showed prominent fragment ions at m/z 453,
310, 165, and 131 (Table 3). The ion at m/z 453, a loss of 18Da from the protonated molecular
ion, suggested the presence of an aliphatic hydroxyl group. The ions atm/z 310 and 131 (16Da
lower than those of the parent molecule) suggested that a methyl group was replaced by a
hydroxyl group. It was corroborated by its 1H NMR spectrum, which gave resonance at δ
(ppm) 1.39 (s, 6H, 2CH3), suggesting the loss of one methyl group. All the other resonances
were substantially similar to the parent compound (Table 3). Based on these data, M23 was
tentatively identified as (3-{[[4-(1-hydroxy-1-methyl-ethyl)-benzyl]-(pyridine-3-sulfonyl)-
amino]-methyl}-phenoxy)-acetic acid.
I. Techniques for identifying and quantifying drugs and metabolites



TABLE 3 MS/MS fragment and 1H NMR data for compound A and metabolites.

Metabolite MH+
Empirical

formula Structure

MS/MS fragment

ions 1H NMR

Parent 469 C25H28N2O5S 326
165

147

O
O

O
N

NS
O

OH

423 (MH-
HCOOH), 413,
326, 165, 147

δ 1.19 (s, 9H, 3CH3)

M22 487 C24H27N2O7S 326
165

–H2O

–H2O
147

O
O

O
N

NS
O

OH

OH

OH

469 (M-H2O), 335,
326, 165, 147

δ 1.36 (s, 3H, CH3),
3.50 (s, 2H,
CH2OH)

M23 471 C24H27N2O6S 316
165

–H
2
O

–H
2
O

131

O

O

O
N

N
S
O

OH

OH

453 (MH-H2O),
310, 165, 131

δ 1.39 (s, 6H, 2CH3)

M24 483 C25H27N2O6S 340
165

161

O
O

O
N

NS
O

OH

CHO

437 (MH-
HCOOH), 340,
165, 161

1.33 (s, 6H, 2CH3)
and 9.34 (s, 1H,
CHO)
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M24 displayed anMH+ atm/z 483, 14Da higher than the parent compound. Its product ion
spectrum gave fragment ions atm/z 340, 295, 266, 165, and 161 (Table 3). The ions atm/z 340,
and 161 were 14Da higher than those of the parent compound, suggesting the addition of an
oxygen atomwith a concomitant loss of two hydrogen atoms. 1HNMR spectrum ofM24 gave
resonance at δ (ppm) 1.33 (s, 6H, 2CH3) further suggesting the loss of one methyl group. The
I. Techniques for identifying and quantifying drugs and metabolites
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resonance at δ (ppm) 9.34 (s, 1H, CHO) suggested that the methyl group is oxidized to an al-
dehyde. M24 was identified as (3-{[[4-(1,1-dimethyl-2-oxo-ethyl)-benzyl]-(pyridine-3-sulfo-
nyl)-amino]-methyl}-phenoxy)-acetic acid.

Full-scan of M26 displayed an MH+ at m/z 453, 16Da lower than the parent compound,
suggesting the loss of a methyl group and a hydrogen atom. The fragment ions at m/z
310, 165, and 131 in its product ion spectrum suggested that 16 mass units were lost from
the tert-butyl moiety (Table 3). 1H NMR spectrum of M26 gave resonances at δ (ppm) 5.06
(s, 1H, –RC ¼ CH2) and 5.34 (s, 1H, –RC ¼ CH2), which are consistent with a terminal olefin
group. M26 was thus identified as (3-{[(4-isopropenylbenzyl)-(pyridine-3-sulfonyl)-
amino]-methyl}-phenoxy)-acetic acid.

Dowty et al. used 1H and 13C NMR to define the exact site of hydroxylation of one of the
major metabolite of tofacitinib, 3-[(3R,4R)-4-methyl-3-(methyl(7H-pyrrolo[2,3-day]
pyrimidin-4-yl)amino)-piperidin-1-yl)-3-oxopropanenitrile, a novel, oral JAK inhibitor
[136]. It is extensively metabolized in human and several oxidative and conjugative metab-
olites were detected in excreta and plasma. Full-scan MS and MS/MS of the most abundant
circulating metabolite M9 suggested that the oxidation had occurred at the pyrrole-
pyrimidine moiety but the exact site of the oxidation could not be identified by MS data.
The 1HNMR spectrum ofM9 indicated the absence of the two aromatic hydrogen atoms from
the pyrrole ring but a set of nonequivalent methylene resonances between 3.7 and 4.0ppm.
These data suggest that the oxidation had occurred at the C-5 or C-6 position of the pyrrole
ring. 13CNMR showed three carbon chemical shifts at δ 94.7, 164.1, and 175.3ppm,which sup-
port the oxidation at the C6 of the pyrrole moiety. Therefore, based on these data the structure
of M9 was assigned as the 5,7-dihydro-6H-pyrrolo[2,3-day]pyrimidin-6-one (Fig. 15).
6 Conclusion and future trends

This chapter has discussed various analytical methodologies to identify and quantify me-
tabolites of small molecule compounds while clearly highlighting mass spectrometry’s in-
valuable contribution to the biopharmaceutical industry. In terms of sample preparation
procedures, the level of sample preparation is different for drug discovery and development.
In drug discovery, it is the norm to require faster sample turn around with a higher load of
samples to be analyzed so PPTmay be the ideal choice andmost cost-effective one. This is the
FIG. 15 MS/fragmentation of Tofacitinib and M9.
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general strategy but in some cases depending on the analyte/s in question other sample prep-
aration techniques such as SPE may be more appropriate for the problem in hand or even
chemical derivatization. For drug development, higher sensitivity and better selectivity,
the robustness of methods are more critical than the speed of analysis and higher sample
numbers so for metabolite identification, more time can be spent in the sample preparation
and also chromatographic separation.

Mass spectrometry has continued to evolve over the years. Instrument manufacturers are
making the instruments more sensitive and with increased robustness to cope with the
demands of drug metabolism studies. MS has been and continues to be a pivotal analytical
technique in drug metabolism for quantitative and qualitative studies in both drug discovery
and development. Other wet analytical techniques such as chemical derivatization, H/D
exchange and LC-NMR combined with MS proved to be very useful for structural character-
ization and differentiation of isobaric/isomeric metabolites when this information could not
be obtained by MS alone.

The advent of high-resolution mass spectrometry with accurate mass measurements has
made a big impact in metabolite identification studies. In fact, this development has paved
the way for a wave of new technologies introduced in the last decade such as QTofs and
Orbitraps. We have also observed a continuous fierce battle in the development of these tech-
nologies to the advantage of the end user. As far as technology goes, there is only so much
more that can be done to improve sensitivity, robustness, spectral resolution, etc. The empha-
sis now is on the data acquisition strategies and workflows such as building more intelligent
data-independent acquisition like SWATHor SONARwhichwill allow for amuch richer data
information strategy from a minimum number of acquisitions. As more data is obtained by
these approaches it is very important to have the software tools available to interrogate the
data and consume it with reasonable confidence. This is the real bottleneck inmetabolite iden-
tification and structural elucidation. This will be a topic which will be discussed later in this
book (Chapter 3) but we expect to see more and more efforts in the bioinformatics area and a
rise in the implantation of machine learning and artificial intelligence to help the scientist
make educated decisions about the data generated.
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1 Introduction

Biotransformation reaction (also known as drug metabolism) is a biochemical process in
which drugs are generally converted to more hydrophilic species (drug metabolites) to facil-
itate their elimination from the body. Althoughmany of these metabolites are physiologically
inactive and chemically stable, some are pharmacologically active, toxic, or chemically unsta-
ble (such as reactivemetabolites [1]). Other undesirable consequences resulting frombiotrans-
formation reactions include rapid drug clearance and potential drug-drug interactions [2].
Biotransformation research that ismainly involved in drugmetabolite profiling and structural
characterization is an integral part of drug metabolism and pharmacokinetics (DMPK)
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74 3 High-resolution mass spectrometry-based data acquisition and data-mining technologies
research. Early in the drug discovery process, biotransformation efforts are often aimed at un-
derstanding the metabolic soft-spot of a compound or a structural series, which is critical in
guiding the synthetic procedures to reduce the rate of metabolism to achieve an optimum
pharmacokinetic profile [3]. During late-stage drug discovery, it is important to characterize
majormetabolites to establish the similarity of in vitrometabolite profiles betweenhuman and
toxicology species [4, 5], and to identify potential pharmacologically active [6], reactive, or
toxic metabolites [7]. Biotransformation studies at clinical development stage focus on the
determination of relative amounts of circulating metabolites in humans compared to those
in the animal species used for safety assessment [8, 9] and the investigation of metabolism
and disposition of radiolabeled drugs in humans. In addition, hypothesis-driven biotransfor-
mation studies are designed to address specific absorption, distribution, metabolism, excre-
tion (ADME)-related issues, such as low bioavailability, drug’s clearance mechanism,
pharmacokinetic/pharmacodynamic disconnects, and disproportional metabolite in human.

Liquid chromatography coupled with mass spectrometry (LC-MS) has become the analyt-
ical tool of choice for detection, identification, and quantitation of drug metabolites in com-
plex biological matrices [10–14]. In the past 30 years, MS technology and its applications in
biotransformation research underwent rapid evolution [15]. Until the late 1980s, metabolite
identification was mainly carried out by a two-step process: metabolite isolation using var-
ious separation approaches and mass spectrometric analysis of isolated metabolite samples.
The tedious sample preparation process and insensitive and off-line MS analysis greatly
limited the productivity and quality of biotransformation research. The emergence of com-
mercially manufactured electrospray triple quadrupole mass spectrometry instruments at
the beginning of the 1990s made it ease of analysis of drug metabolites in complex biological
matrices. The way to study drug metabolism and disposition in the pharmaceutical industry
has fundamentally changed since the development of robust modern high-resolution mass
spectrometry (HRMS) instruments and novel data acquisition and data-mining technologies
[11, 16–19] in the middle of the 2000s. Now the LC-HRMS instrument is the single dominant
mass spectrometry platform used in a majority of biotransformation labs [14, 18], although
liner ion trap [20, 21] and hybrid triple quadruple linear ion trap (QTRAP) [22, 23] instru-
ments can provide some unique and advanced scanning functions that are well suited for
some drug metabolite identification tasks.

Although many HRMS-based workflows have been developed and applied for various
drug metabolite profiling and identification tasks in different biotransformation labs, these
workflows can be generalized in three steps [14] (Fig. 1). The first step is data acquisition of
full-scan mass spectral and product ion spectral (MS/MS) datasets of a test drug and its me-
tabolites in a test sample using various data-dependent acquisition (DDA) or data-
independent acquisition (DIA)methods [16, 18]. DDAmethods often used for drugmetabolite
profiling and identification are list-, intensity-, isotope-, mass defect-dependent acquisitions.
In 2018, a novel background exclusion DDA method was introduced to targeted analysis of
xenobiotics in biological matrix [24]. The second step is data mining to search for metabolite
ions and retrieve theirMS/MSor fragment iondatausingvariouspostacquisitiondata-mining
tools. HRMS-based data-mining tools can be categorized to targeted data mining such as
extracted ion chromatography (EIC), mass defect filter (MDF), isotope pattern filter (IPF),
neutral-loss filter (NLF), and product ion filter (PIF) and untargeted datamining such as back-
ground subtraction (BS) and metabolomic analysis. The third step is data interpretation to
I. Techniques for identifying and quantifying drugs and metabolites
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determine the identity of drug metabolites and their structures based on accurate full-scan
MS and MS/MS mass spectral data and biotransformation knowledge. Several reviews [10,
13, 14, 18] and book chapters [25, 26] were previously published to summarize various HRMS
technologies and methods used in biotransformation research. This chapter will focus on
HRMS-based data acquisition and data-mining technologies with particular emphasis on
those that have not been extensively covered in the literature, such as newly introduced back-
ground exclusion DDA, untargeted data-processing tools, BS andmetabonomic analysis, and
software-assisted metabolite prediction and identification. In addition, applicability and ad-
vantages of these technologies in conducting biotransformation studies in drug discovery
and development are elaborated and demonstrated using examples mainly come from au-
thors’ labs. Applications in the detection and structural characterization of traditional Chinese
medicine (TCM) components in biological matrices are also described.
2 HRMS-based data acquisition technologies for metabolite
identification

Acquiring high-quality MS/MS spectra of low-level metabolites is critical for structural
elucidation. However, abundant and complexmatrix background in biological samples poses
a great challenge for mass spectrometry to select drug-related precursor ions for MS/MS
fragmentation during data acquisition. Traditionally, an MS/MS experiment is carried out
by targeting predicted metabolites in a specific sample. When dealing with a large number
of targeted metabolites, typical MS/MS experiments comprise multiple injections with a
manually setting-up precursor list for each injection. The entire metabolite identification
process is knowledge-dependent, time-consuming, and labor-intensive. In the past 20 years,
several HRMS-based data acquisition approaches have been developed to improve speed
and efficiency on MS/MS data acquisition of both known and unknown metabolites
(Fig. 1) [10, 12–15].
2.1 Data-dependent MS/MS acquisition

DDA [18] has been developed to simplify the data acquisition process and to increase the
throughput of metabolite identification. In general, a survey scan is acquired as each analyte
elutes from the LC column. The data software analyzes the mass spectra in real-time to de-
termine the precursor ion for subsequent MS/MS experiments based on the prerequisite se-
lection criteria. The trigger forMS/MS spectral acquisition can be based on ion intensity in the
full-scan MS, fragment ions or neutral losses generated in MS/MS scan, source CID or full
scan at higher collision energy. In addition, other unique properties of the analyte, such as
the mass defect and isotope pattern of metabolites are utilized to selectively trigger MS/
MS acquisition. Even though most DDA methods can be applied to unit resolution MS,
HRMS-based DDA can significantly increase the sensitivity and selectivity to trigger MS/
MS experiments of low-level analytes due to its power in differentiating drug-related ions
from matrix ions.
I. Techniques for identifying and quantifying drugs and metabolites
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2.1.1 Ion intensity-dependent acquisition

The ion intensity-dependent MS/MS acquisition is the most common DDA and is widely
used for drug metabolite identification [18]. This approach uses a criterion based on
predefined full-scan MS intensity threshold to trigger sequential MS/MS acquisition, i.e.,
the components in higher ion abundance get higher priority for MS/MS acquisition. This ge-
neric DDAmethod does not require the prior knowledge of them/z values of the precursors.
In each scan event, only a limited number of ions can be selected depending on LCpeakwidth
and MS scan speed. Although the intensity-dependent acquisition is not able to differentiate
analytes of interest from the matrix background, it can be applied to the samples with a high
abundance of analyte and low interference of background, such as drug metabolites gener-
ated by an in vitro assay. On the other hand, this approach is not well suited to analyze the
samples containing low abundant analytes in high matrix background, such as in vivo me-
tabolites of a low dose drug.

2.1.2 Accurate mass inclusion list-dependent acquisition

The approach that uses an inclusion list of accurate masses of expected or predicted me-
tabolites to trigger MS/MS acquisition provides a way to maximize the usefulness of MS/MS
spectral information of targeted metabolites [18]. Based on the knowledge of common bio-
transformation pathways and the relevant biological system, precursor ions of predicted drug
metabolites of a testing compound can be generated to build an inclusion list prior to analysis.
The corresponding elemental composition and m/z changes from common metabolic path-
ways are summarized in Table 1. Most mass spectrometry instrument vendors offer software
TABLE 1 Common biotransformation reactions and the corresponding elemental compositions
and m/z changes.

Metabolic reaction Description

Molecular

formula change

m/z

change

RdCH2C6H5 ! RdH Debenzylation �C7H6 �90.0468

Rd79Br ! RdH Reductive debromination �Br + H �77.9104

RdCF3 !RdH Trifluoromethyl loss �CF3 + H �67.9874

2Rd35Cl ! 2RdH 2 � reductive dechlorination �Cl2 + H2 �67.9222

Rd79Br ! RdOH Oxidative debromination �Br + OH �61.9156

RdC(CH3)3 ! RdH tert-Butyl dealkylation �C4H8 �56.0624

RdONO2 ! RdOH Hydrolysis of nitrate ester �NO2 + H �44.9851

RdCOOH ! RdH Decarboxylation �CO2 �43.9898

RdCH(CH3)2 ! RdH Isopropyl dealkylation �C3H6 �42.0468

RdCH2COCH2CH2CH3 ! RdCOOH Propyl ketone to acid �C4H8 + O �40.0675

RdC(CH3)3 ! RdOH tert-Butyl to alcohol �C4H8 + O �40.0675

2RdF ! 2RdH 2 � reductive defluorination �F2 + H2 �35.9811

Continued
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TABLE 1 Common biotransformation reactions and the corresponding elemental compositions
and m/z changes—cont’d

Metabolic reaction Description

Molecular

formula change

m/z

change

Rd35Cl ! RdH Reductive dechlorination �Cl + H �33.9611

RdCH2OH ! RdH Hydroxymethylene loss �CH2O �30.0106

RdNO2 ! RdNH2 Nitro reduction �O2 + H2 �29.9742

RdCH2OCH2CH2CH3 ! RdCOOH Propyl ether to acid �C3H8 + O �28.0675

RdC2H5 ! RdH Deethylation �C2H4 �28.0312

RdCOdR0 ! RdR0 Decarboxylation �CO �27.9949

RdCH2COCH2CH3 ! RdCOOH Ethyl ketone to acid �C3H6 + O �26.0519

RdCH(CH3)2 ! RdOH Isopropyl to alcohol �C3H6 + O �26.0519

RdCH2dCH2OH ! RdCH]CH2 Alcohols dehydration �H2O �18.0105

RdCH]NdOH ! RdCN Dehydration of oximes �H2O �18.0105

RdF ! RdH Reductive defluorination �F + H �17.9906

Rd35Cl ! RdOH Oxidative dechlorination �Cl + OH �17.9662

RR0S]O ! RdSdR0 Sulfoxide to thioether �O �15.9949

RdNHNHR0C]S ! RdNHNHR0C]O Thioureas to ureas �S + O �15.9772

RdCH2OCH2CH3 ! RdCOOH Ethyl ether to acid �C2H6 + O �14.0519

RdCH3 ! RdH Demethylation �CH2 �14.0157

RdC(CH3)3 ! RdCOOH tert-Butyl to acid �C3H8 + O2 �12.0726

RdCH2COCH3 ! RdCOOH Methyl ketone to acid �C2H4 + O �12.0363

RdCH2CH3 ! RdOH Ethyl to alcohol �C2H4 + O �12.0363

C4H4N2 ! C3H4N2 Pyrimidine ring conversion to
pyrazole

�C �12.0000

ArdCH2CN ! ArdCH2OH Benzyl cyanide oxidation �HCN + O +2H �9.0003

RdCH2dCH2dCH2dCH2dR0 !
RdCH]CHdCH]CHdR0

Two sequential desaturation �H4 �4.0314

Hydroxylation + dehydration Hydroxylation + dehydration �H2 �2.0157

RdCH2dOH! RdCHO; RdCHOHdR0 !
RdCOdR0

Primary/secondary alcohols to
aldehyde/ketone

�H2 �2.0157

RdCH2dCH2dR0 ! RdCH]CHdR0 Desaturation �H2 �2.0157

C5H7N ! C5H5N 1,4-Dihydropyridines to
pyridines

�H2 �2.0157
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TABLE 1 Common biotransformation reactions and the corresponding elemental compositions
and m/z changes—cont’d

Metabolic reaction Description

Molecular

formula change

m/z

change

RdF ! RdOH Oxidative defluorination �F + OH �1.9957

RdCHNH2dR0 ! RdCOdR0 Oxidative deamination to ketone �NH3 + O �1.0316

RdCH2OCH3 ! RdCOOH Demethylation and oxidation to
acid

�CH4 + O �0.0365

RdCH(OH)CH3 ! RdCOOH 2-Ethoxyl to acid �CH4 + O �0.0365

RdCH2dNH2 ! RdCH2dOH Oxidative deamination to
alcohol

�NH + O 0.9840

RdCH(CH3)2 ! RdCOOH Isopropyl to acid �C2H6 + O2 1.9430

RdCH3 ! RdOH Demethylation and
hydroxylation

�CH2 + O 1.9792

RdCOdR0 ! RdCHOHdR0 Ketone to alcohol +H2 2.0157

ArdCH2dCN ! ArdCOOH Benzyl cyanide to benzoic acid �HCN + O2 4.9789

RdCH2dR0 ! RdC(O)dR0 Methylene to ketone �H2 + O 13.9792

Hydroxylation and desaturation Hydroxylation and desaturation �H2 + O 13.9792

RdXH ! RdXdCH3 (X ¼ N, O, S) N, O, S methylation +CH2 14.0157

RdCH2CH3 ! RdCOOH Ethyl to carboxylic acid �CH4 + O2 15.9586

RdH ! RdOH Hydroxylation +O 15.9949

RdNHdR0 ! RdNOHdR0; RR0R00N !
RR0R00NO

Second/third amine to
hydroxylamine/N-oxide

+O 15.9949

RdSdR0 ! RdSOdR0; RdSOdR0 !
Rd(O)S(O)dR0

Thioether to sulfoxide, sulfoxide
to sulfone

+O 15.9949

RdCH]CHdR0 ! RdCH(O)CHdR0 Aromatic ring to arene oxide +O 15.9949

RdCH2CH3 ! RdCHd(OH)2 Demethylation and two
hydroxylation

�CH2 + O2 17.9741

RdCH]CHdR ! RdCH2dCHOHdR0 Hydration, hydrolysis (internal) +H2O 18.0106

RdCN ! RdCONH2 Hydrolysis of aromatic nitriles +H2O 18.0106

RdNH2 ! RdNHC(O)H N-formylation +CO 27.9949

Hydroxylation and ketone formation Hydroxylation and ketone
formation

�H2 + O2 29.9741

CnHm ! CnHm�2O2 Quinine formation �H2 + O2 29.9741

Continued
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TABLE 1 Common biotransformation reactions and the corresponding elemental compositions
and m/z changes—cont’d

Metabolic reaction Description

Molecular

formula change

m/z

change

RdCH3 ! RdCOOH Methyl to carboxylation �H2 + O2 29.9741

RdH ! RdOdCH3 Hydroxylation and methylation +CH2O 30.0105

2 � hydroxylation 2 � hydroxylation +O2 31.9898

RR0S ! RR0SO2 Thioether to sulfone +O2 31.9898

RdCH]CHdR0 ! RdCH(OH)d
CH(OH)dR0

Alkenes to dihydrodiols +H2O2 34.0054

RdNH2 ! RdNHCOCH3 Acetylation +C2H2O 42.0106

3 � hydroxylation + dehydrogenation 3 � hydroxylation +
dehydrogenation

+3O-2H 45.9691

3 � hydroxylation 3 � hydroxylation +O3 47.9847

RdSH ! RdSO3H Aromatic thiols to sulfonic acids +O3 47.9847

RdCOOH ! RdCONHCH2COOH Glycine conjugation +C2H3NO 57.0215

RdOH ! RdOSO3H Sulfation +SO3 79.9568

RdH ! RdOSO3H Hydroxylation and sulfation +SO4 95.9517

RdCOOH ! RdCONHdCH(CH2SH)d
COOH

Cysteine conjugation +C3H5NOS 103.0092

RdCOOH ! RdCONHdCH2CH2SO3H Taurine conjugation +C2H5NO2S 107.0041

RdCH2dR0 ! RR0dCHdSCH2CH(NH2)d
COOH

S-cysteine conjugation +C3H5NO2S 119.0041

RdCOOH !
RdCOdNHdCOdCH2dCH2dCH
(NH2)dCOOH

Acyl glutamine conjugation +C5H8N2O2 128.0586

Ribose conjugate Ribose conjugation +C5H8O4 132.0423

RdCOOH ! RdCOdOdCOd

CH2CH(OH)CH2dN+(CH3)3

Acyl carnitine conjugation +C7H13NO2 143.0946

RdCOOH ! RdCOd

SCH2CH(NHCOCH3)COOH
S-N-acetylcysteine conjugation +C5H7NO2S 145.0198

dCO + C6H8O6 Decarboxylation and
glucuronidation

+C5H8O5 148.0372

RR0dCH2 ! RR0dCHdSCH2CH
(NHCOCH3)dCOOH

N-acetylcysteine conjugation +C5H7NO3S 161.0147

RdOH ! RdOdC6H11O5 Glucosidation +C6H10O5 162.0528

+ Cys-Gly Cysteine glycine conjugation +C5H8N2O3S 176.0255
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TABLE 1 Common biotransformation reactions and the corresponding elemental compositions
and m/z changes—cont’d

Metabolic reaction Description

Molecular

formula change

m/z

change

RdOH ! RdOdC6H9O6 Glucuronide conjugation +C6H8O6 176.0321

2 � hydroxylation + 2 � SO3 2 � hydroxylation + 2 �
sulfation

+ S2O8 191.9035

RdH ! RdOdC6H9O6 Hydroxylation + glucuronide +C6H8O7 192.0270

+N-acetylglucosamine N-Acetylglucosamine
conjugation

+C8H13NO5 203.0794

5-Phosphoribose conjugate 5-Phosphoribose conjugate +C5H9O7P 212.0086

RR0dNH2 ! RR0dNHdC(O)OdC6H9O6 N-carbamoyl glucuronide +C7H8O8 220.0219

+Diphosphocholine Diphosphocholine conjugation +C5H13NO6P2 245.0218

RdCOOH ! RdCOdSG (GSH ¼
Glutathione)

S-acyl-glutathione conjugates +C10H15N3O5S 289.0732

+GSH � 4H Desaturation + GSH +C10H13N3O6S 303.0525

+GSH � 2H GSH conjugation +C10H15N3O6S 305.0682

+GSH GSH conjugation +C10H17N3O6S 307.0839

+GSH + O � 2H Oxidation + GSH conjugation +C10H15N3O7S 321.0631

Epoxidation + GSH Epoxidation + GSH conjugation +C10H17N3O7S 323.0788

+2 � C6H8O6 2 � glucuronide conjugation +C12H16O12 352.0642

Acid to cholesterol ester Acid to cholesterol ester +C27H44 368.3443

Adenine dinucleotide conjugate AD+ conjugation +C15H21N5O13P2 541.0611

Bis GSH Bis GSH conjugation +C20H30N6O12S2 610.1363

Adenine dinucleotide phosphate conjugate ADP+ conjugation +C15H22N5O16P3 621.0274

RdCOOH ! RdC(O)dSdCoA Acyl-S-CoA conjugation +C21H34N7O15P3S 749.1046

Adapted with modification from M.R. Anari, R.I. Sanchez, R. Bakhtiar, R.B. Franklin, T.A. Baillie, Integration of knowledge-based metabolic

predictions with liquid chromatography data-dependent tandem mass spectrometry for drug metabolism studies: application to studies on the

biotransformation of indinavir, Anal. Chem. 76 (3) (2004) 823–832.
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packages to build specific metabolite prediction and identification workflows. These include
MetaboLynx (Waters), Compound Discoverer (Thermo Scientific), Metabolite Pilot (AB
Sciex), MassHunter (Agilent), MetaboliteTools (Bruker), MetID Solution (Shimadzu), and
among others, which can be used to automatically generate the inclusion list. An inclusion
list-dependent acquisition approach will acquire MS/MS data whenever the ions on the list
are detected by a full MS scan within a certain mass tolerance window and above defined
intensity threshold. This approach substantially improves the selectivity on low abundant
analytes masked by high background and reduces the number of steps used in manual or
I. Techniques for identifying and quantifying drugs and metabolites



82 3 High-resolution mass spectrometry-based data acquisition and data-mining technologies
traditional data acquisition process, therefore, increases the throughput of metabolite identi-
fication. However, this approach heavily relies on the experience and knowledge of the an-
alyst and lacks capability in analyzing unpredictable analytes, such as drug metabolites
formed via uncommon biotransformation or multiple step of metabolic reactions.

2.1.3 Mass defect-dependent acquisition

Mass defect is defined as the difference between the exact molecular weight and nominal
molecular weight of an element [19, 27]. Besides carbon-12 with a mass of exactly 12.0000Da,
all other elements have a uniquely different mass defect. For example, the mass defects of
hydrogen and oxygen are 0.007825 and �0.005085Da, respectively. Therefore, oxidation will
introduce a mass defect of �5.1mDa. The mass defects are unique features of a drug and its
metabolites and the differences of mass defects between a parent drug and a metabolite
formed from common phase I and phase II metabolism reactions typically fall within
50mDa. Therefore, with HRMS instruments capable of high mass accuracy (<5ppm), it is
possible to filter out matrix-related interference ions whose mass defects lie outside the mass
defect of a given drug. Based on this, mass defect-dependent acquisition imposes MS/MS
triggering criteria on a full MS scan. Real-time mass defect filtering is applied to analyze
the full-scan HRMS data and identifies precursor ions whose mass defects fall within a
specific window of MDF. Only these ions are automatically followed by MS/MS acquisition.
This approach is capable of performing MS/MS acquisition of both common and uncommon
metabolites with little matrix interference in most cases [28, 29]. It can also use different mass
defect templates for the metabolites with the big mass shift to the parent drug, such as those
formed via dealkylation, hydrolysis, and conjugation. Fig. 2 depicts the application of mass
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FIG. 2 Application of MDF-DDA for automatically acquiring MS/MS spectra of diclofenac metabolites in rat bile
using TripleTOF 5600. (A) A full-scan MS spectrum of the rat bile sample and the insert is a zoomed range of the
spectrum, where the cross sign shows the ions triggered for MS/MS acquisition by MDF-DDA and the star sign
represents the ions that are metabolites. (B) MS/MS spectrum of the metabolite ion at m/z 312.0176 acquired by
MDF-DDA and its proposed structure. The insert is a zoomed range of the MS/MS spectrum.
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832 HRMS-based data acquisition technologies for metabolite identification
defect-dependent acquisition inmetabolite identification of diclofenac in rat bile, in which the
MS/MS data of a low abundant hydroxylation metabolite at m/z 312.0176 was automatically
acquired. Mass defect-dependent acquisition keeps an optimum balance between selectivity
and coverage and does not require comprehensive knowledge on analytes and has proven to
be effective for rapid identification of drug metabolites in complex biological matrices.

2.1.4 Isotope pattern-dependent acquisition

Some elements, such as Cl and Br, possess unique isotopic patterns that can be easily rec-
ognized in their mass spectra. Assuming that these halogens remain intact during biotrans-
formation, their unique isotope pattern can be used as a selective trigger in DDA for
metabolite identification [20, 30]. Both ion intensity ratios and mass differences of isotopes
contribute to the selection of precursor ions. Once an isotope pattern of interest is recognized
in a full MS scan, MS/MS acquisition can be triggered subsequently. The majority of organic
compounds are composed of C, H, O, and N that do not contain a unique isotope pattern.
However, if a compound is labeled with synthetically enriched stable isotopes, such as
13C, 15N, 2H, the unique isotope pattern can be easily discerned by a full MS scan and thus
used to trigger MS/MS analysis [20, 31–34]. The effectiveness of this DDA technology to trig-
ger MS/MS acquisition of minor analytes of interests in the presence of a large amounts of
endogenous compounds and other xenobiotics is demonstrated in MS/MS data acquisition
of GSH adducts formed by incubating ticlopidine in rat liver microsomes in the presence of a
mixture of natural and stable isotope-labeled GSH (Fig. 3). As shown in Fig. 3A, 19 GSH ad-
ducts of ticlopidine were generated in the incubation, which had much lower concentrations
than oxidative metabolites of ticlopidine in the incubations (data not shown). The ion
intensity-DDA only triggered MS/MS spectral acquisition of four GSH adducts (Fig. 3B).
In contrast, the isotope pattern-DDA was able to acquire MS/MS spectral data of a majority
of GSH adducts, including many minor and trace GSH adducts (Fig. 3C). Enhanced by
HRMS, this approach provides outstanding selectivity and sensitivity on the compounds
with characteristic isotopic patterns or isotopic labels.

2.1.5 Pseudo-neutral loss-dependent acquisition

Pseudo-neutral loss as a trigger for MS/MS acquisition was developed as a useful way for
detecting metabolites which give characteristic neutral losses (NL) upon collision-induced
dissociation [35]. Whenever a specific exact neutral loss within a certain mass tolerance win-
dow is detected, the instrument automatically switches to MS/MSmode to acquire the prod-
uct ion spectra of those ions. This approach is particularly effective in the detection and
characterization of common phase II metabolites (e.g., NL of 176.0321 for glucuronides,
129.0426 for glutathione conjugates, and 79.9568 for sulfate conjugates, etc.).

2.1.6 Background-exclusion data-dependent acquisition

The recently introduced background-exclusion data-dependent acquisition (BE-DDA)
technique is designed to improve the selectivity of intensity-dependent MS/MS acquisition
on drug-related ions [24]. BE-DDA consists of a series of injections as illustrated in Fig. 4A
[36]. The first and second injections are full-scan MS analysis of a control sample and a test
sample, respectively. An exclusion list of matrix ions that are present in both samples and
an inclusion list of ions of interest that are only present or have significantly higher intensities
I. Techniques for identifying and quantifying drugs and metabolites
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FIG. 3 Comparison of intensity- and isotope-dependent data acquisition of GSH adducts of ticlopidine from in-
cubation of a mixture of GSH and stable isotope-labeled GSH (1:1) in rat liver microsomes, using an LTQ-orbitrap
mass spectrometer. (A) GSH adduct profile from processing full-scan MS dataset using isotope pattern filter.
(B) GSH adduct profile from processing MS/MS dataset acquired by intensity-DDA using NLF of 129.0426 Da.
(C) GSH adduct profile from processing MS/MS dataset acquired by isotope-DDA using NLF of 129.0426 Da.
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in the test sample are generated by processing the datasets from the first and second injections
using a background exclusion algorithm. The third injection is MS/MS acquisition of the test
sample that focuses on the ions in the inclusion list. The ions triggered in the third acquisition
are then added onto the exclusion list. The fourth injection continues the same test sample
with an updated exclusion list. Therefore, the fourth data acquisition targets on even lower
abundant metabolites that are missed by the third injection. To maximize the MS2 data cov-
erage of drug metabolites, the BE-DDA approach can repeat injections until the ions in the
inclusion list are exhausted. Fig. 4B demonstrates the high efficiency of BE-DDA in collecting
MS2 data of metabolites of nefazodone in rat liver microsomes. TheMS2 andMS3 acquisitions
were not triggered on the high abundant matrix ions (e.g., the base peak eluted at 4.60min),
but on the low abundant metabolite ions they were triggered (e.g., the small peak eluted at
4.68min).
2.2 Data-independent acquisition

Simple and generic approaches based on nontargeted collision-induced dissociation
followed by postacquisition data processing have recently emerged and rapidly gained
I. Techniques for identifying and quantifying drugs and metabolites
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86 3 High-resolution mass spectrometry-based data acquisition and data-mining technologies
popularity for high-throughput metabolite identification. This approach provides fragment
ion information in a nonselective manner and therefore, is referred to as “data-independent
acquisition.” It was first described in its application to metabolite identification using Q-TOF
technology (MSE approach) [37, 38] and was subsequently implemented in orbitraps
(“All-Ion-Fragmentation” approach) and TripleTOF systems (MS/MSALL with SWATH
acquisition). These nonselective approaches are analyte-independent and easy to set up,
so they are readily applied to high throughput analysis of a large number and verity of
samples.
2.2.1 MSE

MSE approach involves two full-scan functions, one at low collision energy (i.e., 5eV) and
the other at a higher collision energy range (i.e., 20–40eV). The mass spectra from low colli-
sion energy provide intact molecular ion information, while the mass spectra from the high
collision energy contain fragmentation data useful for structural elucidation. The data from
these two scan functions are used for postacquisition data processing to search for potential
metabolites and their MS/MS spectra for structural characterization [37–39]. Since the high
energy collision does not select and isolate any precursor ion, this approach does not require
prior knowledge on potential analytes, isotope pattern or neutral loss. However, a large num-
ber of interfering matrix ions cause a considerable challenge in assigning low-intensity prod-
uct ions with their precursor ions. High-quality chromatography and low matrices
background can aid in obtaining high-quality MS/MS spectra. MSE works well with rela-
tively clean matrices such as microsomal and hepatocyte incubations but does not work so
well with complex biological matrices (such as bile samples).
2.2.2 Sequential windowed acquisition of all theoretical fragment ions (SWATH)

In SWATH acquisition, the instrument fragments all ions across a given mass range in
sequential narrow ranges as they emerge from the liquid chromatography. It has rapidly
become one of the premier mass spectrometric acquisition strategies for identification
and quantitation of analytes in complex samples across several research fields such as
proteomics and metabolomics. There are a few reported studies that applied SWATH in
drug metabolite identification [40]. This approach divides a large mass range of precursors
into multiple windows, typically 20–25 m/z wide. Each window of precursor ions generates
its own MS/MS spectra. The relatively narrow windows strengthen the linkage between the
product ions with the corresponding precursors and thus reduce the false positive and neg-
ative assignments of relevant product ions. The resulting MS/MS dataset can be processed
with various postacquisition data-mining tools to identify potential metabolites. As shown
in Fig. 5, the product ion spectrum of p-hydroxyatorvastatin, an oxidative metabolite of ator-
vastatin, in dog bile acquired by SWATH DIA (solid line) is comparable to the one with
targeted fragmentation of the isolated precursor (dash line), and there are only a few small
interference fragment ions observed in the fragment ion spectrum from the SWATH acqui-
sition, indicating the improved selectivity. SWATH acquisition retains the benefits of MS/
MSALL but increases the selectivity at the same time by using multiple sequential precursor
ion windows at a given narrow width.
I. Techniques for identifying and quantifying drugs and metabolites
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2.2.3 All ion fragmentation

All ion fragmentation (AIF) scan in orbitraps is performed by allowing a range of precur-
sor ions into the high-energy collision dissociation (HCD) cell where the ions are fragmented
and stored. The HCD cell voltages are then ramped and all fragment ions are transferred
back into the C-trap from which they are injected into the orbitrap for product ion analysis
[41, 42]. Similar to SWATH acquisition in TripleTOF instruments, AIF fragments all the ions
in a specific mass ranges by a given collision energy, but with more flexibility. The range of
precursors can be divided into smaller windows with different sizes and applied with dif-
ferent collision energy. Fragment ion filtering and neutral loss filtering techniques can also
be applied to the HCD product ion chromatogram for metabolite detection. This approach
can be combined with inclusion list and ion intensity-dependent acquisitions on a hybrid
HRMS [42].
I. Techniques for identifying and quantifying drugs and metabolites
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3 HRMS-based data-processing techniques for metabolite identification

After data acquisition is completed, data processing is performed to identify and charac-
terize drug metabolites. Most LC-MS acquisitions in metabolite profiling studies generate
a full-scanMS dataset and anMS/MS andMSn dataset. These datasets often contain informa-
tion on thousands of ions from one sample, among which only a small portion is relevant to
drug metabolites. Therefore, data-processing or data-mining techniques are developed to
effectively search for metabolite-related information and exact them from the original dataset
(Fig. 1).
3.1 Targeted data-mining technology

Targeted data mining is based on the knowledge of drug properties and the relevant met-
abolic pathways. The techniques use accurate mass measurements (usually <5ppm) to dif-
ferentiate drug-related ions from those of matrix background.

3.1.1 Extracted ion chromatography

Based on the knowledge of metabolism and experience of analysts, specific known or
predictedmetabolites of interest can be extracted from the full-scanMS dataset and displayed
in extracted ion chromatograms (EIC or XIC). HRMS allows very narrow mass tolerance
(<5ppm) and thus makes this approach highly selective. HRMS-based EIC can achieve great
detection sensitivity andminimal background interference. However, it lacks the capability to
detect unpredictable metabolites and to search for unknowns.

3.1.2 Mass defect filter

MDF was developed specifically for utilization of HRMS in drug metabolite detection,
which is based on the unique mass defect of the designated templates, such as the parent
drug, core substructures of the drug and its conjugates [19, 21, 27, 43]. This software-assisted
processing technique imposes filters on the residue mass dimension of the full-scan HRMS
dataset to remove the ions derived from endogenous components. By this way, the drug-
related ions can be substantially enriched in the MDF processed data for further analysis
(Fig. 6A). The “metabolite-enriching” mechanism of MDF attributes to the finding that mass
defects of phase I and phase II metabolites typically fall within a window related to that of the
parent drug. Based on mass defects of the parent drug and core templates, multiple MDFs
each with a narrow DMF filter window �50mDa can be applied to retain the ions of a large
variety of possible drug metabolites. MDF has been widely used for both in vitro [34, 44] and
in vivo metabolite profiling [30, 37, 45–48].

3.1.3 Isotope pattern filter

An accurate-mass-based IPF algorithm has been developed to facilitate the detection of
drug-derived materials that possess diagnostic isotopic patterns (e.g., chlorine- and
bromine-containing compounds) or stable isotope-labeled drugs [49]. The mass difference
of designated isotopic ion pairs and their relative abundance ratio are combined as criteria
to filter full-scan MS dataset. HRMS can aid in accurate identification of the ions of isotopic
I. Techniques for identifying and quantifying drugs and metabolites
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fingerprint so that it substantially improves the sensitivity and eliminates false positives.
HRMS-IPF complements the existing tool set for metabolite detection [33, 34, 49, 50]. As il-
lustrated in Fig. 3A, IPF-processed full-scan LC-MS dataset of a rat liver microsome incu-
bation sample of ticlopidine with a mixture of GSH and stable isotope-GSH displays GSH
adducts without any significant false-positive peaks, while high background and interfer-
ence components and only two GSH adducts (M4 and M8) are present in the unprocessed
LC-MS profile (data not shown). A combination of IPF-based data acquisition and data
processing is the LC-MS method of choice for metabolite profiling of test compounds that
have distinct isotope patterns.
3.1.4 Product ion filter and neutral loss filter

The metabolites carrying similar structures to the parent drug mostly undergo similar
fragmentation in mass spectrometry. For example, most fragmentations of oxidative metab-
olites likely happen on the same sites of metabolite to the parent. Fragmentation of the me-
tabolite likely produces either the same product ions or product ions with the same m/z shift
I. Techniques for identifying and quantifying drugs and metabolites



90 3 High-resolution mass spectrometry-based data acquisition and data-mining technologies
as the m/z difference of metabolite to parent. Fragmentation of the metabolite may also pro-
duce ions from the same neutral losses as the corresponding ones of the parent. Based on this,
product ion filter (PIF) and neutral loss filter (NLF) have been developed as a pair of comple-
mentary approaches to detectingmetabolites [14, 34, 51]. Extracted chromatograms of specific
fragment product ions or neutral losses can be generated from the MS/MS dataset. When a
positive peak is identified, the corresponding precursor ion can be retrieved from the full-
scan MS dataset for identification. These approaches are commonly employed to search
for conjugation metabolites. For example, the product ion at m/z 272.0888 in negative ion
mode is unique for GSH and GSH conjugates, so PIF of negative m/z 272.0888 is applied
to screening reactive metabolites trapped by GSH [51]. NLF can be utilized to detect the me-
tabolites with easily dissociable conjugation linkage, such as neutral loss of the characteristic
glucuronyl moiety of glucuronide metabolites (NL of 176.0321). Additionally, HRMS can im-
prove the sensitivity of IPF andNLF by applying narrow extraction windows. However, both
approaches mainly rely on effective collection of information-rich and drug-relevant MS/MS
data by proper acquisition. In this regard, nontargeted data-mining approaches with wide
coverage are often more compatible with PIF and NLF.
3.2 Nontargeted data-processing approaches

Nontargeted data-processing methods do not require prior knowledge of the molecular
weights, structures, or fragmentation pathways of drugs, thus facilitating the identification
of both common and uncommon metabolites. These techniques, including BS and
metabolomics approach, are independent to the subject of interest and thus can be applied
as universal approaches in studies of drugmetabolism, metabolomics, environmental science
as well as other disciplines.

3.2.1 Background subtraction

Most of the ion species in LC-MS datasets are resulted from endogenous matrices of bio-
logical samples and solvents. The drug metabolites of interest are often present at very low
levels and are often buried in numerous background ions. Therefore, removing the interfer-
ence ions by HRMS-based BS from the original dataset can reveal drug-related information.
A retention-time-shift-tolerant BS software was developed for the extraction of drug metab-
olites in biological matrices [52–55]. For each ion detected in the analyte file, the software al-
gorithm searches the control file for that target ion. If such a target ion is present in the control
file within the mass tolerance and retention-time-shift window, the maximal intensity of the
ion is multiplied by a predefined scaling factor and subtracted from the intensity of the ion in
the analyte file (Fig. 6B). This BS data-mining tool was very effective in detecting metabolites
in complexmatrices. The key factor contributing to the effectiveness of this program is the use
of accurate mass data coupled with retention-time-shift-tolerance to determine if an ion
detected in the analyte file is present in the control file.

BS is especially useful in metabolite profiling studies when the radiolabeled drug is not
available. This algorithm has been applied in the detection of drug metabolites [52–54, 56]
and GSH trapped reactive metabolites [53, 57]. In the past few years, BS has been widely used
in multiple fields, such as detection of unknown toxic chemicals in plasma [58],
I. Techniques for identifying and quantifying drugs and metabolites
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characterization of Chinese traditional medicine components in vivo [59], detection of toxi-
cological biomarker in urine [60], and identification of protein adducts in vitro [61], etc.

3.2.2 Metabolomics approach

Untargetedmetabolomics approach involves LC-HRMS data acquisition of samples from a
test group and a control group, subsequent data processing and multivariate data analysis
(MDA) to search for endogenous components, whose concentrations are significantly altered
in the test group. The identity of the components can be further determined using
metabolome databases or via chemical structural characterization. The same approach has
been applied to detection and identification of drug metabolites and other xenobiotics that
are only present or have significantly higher abundances in test samples than in the control
samples [62–65]. Parallel samples from both vehicle and treatment groups are usually re-
quired for reducing acquisition bias of different injections and conducting a significant sta-
tistical analysis. Fig. 7A depicts a workflow for conducting in vivo metabolite profiling
using a metabolomics approach. Principal components analysis (PCA) is one of the most
widely used methods, which enables the comparison between control and test samples intu-
itively. The test samples after drug administration can be clearly separated from the control in
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the scores plot of PCA analysis. For example, the untargeted metabolomic approach was ap-
plied to explore the acute effects of isoniazid (INH), an antituberculosis drug, on endobiotic
homeostasis inmouse liver [66]. The PCA analysis revealed two clusters corresponding to the
control and 200mg/kg INH-treated groups in a score plot (Fig. 7B). The corresponding S-plot
displays the ion contribution to the group separation (Fig. 7C). The top-ranking ions were
identified as heme (I), oleoyl-l-carnitine (II), and linoleoyl-l-carnitine (III), INH-fatty acid
amides (IV andV), NAD (VI), INH-NADadduct (VII), and cystathionine (VIII) [66]. As shown
in Fig. 8A, INH-mediated accumulation of oleoyl-L-carnitine and linoleoyl-L-carnitine was
dose dependent. Overdose of INH resulted in acylcarnitine accumulation in the liver,
suggesting that a high dose of INH causes mitochondrial dysfunction. The formation of
INH-fatty acid amides indicated the interactions between INH and fatty acyl-CoAs
(Fig. 8B) [66]. Themetabolomics method has been proven for finding drugmetabolites as well
as discovering biomarkers for acetaminophen-induced hepatotoxicity [67]. With trapping re-
agents, this approach was applied to profile reactive metabolites of acetaminophen (APAP),
pulegone (PLG), and clozapine (CLP) [17]. In addition, the metabolomics approach can also
be combined with MDF as an integrated strategy for metabolite identification [68].
3.3 Software-assisted metabolite prediction and identification

3.3.1 Software for site of metabolism prediction

Predictions of potential metabolites based on the chemical structure are becoming increas-
ingly important in drug discovery to guide medicinal chemistry efforts that address meta-
bolic stability and structural alters. The metabolic fate of a molecule depends on its
intrinsic chemical reactivity and its interactions (affinity and binding orientation) with the
metabolizing enzymes involved. A wide variety of software packages have been developed
and are commercially available for the prediction of xenobiotic metabolism, as listed in
Table 2 [69, 70].
I. Techniques for identifying and quantifying drugs and metabolites



TABLE 2 Computer software used in predicting drug metabolites.

Software Model Basis Description

EAWAG-BBD Pathway
Prediction System

Knowledge based • Uses biotransformation rules and reactions found in the
EAWAG-BBD database or in the scientific literature

• Predicts plausible pathways for microbial degradation
of chemical compounds

MetabolExpert Knowledge based • Contains rules and lists of substructures that inhibit or
activate the reactions

• Predicts the most common metabolic pathways in
animals, plants or through photodegradation

• Metabolites are collected in compound databases

Metabolizer Knowledge based • Contains a built-in library of human biotransformation
schemes which are collected from literature (users can
also add their own library to customize the calculation)

MetaDrug Knowledge based • Predicts metabolites based on over 160 rules derived
from a large knowledge base

• Includes 89 rules to predict likely reactive metabolites

Metaprint2D-React Knowledge based • Predicts xenobiotic metabolism through data-mining
and statistical analysis of known metabolic
transformations reported in scientific literature

• Predicts the types of transformation that can take place
at ease site of metabolism, and the likely metabolite
formed

Metero Nexus Knowledge based • Uses a comprehensive, expert knowledge base to
predict the metabolic fate of chemicals

• Predicts the first generation metabolites by using
Absolute/Relative Reasoning, Static Scoring or Site of
Metabolism (SOM) Scoring

Met-PC Knowledge based • Uses a set of expert rules that are coded in dictionaries
to determine the part of the chemical structure of a
query compound to predict the metabolic products

• Uses optimization algorithms to fine tune relative
importance of the rules

MetaSite Structure-based
molecular interaction
model

• Considers both enzyme-substrate recognition and the
chemical transformations induced by the enzyme

• Predicts metabolic transformations related to
cytochrome and flavin-containing monooxygenase
mediated reactions

• Does not require training set

Continued
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TABLE 2 Computer software used in predicting drug metabolites—cont’d

Software Model Basis Description

Systematic Generation of
Potential Metabolites
(SyGMa)

Knowledge-based and
empirical scoring

• Covers approximately 70% of biotransformation
reactions observed in humans

• Assigns an empirical probability score to each rule
representing the fraction of correctly predicted
metabolites in the training database. This score is used
to refine the rules and to rank predicted metabolites

Tissue Metabolism
Simulator (TIMES)

Knowledge based • Uses different data sources to train the metabolic
simulator

• Estimates the relative probabilities for major
biotransformation in a specific metabolic environment

Adapted with modification from J. Kirchmair, A.H. Goller, D. Lang, J. Kunze, B. Testa, I.D.Wilson, et al., Predicting drug metabolism: experiment

and/or computation? Nat. Rev. Drug Discov. 14 (6) (2015) 387–404.
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Except for MetaSite, all other software packages listed above are ligand-based computa-
tional methods, which only consider the substrate and do not include the complex interaction
and dynamics between the ligand and the protein. MetaSite, however, considers both
enzyme-substrate recognition (a thermodynamic factor) and the chemical transformations in-
duced by the enzyme (a kinetic factor) [71]. It is important to mention that these software
packages have largely advanced and facilitated the metabolite detection process. However,
computational approaches for the automated metabolite structural identification from
LC-HRMS data are still emerging.

3.3.2 Software for metabolite structural identification

Structural elucidation is a time-consuming, labor-intensive process, and can be a rate-
limiting process of metabolite identification in drug discovery and development. Therefore,
new software-assisted approaches for structural assignment of drug metabolites are highly
desired. In recent years, significant efforts have been made on developing novel fragmenta-
tion prediction algorithms for structural elucidation, leading to the advances and develop-
ment of software packages, such as Mass-MetaSite, MassFragment, Mass Frontier and
MetaSense, etc.

Mass-MetaSite has been rapidly gaining acceptance for automatic metabolite structure as-
signments since it was introduced around 2010. It combines MetaSite for in silico prediction
for site of metabolism (SoM) and interrogation of high-resolution MS/MS data for structural
elucidation [72–74]. The underlying principle ofMass-MetaSite is the comparison of fragmen-
tation patterns of parent andmetabolite and the subsequent in silico prediction which is used
to differentiate between assignments with equivalent fragmentation patterns [74]. The soft-
ware generates possible metabolites based on the parent drug structure. The MS/MS spectra
of parent and metabolites are compared, and a score is assigned to the structural proposal
based on the number of matching and mismatching fragments compared to the parent com-
pound and on their intensity. Mass-MetaSite is a vendor-neutral software that is capable of
handling “all-in-one” HRMS dataset from nontargeted DIA (MSE, SWATH, All-ion-fragmen-
tation, etc.) as well as data-dependent MS/MS dataset. Bonn et al. demonstrated this expert
I. Techniques for identifying and quantifying drugs and metabolites
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system to enhance correct structure assignment to almost 80% based on 35 reference
compounds. Ahlqvist and coworkers conducted in vitro metabolism of a diverse set of
65 compounds in human liver microsomes, rat hepatocytes, or human hepatocytes, and com-
pared manual metabolite structural assignment workflow with Mass-MetaSite workflow.
They found that the exact match or Markrush representations were in agreement for 92%
of the metabolites reported between the two workflows [75].

MassFragment developed by Waters is another software tool for automatic identification
of product ion fragments using a series of novel, chemically intelligent algorithms. It creates a
database of all theoretically possible fragments of a compound from breaking of all theoretical
bonds, which is then used to compare to the observed experimental fragment ions from me-
tabolites for structural assignment. It is important to note that MassFragment is based on sys-
tematic bond disconnection instead of the traditional rule-based approach; therefore, it will
not correctly assign structures for ions which occur via rearrangement [76]. A similar
approach with an improved algorithm, called IsoScore, was introduced for automated local-
ization of biotransformations [77]. The underline principle of IsoScore is to generate all virtual
regioisomers of a given biotransformation by iterating over all plausible sites of metabolism
around the parent drug, followed by the virtual fragmentation of all regioisomers and the
scoring of all virtual fragments versus the experimentally observed ions. Metabolite struc-
tures are finally ranked by their cumulative scores, showing their likelihood in relation to
the experimental data. IsoScore was able to correctly locate the biotransformation of a variety
of metabolites from different chemical scaffold [77].

Mass Frontier software predicts comprehensive fragmentation pathways based on a set of
general ionization, fragmentation, and rearrangement rules. It contains fragmentation
mechanisms for small molecules collated from published literature, together with 24 general
ionization, fragmentation, and rearrangement rules. The Fragments Comparator automati-
cally identifies common and unique fragments and can be used to differentiate isomeric com-
pounds and to determine the structures of unknowns. Fragment ion search (FISh) is a novel
tool that provides fast screening of structurally similar compounds based on the fragmenta-
tion pattern of the parent compound to filter out the majority of matrix-related background
ions. In addition, FISh can also automatically localize the modification site based on common
fragments as well as those with mass shifts from biotransformations included in the FISh-
processing parameters. Friedecký et al. presented the use of high-resolution/accurate mass
spectrometry for a detailed study of imatinib metabolism in plasma samples from patients,
in which Mass Frontier software was successfully used for the identification of the fragments
and elucidation of the metabolite structures [78].

MetaSense, developed by ACD/Labs, is a vendor-neutral software package that utilizes a
probabilistic, structure-based metabolite prediction model to determine the likelihood of a
metabolic reaction taking place at each potential site of metabolism in the molecule of interest
with a metabolism score that takes into account of both calculated probability and reliability
of prediction confidence. Once potential metabolic hotspots are established, they are checked
against a database of biotransformation rules to assess the types of metabolic reactions that
are defined for the respective site of metabolism, taking into account of its chemical neighbor-
hood. Finally, the selected biotransformation rules are applied to generate an exhaustive list
of metabolite structures. Metabolite structures are assigned by comparing their MS/MS
spectra to that of the parent where common fragments and m/z pairs between the parent
I. Techniques for identifying and quantifying drugs and metabolites
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and metabolites are assessed. For ambiguous structures, Markush structures are notated.
Watanabe et al. reported in vitro and in vivo metabolites of synthetic opioids identified using
MetaSense software were in good agreement with manual processing based on predicted
biotransformations [79].
4 Applications of HRMS technologies in metabolite identification experiments

HRMS has enabled a number of new and improved data acquisition and data-mining
methods for drug metabolite identification in complex biological matrix components (Fig. 1).
Each of these data-mining methods can be used independently to search for metabolites in a
targeted or untargetedmanner. Alternatively, thesemethods can be applied in a parallel or tan-
demmanner. The selection and use of specific data acquisitionmethods are not only associated
with the availability and distinct advantage of individual DDA and DIA technologies, but also
depend on the purpose, turnaround time, and biological matrix of metabolite identification
experiments. Common biotransformation and ADME studies include metabolic soft-spot
analysis and reactive metabolite screening in lead optimization, in vitro metabolism across
species and metabolism and disposition in bile duct-cannulated (BDC) animals in clinical
candidate characterization, aswell asmetabolites-in-safety test (MIST) and radiolabeledADME
studies in human in clinical development.Additionally, investigative drugmetabolism studies,
which are not standard biotransformation experiments, are often conducted to address
compound-specific andADME-related issues faced in drug discovery and development. There
is no longer a shortage of methods in detection and characterization of drug metabolites, but
rather these methods ought to be chosen and organized in a way that is simple and efficient
to accomplish the major tasks of individual experiments. In this section, we discuss how to
select and apply a set of HRMS methods suited for individual biotransformation studies com-
monly performed in the pharmaceutical industry. Several examples are used to illustrate the
specific utilities of various HRMS analytical techniques for these experiments.
4.1 Metabolic soft-spot analysis

Structural characterization of metabolic “soft” spots is a key task in lead optimization,
which is often triggered by the fast metabolism of lead compounds observed in high-
throughput metabolic stability screening. The metabolic soft-spot screening experiment is
routinely carried out by incubating a test compound at 1–10μM in liver microsomes with
NADPH followed by HRMS-based metabolite profiling [80]. The goal of the assay is to de-
termine what are the major metabolites of a test compound by quantitative analysis and what
are the sites of metabolism via structural characterization. The information is critical for me-
dicinal chemists to design new compoundswith bettermetabolic stability. Since themetabolic
soft-spot analysis focuses on major metabolites formed in relatively clean in vitro incubation
matrices and requires a short turnaround time, intensity-dependent acquisition [81, 82], MSE

[80, 83], and SWATH [40], which are compound-independent acquisitions, are well suited to
serve the purpose of the experiment. Amajor challenge often faced in the soft-spot analysis is
I. Techniques for identifying and quantifying drugs and metabolites
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to determine major metabolites when over 10 or 20 metabolites are detected by LC-HRMS in
liver microsomal incubations. Although LC-MS peak intensity can be used as a measurement
of relative abundances of metabolites, results from this approach could be misleading when
ionization efficiencies of different metabolites from the same parent drug vary significantly.
For this consideration, LC-HRMS coupled with UV detector is employed for metabolic
soft-spot determination. As illustrated by an example present in Fig. 9A, the LC-UV profile
of a human liver microsomal incubation sample of saquinavir (5μM, 6min incubation) clearly
displays two major metabolites (M1 and M2) along with the parent drug. Consequently, the
structural characterizationof saquinavirmetabolites in the incubation sample focusedon these
twometabolites rather than several other secondary metabolites displayed in the LC-MS pro-
files (data not shown). In this case, the intensity-dependent acquisition by a quadrupole-
orbitrap HRMS instrument was capable of recording accurate MS/MS spectra of M1 and
M2 for structural identification in a single injection (Fig. 9B). In addition, preliminary informa-
tion of reaction phenotyping can be obtained using various CYP-specific chemical inhibitors.
As shown in Fig. 9C, ketoconazole, a potent CYP3A inhibitor, significantly inhibited the for-
mation of M2, suggesting that CYP 3A was the main enzyme responsible for the formation
of M2. This example demonstrated the use of LC-HRMS for both metabolite identification
and quantification in a high-throughput manner.
4.2 Reactive metabolite screening

Detection of in vitro reactive metabolites of lead compounds followed by minimization of
bioactivation via structural modification is another key task in drug discovery, which can im-
prove the safety profile of drug candidates. HRMS-based LC-MS technology plays a key role
in this area as well. A common reactive metabolite screening experiment is conducted by in-
cubating a test compound (10μM) in liver microsomes in the presence of a large amount of
glutathione (GSH) (1–5mM) followed by profiling GSH-trapped reactive metabolites using
HRMS instrument and various data-mining tools such as MDF [47, 84], BS [53, 57],
IPF [32, 33], and NLF [35]. Unlike major metabolites characterized by metabolic soft-spot
analysis, GSH-trapped reactive metabolites have much lower concentrations in liver micro-
some incubation samples. Therefore, high selectivity and sensitivity of data acquisition and
data-mining techniques are required for the rapid reactivemetabolite screening. For example,
accurate neutral-loss-triggeredMS/MS acquisition (NL of 129.0426) and neutral-loss filtering
can be useful in reactive metabolite screening based on a common neutral-lose of the gluta-
mate residue fromGSH adducts.Mass defect-dependentMS/MS acquisition andmass defect
filtering based on predicted mass defect values of potential GSH adducts are also valuable
HRMS techniques for the reactive metabolite screening assay [34].

The neural-loss and mass defect filtering-based methods are useful for high throughput
reactive metabolite screening in drug discovery. However, the selectivity of the two
approaches could lead to significant false negative and false positive signals as shown in
the example of analyzing reactive metabolites of imipramine using MDF (Fig. 10). The
unprocessed total ion chromatogram (TIC) of the incubation sample only displays the major
GSH adduct (P+GSH+2H), while all of minor GSH adducts are buried under interference
peaks or background noises (Fig. 10A). AlthoughMDF revealed four additional GSH adducts
I. Techniques for identifying and quantifying drugs and metabolites
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(Fig. 10B), several false-positive peaks fromunfiltered endogenous components are displayed
and unremoved background noises made two minor GSH adducts (9.7 and 14.8min) invis-
ible. To improve the performance of LC-HRMS in reactive metabolite screening, a high
throughput assay using isotope pattern-based DDA and data-processing techniques was de-
veloped. A distinct pattern of GSH adducts is introduced by using a mixture of GSH and sta-
ble isotope-labeled GSH (GSH/13C2-,

15N-GSH¼1:1) as the trapping agent in liver
microsomal incubation. HRMS coupled with these techniques significantly enhances the sen-
sitivity and selectivity of the GSH adduct screening. As demonstrated in Fig. 10C, isotope pat-
tern filtering in accurate mass almost completely removed interference ion species, leading to
much better selectivity of detection of GSH adducts of imipramine as compared to mass de-
fect filtering (Fig. 10B). It is worthy to mention that BS data processing is also very effective in
finding in vitro and in vivo GSH adducts [52].
4.3 In vivo metabolite profiling and identification

Biotransformation studies in animals and human are important in support of drug discov-
ery and development. Because of the extent of sample matrix complexity, unpredictable
I. Techniques for identifying and quantifying drugs and metabolites
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natures of metabolism reactions catalyzed by a verity of enzymes in different organs, and low
metabolite abundance in some biological samples such as plasma, in vivometabolite profiling
of nonradiolabeled drug candidates is perhaps the most challenging study among drug me-
tabolite identification tasks. Common ADME studies of drug candidates include correlation
of in vitro/in vivo metabolism, determination of major clearance pathways in animals, char-
acterization of major circulating metabolites and investigation of active or toxic metabolites,
which require excellent sensitivity, selectivity, and comprehensiveness for in vivo metabolite
profiling. Thus, some HRMS-based data acquisition and processing methods that are suited
for in vitro biotransformation experiments (Fig. 1) are no longer effective for the in vivo
metabolite profiling. For example, extracted ion chromatogram analysis to target predicted
molecular ions could potentially miss metabolites formed via unusual biotransformation
or multiple common metabolic pathways and generate false-positive signals from intense in-
terference ions. Isotope pattern filtering has excellent capability in finding unknowndrugme-
tabolites that contain chlorine or bromine atom(s) in very complex biological samples, but
a very few lead compounds and drug candidates have such unique structures or their metab-
olites from oxidative dehalogenation have no signature isotopic patterns. In addition,
searching for metabolite ions in MS/MS datasets of in vivo samples acquired via DDA or
DIA often led tomany false positives or negatives. Fortunately, three data-mining techniques,
named mass defeat filtering [27, 37, 46], BS [52, 54], and metabolomics analysis [62–64, 68],
work relatively well in finding both common and uncommon drug metabolites in complex
biological samples. Their capability for comprehensive detection of in vivo metabolites is
demonstrated by the similarity of the radioactivity profile of a test lead compound monkey
plasma (Fig. 11A) and LC-MS profiles from data processing using MDF (Fig. 11B) and BS
(Fig. 11C). Similar to BS, metabolomics analysis is capable of comprehensive and untargeted
detection of in vivo metabolites in a group of test samples, which are not present in control
samples (Figs. 7 and 8).

The ability to obtain comprehensive metabolite profiles without the aid of radiotracers is
an area of growing interest for identifying major human circulating metabolites in phase
I clinical trials to comply withMIST guidance. The first step of theMIST study is to determine
profiles and structures ofmetabolites in human plasma after single and/ormultiple dosing of
a drug candidate usingHRMS-based technology [5, 85–91]. Usually, a majority of metabolites
in human plasma are not visible in unprocessed LC-MS profiles so that data-processing tech-
niques capable of comprehensively detecting all metabolites regardless of their structures,
molecular ions and mass defects are highly desirable. BS algorithm is especially powerful
in detecting metabolites from first-in-human studies. As illustrated in Fig. 12, the BS data-
process effectively detected and identified themetabolites in human plasma after oral admin-
istration of 150mg ranitidine. Intense matrix ions dominate the unprocessed TIC of human
plasma, whereas the drug-related ions are almost invisible except ranitidine and ranitidine
N-oxide (Fig. 12A). BS significantly eliminated the majority of the matrix ions, leaving for
the most part only drug-related peaks (Fig. 12B). The simplicity and cleanliness of the
BS-processed data allow easy detection of the molecular ion of drug-derived material. As
shown in Fig. 12C, the molecular ion of a carboxylic acid metabolite (M1) at m/z 300.1382
was embedded among many other predominant endogenous ions and was barely detected
in the unprocessed mass spectrum. In contrast, this ion together with its in-source fragment
I. Techniques for identifying and quantifying drugs and metabolites
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ion by loss of carbon dioxide at m/z 256.1476 were the only ions with no interference after
applying BS (Fig. 12D).

Selectively and effectively acquiring MS/MS fragment data of in vivo samples “on-the-
flight” by DDA and DIA remains to be very challenging due to abundant ion interference
from complex biological matrices. The current common practice in the MS/MS acquisition
of in vivo metabolites is to use the accurate mass inclusion list-dependent acquisition for
the initial analysis of a sample based on predicated drug metabolites. However, the method
could miss metabolites formed in vivo via multiple metabolic pathways or unexpected bio-
transformation reactions through rearrangement, ring opening and contraction [92–96], etc.
Therefore, a second injection is often needed to acquire the MS/MS dataset of these metab-
olites that are not in the original inclusion list but are found late via postacquisition data min-
ing. Alternatively, a complete list of drug metabolite ions can be generated through
processing of a full-scan dataset (e.g., BS or metabolomics analysis), and subsequently be
added in the inclusion list-dependent experiment to get all MS/MS data at once. Although
DIA methods such as MSE and SWATH can be applied to metabolite profiling of in vivo
sample, MS/MS data of minor metabolites in the presence of large amounts of endogenous
components often have poor quality, which makes spectral interpretation very challenging.
As exemplified in Fig. 2, mass defect-dependent MS/MS acquisition works more effective
than other DDA or DIA methods for in vivo metabolite identification. However, this DDA
function is only available in TripleTOF instruments manufactured by AB Sciex. The recently
I. Techniques for identifying and quantifying drugs and metabolites
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FIG. 12 Detection and characterization of ranitidine metabolites in human plasma using LC-HRMS and data
mining by background subtraction (BS). Human plasma samples were collected in predose and 6-h postdose of
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displayed.
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introduced novel BE-DDA technology (Fig. 4A) appears to be a promising approach for fast
and selective MS/MS spectral acquisitions of in vivo samples.
5 Detection and structural characterization of traditional Chinese medicine
components in biological systems

Traditional Chinese Medicine (TCM) has been widely used for the prevention and treat-
ment of various diseases for more than 3500 years. The efficacy and safety of TCM are gen-
erally recognized to be associated with the chemical constituents of TCM including
prototypes and their metabolites in the circulation [97, 98]. To maintain TCM therapeutic ef-
fects, it requires the maximal plasma concentrations or overall exposure of individual phar-
macologically active components above certain thresholds in human, which are directly
related to the whole process of absorption, distribution, metabolism, and excretion. In addi-
tion, the understanding of exposure, metabolism, and disposition of herbal medicines is very
important to elucidate mechanisms of TCM-induced toxicity [99, 100]. ADME studies of a
small molecule drug in human and animal are usually carried out using a radiolabeled drug.
However, it is not practical or even feasible to usemultiple radiolabeled TCMprototype com-
pounds in an ADME study of a TCM product in animals or human. Thus, ADME research of
TCM has heavily relied on LC-MS technology.
I. Techniques for identifying and quantifying drugs and metabolites
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5.1 HRMS-based data acquisition techniques for profiling and characterizing
TCM components in biological samples

Usually, a few dozens of TCM parent components (prototypes) and metabolite compo-
nents with a verity of structures can be found in plasma, urine or feces samples after an oral
administration of a TCM product to animals or humans. Therefore, targeted DDA methods
based on predicted structural information, such as list-, mass defect-, isotope pattern-, and
neutral loss-dependent MS/MS acquisitions [101, 102] are not well suitable for the TCM com-
ponent analysis. Several research groups have tried to use untargeted DIA methods, includ-
ingMSE [103, 104] and SWATH [105–107], to automatically acquire fragment ion data of TCM
components in biological samples for structural confirmation of high abundant prototype
components or initial structural characterization of unknown major metabolites of a TCM
product. However, when concentrations of TCM components in a test sample are low or there
are significant interferences from endogenous materials, these DIA methods often generate
significants amount of false-positive and false-negative signals. Currently, a common practice
to acquire MS/MS spectral data of TCM components in biological samples is the use of the
inclusion list-DDAmethod to target TCM components that are found in the same samples in
the first step of postacquisition datamining. Inmany cases, the datamining to find TCM com-
ponents and sequential DDA to acquire their MS/MS spectral data are repeated for multiple
times for the detection and structural characterization of TCM components in a single sample,
which could take up to a few weeks. Recently a novel background exclusion DDA method
(Fig. 4) was introduced. Preliminary results from our laboratory suggest that this DDA tech-
nology holds a great promise for fast and automatic acquisition of MS/MS spectral data for
multiple TCM components in biological samples [101].
5.2 Targeted data-mining techniques applied to detection and identification
of in vivo TCM components

In the past 10 years, HRMS has become the single major LC-MS instrument for detection
and characterization of TCM components in the circulation and excreta of animals and
humans [108–112]. The first step of such an analysis is to comprehensively detect TCM com-
ponents in a biological sample. Targeted data-mining approaches have been utilized to search
for metabolites of individual TCM prototypes on the basis of mass defects (MDF) [113–120],
fragmentation patterns (NLF and PIF) [113, 114, 120, 121], ormolecular weight (EIC) [116, 118,
120] of predicted metabolites, which are similar to the approaches used for finding drug me-
tabolites (Fig. 1). For example, Jiang et al. found two parent compounds and 14 TCM metab-
olites in rat plasma and urine after an oral administration of Scutellaria-coptis extract [115] by
using a combination ofMSE acquisition andMDF. Geng and coworkers usedMDF processing
to find 57 prototype components and 77 metabolites in rat plasma after oral administration of
Xian-Ling-Gu-Bao capsule [108].

Since an herbal medicine can contain up to a few hundred of prototypes, searching for their
metabolites on the basis of their masses, mass defects, or product ions predicted from indi-
vidual TCM prototypes is truly time-consuming and labor intensive. Many TCMmetabolites
are formed via multiple steps of biotransformation so that their detection by targeted data-
mining tools often fail. In addition, detection of metabolites formed from a large number
I. Techniques for identifying and quantifying drugs and metabolites
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of TCM parent components using EIC or MDF with multiple targeted molecular weights and
mass defect ranges leads to many false positives from biological matrices. As an example
shown in Fig. 13, the TIC of a rat plasma sample after an oral administration of Xiao-Ke-
Wan that contains over 100 prototypes (Fig. 13A) showed a few TCM components and many
large endogenous interferences. Processing the rat plasma LC/MS data using schisandrol B (a
lignan) and puerarin (a flavonoid) as MDF templates revealed multiple metabolites of
schisandrol B and puerarin, but many endogenous components remained (Fig. 13B and
C). Much more false-positive signals would be generated when other prototype components
are used as mass defect filtering templates. Differentiating true TCM metabolites from the
false-positive components in the MDF-processed dataset would take very significant efforts.
5.3 Untargeted data-mining techniques for detection and characterization
of TCM components

In order to overcome the limitations of targeted data-mining techniques, untargeted data-
processing technologies have been recently applied to detection and identification of TCM
components in biological samples, including metabolomics analysis [122, 123] (Fig. 7) and
BS [58, 59, 110, 124] (Fig. 6B). Metabolomic approach is applicable to finding TCM compo-
nents with specificm/z values at specific retention times in a group of testing samples, which
are not present or have significantly lower levels in control samples. For example, Mi et al.
found 170 compounds in plasma, including 51 prototype constituents and 119 metabolites
after an oral administration of Dan Zhi Tablet by using cross-orthogonal partial least-squares
discriminant analysis (OPLS-DA) and UNIFI platform [122].

Similar to metabolite detection of a small molecule drug, the BS data processing can elim-
inate the interference from endogenous components and background noises in complex bi-
ological samples and visually display TCM components in the processed LC-MS profiles
regardless of their molecular weights, mass defect values, isotope patterns, or fragmentation
pathways. The effectiveness of BS in finding TCM components has been demonstrated in a
study of ADME of AF-XXMD, the active component of Xiao-Xu-Ming decoction [59], in rats.
As shown in Fig. 14A, an unprocessed LC-HRMS profile of a rat plasma sample collected at
75min after dosing AF-XXMD showed several intensive endogenous components and high
levels of background interferences with one AF-XXME-related component H56. The BS data-
processing removed a majority of endogenous peaks and significantly reduced the back-
ground noise levels. As a result, many minor AF-XXMD-related components were revealed
in the processed LC/MS profiles (Fig. 14B and C). Compared to targeted data mining tech-
niques, untargeted processing tools are much more effective in finding TCM components in
complex biological samples in terms of speed, selectivity, and comprehensiveness.
5.4 LC-HRMS-based techniques for determining metabolic pathways
of individual TCM components

Another analytical challenge faced in the study of metabolism and disposition of a TCM
product in animals and human is characterization of metabolic pathways of individual TCM
parent components and/or the formation pathways of individual TCM metabolites, espe-
cially when dealing with a large number of TCM components in vivo. A common practice
I. Techniques for identifying and quantifying drugs and metabolites
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to determine metabolic pathways of individual TCM components is dosing an isolated single
TCM component to an animal species followed by profiling and identification of metabolites
of the component in plasma, urine, and feces/bile. This approach can directly acquire met-
abolic pathway information of a single TCM component; however, it is extremely labor-
intensive and time-consuming if a TCM product contains a large number of parent compo-
nents. On the other hand, several research groups have explored methodologies to determine
metabolic pathways of individual TCM components after administration of a TCM product
to animals or humans [125, 126] using various methods or techniques. One of the data-
processing techniques to link metabolites to individual prototype components is mass spec-
tral trees similarity filter (MSTF), which can perform automatically comparisons of MS/MS
spectral data of all prototype components with those of detected metabolites. As shown in
Fig. 15A and B, a metabolite (M29) was detected in rats after AF-XXMD administration,
and a mass spectrometric dendrogram was established based on its multistage MS/MS data
[59]. By comparing the mass spectrometric dendrogram of M29 with the mass spectrometric
library of AF-XXMD prototype components (constructed by collecting multilevel data of pro-
totype components in liquid medicines), three prototype components (H35, H25, and H56)
(Fig. 15C) were found to be related to M29, whose scores were higher than 650, indicating
high correlation (Fig. 15D). The follow-up biotransformation matching analysis found that
the molecular ion of M29 at m/z 483.1493 was 176Da greater than that of H56. Therefore,
M29 was identified as a glucuronide metabolite of H56. By using this data-processing ap-
proach, the correlations of all metabolites found in vivo to individual prototype components
were established, which led to the assessment of the formation pathways of a majority of
AF-XXMD metabolites in rats. Furthermore, connecting metabolites with their prototypes
based on the spectral similarity and biotransformation knowledge greatly facilitated struc-
tural characterization of XXMD metabolites in urine, feces, and bile samples.

5.5 A comprehensive analytical strategy for study of exposure, metabolism,
and disposition of TCM components

Recently, a generic LC-HRMS analytical strategy for detection of TCM components and
characterization of structures and formation pathways of TCM metabolites in vivo has
been established [118]. As illustrated in Fig. 16, the first step is to acquire accurate full MS
datasets of a test sample and a control sample. The BS processing is then applied to reveal
TCM components in the test sample. The TCM prototype components in the test sample
are recognized by comparing the TCM component profile of the dosing solution with that
of the test sample. MS/MS spectral data of the detected TCM components are acquired using
a combination of intensity- and inclusion list-dependent acquisition methods with multiple
injections. Identities of individual prototype components are confirmed by comparing their
MS/MS spectra and retention times with those of prototype components in the dosing solu-
tion or synthetic standards. Structures and formation pathways of individual TCM metabo-
lites are characterized based on spectral interpretation, biotransformation matching, mass
defectmatching andMS/MS spectral similarity analysis. In addition, themetabolism and dis-
position knowledge of known prototypes in the literature is utilized to facilitate TCMmetab-
olite characterization. Results from a few pilot studies demonstrated the usefulness of this
analytical strategy in investigating metabolism and disposition of TCM in animals and
humans [101] although continuous improvements are needed.
I. Techniques for identifying and quantifying drugs and metabolites
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6 Conclusion and future perspectives

HRMS has revolutionized the way that we tackle the task of detecting and profiling drug
metabolites in complex biological samples. This chapter has described HRMS-based data ac-
quisition and data-mining techniques for drug metabolite profiling and characterization.
Applicability of the HRMS technology in common biotransformation experiments conducted
in the pharmaceutical industry is discussed with respect to purpose, requirements of these
experiments, and unique advantages of individual HRMS techniques. Multiple real-life ex-
amples are included to demonstrate the usefulness of HRMS techniques in performing me-
tabolite profiling and characterization experiments to support lead optimization, selection of
toxicology species, screening for bioactivation, mass balance studies for regulatory submis-
sion, and evaluation of MIST. Furthermore, current applications of HRMS-based technology
in profiling and characterization of TCM components in vivo samples from ADME studies in
animals and humans are also reviewed.

In the past 20 years, several novel or improved data-mining methods, including mass de-
fect filtering, BS, isotope pattern filtering, and accurate mass extracted ion chromatographic
processingmethod, have been introduced. In addition, the utility of newly developedHRMS-
based DDA and DIA acquisition technologies, such as mass defect- and isotope pattern-
dependent method, MSE and SWATH, in drug metabolite profiling have been fully demon-
strated. Each of the HRMS instruments from different manufacturers has its own set of
I. Techniques for identifying and quantifying drugs and metabolites
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unique acquisition methods and data-processing tools. For example, MDF-dependent and
SWATH acquisition are only available with AB Sciex TripleTOF instruments, while MSE is
equipped in Water’s Q-TOF instruments and all-ion-fragmentation and background exclu-
sion DDA are available in Thermo orbitrap instruments, respectively. There are always mul-
tiple ways to accomplish the same biotransformation task with different HRMS instruments
although their utility and limitation vary greatly when applying to different biotransforma-
tion experiments.What is remaining for biotransformation scientists is to develop an in-house
analytical strategy and best practice based on the applicability of HRMS data acquisition and
data-processing tools available in their labs and special needs of individual biotransformation
experiment to be carried out.

HRMS technology may be approaching its maturity with respect to performing drug me-
tabolite profiling and characterization; however, its applications in certain areas of drug me-
tabolism research still need further improvements of technology for speed and accuracy of
detection and identification of complex metabolism. One such application is in studying me-
tabolism and disposition of herbal medicine in vivo. The currently available data acquisition
methods are not suited for automatically recording MS/MS spectral data of unknown TCM
components in complex biological samples although BS and metabolomics analysis show
some promise in detecting metabolites. Improvement of the analytical throughput and pro-
ductivity in conducting biotransformation studies of lead components and drug candidates is
another area that requires continuous efforts. For example, mass spectral interpretation is still
one of bottlenecks in drug metabolite profiling although a few software packages are com-
mercially available. Software-assisted data acquisition, processing, and interpretation are ex-
tremely valuable and will continue to play a pivotal role.

It is expected that the scope ofHRMS applications to drugmetabolism research in the phar-
maceutical industry will be expanded rapidly: from classical small-molecule drugs to new
drug platforms or modalities, such as antibody-drug conjugates, covalent drugs, macrocyclic
peptides, RNA-targeting therapeutics, and biologics. Metabolism and disposition studies of
these newmolecules represent great analytical challenges as well as new opportunities to de-
velop new HRMS technology. On the other hand, the focus of small-molecule identification
by HRMS will be shifted from drug metabolites to other unknown xenobiotics, such as sport
enhancement drugs, pesticides, drugs of abuse, and forensic chemicals. Unlike drug metab-
olites, the molecular weighs, mass defects, isotope patterns, and fragmentations of these to-
tally unknown xenobiotics are not predictable. Thus, detection and identification by HRMS
have to rely on untargeted data acquisition and data-mining techniques such as background
exclusion DDA, BS and metabolomics analysis, since a majority of the HRMS-based data ac-
quisition and processingmethods used for drugmetabolite profiling are no longer applicable.
Certainly, the unknown xenobiotics identification is a new analytical frontier that requires
and will lead to breakthrough HRMS technology.
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1 Introduction

Since drug metabolites can contribute to efficacy or be involved in drug toxicity, access to
major and/or disproportionate metabolites is critical to ensure adherence to regulatory
guidelines issued by the European Medicines Agency (EMA) [1] and the US Food and Drug
Administration (FDA) [2]. Identification and characterization ensure not only rigorous safety
evaluation of significant metabolites but can also be leveraged to expand patent coverage and
reveal superior potency, reduced side effects, or improved physical properties compared to
the parent drug. In some cases, a metabolite will turn out to be a superior drug candidate or
may supersede the original parent drug [3], recognition of which is exploited by some phar-
maceutical companies, where metabolism-guided late-stage oxidation is routinely built into
late-stage functionalization programs [4–6].

In the drug development process, authentic human drug metabolites are required for
structure elucidation, as analytical reference standards and for pharmacology/toxicology
testing. The identification of small amounts of metabolites has been facilitated by the increase
in sensitivity of modern NMR instrumentation and software, notably cryoprobe technology,
whereby full heteronuclear two-dimensional data sets can be generated using tens of
micrograms of reasonably pure material. Such a step change in sensitivity enables scientists
to submit sample amounts of metabolites that were previously considered too low for full
structure elucidation. This technology, coupled with quantitative NMR (qNMR), has wid-
ened the options and changed the scale of processes that can be employed for producing me-
tabolites for definitive MetID [7]. While it is possible to quantify metabolites using NMR
techniques, validated clinical bioanalytical methods still require weighable, milligram
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120 4. Methods for metabolite generation and characterization by NMR
amounts of purifiedmetabolites for use as reference standards, and preclinical pharmacology
and toxicity testing can also require multigram quantities of metabolites for on- and off-target
evaluation. Where projects require milligram to gram amounts of metabolites for biological
testing and/or toxicological evaluation, productionmethods need to be scalable to deliver the
required amounts.

There are multiple scalable options available for producing metabolites through both
chemical and biological routes [8] and summarized in Fig. 1.

The preparation of metabolites can sometimes be achieved by chemical synthesis, includ-
ing challenging stereospecific synthesis [9]. This can be accomplished either via direct mod-
ification of the drug candidate or via modified intermediates in the synthetic pathway,
however alternative methods may be required if poor reaction yields, severe reaction condi-
tions or unwanted by-products are encountered. Equally, constraints on organic chemistry
resource can mean that investing significant time in chemical synthesis of metabolites may
not always be the best route, particularly in cases where the structure of the metabolite is
not known, and where multiple isomers need to be made.

Access to metabolites through direct biological methods that involve incubation of the
drug with matrices such as liver fractions, recombinant enzymes, or microbial cultures, as
well as direct purification of metabolites from biological matrices are also proven solutions.
For difficult-to-synthesize drug metabolites with the possibility of several regio- or stereoiso-
mers, biological approaches are generally employed to minimize costly and sometimes time-
consuming speculative synthesis of all possible structures. Sometimes a suite of metabolites is
accessed using a combination of both chemical and biological routes, as described in a recent
paper by scientists at Janssen,Merck &Co, andHyphaDiscovery [10]. Both phase I and phase
II primary single-step and secondary human metabolites can be readily made via surrogate
biological routes including the generation of aromatic and aliphatic hydroxylated metabo-
lites, as well as conjugates such as glucuronides and sulfates. Additionally, metabolites made
by gut microbiota can also be accessed [11].

Although the need to produce and evaluate phase I metabolites has been recognized for
some years, the growing prevalence of glucuronidation-mediated clearance relies on active
transport for movement across biological membranes, which increases the likelihood of
transporter-mediated interactions, as recognized by three large pharma companies [12],
and cited by the FDA in 2017. Innovations in medicinal chemistry and drug design, together
Drug 
metabolites 

•Chemical synthesis (de novo, via
intermediates, direct deriva�za�on)

•Biomime�c catalysts, e.g., metalloporphyrins
•Electrochemistry

Chemical 
routes

•Liver frac�ons/microsomal prepara�ons
•Whole cell microbial biotransforma�on
•Recombinant enzymes, e.g., rCYPs
•Purifica�on from excreta/plasma

Biological 
routes

FIG. 1 Commonly used routes to access drug metabolites.
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with recent strategies in pharma companies to reduce CYP mediated liabilities, are resulting
in an increasing number of drug candidates eliminated via conjugative metabolism. Phase II
conjugates, of which glucuronides are the most prevalent, can sometimes be the cause of
drug-drug interactions (DDIs), including the inhibition of transporters and CYPs in vivo.
For example, the major acyl-glucuronide of gemfibrozil is an irreversible potent inhibitor
of CYP2C8 and the human organic anion transporting polypeptide 2 (OATP2) [13, 14].
Indeed, Ma et al. state that glucuronidation could be a potential liability due to glucuronides
of drugs that are classified as strong CYP2C8 inhibitors by the FDA [14]. These
glucuronidation-linked liabilities are a trend that has been observed for some recently regis-
tered drugs and their metabolites, e.g., the first approved sodium/glucose cotransporter 2
inhibitor canagliflozin [15]. Studies to determine the interaction of glucuronides with multi-
ple different transporters create a need to access multimilligram quantities for understanding
the impact of conjugated metabolites in the clinic and any resulting DDIs.
2 Methods for scaled-up production of drug metabolites

Examples of different methods employed for producing metabolites are illustrated
through the following sections with representative examples.
2.1 Chemical synthesis

When considering options to obtain metabolite standards, classical organic synthesis is
often the first option, depending on the nature and complexity of the drug candidate and
structure of the target metabolite. Indeed, the synthesis of some metabolites can be facile,
for example, N- or S-oxides of parent drugs, which can sometimes be made conveniently
in a single step by treatment with commercially available oxidizing reagents, such as meta-
chloroperoxybenzoic acid or hydrogen peroxide [16]. Similarly, N- or O-dealkylations can,
in select cases, be achieved quickly in one step as in the example of N-demethylation of
GSK-372475, a serotonin-, norepinephrine-, dopamine-reuptake inhibitor (SNDRI), by treat-
ment with ethyl chloroformate [17]. Such facile chemical transformations are, however, only
possible where the site of oxidation or dealkylation is reactive and the reactants are inert to
other functional groups.

In other cases, metabolite generation is somewhat involved and requires lengthy and com-
plex syntheses, to deliver even minor structural changes to the original molecule. It may be
possible to leverage existing chemical synthetic routes and/or intermediates to afford less
arduous access to the metabolite. If de novo chemistry is required, weeks to months of
synthesis effort is often required for each metabolite during a period where timely confirma-
tion of metabolite structure may be paramount to developing an underlying safety and phar-
macology strategy.

2.1.1 Synthesis of phase I oxidized metabolites

Chemical synthesis is often challenging where insertion of oxygen at unactivated carbons in
complex molecules is required, or where metabolites have specific regio- or stereochemistry.
I. Techniques for identifying and quantifying drugs and metabolites
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Genovino et al. investigated a wide range of CdH oxidation methods developed by several
research teams for metabolite production using three drug compounds with limited success
and concluded that the methods were unable to affect oxidation of complex pharmaceutical
compounds [18]. They recommended that advances in this area would require the develop-
ment of new catalytic reactions that tolerate common structural features of drugs such as
the presence of basic nitrogen.

Particularly challenging is selective oxidation of unactivated C(sp3)dH bonds, synthetic
methods for which are a future need in metabolite synthesis with the growing trend toward
decreasing the number of aromatic rings in drugs and impetus for incorporating aliphatic
moieties in drugs to increase molecular complexity [18].

Many chemical conditions to oxidize benzylic CdH bonds exist, however; many of these
reactions are incompatible with basic functionalities which are ubiquitous in drugs [18].
Recently, new promising methods have emerged including the nondirected iridium-
catalyzed borylation of primary benzylic CdH bonds and nondirected potassium
tert-butoxide-catalyzed silylation of benzylic CdH bonds [19, 20].

Chemical oxidation of C(sp2)dH bonds is a common occurrence in the formation of me-
tabolites, however, many reported synthetic oxidation methods use simple substrates [18].
Indirect methods using CdHborylation andCdH silylation followed by hydroxylation have
high functional group tolerance and have been exploited for producing drug metabolites,
such as demonstrated for the iridium-catalyzed CdH silylation of desloratadine at a known
phenolic metabolic soft spot using optimized reaction conditions, resulting in a yield of 78%
of the desired phenol [21]. In contrast, Borgel et al. have proposed a strategy for accessing
phenol metabolites of highly functionalized arenes via the formation of aryl mesylates using
bis(methanesulfonyl)peroxide as the oxidant followed by conversion to the phenols [22].

There are few reported synthetic systems for the oxidation of amine α-CdH bonds to yield
either amides or N-dealkylated metabolites [18], even though tertiary amines are commonly
encountered in drugs. However, a scalable two-step sequential N-formamide formation/hy-
drolysis solution was developed for oxidation of amine motifs using a copper iodide salt and
oxygen and resulting in the demethylation of drugs such as clomipramine, venlafaxine,
rivastigmine, tamoxifen as well as oxidation of thenalidine and the fluroquinolone antibiotic
levofloxacin [23, 24]. Piperazine moieties in drugs can also be oxidized using this method to
generate 2,3-diketopiperazine metabolites of drugs such as aripiprazole and trazodone.

2.1.1.1 Example: Synthesis of multiple oxidized metabolites for bioactivity testing

Eight oxidized metabolites of AMG 221, a clinical candidate previously in trials for the
treatment of type 2 diabetes, were chemically synthesized to obtain enough material for de-
termination of bioactivity and pharmacokinetics [9]. Structures of the metabolites had previ-
ously been elucidated using material obtained from microsomal incubations or rat urine
following a single dose administration of AMG 221. The metabolites were chemically synthe-
sized via two routes using achiral norbornyl diol and thiazolone intermediates and
employing chiral chromatography to separate the stereoisomers. All of the metabolites
showed activity in the biochemical assaywith three possessing potencies similar to the parent
compound AMG221. Two of these had lower in vivo clearance than the parent compound
resulting in one of these metabolites being taken forward for further evaluation due to its
higher bioavailability. See Fig. 2A.
I. Techniques for identifying and quantifying drugs and metabolites
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FIG. 2 (A) Structures of metabolites of AMG 221, an inhibitor of 11β-hydroxysteroid dehydrogenase type
I (11β-HSD), synthesized by Li et al. [9]. Several metabolites had biochemical potency similar to the parent compound
(1) with metabolites 2 and 3 having in vivo clearance less than (1). IC50 values were determined from a whole-cell
assay using CHO cells overexpressing human 11β-HSD. *Stereochemistry was arbitrarily assigned. (B) Structures
of active metabolites of clopidogrel, synthesized by Shaw et al. using a stereocontrolled route [25].
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2.1.1.2 Example: Synthetic routes to active metabolites of clopidogrel

Shaw et al. explored various routes and demonstrated three orthogonal methods for the
preparation of all bioactive metabolites of the prodrug anticoagulant clopidogrel [25].
Clopidogrel is bioactivated by CYPs in vivo to 4-mercapto-3-piperidinylidene acetic acid de-
rivatives via 2-oxoclopidogrel. Synthesis of the metabolites permitted unambiguous assign-
ment of stereochemical configuration for each metabolite, as well as providing substantial
quantities of material for understanding the in vivo activities of the drug (see Fig. 2B).
2.1.2 Synthesis of phase II conjugated metabolites

The most common phase II (conjugate) metabolites requiring structural or quantitative
analysis, or pharmacological/toxicological evaluation are glucuronides. Access to
I. Techniques for identifying and quantifying drugs and metabolites
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glucuronides using chemical synthesis has generally improved over the last two decades, as
documented in reviewpublications by Stachulski in 1998 [26]. However, the author states that
gram-scale synthesis of glucuronide metabolites is still challenging for all but the simplest
cases, and as an example, glucuronides of hindered secondary alcohols can be particularly
difficult to make. Additionally, many acyl glucuronides display low stability and are prone
to both isomerization and hydrolysis during their synthesis and purification. Besides the
synthetic challenges surrounding the preparation of acyl glucuronides, it is our experience
that N-glucuronides present the greatest challenge to organic chemists, both due to the chal-
lenge of selective glucuronidation of the nitrogen atom in question and to the subsequent
selective removal of any required protecting groups while keeping the glucuronide conjugate
intact. As a result, incubations with liver fractions or microbes are sometimes considered the
preferred strategy as a pragmatic and time-saving alternative. Stachulski’s 2013 publication is
a useful, comprehensive reference for the production of alkyl/phenyl O-glucuronides, acyl
glucuronides and selected N-glucuronides, and should be consulted first by those looking
to assemble different options for the chemical synthesis of glucuronides [27].

General methodologies for the preparation of sulfate ester compounds have been reported
as recently exemplified by the development of a method utilizing tributylsulfoammonium
betaine as a general agent for generating sulfate esters of compounds with diverse alcohols,
including natural products [28]. This paper also provides an excellent review of different syn-
thetic approaches for the preparation of organosulfates. Among them is a microwave-based
synthetic route capable of per-sulfating multiple hydroxyl groups [29]. Literature reports
I. Techniques for identifying and quantifying drugs and metabolites
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specifically describing the synthesis of sulfated metabolites are generally scarce. An example
was reported by Hoshino et al. who described the stepwise and challenging synthesis of
mono-, di-, and tri-sulfated metabolites of resveratrol, which necessitated selective
TBDMS-protection of the three hydroxyl groups [30]. Each of the publications cited above
mentions the difficulty associated with the increased aqueous solubility of the target sulfates,
the consequence of which is the inability to use organic solvents to separate target compounds
from aqueous-soluble reagents, instead, requiring the use of aqueous separation techniques
and ion-exchange chromatography.

The last type of conjugated metabolite considered here is glutathione (GSH) conjugates.
The conjugation of GSH can be reasonably simple when sufficiently reactive moieties are
present in the parent molecule, as described by Pernice et al. who prepared several GSH-
conjugates by the reaction of the substrate with GSH in buffer for 1h [31]. However, the need
for GSH conjugates more frequently arises due to the formation of reactive intermediates.
A successful two-step strategy to synthesize such metabolites is to prepare the phase
I intermediate enzymatically, or through incubation with liver fractions, and to trap the re-
active intermediate in situ with an excess of GSH. This approach is suitable for the production
of lowmg amounts of GSH conjugations for definitive structural identification, which is usu-
ally the reason for the preparation of such metabolites.
2.2 Biomimetic chemistry

Knowledge of the mechanism of CYP oxidation of xenobiotics has led to the development
of biomimetic reagents which simulate these reactions. The biomimetic system is generally
composed of a reactive metal-oxo moiety (typically iron-, manganese-, or copper-based)
stabilized by suitable ligands (e.g., porphyrins).

Metalloporphyrins have been utilized as biomimetic catalysts to generate cytochrome P450
mediated metabolites although it has been reported that they can lack the regio- and stereo-
specificity that is a key feature of biological enzymatic processes [32]. However, White and
Zhao have reported that fine-tuning a Fe(PDP)-catalyst generally allows greater control of
the site of oxidation in a compound, although undertaking these in drugs containing aromatic
systems, nonbasic heterocycles, and olefins remains a challenge [33].

Biomimetic agents have been used successfully to generate several oxidized derivatives
such as those reported by Fodi et al. who used an iron porphyrin catalyst in the production
of metabolites and/or oxidation products of 43 different drug substances [34]. In the case of
the biomimetic oxidation of amiodarone, the high quantity and purity of the targeted metab-
olites as well as new oxidation products enabled detailed NMR spectroscopic studies.

In their review of the application of transition metal-catalyzed CdH oxidation to access
drug metabolites, Genovino et al. proposed the screening of susceptible substrates with
different metalloporphyrin complexes, five oxidants, and two solvent systems to establish
suitable conditions for metabolite production [18]. Several examples are given in which
classical biomimetic catalysts were able to selectively oxidize activated CdH bonds in drugs,
some of which were also in vivo metabolites. Three oxidized products of the antidepressant
antalarmin formed using optimized porphyrin-based biomimetic oxidation is shown in Fig. 3.
It is not known if these derivatives correspond to in vivo metabolites [18].
I. Techniques for identifying and quantifying drugs and metabolites
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Biomimetic kits such as those supplied by HepatoChem are composed of a series of organ-
ometallic catalysts, including metalloporphyrins, mimicking cytochrome P450 enzymes to
undertake aliphatic hydroxylation, N- and O-dealkylation, N- and S-oxidation, formylation
as well as cleavage and rearrangement products. When a reaction condition is identified
to give the desired product, it can subsequently be optimized and then scaled-up to produce
mg quantities of metabolites for structure elucidation.
2.3 Electrochemistry

Electrochemistry (EC) has been used to mimic a variety of phase I oxidation reactions
through applying a specific potential for a precise time to the drug compound in an electro-
chemical cell, frequently coupled to amass spectrometer (EC-MS) and optionally also a liquid
chromatography system (EC-LC-MS), the latter allowing for separation of isobaric products
and characterization of stable oxidation products.

Jurva and Weidolf evaluated the technique for the generation of direct EC oxidation
reactions and concluded that some, but not all, metabolic pathways can be mimicked by
I. Techniques for identifying and quantifying drugs and metabolites
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EC oxidations but not all EC-oxidation products weremetabolically relevant in biological sys-
tems [35]. Also, EC oxidations occurring on traditional electrode surfaces are typically not
enantiospecific and often racemic oxidation products are obtained [35]. Few reports exem-
plify the use of the technique for generating other metabolites, but simulation of phase II re-
actions, including conjugation with glutathione, have been shown [36, 37].

Johansson et al. [38] reported that electrochemistry oxidation systems mimic benzylic
hydroxylation, hydroxylation of aromatic rings containing electron-donating groups,
N-dealkylation, S-oxidation, dehydrogenation, and less efficiently N-oxidation and
O-dealkylation. Further, the electrochemically assisted Fenton reaction can mimic aliphatic
hydroxylation, benzylic hydroxylation, aromatic hydroxylation, N-dealkylation, N-oxida-
tion, O-dealkylation, S-oxidation, and dehydrogenation. The porphine system mimics all
types of reactions although the yields are reportedly low for some reactions. In their evalu-
ation, Jurva andWeidolf concluded that the EC technique is generally suitable for the synthe-
sis of stable metabolites involving N-dealkylation, S-oxidation, P-oxidation, and
hydroxylation of electron-rich aromatic rings. However, they recommended that other sys-
tems such as cytochrome P450 enzymes were used to generate metabolites originating from
other types of hydroxylation, including aliphatic, aromatic, and benzylic hydroxylations [35].

Electrochemistry has also been applied to investigate reactive metabolites, however, Jurva
andWeidolf concluded that it could not predict the risk for reactive metabolite formation and
cannot currently replace biological in vitro experiments [38]. This was in part because epox-
ides are not formed by direct EC oxidation and in their experience evaluating over 2000 com-
pounds, epoxides on various aromatic systems were the most common origin of observed
glutathione adducts [36].

Scale-up of electrochemical reactions to generate milligram amounts of metabolites has
been achieved although it has been reported that the absolute yield of metabolites is low,
requiring careful adaptation of the ECmethod [39] and care must be taken not to over-oxidize
the parent molecule to yield unwanted products [10]. Gul et al. conclude that for most me-
tabolites, electrosynthesis needs to be improved by at least an order of magnitude in absolute
yield to reach multimilligram amounts for follow-up studies. However, with the implemen-
tation of recent techniques such as the use of a preparative microfluidic electrosynthesis
system, several drug metabolites were produced at yields of up to 100mg [40].
2.3.1 Example: Production of CYP1A1 and CYP1B1-mediated amodiaquine
metabolite M2 by electrochemistry

Johansson et al. were able to mimic the metabolic oxidation of the antimalarial drug
amodiaquine, withdrawn from the market as a prophylactic due to severe side effects [41].
Metabolism of amodiaquine is mediated by CYP1A1 and CYP1B1, which catalyze the forma-
tion of an aldehyde metabolite (M2) thought to be responsible for some of the toxicities of the
drug through the subsequent formation of a CYP-mediated reactive metabolite. M2 was gen-
erated by a two-step ECmethod from amodiaquine, as shown in Fig. 4. However, three of the
enzymatically generated metabolites originating fromM2 were not formed in the EC system,
illustrating that, in this example, prediction ofmetabolic fate using EC alonewould have been
misleading [35].
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2.4 Mammalian tissue fractions

Alternatives to chemical synthesis take advantage of the ability to generate metabolites
using in vitro biological systems such as S9 fraction preparations or microsomes from liver,
intestinal, or other tissues derived from a variety of mammalian species [42, 43]. Due to the
advances in NMR spectroscopy using cryoprobe technology, even tens of microgram
quantities of metabolites from scaled-up microsome incubations are sufficient to confirm
structures by NMR spectroscopy. This is important for ensuring the correct metabolite has
been made that matches to a clinical sample.

A current factor influencing the use of liver subcellular fractions or hepatocytes to generate
sufficient quantities of metabolites for characterization is the increasing incidence of slowly
I. Techniques for identifying and quantifying drugs and metabolites
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metabolized drugs. Due to the loss of activity of drug-metabolizing enzymes in these systems,
a robust metabolic response for low turnover drugs cannot be obtained in the time period,
particularly for secondary metabolites (metabolites more than one biotransformation step
from the parent drug). Alternative longer incubation hepatocyte systems such as the
HepatoPac and Hurel coculture systems provide a solution [44] although this is only useful
for generating small amounts of metabolites.

While sufficient quantities ofmetabolites can often be isolated for structure elucidation, the
drawback, where greater quantities are required for biological evaluation, can be scalability.
Limitations of in vitro scaling with microsomes or hepatocytes include saturation of the
enzyme system, large volumes required at relatively low drug concentrations, mixing and
mass transport issues as well as large-scale specialist equipment required to handle large
sample processing volumes. Cost may also be a factor where large quantities of hepatocytes
or microsomes, together with their cofactors, are needed for scale-up, as well as the ethical
concerns associated with the use of human and animal material.

2.4.1 Example: Species-dependent regioselective hydroxylation of drugs

In the 2019 paper by Uehara et al., metabolites of the antiarrhythmic drug propafenone
were investigated [45]. Liver microsomes from humans and marmosets preferentially medi-
ated propafenone-5-hydroxylation whereas minipig, rat, and mouse liver microsomes
primarily mediated 40-hydroxylation. They found that carbon-40 of propafenone docked fa-
vorably into the active site of rat CYP2D6, based on an in silico model, whereas the
carbon-5 of propafenone docked into human CYP2D6. Regioselective biotransformations
in tissue fractions from different species are thus important to consider when generating
metabolites, emphasizing the need to generate a sufficient amount of material for definitive
metabolite identification.
2.5 Whole-cell microbial biotransformation

Microbial synthesis is often used as a contingency should chemical synthesis fail to provide
a target metabolite, or as an option ahead of chemical synthesis due to the complexity and
number of target metabolites [10]. The advantage of microbial biotransformation over other
approaches is that prior optimization is generally not needed and scale-up is economic,
affording both phase I and II metabolites from a wide range of substrates. Microbes are often
employed to access difficult-to-synthesize metabolites since they are capable of generating
both phase I and II metabolites at the same time, including those derived frommultistep path-
ways, andwhere access to a suite of differentmetabolites is of interest. They are also an ethical
alternative, as well as the use of cloned enzymes, to mammalian tissue for generating larger
quantities of metabolites.

Since the suggestion in 1975 that microbes could be used to produce human metabolites of
drugs [46], there have been many reports of the use of wild-type strains of actinomycete bac-
teria and fungi, and recombinant strains expressing biotransformation enzymes to produce
metabolites of xenobiotics, as referenced in the paper by Salter et al. [10]. Many reviews have
included a description of strategies for scaling up the production of metabolites by microbial
I. Techniques for identifying and quantifying drugs and metabolites
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biotransformation [8, 47–49] although there are fewer published examples of the use of mi-
crobial biotransformation to solve metabolite issues as and when they occur in drug devel-
opment programs [10, 11, 50].

The ability of wild-type microbes to mimic mammalian metabolism is linked to their
expression of a wide range of drug-metabolizing enzymes, including cytochrome P450
monooxygenases and conjugating enzymes such as aryl sulfotransferases, glutathione
S-transferases, and UDP-glucuronosyltransferases [51]. It is also possible to find microbial
homologs of mammalian metabolic mechanisms that are becoming more prevalent due to
an increasing tendency to avoid or reduce cytochrome P450 metabolism in drug design: class
B flavoprotein monooxygenases from microbes have been shown to produce mammalian
flavin-containing monooxygenase-derived drug metabolites [52], while aldehyde oxidases
(AOs) are also known to be produced by microbes [53, 54].

A panel of microbial strains is usually screened for the ability to produce themetabolites of
interest followed by scale-up to afford milligram to gram quantities. It is possible to improve
the degree of conversion through manipulation of the fermentation parameters, such as
oxygenation, medium composition, and harvest times. One common strategy to improve
the amount of product per volume is to increase the concentration of the parent substrate.
Where this can be achieved without overly compromising the percentage conversion,
multigram quantities of metabolites can be accessed through a multibatch shake-flask
production format of 100L or less, sufficient to service toxicology studies [10]. Conversely,
inhibition of biocatalytic enzymes by the parent substrate or the products thereof may limit
yields of conversion, which can be alleviated by lowering the dose of the parent substrate.
Since microbial fermentation can generate multiple metabolites, as well as produce native
compounds, extra purification steps may be needed when purifying metabolites from this
matrix.

The ability of microbes to biotransform drugs into metabolites has also been exploited
through the use of immobilized microbial systems. Quinn et al. described the production
of drug metabolites using the fungus Cunninghamella elegans, immobilized either in alginate
or as a biofilm, for semicontinuous production of hydroxylated drug metabolites through
repeated addition of drug and rejuvenation of the fungus [55]. Amadio also described immo-
bilization of a dense network of hyphae of C. elegans in a polysaccharide matrix to form a
biofilm which rapidly transformed flurbiprofen to hydroxylated metabolites, as well as
retaining transformation efficiency over time [56].

The following two examples illustrate the application of whole-cell microbial biotransfor-
mation for the production of drug metabolites.
2.5.1 Example: Accessing disproportionate human metabolites for toxicology studies

In this case study, a disproportionate mono-hydroxylated metabolite (M27) of ingenol
disoxate, originally under development by LEOPharma, was formed in humans.MetID stud-
ies using LC-MS/MS failed to determine the point of hydroxylation in the metabolite. Defin-
itive identification of the position of hydroxylation in the metabolite M27 was achieved via
microbial biotransformation, and milligram quantities purified for bioanalysis requirements
after structure elucidation by NMR. A subsequent request by the FDA to undertake in vitro
studies to assess the DDI potential of the metabolite was facilitated by scaling up the reaction.
I. Techniques for identifying and quantifying drugs and metabolites
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In total, over half a gram of this chemically intractable metabolite was made using microbial
biotransformation [57].

2.5.2 Example: Accessing multipathway-derived metabolites

In vivo human metabolism of Incyte’s investigational drug epacadostat (EPA) forms three
major circulating metabolites from both primary and secondary pathways [11].
Glucuronidation of EPA forms M9, the dominant metabolic pathway, in conjunction with
the formation of an amidine M11 and an N-dealkylated metabolite, M12, as shown in
Fig. 5. EPA is metabolized by gut microbiota resulting in M11, which is absorbed and further
modified by CYP enzymes to form the secondary metabolite M12. Microbial biotransforma-
tion provided a route to access all three human metabolites, where different strains and dos-
ing regimes were found to be optimal for the production of each metabolite. M12 was
straightforward to synthesize chemically and thus was not accessed via microbial biotrans-
formation. Scale-up of the most productive biotransforming strains for M9 and M11 enabled
the supply of 112mg of the glucuronide and 69mg of the gut metabolite at 95% purity. The
metabolites were used for structural confirmation and as analytical standards, as well as for
further characterization of metabolic pathways since M9 is deconjugated in the gut allowing
for parent recirculation, and M12 is a product of M11.
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2.6 Recombinant enzymes

2.6.1 Cytochrome P450 enzymes

Recombinant cytochrome P450 enzyme systems, derived from eithermammalian ormicro-
bial origins, are capable of synthesizing human metabolites on a preparative scale, catalyzing
a variety of actions including hydroxylation, epoxidation, N- and O-dealkylation and Bayer-
Villiger oxidation. Human enzymes relevant to drug metabolism have been cloned into a va-
riety of different hosts including Escherichia coli, the yeasts Saccharomyces cerevisiae and
Schizosaccharomyces pombe, and baculovirus-directed expression in insect cells. Human CYPs
expressed in E. coli are convenient due to superior expression levels [58] and are available as
single products from companies such as Cypex, who offer a range of human CYPs
co-expressed with human NADPH CYP-reductase. In the work by Schroer et al., 14 isoforms
of recombinant human CYPs expressed in E. coli were used to obtain metabolites of 60 phar-
maceutical drug compounds, predominantly through the action of CYP 1A1, 2D6, 3A4, and
3A5 [58]. Examples in which milligram to gram amounts of metabolites were obtained in
these systems are described by Winkler et al. [59], including an E. coli-based panel of the
14 major human CYP isoforms. One example illustrating the utility of this approach is the
hydroxylation of the epothilone analogue sagopilone in which recombinant E. coli
co-expressing CYP2C19 and NADPH-cytochrome P450 reductase (CPR) produced gram
amounts of the main human metabolite at large scale within 23h [60]. However, it has been
reported that human purified enzymes show low catalytic activity and poor stability for in-
dustrial use [61] and thus may be less suited to larger scale preparation of metabolites.

In many cases, microbial oxygenases have high turnover and good operational stability
[62] and bacterial CYPs usually have much higher specific activities [58] and thus may often
be more suitable biocatalysts. Scalable systems provided by recombinant microbial-derived
CYP kits are available. These include Hypha Discovery’s PolyCYPs® composed of recombi-
nant P450s cloned from various actinomycete strains and expressed in E. coli, and Codexis’
MicroCyps, derived from a series of mutants of the P450 from Bacillus megaterium (BM3). Both
systems enable the scalable synthesis of CYP-derived human metabolites for definitive me-
tabolite identification and pharmacological testing. A selection of human CYP-derived me-
tabolites produced by some of the PolyCYPs enzymes is illustrated in Fig. 6.

There have been numerous reports describing progress in optimizing the BM3 cyto-
chrome P450 enzyme for the production of drug metabolites, such as the evolution of a
P450 BM3 to stereoselectively produce a hydroxylated human metabolite of busipirone,
60-hydroxy-busipirone (M6), at 72% yield [63]. The extensive progress made in the improve-
ment of its catalytic performance toward drugs, the substitution of the costly NADPH co-
factor and its immobilization and scale-up of the process for industrial application has been
reviewed recently by Nardo and Gilani [61]. One such example is described in the paper by
Beyer et al. where three variants of cytochrome P450 BM3 fused to phosphite dehydroge-
nase were made to enable cofactor recycling [64]. Product analysis showed that reaction
types included C-hydroxylation, N-oxidation, demethylation, and aromatization of a num-
ber of the 32 commercial drugs tested.

Recently there have been efforts to covalently couple the catalytic heme domain of some
cytochrome P450s to a photosensitizer to achieve selective oxidation of substrates when ac-
tivated by light [65]. One approach mimics the natural pathway and utilizes photogenerated
reductive species to directly deliver electrons to the heme active site. The performance of
I. Techniques for identifying and quantifying drugs and metabolites
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various photosensitizers has been reviewed by Shalan et al. [65], including the use of the
fluorescent dye eosin Y in a whole-cell photosensitizer approach in which P450 holoenzymes
or heme domains were expressed in E. coli.Multiple BM3mutants and human CYPs have been
shown to produce human metabolites using this system although turnover was low and im-
provements are necessary for its wider use and scalability. Cheruzel’s group have designed
I. Techniques for identifying and quantifying drugs and metabolites
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an alternative system in which a Ru(II)-diimine photosensitizer complex is covalently attached
to a heme domain, necessitating the postmodification and site-directed mutagenesis of the
heme domain for assembly. Given the challenges in protein stability, activity, and coupling ef-
ficiency still to overcome in light-driven P450 enzyme systems, this technique is not yet appro-
priate for widespread application to scalable generation of oxidized drug metabolites.

2.6.2 Non-CYP phase I enzymes

Production of drug metabolites by recombinant enzymes from other non-CYP oxidative
metabolic pathways has also been reported. Drug metabolism by AO, a molybdo-
flavoenzyme has become more prevalent as an oxidative clearance pathway in recently
designed drugs derived from nitrogen-containing heterocycles [66]. AO has profound species
differences in expression and activity toward various substrates but has not always been
identified prior to clinical studies [67], consequently negatively impacting on the develop-
ment of several drug candidates. Rodrigues et al. reported a high-yielding recombinant
human AO system expressed in E. coli for the conversion of famciclovir to 223mg of its main
oxidized product at 82% isolated yield in fed-batch fermentation, in which the solvent for the
substrate and the buffering agent for the biotransformation were found to have a significant
effect [68]. Foti et al. reported an optimized expression system for hAOX1 in E. coli using a
codon-optimized construct which resulted in an up to 15-fold increase of protein production
and a simplified purification procedure [69].

Recombinant human xanthine oxidase (XO) was successfully expressed in E. coli [70],
where an optimizedwhole-cell 25-L fed-batch fermentation resulted in the production of tens
of milligrams of the metabolite 4-quinazolinone. Similarly, recombinant flavin
monooxygenases (FMOs) have been used as whole-cell biocatalysts, shown by Geier et al.
where they demonstrated the functional expression of human FMO2 in E. coli. The FMO2
biocatalysts were employed for substrate screening purposes, revealing trifluoperazine
and propranolol as FMO2 substrates [71]. Biomass cultivation on the 100-L scale afforded
active catalyst for biotransformations on a preparative scale. The whole-cell conversion of
trifluoperazine resulted in selective oxidation to 48 mg (46% yield) of the corresponding
N-oxide with a purity >98%.

Due to the importance of non-CYP mediated oxidative mechanisms in biotransformation of
drugs, recombinant phase I enzyme kits such asHyphaDiscovery’s PolyCYPs® kits now include
cloned human AOX1 and FMO enzymes, as well as a diverse set of microbially derived CYPs.

2.6.3 Use of other oxidizing enzymes

In addition to phase I metabolizing enzymes, other oxidizing enzyme systems such as
heme-thiolate peroxygenases (UPOs), a mechanistic analog of cytochrome P450 [72], have
proved to be stable oxygen-transferring biocatalysts for H2O2-dependent transformation of
drugs to create metabolites. Kiebist et al. used a peroxygenase derived from the basidiomy-
cete Marasmius rotula to selectively N-dealkylate the bile acid reabsorption inhibitor
SAR548304 to produce both human metabolites in two separate kinetic-controlled reactions
with overall yields of 66% of the N,N-di-desmethyl metabolite and 49% of the
N-mono-desmethylated metabolite [73]. In contrast, chemical preparation of the N,N-
di-desmethyl metabolite was only possible by a seven-step synthesis starting from a late pre-
cursor of SAR548304 and palladium catalysis, as well as laborious chromatographic purifica-
tion with an overall yield of only 27%.
I. Techniques for identifying and quantifying drugs and metabolites
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Peroxygenases have also been engineered to create highly active and stable variants to
create drug metabolites. Gomez de Santos et al. used a heterologously expressed
peroxygenase from the basidiomycete Agrocybe aegerita in different yeasts via directed evolu-
tion for the selective synthesis of 50-hydroxypropranolol, one of the two main hydroxylated
metabolites of the β-blocker propranolol [74]. Chemical synthesis of these metabolites is
associated with poor reaction yields, an excessive number of steps, and requires high-energy
input and harsh conditions. Interestingly, the peroxygenase variant reportedly outperforms
any natural or engineered hydroxylating catalyst described to date.

2.6.4 Recombinant UGTs

Uridine 50-diphospho-glucuronosyltransferases (UGTs) produce glucuronidated metabo-
lites and are expressed by many organisms from microbes to humans to facilitate the
elimination of xenobiotics. There are many subtypes which catalyze the glucuronidation of
different compound types, including UGTs which specifically form O- and N-glucuronides.
Recombinant human UGT products currently available, e.g., Corning’s Supersomes, target
preclinical reaction phenotyping and inhibition studies, however, these require the addition
of costly UDP-GA cofactor and are generally most suitable for small-scale production of
glucuronide metabolites.
2.7 Combined synthetic and biosynthetic approach

Unraveling the complexmetabolitemaps of some drugs, especiallywhere dominant routes
of polymorphic enzyme-mediated metabolism have been eliminated, may need to harness
multiple approaches to achieve the synthesis of metabolites. Where a decision is made to
access only major metabolites to meet regulatory guidelines, the most suitable method for
efficient generation of specific metabolites needs to be made, while taking into account the
availability of in-house resources and outsourced options to achieve this.
2.7.1 Example: Accessing human metabolites of drugs subject to metabolic shunting

As part of a medicinal chemistry strategy to reduce major metabolism by single polymor-
phic CYPs, there has been an increase in themetabolism of newdrug candidates through non-
CYP pathways mediated by other key drug metabolizing enzymes such as AO [66]. Further,
mixed AO/CYP drug candidates may be subjected to metabolic shunting, an important con-
sideration during toxicology and DDI assessment of these compounds [75]. Access to and
evaluation of metabolites are thus important to consider for drugs subject to mixed metabo-
lism. In work presented by Zhao et al. [54], both AO and CYP enzymes were found to be re-
sponsible for the metabolic clearance of LY3023414 with non-CYP enzymes mediating
approximately half of the clearance. Nometabolismwas observedwhen tested versus human
recombinant CYPs, however, a microbial biotransformation panel was able to generate
several metabolites, including milligrams of an AO-mediated hydroxylated metabolite
(M2) and an N-oxide (M4). In addition, the use of a liver S9 fraction enabled the production
of a further CYP/AOmetabolite (M12) from a synthetic intermediate (M5). Use of a combined
biotransformation and synthesis approach, therefore, enables access to metabolites created
through different pathways (see Fig. 7)
I. Techniques for identifying and quantifying drugs and metabolites
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These case studies described provide a snapshot of the many challenges and solutions for
the provision of metabolites for drug development programs through various routes. Both
chemical and biological solutions will continue to evolve to meet the challenges of ensuring
that sufficient quantities of drug metabolites are accessible to meet all regulatory guidelines,
enabling the provision of higher quality medicines to patients.
3 Purification and structure elucidation of metabolites

3.1 Metabolite purification

The first step in metabolite purification from a biological matrix is extraction and different
matrices present different challenges. Whole-cell microbial biotransformations will contain
unused medium components such as sugars, oils, and amino acids, that can complicate
extraction and endogenous metabolites that may chromatograph closely with the products
of interest. Urine generally contains high levels of salts and proteins for which precipitation
may be a necessary first step. Systems employing isolated enzymes are generally cleaner
starting points. The extraction must be as selective as possible for the target molecule(s) to
minimize downstream problems from the unused medium components and endogenous
metabolites. The pH can be varied to optimize extraction into an organic solvent or trapping
on a styrene-divinylbenzene resin and, in the latter case, selective elution can be used to gen-
erate an enriched fraction containing the metabolite(s). The concentration of the resulting
extract or fraction and defatting using hexane to remove lipids and fatty materials may be
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useful, especially in the case of fungal biotransformations. The extraction method should be
appropriate to the scale of operation, with larger amounts of material better handled by resin
extraction to avoid the use of large volumes of flammable solvents.

Hydroxylated or conjugated drug metabolites tend to be polar molecules and so are suited
to purification by reversed-phase HPLC methods. The challenges presented by the metabo-
lites vary on a case-by-case basis and, in addition to mixture complexity, may include solu-
bility and stability, so a range of reversed-phase column chemistries should be available that
are suitable for use in acidic (e.g., Waters Atlantis-T3 or Phenomenex Luna 2) or basic (Waters
BEH C18, X-select, X-Terra, and X-Bridge C18) conditions. Generally, two or three purifica-
tion stages using different column chemistries may be needed to purify a metabolite to the
degree of purity required. A first stage would usually aim to further separate the
metabolite fractions from unwanted materials expeditiously and efficiently rather than
aiming for as much purity as possible. HPLC-MS assays are used to follow the purification
and detect fractions containing the target metabolites. For later stages in the purification,
automated mass-directed purification (preparative HPLC-MS) systems are ideal for metabo-
lite purification so that once a method with a suitable resolution for the target metabolite(s)
has been developed the system can be programed only to collect column eluate in which the
molecular ions for these metabolites have been detected.

Mixtures ofmetabolites can occasionally prove to be difficult to separate by reversed-phase
HPLC as was the case for the two metabolites of imidacloprid discussed in the next section.
These were hydroxylated in adjacent positions on the dihydroimidazole ring and had very
similar properties. These were eventually separated from each other by normal phase
chromatography using preparative silica gel TLC plates eluted with ethyl acetate saturated
with water as the developing solvent. The bands containing the separated metabolites were
scraped off, sonicated with methanol, concentrated and then each subjected to a final
reversed-phase HPLC-based processing step to ensure removal of silica. The slower eluting
band was subsequently identified as 5-hydroxyimidacloprid and the faster-eluting band as
4-hydroxyimidacloprid—their structure elucidation will be discussed later.

Depending on the intended use of the purified metabolite, a whole range of subsequent
characterization methods may be deemed necessary in addition to HPLC-purity and NMR.

3.1.1 Example: Purification ofmetabolites from excreta for use as analytical standards

If clearance mechanisms of the test drug results in sufficient quantities of the major metab-
olites in biological material such as faeces or urine, purification and subsequent identification
of metabolites from such matrices are possible. One such project undertaken at Hypha
Discovery resulted in tens of milligrams of the R- and S-O-glucuronides of carisbamate, a
neuromodulator developed by SK Life Science, which were purified to >95% purity from
150mL of rabbit urine using a three-step purification method. The initial step involved
treating the urine with acetonitrile to precipitate proteins and salts, which were removed
by centrifugation. After removal of the acetonitrile by evaporation, the supernatant was
purified by preparative reversed-phase HPLC, initially by applying it directly to an Xbridge
C18 OBD column, which was eluted with a shallow water-acetonitrile gradient (5%–25%
acetonitrile over 11min in the presence of 0.1% formic acid). The fractions containing the
target glucuronides were concentrated and separated by further reversed-phase HPLC on
a semipreparative Xbridge prep phenyl column eluted with a very shallow water-methanol
I. Techniques for identifying and quantifying drugs and metabolites
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gradient (26%–28%methanol over 16min in the presence of 0.1% formic acid). Concentration
to dryness of the eluate fractions containing the two targetmetabolites yielded 95 and 23mg of
theR- and S-glucuronides, respectively. Confirmation of the structureswas obtained byNMR
spectroscopy (see later), enabling the use of the purified materials as analytical standards for
bioanalysis.
3.2 Metabolite structure elucidation using NMR spectroscopy

NMR spectroscopy is a very valuable technique for elucidating the structures of drug
metabolites and this is reviewed elsewhere [76, 77]. Modern microcryoprobe technology en-
ables acquisition of structure elucidation datasets including heteronuclear shift correlation
spectra on as little as 10–30μg of purified material, while for simple molecules where a 1D
proton NMR spectrum can be used identify the change that has occurred, single-digit μg
amounts will be sufficient [77]. This is, however, a generalization and the quality of spectra
obtained will vary from compound to compound. The solubility of the parent drug can be
used as a guide to select the NMR solvent but metabolites are mostly more polar than the
compounds they are derived from and, although DMSO-d6 is usually a good solvent choice,
it is not always suitable and conducting solubility trials is difficult with limited amounts of
purified material. Other solvents useful for polar metabolites are methanol-d4, acetonitrile-d3,
pyridine-d5, and D2O, with solvent mixtures useful occasionally. This section will address the
NMR experiments that are usually used for drug metabolite structure elucidation and illus-
trate the steps involved in the structure elucidation process with a number of examples. It
should also be noted that the use of NMR as a quantitative technique for determining purity
and concentration is becoming increasingly prevalent in the field of drug metabolism. The
applications of quantitative NMR (qNMR) range from the determination of the absolute pu-
rity of metabolite materials purified in milligram-gram quantities to be used as analytical ref-
erence standards, to the assessment of concentrations of metabolites in the low μg/mL range
[78]. One recent example of the latter application was the use of qNMR to determine the con-
centrations of metabolites purified from liver microsome incubations of lead molecules using
submilligram substrate amounts to enable bioactivity testing and SAR exploration [5].

3.2.1 1D and 2D NMR experiments for metabolite structure elucidation

A 1D 1H NMR spectrum identifies the likely local chemical environments of the protons
present in a metabolite structure from their chemical shifts, their connectivity from their cou-
pling constants and patterns, and the signal integrals indicate the number of protons
represented by each signal. Interpretation of the 1HNMR spectra of more complex molecules
may be complicated by signal overlap. A 1D 13C NMR spectrum is usually only obtained if
there is plenty of material available (�1mg amounts) as 13C NMR spectroscopy is much less
sensitive than 1H NMR spectroscopy. 13C NMR spectra are acquired in a “decoupled” mode
that eliminates one-bond 1H-13C coupling to remove peak splitting so the spectrum is used to
identify the likely local chemical environments of the carbons present from their chemical
shifts. For metabolites where only limited material amounts are available, the carbon shifts
can be detected indirectly through the 2D heteronuclear shift correlation spectra.

A range of 2DNMR experiments is available to provide extra information to help assign the
1D NMR signals and provide 1H-1H and 1H-13C correlations to establish the metabolite
I. Techniques for identifying and quantifying drugs and metabolites
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structure. Not all of these experiments may be necessary for any given metabolite and which
spectra are acquired is decided on a case-by-case basis. The COSY (correlated spectroscopy)
and TOCSY (total correlated spectroscopy) experiments provide 1H-1H connectivity informa-
tion with the TOCSY spectrum detecting longer through-bond connectivities. They are used to
address any ambiguity in 1D 1H NMR assignments due to signal complexity or overlap. The
heteronuclear shift correlation HSQC (heteronuclear single-quantum correlation) and HMBC
(heteronuclear multiple bond correlation) experiments are used to establish 1H-13C correla-
tions. The HSQC spectrum shows one-bond 1H-13C correlations and identifies all the proton-
ated carbons in a molecule. The HMBC spectrum shows two-three bond 1H-13C correlations
and is useful for identifying the positions of quaternary carbons in a structure and assembling
fragments established through 1H-1H connectivity information. 1H-15N versions of these exper-
iments are also available. TheNOESY (nuclear Overhauser spectroscopy) and ROESY (rotating
frame Overhauser spectroscopy) experiments can be used to detect through-space 1H-1H inter-
actions to probe stereochemical aspects of a drug metabolite structure.
3.2.2 Stepwise determination of metabolite structures

Before starting to work on the structure elucidation of a metabolite, the 1H and 13C NMR
signals of the parent molecule should be assigned, ideally in the same NMR solvent as will be
used for the metabolite. The 1H NMR spectrum of the metabolite sample is then obtained to
compare with that of the parent compound and also assess for sample purity and suitability
for obtaining further spectra, for which qNMR can be used to quantify the amount of material
present. In simple cases, the structural change that generated themetabolitemay immediately
be apparent. Fig. 8A shows the high field regions of the proton NMR spectra in DMSO-d6 of
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the endothelin receptor antagonist bosentan and two of its human metabolites, Ro 48-5033
and Ro 47-8634 [79]. These were generated by biotransformation with Hypha microbial
strains Sp43 and Sp52, or Hypha PolyCYPs® 6 and 168, respectively [80]. Comparison of
the spectra for bosentan and Ro 48-0533 shows an upfield shift in the highest field peak from
1.27 to 1.21ppm with a concomitant decrease in the signal integral for the peak from nine to
six protons (not shown in figure) along with the appearance of a new doublet signal at
3.42ppm integrating for two protons. These changes are consistent with hydroxylation of
one of themethyl groups comprising the t-butyl moiety. Although no further work to confirm
this assignment was undertaken at the time, this metabolite was subsequently used in an
evaluation of the sensitivity of a 700MHz NMR instrument equipped with a 1.7mm
microcryoprobe. The resulting HSQC spectrum of a 5μg sample of Ro 48-5033 sample is
shown in Fig. 8B, with the correlation representing the new hydroxymethylene moiety
highlighted. Comparison of the 1HNMR spectra for bosentan and Ro 47-8634 in Fig. 8A show
that theO-methyl singlet at 3.80 ppm in the spectrum of bosentan is absent in the spectrum of
the metabolite, which is consistent with the expected O-demethylation biotransformation.

Biotransformations of more complex drugs often require the use of 2D NMR spectroscopy
to identify the location of the structural change. Fig. 9A shows the 1H NMR spectrum of a
metabolite of the immunosuppressive drug cyclosporin A, produced enzymatically using
PolyCYP 194. Although the proton signals are well dispersed for such a complex molecule
there is a lot of overlap in the high field region in particular. 2D COSY, HSQC, and HMBC
spectra were obtained and a portion of the HSQC spectrum is shown in Fig. 9B. When
compared with the spectrum of the parent molecule, this showed the presence of a new
hydroxymethylene signal at 3.99–3.94/63.5ppm, which is consistent with hydroxylation of
the terminal methyl group of the N-methyl-4-(2-butenyl)-4-methylthreonine residue to gen-
erate the human metabolite AM1 [81].

2D NMR spectroscopy may also be needed for much simpler molecules as illustrated
by the use of HMBC spectra to distinguish between and identify the sites of hydroxylation
for two imidacloprid metabolites produced by one of Hypha Discovery’s microbial
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biotransforming strains (Sp15). For both metabolites, the NMR signals for the substituted pyr-
idine ring were almost identical and indicated no change to this portion of the molecules com-
pared to imidacloprid. For the firstmetabolite, the bridgingmethylene protonswere equivalent
and evident as a singlet at 4.53ppm sharing HMBC correlations with pyridine ring carbons.
They also showed HMBC correlations with dihydroimidazole ring carbon signals at 158.4
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and 53.3ppm (Fig. 10A). The HSQC spectrum showed that the latter carbon corresponded to a
methylene group with proton signals at 3.68 and 3.23ppm, representing position 5. These pro-
tons were coupled to amethine proton at 5.37ppm, corresponding to a carbon shift at 76.8ppm
and sharing an HMBC correlation with the carbon at 158.4ppm, supporting position 4 as the
site of hydroxylation.

For the second metabolite, the bridging methylene protons at position 6 were
nonequivalent, identifiable as a coupled pair at 4.57 and 4.41ppm, which, in addition to shar-
ing HMBC correlations with pyridine ring carbons, showed HMBC correlations with carbon
signals at 158.5 and 79.8ppm in the dihydroimidazole ring (Fig. 10B). AnHSQC correlation of
the 79.8 ppm signal with a methine proton at 5.25 ppm confirmed position 5 as the site of
hydroxylation. This carbon signal also shared HMBC correlations with one of the
4-methylene protons at 3.36 ppm.

A final example (Fig. 11) illustrates the use of 2D NOESY spectra to distinguish between
two glucuronide metabolites of the anticonvulsant drug candidate carisbamate [82] purified
from rabbit urine (see earlier example section). COSY, HSQC, and HMBC NMR spectra were
obtained for bothmetabolites, with clear HMBC correlations from the 7-methine protons with
the glucuronide carbons and from the glucuronide anomeric protons with the 7-methine car-
bons indicating glucuronidation of the 7-hydroxyl proton in both instances. The two
metabolites were, therefore, epimers and there were clear differences in their NMR spectra
with respect to the chemical shifts and coupling constants for some protons. In the NOESY
spectra, there was one clear correlation between the 7-methine and glucuronide anomeric
protons and this metabolite was proposed to be R-carisbamate glucuronide. There was no
corresponding correlation evident in the NOESY spectrum of the second metabolite, which
was therefore proposed to be S-carisbamate glucuronide.

This section has outlined the steps involved in establishing the structure of a drug metab-
olite by NMR spectroscopy with a few illustrative examples. The changes in the NMR spectra
on the metabolism of drugs for a broader range of biotransformations including aromatic hy-
droxylation, epoxidation, N-oxidation, glutathione conjugation, methylation, sulfation, and
amino acid conjugation are described by Huang et al. [76]. Exactly which experiments are
needed for the structure elucidation of a metabolite will vary on a case-by-case basis. The ad-
vances in microcryoprobe technology mean that this can be usually achieved with low μg
quantities of isolatedmetabolite althoughmetabolites with limited solubilitymay provemore
challenging and require the production of larger amounts.
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4 Conclusions and future direction

Awide variety of techniques can be employed tomake drugmetabolites. Thesemethods are
complementary on several levels; wheremultiple regio- and/or stereochemical possibilities ex-
ist, biological strategies have greater relevance to the matrix where the drug is used, and hence
there is a high likelihood of these strategies delivering the correct metabolite. Conversely, if a
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chemical synthesis scheme is immediately available, this approach will likely be quicker and
higher-yielding than the biological methods. Where chemical synthesis has not been
established, biological methods can be used initially to reveal the definite structure, while pro-
viding a contingency method should chemical methods then be unsuccessfully attempted.

Establishing the identity of metabolites early can have the added benefit of flagging poten-
tial problemmetabolites, such as AOmetabolites, before the commencement of clinical trials.
For example, oxidations of azaheterocycles by AO have been reported to contribute to high
metabolic clearance and interspecies differences, resulting in the termination of several drug
discovery programs in the past. In the paper by Manevski et al. [83], a recommendation is
made for early consideration of AO-mediated metabolism supported by computational
and in vitro experimental methods, but not an automatic avoidance of AO structural flags,
as many of these derivatives are versatile and valuable building blocks.

The early exploration of metabolites allows ascertainment of their potential utility before
the structures of the parent drugs reach the public domain, thereby strengthening protection
of the intellectual property, and creating backup/second-generation development candi-
dates. Where difficult-to-synthesize metabolites are encountered, the efforts and cost of
accessing these need to be balanced against metabolite-related liabilities that may manifest
as the compound advances through clinical trials. Identification, potency, and metabolic sta-
bility testing of metabolites during lead optimization could lead to the discovery of active,
polar chemical space, or derivatives that possess greater metabolic stability and therefore re-
duce the risk of DDIs, or dosing challenges due to the action of polymorphic CYP enzymes.
A consequence of the optimization of lead compounds toward metabolically stable develop-
ment candidates is the potential for major and/or accumulating metabolites to manifest in
vivo that are difficult to predict due to low in vitro turnover. The tools for the detection of
such metabolites will evolve, while the methods described in this chapter already apply to
their identification and production.

Several drugs are known to be directly metabolized by bacteria in the human gut
microbiome, however, this phenomenon and the impact thereof has only just begun to be ap-
preciated. Recent publications [84, 85] have demonstrated that human gut bacteriametabolize
a significant proportion of currently used drugs. Zimmerman et al. [85] examined the ability
of 76 human gut bacteria to metabolize 271 orally administered drugs and found that two-
thirds were metabolized by at least one strain. Further, they showed that 30 microbiome-
encoded enzymes collectively converted 20 drugs to 59 potential metabolites. Production
and characterization of metabolites formed from new candidate drugs by gut microbiota
and evaluation of their biological effects may become more routine as the implications of
these reactions become more widely understood.

Ultimately, it is rare for even the most complicated of metabolites to be inaccessible,
through the use of any one, or a combination of methods described in this chapter.
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1 Introduction

Supercritical fluid chromatography (SFC) represents a chromatographic separation tech-
nique, which, at present, is less well known than others like high-performance liquid chro-
matography (HPLC), gas chromatography (GC), or thin layer chromatography (TLC).
Even if HPLC is considered as the method of choice for separation of various classes of drugs,
some analytes are still challenging as HPLC shows limited resolution capabilities and highly
polar analytes interact only insufficiently on the conventional analytical reversed phase col-
umns. Especially relevant for bioanalytical methods the combination of HPLC with mass
spectrometric detection, only limited possibilities for alteration in the selectivity of the sta-
tionary phase are available. SFC, which is currently valued especially in the separation of en-
antiomeric analytes, may help to overcome these issues.

First reports in scientific literature dated back to 1960 [1–3], when SFC was called high-
pressure gas chromatography. It remained a niche technique in analytical chemistry for many
years since instrumentation to achieve robust separationwas not available. In these times pre-
parative separation profited from SFC and purification of stereoisomers remained the major
field for a long time [4–6]. Since the last 10 years, new generations of instruments have
allowed for stable conditions suitable for analytical application and fit for purpose of SFC-
basedmethodswas also demonstrated for use in routine laboratory settings (therapeutic drug
monitoring, TDM) [7–10].

In the narrow sense, SFC is characterized by the utilization of supercritical fluids as the
mobile phase. In principle, any substance above its specific critical temperature and critical
pressure forms a supercritical fluid. Reasonable separationmay be achievable in several com-
mon solvents, out of which examples are listed in Table 1.
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TABLE 1 Solvents (examples) for potential use as
supercritical fluids and their relevant properties [11].

Solvent Tc (K) Pc (MPa)

Carbon dioxide (CO2) 304.1 7.38

Nitrogen (N2) 126.2 3.39

Methane (CH4) 190.4 4.60

Ethylene (C2H4) 282.4 5.04

Xenon 289.7 5.84

Ethane (C2H6) 305.3 4.87

Nitrous oxide (N2O) 309.6 7.24

Sulfur hexafluoride (SF6) 318.8 3.70

Sulfur tetrafluoride (SF4) 364.0 4.63

Propylene (C3H6) 364.9 4.60

Propane (C3H8) 369.8 4.25

Ammonia (NH3) 405.5 11.4

Chloromethane (CH3Cl) 416.3 6.70

Diethylether (C2H5OC2H5) 466.7 3.64

Acetone (C3H6O) 508.1 4.70

i-PrOH (C3H7OH) 508.3 4.76

Dichloromethane (CH2Cl2) 510.0 6.30

Methanol (CH3OH) 512.6 8.09

Ethanol (C2H5OH) 513.9 6.14

Ethyl acetate (CH3COOC2H5) 523.2 3.83

Chloroform (CHCl3) 536.4 5.37

Acetonitrile (CH3CN) 545.5 4.83

Tetrachloromethane (CCl4) 556.4 4.56

Formic acid (HCOOH) 580.0

Acetic acid (CH3COOH) 592.7 5.79

Water (H2O) 647.1 22.06

152 5. Application of SFC for bioanalysis
Characteristics of a supercritical fluid are seen between gases and liquids. While
especially density, diffusion, and solvating power are “liquid-like,” viscosity and diffusion
coefficients are considered more “gas-like.” Due to its relative safety, easy availability,
low cost, low critical temperature and pressure, and thus convenient formation of the su-
percritical state, in combination with its low toxicity, carbon dioxide (CO2sc) is the most
I. Techniques for identifying and quantifying drugs and metabolites
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frequently used supercritical fluid in various fields. In applied analytical SFC it is almost
exclusively used, thus, SFC is also sometimes named “column chromatography using
CO2sc.” CO2sc is considered as a nonpolar solvent, with a polarity similar to the polarity
of hydrocarbons such as heptane. In classical SFC it is therefore used as a mobile phase
in combination with polar stationary phases such as unmodified silica, offering conditions
similar to normal phase HPLC. To keep the supercritical state throughout chromatography
a backpressure regulator (BPR) is installed which maintains the outlet pressure above
ambient conditions. Changes in temperature and/or pressure result in a strong impact
in elution strength, thus early applications were performed using pressure or temperature
gradients [12–14]. Although some physicochemical properties in SFC still remain unclear
[15, 16], it currently returns to analytical sciences since a lot of effort has been made in
optimization of instrumentation [17]. Very precise outlet pressure regulation is required
to allow stable retention times, which is achieved in the latest generation of analytical
SFC instrumentation.

To broaden the scope of analytes, organic modifiers may be added to the mobile phase. At
present, commercial instrumentation offers two pumps, allowing for application of binary
gradients or isocratic elution with variable amounts of the modifier. Named in analogy to
HPLC as mobile phase A, CO2sc is generally utilized, while modifiers represent mobile phase
B. For modifiers complete miscibility with CO2sc is recommended, however even small
amounts of water are tolerated. To modify the elution strength of the mobile phase organic
solvents are generally selected by the help of their Snyder’s P’ or Hildebrand values. Most
commonly, primary alcohols are used, with methanol (MeOH) as dominating modifier.
According to Smith et al. [18], analyte-modifier-clusters are formed, that change retention,
however, alterations of the stationary phase chemistry are also discussed [19, 20]. Recently
reported SFC methods for bioanalysis often utilize high amounts of modifier that may result
in a loss of supercritical state of the mobile phase. However, at present, these types of sepa-
ration are still subsumed under SFC by the international community.

Furthermore, the addition of further compounds to the mobile phase (so-called addi-
tives) is reported to optimize chromatographic separation especially in the case of highly
polar substances such as acids or bases. Almost independent from the utilized additives
slightly acidic conditions are obtained in SFC [21]. Thus, several mechanisms are discussed
as relevant for factors of influences on chromatographic separation by modifier and addi-
tives. In comparisonwith other chromatographic techniques, SFC is especially valued for its
fast and efficient separation, orthogonality and environmental friendliness (“green tech-
nique”) [22–30]. Published SFC methods report successful separations of analytes (mainly
small molecules) of a very broad polarity range, i.e., log P or logD (pH 5.5) between �7 and
+10 [31–36].

As reported by West et al. bioanalysis represents the second most important application
domain of SFC besides natural product analysis [37] and increasing numbers of bioanalytical
studies are reported by Dispas et al. [28].

To meet the analytical target profile of trace level analyses hyphenation with MS is re-
quired in lots of bioanalytical applications. General considerations and currently available
instrumental designs are available from review papers of Guillarme et al. and Tarafder
[38, 39].
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2 Considerations for SFC method development

In contrast to the almost generic stationary phase such as C18 in reversed phase HPLC,
there is no all-round stationary phase chemistry for SFC. Stationary phase chemistry is var-
ious and should match the chemistry of the analytes. Thus, stationary phase screening is a
crucial step in method development. Initial screening of stationary phase using either
isocratic or gradient elution usually precedes optimization of mobile phase (modifier and
additive(s)), temperature, pressure, and flow rate. Recently, screening using a one-factor-
at-a-time (OFAT) design is more often replaced by a design of experiments (DoE) approach
[34, 40, 41].

In general, most columns developed for HPLC are also compatible with SFC. The first ex-
clusive SFC phase was a 2-ethylpyridine (2-EP) bonded silica phase, which may result in bet-
ter peak shapes for basic compounds without the need for an additive. SFC stationary phases
are predominantly silica-based without end-capping of the residual silanol groups which
may be important in terms of selectivity and retention. However, reactions between modifier
and free silanol groups leading to silyl ether formationmay shorten the lifetime of the column.
Therefore, it may be desirable to use a small portion of water in the modifier and store the
column in pure CO2 [42]. Today there are various SFC phases on the market, but the 2-EP
phase is still the most common in general achiral SFC applications besides bare silica, C18,
and diol [37], which is also true for recent bioanalytical applications. West and Lesellier
conducted comprehensive studies on the characterization of stationary phases [43–45].

Evenmore pronounced in chiral separations, the column selection is a key factor inmethod
development. The most frequently used chiral selectors in SFC are cellulose and amylose
polysaccharide derivative-based columns, with cellulose tris(3,5-dimethylphenylcarbamate),
amylose tris(3,5-dimethylphenylcarbamate), and amylose tris(5-chloro-2-methylphenyl-
carbamate) being the most popular chiral stationary phases (CSPs) [46, 47]. As also for achiral
SFC, CSP screening should include a wide set of orthogonal stationary phase chemistries. In
recent chiral bioanalytical applications, 93% of the CSPs were polysaccharide based with am-
ylose (54%) being employed more often than cellulose (38%). Still, the choice of appropriate
columns remains challenging and more effort in CSP screening strategies is needed [48, 49].

Since 2012, the use of columns packed with particles <2μm (sub-2-micron) started to in-
crease [37]. In recent achiral, bioanalytical applications (since 2015), the majority used
sub-2-micron columns (85%, Fig. 1). However, Berger stated that the benefits of sub-2-micron
particles for ultrafast separations would need a reduction of extra column dispersion and thus,
modification of the SFC system (by using capillaries with a smaller diameter) [50]. In addition,
recent studies by Ismail [51] and Perrenoud [52] demonstrated the need for modification of a
commercial SFC system to gain efficiency. Superficially porous particles (SPP) enable high ef-
ficiency using longer columns by producing less pressure drop which is even more important
for running high modifier content at high flow rates. Several columns with SPP with different
stationary phase chemistries show great potential for SPP phases in SFC [36, 53].

The second most important variable is the cosolvent or modifier, which can influence the
separation in several ways [54]:

- alteration of density and solvating power of the mobile phase,
- blockage of active sites on the stationary phase and inhibition of adsorption,
- action of adsorbed modifier as a component of the stationary phase,
I. Techniques for identifying and quantifying drugs and metabolites
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FIG. 1 Particle size of achiral and chiral columns used in recent bioanalytical SFC methods (2015–19).

1552 Considerations for SFC method development
- increasing volume of the stationary phase by adsorbed modifier leading to a change in the
column phase ratio, and

- selective solvation of polar compounds in the mobile phase with the formation of clusters
with different distribution properties.

Methanol is usually the first choice and applied in the majority of analytical SFC applica-
tions [37, 55]. Its high eluotropic strength leading to higher separation efficiency is demon-
strated by its usage (solely or in combinations) in almost 87% of recent bioanalytical
methods (Fig. 2). MeOH alone as a modifier with or without additive is used in half of the
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FIG. 2 Different modifier applied in recent bioanalytical SFC methods (2015–19).
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bioanalytical methods (51%, Fig. 2). However, the use of a combination of MeOH with small
amounts of water is increasing (30%). Water may have various effects such as enhancing the
solvating power of the mobile phase [56] as well as protecting the column (see above). Uti-
lization of acetonitrile (ACN) as modifier might be interesting as well due to its unique selec-
tivity. It is usually applied in mixture with alcohols (6%); pure ACN is rarely applied (2%).
Ethanol may be considered as a green alternative to methanol and was used in 3% of the
discussed methods. Isopropanol was applied as a modifier in 6% of the bioanalytical appli-
cations, mostly in chiral separations.

Effects of mobile phase composition on retention and selectivity in achiral SFC were re-
cently reviewed by West et al. [57]. Mobile phase composition is a crucial parameter for op-
timization in chiral SFC and is usually selected early in the method development process [57].
Mobile phase gradients in super- or subcritical fluid chromatography up to modifier concen-
trations of 40%–50% are common. Recently, the use of very highmodifier concentrations up to
100% is reported [36, 58]. It is needless to mention that the final gradient status does not rep-
resent the physicochemical conditions of a supercritical fluid. Taguchi et al. described a
method starting at SFC conditions, touching the enhanced-fluidity liquid chromatography
(EFCL) region, where CO2 is the minor component of the mobile phase [59], and finishing
at pure liquid (MeOH:water, 95:5) [58]. Those chromatographic conditions are sometimes
reported as ‘unified chromatography’ and seem to be increasingly applied [36, 60, 61].

As mentioned before, many methods use pure methanol as a modifier, but often there is a
need for additives to improve peak shape or selectivity. Most common additives are organic
acids (formic acid, acetic acid, trifluoroacetic acid), bases (ammonia, triethylamine), or salts
thereof (ammonium formate, ammonium acetate). Analysis of ionized compounds and SFC-
MS hyphenation often benefits from the use of ammonium formate [62]. Generic approaches
combining basic and acidic additives or buffers are being increasingly used. An important
role in most bioanalytical applications is MS compatibility of the additives, thus, almost ex-
clusively volatile buffers are used, although separation efficiency and, in case of chiral anal-
ysis, enantioselectivity may suffer [55].

Since most bioanalytical methods require low detection limits, mass spectrometric detec-
tion is clearly favored. To ensure sufficient ionization, for example, in electrospray ionization
(ESI), and to avoid precipitation of the analytes after the relief of the compressedmobile phase
of the SFC system in the ion source, a makeup solvent may be used. If a makeup solvent is
applied, mostly MeOH with or without additive analogously to the modifier is used. An ad-
vantage over conventional HPLC-ESI-MS(/MS) instruments is the possibility to optimize
makeup solvent type and flow-rate, independently from the modifier. This may result in im-
proved ionization and thus sensitivity while having no influence on the chromatographic se-
lectivity [31]. For instance, Fassauer and Hofstetter achieved enantioseparation of ketamine
and three metabolites using isopropanol modified with 0.075% ammonia, while employing
0.1% formic acid in MeOH as makeup solvent to increase ionization [63, 64]. Akbal et al. even
found that DMSO as amakeup additive up to 30%withMeOHhad a positive effect in positive
electrospray yielding DMSO/sodium adducts [65]. As makeup solvents mostly MeOH or
mixtures with water are reported in bioanalytical methods. Only a few studies describe
the use of ethanol, pure water, or isopropyl alcohol.

According to Dispas the nature of the injection solvent is another critical parameter of
method optimization [62]. Since the mobile phase is largely composed of apolar CO2sc,
organic solvents similar to CO2 in terms of polarity were used (e.g., n-hexane) with certain
I. Techniques for identifying and quantifying drugs and metabolites
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drawbacks as toxicity and volatility. Aprotic solvents with low viscosity are beneficial for
large volume injections. Lower volatility in the case of ACN might be advantageous in case
of quantitative analyses. Overall, as first choice, ACN or t-butyl methyl ether is highly
recommended. Choice of injection solvent should be part of method development and de-
pends on analyte and stationary phase [66]. After all, the use of organic solvents might be
beneficial for bioanalytical applications since common sample preparation techniques such
as solid phase extraction (SPE) or liquid-liquid extraction (LLE) use organic solvents, and
a potential evaporation step required in some LC methods might be omitted.

Validation of bioanalytical methods according to guidelines of EMA and FDA is desirable
but, until now, infrequently reported or methods are poorly validated [28]. However, vali-
dated analytical methods are already used (e.g., Refs. [7, 8, 67, 68]). Dispas et al. reported
the first interlaboratory study including 19 laboratories in a pharmaceutical impurity testing
context. Their evaluation of the detection of impurity D of salbutamol sulfate API by SFC-
PDA showed similar or better reproducibility and repeatability compared to LC methods
[69]. There are only a few systematic studies on matrix effects (ME) in SFC or comparison
of ME in SFC and HPLC in combination with mass spectrometric detection (mainly utilizing
ESI). Generally, ME seems to be lower in SFC, but further investigations with other analytes
and matrices are required [28]. Desfontaine et al. evaluated matrix effects in SFC vs LC hy-
phenated to tandem mass spectrometry (MS/MS) using different sample preparation tech-
niques for urine and plasma samples. They investigated two sample sets of 40 doping
agents and 38 pharmaceutical compounds with three different stationary phase chemistries
(2-PIC, BEH, C18) and concluded that ME for urine analysis were lower in SFC, and for
plasma only after SPE clean up [70]. Also, Svan et al. reported a study on ME comparison
between SFC and LC and found that the formation of metal ion clusters (Na+, K+, Mg2+ from
different matrices) in SFC-ESI-MS may lead to unexpected ion suppression [71]. This should
be considered during validation processes [72].

To sum up considerations for SFC method development, as a general starting point, a
scouting gradient with a small amount of modifier (e.g., 5% MeOH) increasing to 50% mod-
ifier in 10min is recommended to screen for a suitable stationary phase [73]. Subsequently, the
same gradient is used to screen different modifiers and additives with the selected stationary
phase, before adjusting column temperature which may influence selectivity. Then, gradient,
flow rate (which affects pressure), and backpressure can be optimized individually [74].
A generic temperature and backpressure of 40°C and 150bars might be a suitable first choice
[75]. Themakeup solvent and flow rate should be optimized accordingly. Further information
on screening strategies is available from the literature [75–78]. Even if modern rational
method development becomes more relevant in SFC, quality-by-design approaches are still
underrepresented and structure-based predictions for method development lack of under-
standing of retention mechanisms.
3 Detection in SFC

Today mostly UV and MS detection are combined with SFC. While UV detection is
more prominent in, e.g., pharmaceutical analysis, detection of trace levels or biological
I. Techniques for identifying and quantifying drugs and metabolites
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matrices clearly favor mass spectrometry using common atmospheric pressure ionization
sources. A detailed overview of SFC-MS hyphenation is provided by Desfontaine [79].

Exclusive UV detection is less common in bioanalytical methods. Still, the analysis of sul-
fonamides in serum samples [80] as well as cannabinoids in human urine [81] by SFC-UV are
reported. A few studies use additional UV detection, e.g., prior to single quadrupole MS de-
tection for tocopherols and tocotrienols in human serum [82], orMS/MS detection for various
urinary metabolites [35]. The two-dimensional setup (LCxSFC) of Venkatramani and Goel
used UV detection in the first dimension and single quadrupole MS detection in selected
ion monitoring (SIM) mode in the second dimension [83, 84]. Goel et al. applied this setup
for chiral separation of in vitro generated metabolites of an active pharmaceutical ingredient
(API) [83].

As mentioned above, hyphenation of SFC with mass spectrometry is possible with com-
mon atmospheric pressure ionization sources [79]. The need for pressure control of the
SFC system led to the development of different ways to interface SFC and MS instruments
[38, 39]. In the most common interface, the (optional) UV detector is located right after the
column followed by a dual splitter where an isocratic pump adds makeup solvent to the mo-
bile phase and, subsequently, after splitting the flow again, one part of the mobile phase is
directed into the MS, while the rest is directed to the BPR. Splitless hyphenation allowing
the complete transfer of the sample into theMSwasmade available only recently [38]. Further
details of SFC-MS hyphenation are available from Desfontaine et al. [85].

The vast majority of bioanalytical methods utilizes ESI (Fig. 3). Only a few methods report
the use of atmospheric pressure chemical ionization (APCI), especially when very apolar
compounds are analyzed. APCI wasmore common in earlier bioanalytical SFCmethods, e.g.,
for the analysis of propranolol and pindolol [86], warfarin enantiomers [87], or metabolites of
estrogens [88]. Still, a few recent studies used and/or compared different ionization sources
in bioanalytical context. Wolrab et al. compared ESI and APCI for the analysis of amino acids
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1594 Sample preparation
and favored ESI, however, APCI was found more suitable for polar amino acids and apolar
amino acids with an additional heteroatom [89]. In contrast, Jumaah et al. found ESI to be
more sensitive for the analysis of vitamin D and its metabolites in human plasma [90]. Gross
et al. developed a method to detect 22 hydroxylated polybrominated diphenyl ethers in hu-
man serum by SFC-MS/MS using ESI but tested APCI in early method development phase
[91]. As APCI was found less sensitive in this study, they proceeded with ESI for further ex-
periments. Similar findings were reported by Liu et al. [92] for vitamin D and its metabolites.
Although no bioanalytical matrix was analyzed therein, Parr et al. tested the applicability of
different atmospheric pressure ionization sources in combination with SFC for a set of 32 en-
dogenous steroids. They compared ESI, APCI, and atmospheric pressure photoionization
(APPI) and found ESI to be most suitable for the set of analytes [93]. In an experimental setup,
Klink et al. developed amethod for the detection of polycyclic aromatic hydrocarbons (PAHs)
in human urine using another ionization technique—atmospheric pressure laser ionization
(APLI) SFC-TOF-MS [94].

In summary, ESI remains themost prominent ionization sourcewhen using SFC-MS, while
APCI may be beneficial in some cases due to the extended dynamic range compared to ESI as
well as generally lower matrix effects [71, 72]. Some analytes (e.g., 5β-pregnane-3α, 20α-diol,
basic and aromatic amino acids as well as trypthophane or tyrosin) even result in better ion-
ization when analyzed by SFC-APCI-MS [89, 93].

Regarding the type of MS instruments coupled with SFC for bioanalysis, tandem mass
spectrometers are the instrument of choice and applied in the majority of reported methods
(Fig. 3). Until now, high-resolution accurate mass spectrometry (HRMS) coupled with SFC is
less common than triple quadrupole or ion trap detection. Still, HRMS has been used in dif-
ferent fields such as food or natural product analysis [95–103]. Bioanalytical methods apply-
ing HRMS mainly focus on metabolomics, especially lipidomics, where orbitrap [104, 105] or
time-of-flight (TOF) analyzers [106, 107] are reported.
4 Sample preparation

Sample preparation is an important part of bioanalytical method development. Common
techniques include simple dilute and shoot (DS), protein precipitation (PP), LLE, and SPE,
with or without evaporation. Advantageous in SFC is the possibility to inject organic solvents
in the apolar mobile phase. There is no need for evaporation of organic solvent and reconsti-
tution in the aqueous-organic mixture such as in RP-HPLC. Online coupling of sample prep-
aration in SFC is less common than in LC. Supercritical fluid extraction (SFE) and SPE are the
two major sample preparation techniques applied in SFC. Online SPE-SFC has been useful in
water analysis (e.g., for analysis of pesticides, phenolic compounds, PAHs, or other common
contaminants), but dates back to the 1990s [108]. More recently, online SFE-SFC has been ap-
plied in different fields of bioanalysis, directly extracting analytes from dried blood spots in
case of phospholipid profiling [109] or disease biomarker profiling for colorectal cancer [110].
SFE-SFC-MS/MS analysis of carotenoids in intact human blood samples was reported by
Zoccali et al. [111], whereas, Hofstetter described the potential for SFE in case of dried urine
as specimen [64].
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5 Examples

Bioanalytical applications of SFC include forensics, pharmacokinetic studies (of pharma-
ceuticals), TDM, metabolomics, and lipidomics. The use of SFC is increasing in all fields of
bioanalysis. Several recent reviews cover bioanalytical SFC applications in general [28, 37,
47, 112], with focus on metabolite analysis [113, 114] or chiral separations [46], forensics
[115], analysis of lipids [116–118], clinical analysis [119], and metabolomics [120]. A set of
the most recent publications will be discussed here in more details covering publications
of SFC applications in different biological matrices between 2015 and 2019 (Fig. 4).
5.1 Drugs of abuse, doping control, and toxicological analysis

SFC-MS/MS is being used for the analysis of drugs of abuse in forensic environments and
prohibited substances according to antidoping regulations (Table 2). Recent forensic applica-
tions of SFC include the analysis of (synthetic) cannabinoids, chiral separation of amphet-
amine enantiomers, and analysis of different new psychoactive substances (NPS) [8, 81,
121, 122]. Geryk et al. developed a SFC-UV method using rather less conventional pure
ACN as mobile phase modifier for the analysis of natural and synthetic cannabinoids and
their metabolites in human urine after desalting using assisted LLE [81]. Limit of quantifica-
tion (LOQ) values ranged from 0.50 to 1.73μg/mL in spiked urine samples. When using tan-
dem mass spectrometric detection and positive ESI, Berg et al. reported that the sensitivity
increased by 10-fold after LLE and deconjugation of potential glucuronides [121]. The authors
detected two synthetic cannabinoids along with 11 metabolites in less than 7min using 0.3%
ammonia in MeOH as a modifier. To distinguish between therapeutic amphetamine admin-
istration and illegal abuse, the determination of the enantiomeric ratio might be helpful.
Therefore, Hegstad et al. developed and validated a chiral high-throughput SFC-MS/MS
method for R/S-amphetamine in human urine [8]. The separation was accomplished within
0

Plas
ma

5

10

15

20

25

Fr
eq

ue
nc

y

Se
rum

Blood
Urin

e
Brai

n
Tiss

ue

Other

FIG. 4 Reported matrices investigated in recent bioanalytical SFC application.

I. Techniques for identifying and quantifying drugs and metabolites



TABLE 2 Recent SFC applications in the field of drugs of abuse, doping control, and toxicological
analysis.

Analyte(s) Matrix Column Mobile phase Detection Reference

Cannabinoids Human
urine

Zorbax Rx-Sil
150 � 4.6 mm, 5 μm

ACN UV [81]

Synthetic
cannabinoids

Human
urine

BEH
100 � 3.0 mm, 1.7 μm

MeOH
NH3, 0.3%

MS/MS
ESI pos

[121]

R/S-amphetamine Human
urine

Chiralpak AD-3
150 � 2.1 mm, 3.0 μm

IPA
cyclohexylamine,
0.2%

MS/MS
ESI pos

[8]

NPS Human
urine

BEH
100 � 3.0 mm, 1.7 μm

MeOH
NH4FA, 20 mM

MS/MS
ESI pos

[122]

Phophatidylethanols Human
Whole
blood

2-PIC
50 � 2.1 mm, 1.7μm

MeOH
NH3, 0.1%

MS/MS
ESI neg

[124]

31 doping substances Human
urine

BEH
100 � 3.0 mm, 1.7 μm

MeOH:water, 98:2
NH4FA, 10 mM

MS/MS
ESI pos/neg

[125]

110 doping substances Human
urine

BEH
100 � 3.0 mm, 1.7 μm

MeOH:water, 98:2
NH4FA, 10 mM

MS/MS
ESI pos/neg

[126]

100 doping substances Human
urine

Torus Diol
100 � 3.0 mm, 1.7 μm

MeOH:water, 98:2
NH4FA, 10 mM

MS/MS
ESI pos

[74]

43 doping substances Human
urine

Torus Diol
100 � 3.0 mm, 1.7 μm

MeOH:water, 98:2
NH4FA, 10 mM

MS/MS
ESI pos

[29]

Polar analytes Human
urine

BEH 2-EP
100 � 3.0 mm, 1.7 μm

MeOH:water,
96.5:3.5
NH4Ac, 5 mM

MS/MS
ESI pos/neg

[23]

Clenbuterol
enantiomers

Human
urine

Astec chirobiotic V2
150 � 4.6 mm, 5 μm

MeOH
FA, 0.1%, NH3, 0.1%

MS/MS
ESI pos

[127]

4 SARMs Bovine
urine

BEH
100 � 3.0 mm, 1.7 μm

MeOH
FA, 0.1%, NH4HCO3,
20 mM

IM-HRMS/
MS
ESI neg

[128]

Acetyl-gestagens Bovine
and
porcine
kidney
fats

HSS C18
100 � 3.0 mm, 1.7 μm

MeOH MS/MS
ESI pos

[129]

PHDPE Human
serum

Torus Diol
100 � 2.1 mm, 1.7 μm

IPA MS/MS
ESI

[91]

PAH Human
urine

Zorbax Rx-Sil,
Zorbax Eclipse PAH
150�, 4.6 mm, 5 μm,
250 � 4.6 mm, 5 μm

MeOH HRMS
APLI

[94]
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6min using amylose tris-(3,5-dimethylphenylcarbamat) as chiral selector. In another study,
15 different NPS from the group of cathinones and phenylethylamines were separated in less
than 3min using SFC-MS/MS (total runtime 10min) by Pauk et al. [123]. Borovcova adapted
this method and compared the SFC- with a LC-MS/MS setup for the analysis of human urine
samples [122]. They applied a simple dilute-and-shoot procedure with isopropyl alcohol as
sample preparation reaching a sensitivity ranging from 0.02 to 5.15ng/mL as limit of detec-
tion (LOD) for the SFC method. Compared to the LC-MS/MSmethod only a few compounds
were reported as less sensitive in the applied SFC-MS/MSmethod. The authors state that pro-
tonation may be less effective in SFC for those compounds with highest pKa values. We as-
sume that this may be even improved by the use of additives in the mobile phase of SFC.

Tomonitor alcohol consumption, the analysis of direct markers (ethyl glucuronide or ethyl
sulfate) with short detection windows is considered as gold standard. To extend the detection
window and detect chronic alcohol consumption indirect markers such as phosphatidy-
lethanols, abnormal phopspholipids only formed in the presence of alcohol, may be a suitable
alternative. Van der Nagel et al. reported the development and validation of a SFC-MS/MS
method for the analysis of three prominent phosphatidylethanols in whole blood as a marker
for alcohol consumption [124]. A volume of 50μL blood was treated with ethyl acetate and
injected into the SFC system after centrifugation. Separation of the three analytes and one in-
ternal standard was achieved on a short 2-PIC column (50 � 2.1 mm, 1.7 μm) and 0.1% am-
monia in MeOH as a modifier. The same solvent was used as makeup to enhance signal
intensity in negative ESI. In conclusion, the authors stated that their method provided high
sensitivity (LLOQ 3.0–6.0ng/mL), short analysis time (4.2min), and was fit to be applied in
clinical practice.

In the context of doping control analysis, SFC has already been applied for large sets of
compounds. Due to its high separation efficiency, SFC enables screening of hundreds of dif-
ferent classes of analytes. Novakova et al. developed a screening method for more than 100
substances. In the first part of their study, the authors optimized the method based on a rep-
resentative set of 31 acidic and basic analytes and compared SFC-MS/MSwith LC-MS/MS. In
SFC, chromatographic performance optimum was found using gradient mode on a BEH sta-
tionary phase (100 � 3.0 mm, 1.7 μm), 2% water in MeOH as mobile phase modifier and am-
monium formate (10mM) as additive. The best compromise for MS response was obtained
using ethanol as makeup solvent for positive and negative ESI. For more than 50% of the
tested compounds, SFC-MS/MS was found to be more sensitive than LC-MS/MS, while
the remaining analytes showed no significant differences except for bumetanide, which
yielded a higher MS response in LC-MS/MS [125]. The second part of the study focused
on the analysis of 110 doping substances in urine samples, again, comparing SFC and LC.
For SFC, optimization of injection solvent, a critical step during method development,
resulted in a mixture of 25% water in ACN for dilute and shoot sample preparation. In the
end, SFCwas found to bemore sensitive for themajority of the compounds andmatrix effects
were less prominent compared to LC making SFC a promising alternative for screening pur-
poses in doping control analysis [126]. In another study, the same group aimed to develop
another screening method for the detection of 100 compounds, belonging to the classes of an-
abolic agents, hormones and metabolic modulators, synthetic cannabinoids and glucocorti-
coids, in urine. For sample preparation, supported liquid extraction was beneficial to
extract the 100 different analytes from the matrix. The separation was achieved on a Diol
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column (100 � 3.0 mm, 1.7 μm) after testing eight different stationary phases. The same mod-
ifier and additive as in the previous two studies were used along with pure MeOH as a
makeup solvent for exclusive positive ionization (ESI). Also, the same gradient was usedwith
a slightly slower flow rate of 1.3mL/min. The LODs obtained by thismethodwere better than
the minimum required performance levels except for three analytes [74].

Desfontaine et al. compared the performance of GC-, HPLC-, and SFC-MS/MS for the de-
tection of 43 different anabolic agents in human urine [29]. The development of two methods
(SFC- and LC-MS/MS) with regard to sample preparation, stationary phase, mobile phase,
and MS conditions is reported. Both methods required SLE as sample pretreatment. For
SFC, the separation was achieved using the same conditions as reported by Novakova
et al. [74]. Overall, compared to GC-MS/MS analysis, which requires deconjugation of glu-
curonides, LLE, and derivatization, the LC- as well as the SFC-MS/MS method were advan-
tageous in terms of analysis time, sensitivity, and matrix effects. The LC-MS/MS method
showed the best sensitivity for most of the analytes whereas SFC had the weakest matrix
effects.

A large set of polar analytes including metabolites was investigated by Parr et al. [23]. The
authors compared the retention in RPLC, HILIC, and SFC in their study and found expected
orthogonal retention for SFC which was beneficial for the analysis of the polar analytes. The
optimized SFC-MS/MS method applied a BEH 2-EP column (100 � 3.0 mm, 1.7 μm) along
with MeOH:water (96.5:3.5, v/v) and ammonium acetate (5mM) as mobile phase modifier
and additive as well as makeup solvent for tandem mass spectrometric detection.

In another study, the authors discriminated clenbuterol enantiomers bymeans of SFC-MS/
MS. Clenbuterol is misused by athletes as well as in cattle breeding to increase muscle mass
due to its anabolic side effects. Reports of adverse analytical findings resulting from con-
sumption of contaminated meat complicate proper doping control analysis. Since the enan-
tiomeric composition in the meat may be altered during body passage and tissue distribution
while it persists after clenbuterol administration to humans, the enantioseparation may be
helpful to distinguish intentional fromunintentional administration. Chiral separationwithin
4 min was performed using a vancomycine-based CSP (150� 4.6 mm, 5 μm) andMeOHwith
the addition of 0.1% formic acid and ammonia, respectively, as modifier [127].

Four different nonsteroidal selective androgen receptor modulators (nonsteroidal SARMs)
in bovine urine were analyzed by SFC-HRMS as reported by Beucher et al. [128]. SARMs are
under investigation for therapeutic use, but still exhibit anabolic effects which may be
misused in sports as well as in livestock production as growth hormones. In their study,
the authors present the benefit of combining SFC and ion-mobility HRMS using negative
ESI for the detection of andarine, bicalutamide, hydroxyflutamide, and enobosarm. The latter
was successfully analyzed after administration to a male calf.

In a toxicological context, Tao et al. analyzed growth-promoting hormones for food-
producing animals in bovine and porcine kidney fats. The acetyl-gestagens were concen-
trated by SPE prior to analysis and separated using a C18 column and gradient elution.
MeOH was used as modifier without additive, whereas MeOH with the addition of 0.1%
formic acid was applied as makeup solvent. All seven analytes were separated within
5min [129].

Although the analysis of environmental pollutants is not considered to be part of bio-
analysis in here, the methods developed by Gross and Klink are briefly mentioned since
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they cover bioanalytical matrices. Gross et al. separated 22 hydroxylated polybrominated
diphenyl ethers (OH-BDEs) in human serum by SFC-MS/MS using ESI [91]. A gradient
up to 25% isopropyl alcohol in CO2 separated the analytes on a Torus Diol column (100 �
2.1 mm, 1.7 μm)within 14 min. PureMeOHwas used as makeup solvent at a rather high flow
rate of 0.9 mL/min. 1-HP (1-hydroxypyrene), a hydroxylated metabolite of the polyaromatic
hydrocarbon (PAH) pyrenewas detected by Klink et al. in human urine. In their experimental
setup using SFC-APLI-TOF-MSwithout derivatization a LOD of 0.5ng/mLwas possible [94].
5.2 Pharmaceuticals and clinical analysis

The analysis of pharmaceuticals in the biological specimen by SFC and its application for
clinical analysis is another prominent area of bioanalytical SFC applications (Table 3). The fast
analysis times that can be accomplished by SFC are beneficial for high-throughput methods
for pharmacokinetic studies during drug development or especially TDM in a clinical context.

Zhang et al. reported the analysis of 15 sulfonamide antibiotics and their acetylatedmetab-
olites in human serum after simple protein precipitation using SFC-UV. The separation was
accomplished within 7 min using ethanol as a modifier in gradient mode. Thereby, the au-
thors provided a relatively sensitive (LOD 0.15–0.35μg/mL) and green method [80].

In the domain of enantioseparation, where SFC was always favored, several studies
proved this fact. A fast separation of racemic cetirizine in human plasma was reported by
Eom et al. The authors applied a relatively low flow rate of 0.85mL/min and isocratic elution
using 95%MeOH in water as a modifier. Human plasma samples were prepared bymeans of
SPE followed by tandemmass spectrometric detection, which resulted in slightly higher sen-
sitivity than former methods (LOQ 0.2ng/mL). The developedmethod was subsequently ap-
plied to a pharmacokinetic study comparing the administration of levocetirizine and racemic
cetirzine [130]. Another chiral method was developed by Hegstad et al. where the authors
separated citalopram enantiomers in human serum with the purpose of TDM. Since both en-
antiomers exhibit different potency and are available in different therapeutic formulations
(containing racemic citalopram or S-citalopram only), knowledge about the actual serum con-
centration may be quite useful for clinicans. The SFC-MS/MS setup used a cellulose tris-(3-
chloro-4-methylphenylcarbamate) stationary phase (150 � 2.1mm, 2.5 μm), a mixture of
MeOH and ACN as a modifier, and isopropyl alcohol containing 0.1% ammonia as makeup
solvent being faster (4min runtime) than comparable HPLCmethods (12–45 min). A full val-
idation according to FDA guidelines allowed the successful implementation in a routine lab-
oratory [7]. The investigative drug GSK1278863 shows a complex phase I metabolism
resulting in up to 14 stereoisomeric metabolites which could not be separated using UHPLC
methods. Chiral analysis by SFC using a Chiralpak AD-H column [amylose tris-(3,5-
dimethylphenylcarbamate)] and 0.5% formic acid in a mixture of isopropyl alcohol and ethyl
acetate (80:20, v/v) as modifier was then accomplished within 17min [131]. Ketamine is used
as an anesthetic drug but was under investigation for its antidepressant effects. Both enan-
tiomers and four metabolites, namely R- and S-norketamine, R- and S-dehydronorketamine,
and (2R,6R)- and (2S,6S)-hydroxynorketamine, could be separated in one run by SFC-MS as
reported by Fassauer et al. [63]. Enantioseparation was accomplished within 15min which
was 4 times faster than a comparable HPLC method. The method was validated according
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TABLE 3 Recent SFC applications in the field of Pharmaceuticals and clinical analysis.

Analyte(s) Matrix Column

Mobile

phase Detection Reference

15 sulfonamide
antibiotics and
metabolites

Human
serum

BEH
100 � 3.0 mm, 1.7 μm

EtOH UV [80]

Racemic cetirizine Human
plasma

Chiralpak IE
150 � 2.1 mm, 5 μm

MeOH:
water, 95:5

MS/MS
ESI pos

[130]

Citalopram enantiomers Human
serum

Trefoil CEL2
150 � 2.1 mm, 2.5 μm

MeOH:
ACN, 70:30
NH4Ac,
10 mM

MS/MS
ESI pos

[7]

GSK1278863 metabolites Human
plasma

Chiralpak AD-H
150 � 4.6 mm, 5 μm

IPA:ethyl
acetate,
80:20
FA, 0.5%

MS/MS
ESI

[131]

Ketamine enantiomers, 3
metabolites

Human
urine

Lux Amylose-2
150 � 4.6 mm, 5 μm

IPA
NH3,
0.075%

MS
ESI pos

[63]

Ketamine enantiomers, 3
metabolites

Human
urine

Lux Amylose-2
150 � 4.6 mm, 5 μm

IPA
NH3,
0.075%

MS
ESI pos

[64]

Six HIV protease
inhibitors

Human
dried
plasma spot

Diol
150 � 3.0 mm, 2.5 μm

MeOH
NH4FA,
10 mM

MS/MS
ESI

[65]

API Mouse
hepatocytes

X-bridge C18, Chiralpak IB-3,
Chiralpak AD-3
150 � 3.0 mm, 3.5 μm, 50 �
4.6 mm, 3.0 μm, 50 � 4.5 mm,
3.5 μm

EtOH
NH3, 0.1%

MS
ESI

[83]

Lobaplatine Rat plasma Chiralcel OZ-RH
150 � 4.6 mm, 5 μm

MeOH MS/MS
ESI pos

[68]

Three taxane drugs Rat blood BEH 2-EP
100 � 2.1 mm, 1.7 μm

MeOH MS/MS
ESI pos

[132]

Daidzein Rat plasma BEH 2-EP
100 � 3.0 mm, 1.7 μm

MeOH
FA, 1.0%

MS/MS
ESI pos

[133]

Risperidone and chiral
metabolite

Rat plasma Chiralpak AD-3
100 � 3.0 mm, 3.0 μm

MeOH
FA, 0.1%,
NH4Ac,
40 mM

MS/MS
ESI pos

[134]

Lumefantrine,
artemether,
dihydroartemisinin

Rat plasma BEH 2-EP
100 � 3.0 mm, 1.7 μm

MeOH
NH4Ac, 2
mM

MS/MS
ESI pos

[135]

Continued
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Analyte(s) Matrix Column

Mobile

phase Detection Reference

Ginkgolides and
hydrolyzed products

Rat plasma Not reported MeOH:
water, 95:5
NH4Ac,
10 mM

MS/MS
ESI pos/
neg

[136]

Scholarisine,
19-epischolarisine,
vallesamine, picrinine

Rat plasma BEH 2-EP
100 � 3.0 mm, 1.7 μm

MeOH
NH4FA, 2
mM

MS/MS
ESI pos

[137]

Coenzyme Q10 Rat plasma BEH 2-EP
100 � 3.0 mm, 1.7 μm

MeOH MS/MS
ESI pos

[138]

25 model compounds Rat plasma DEA, Diol, 2PIC
50 � 2.1 mm, 1.7 μm

MeOH
Different
additives

MS/MS
ESI pos

[139]

n-butylphtalide Dog plasma HSS C18
100 � 3.0 mm, 1.8 μm

MeOH MS/MS
ESI pos

[140]

Probucol Dog plasma BEH 2-EP
100 � 3.0 mm, 1.7 μm

MeOH MS/MS
ESI pos/
neg

[141]

Piroxicam Dog plasma BEH 2-EP
100 � 3.0 mm, 1.7 μm

MeOH:
water, 98:2
FA, 0.4%,
NH4Ac,
10 mM

MS/MS
ESI pos

[142]

Ezetimibe Dog plasma C18
100 � 3.0 mm, 1.8 μm

MeOH MS/MS
ESI neg

[143]

Rabeprazole Dog plasma Trefoil CEL2
100 � 3.0 mm, 2.5 μm

MeOH MS/MS
ESI pos

[144]

Oxcarbazepine and
chiral licarbazepine

Dog plasma Trefoil CEL2
150 � 3.0 mm, 2.5 μm

MeOH MS/MS
ESI pos

[67]

166 5. Application of SFC for bioanalysis
to EMA and FDA guidelines for bioanalytical methods and subsequently applied to a phar-
macokinetic study, where the analytes were successfully quantified in human urine samples
after LLE. Hofstetter et al. improved this method in terms of sample preparation with an
online SFE-SFC-MS approach [64]. They used the same column (150 � 4.6mm, 5μm) with
5-chloro-2-methylphenylcarbamylated amylose, with modifier consisting of 0.075% ammo-
nia in isopropyl alcohol, and makeup solvent (0.1% formic acid in MeOH) improving sensi-
tivity in positive electrospray with single quadrupole detection. Only 20μL of urine, instead
of 1mL of urine for LLE, were required and total runtime was reduced to around 18min
including SFE. In addition, this method was validated according to EMA guidelines.

The analysis of HIV protease inhibitors spiked in human plasma spots (dried) was
reported by Akbal et al. [65]. In that study, the authors focused on the optimization of
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mobile phase additives and makeup solvent additives. Separation of six protease inhibitors
was accomplished by using a diol stationary phase (150 � 3.0 mm, 2.5 μm) and MeOH
containing 10 mM ammonium formate. Postcolumn addition of different makeup solvent
was investigated with regard to the type of additive and flow rates. Generally, they found
ammonium to bemost beneficial for positive ESI and proposed the formation of adducts with
DMSO. This led to a simplification of the MS spectrum.

An advanced instrumental setup was used by Goel et al. [83]. The authors developed a
two-dimensional LCxSFC-UV-MS system for the analysis of a nondisclosed API. The drug
substance was metabolized bymouse hepatocytes yielding one metabolite. Both API andme-
tabolite were successfully separated in the first dimension using a C18 column (150� 3.0mm,
3.5μm) by HPLC. Enantioseparation in the second dimension was accomplished on two dif-
ferent CSP, cellulose tris-(3,5-dimethylphenylcarbamate) (50 � 4.6 mm, 3.0 μm) and amylose
tris-(3,5-dimethylphenylcarbamate) (50� 4.5 mm, 3.5 μm), respectively. Ethanol with the ad-
dition of 0.1% ammonia was used as a mobile phase additive on both columns. The enantio-
mers were detected by single quadrupole MS in SIM mode.

Pharmacokinetic studies involving laboratory animals are still necessary for drug develop-
ment processes. Meng et al. reported the separation of lobaplatin diastereomers in rat plasma
using a chiral column with cellulose tris-(3-chloro-4-methylphenylcarbamate) as CSP to in-
vestigate stereospecificity in pharmacokinetics. The SFC-MS/MS method was validated
according to FDA guidelines and utilized isocratic elution with pure MeOH at 4mL/min,
and 0.1% formic acid in MeOH at 0.3mL/min as makeup solvent. Rat plasma samples were
deproteinized before analysis and the diastereomers were separated within 6min [68]. An-
other example of the analysis of chemotherapeutic drugs by SFC-MS/MS was reported by
Jin et al. [132]. The authors developed a fast SFC-MS/MS method for the analysis of three
taxane drugs in rat whole blood. Although several LC-MS/MS methods for pharmacokinetic
studies of taxanes are reported, the use of SFC may simplify sample preparation and fasten
analysis. Therefore, 50μL blood were (spot) dried and extracted with t-butyl methyl ether,
evaporated and reconstituted in MeOH. Paclitaxel, cabazitaxel, docetaxel, and glyburide (in-
ternal standard) were separated within 3min on a BEH 2-EP column (100 � 2.1mm, 1.7μm)
with pure MeOH as a modifier and makeup solvent in gradient mode. Lower limits of quan-
tification (LLOQ) of 10.0–10.4ng/mL were reached.

The isoflavone daidzein shows poor bioavailability caused by low solubility in water.
Therefore, a valine carbamate prodrug of daidzein was investigated and within a pharma-
cokinetic study in rats. SFC-MS/MS proved to be suitable for fast analysis of daidzein
and prodrug in rat plasma. After LLE with ethyl acetate, evaporation, and reconstitution
in MeOH, the separation was achieved on a BEH 2-EP stationary phase (100 � 3.0mm,
1.7μm) and MeOH as a modifier (with 1% formic acid as an additive) within 3min. Pure
MeOH was deployed as makeup solvent enabling LLOQ of 2–10ng/mL in positive
ESI-MS/MS [133].

The antipsychotic drug risperidone along with its chiral metabolite 9-hydroxyrisperidone
was separated by SFC within 6 min on an amylose tris-(3,5-dimethylphenylcarbamat) phase
and MeOH containing 0.1% formic acid as well as 40 mM ammonium formate as mobile
phase modifier. After oral and intravenous risperidone administration to rats and protein
precipitation as sample pretreatment, the simultaneous quantification was possible within
this validated setup of Prasad et al. [134].
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Yang et al. reported the separation of lumefantrine, artemether, and its active metabolite
dihydroartemisinin in rat plasma after protein precipitation. The combination of
lumefantrine and artemether represents an effective oral antimalaria drug which was admin-
istered intravenously to rats in the form of a new formulation. Gradient elution on a BEH 2-EP
phase (100� 3.0 mm, 1.7 μm) with ammonium acetate (2mM) in MeOH as modifier was pos-
sible within 2.5 min. Positive ESI without any reported makeup solvent yielded LLOQs of
1.0–2.0ng/mL [135].

Separation of three ginkgolides and six hydrolyzed metabolites by SFC was favored over
reversed phase LC [136]. The developedmethod applied 95%MeOHwith ammonium acetate
(10mM) as a modifier and rather uncommon pure water with 5 mM ammonium acetate as
makeup solvent. A total runtime of 6.5min allowed for fast analysis in the course of a phar-
macokinetic study after intravenous administration of a ginkgolide extract. Another
phytopharmaceutical drug was investigated by Yang et al. [137]. The authors aimed for
the separation of its ingredients scholarisine, 19-epischolarisine, vallesamine, and picrinine,
which showed the best performance on a BEH 2-EP (100 � 3.0 mm, 1.7 μm) stationary phase,
and 2mM ammonium formate inMeOH asmodifier. Within a pharmacokinetic study in rats,
the SFC-MS/MS method showed higher sensitivity and shorter run times than previous
assays.

To evaluate a new formulation of the lipophilic coenzyme Q10 within a pharmacokinetic
study, Yang et al. developed a fast SFC-MS/MS method for the analysis of coenzyme Q10 in
rat plasma. Isocratic elution within 1.5min using pure MeOH as mobile phase modifier and 2
mM ammonium acetate inMeOH asmakeup solvent enabled a LLOQ of 2.0ng/mL after pre-
vious protein precipitation [138].

Recently, Zhang et al. tested SFC-MS/MS for high-throughput bioanalysis in drug discov-
ery based on 25 model compounds (log P range 0.16–6.15). For five out of those 25 test com-
pounds, they performed an application study with rats to demonstrate the applicability of
their method for bioanalytical application. SFC-MS/MS resulted in a fast (1-min total run
time) analysis using sub-2-micron columns and the authors concluded that in comparison
to LC-MS/MS, SFC-MS/MS showed better sensitivity and both methods resulted in similar
concentration data. Furthermore, they found SFC fit for high-throughput bioanalysis of small
molecule drugs [139].

Pharmacokinetic studies in advanced drug development processes are often performed
with nonrodents. Several recent studies report the development of SFC-MS/MS methods
for fast analysis of pharmaceuticals and their metabolites in beagle dog plasma. Li et al. de-
veloped and validated a SFC-MS/MS method for the determination of the cerebral stroke
treatment drug n-butylphthalide. An aliquot of 200μL of dog plasma was deproteinized
by the addition of 300μL MeOH. After centrifugation, 5μL of supernatant were injected
and separation was achieved using a C18 column (100 � 3.0mm, 1.8μm), isocratic elution
with pure MeOH as modifier and makeup solvent, in only 1.5 min. The authors emphasize
that their method was faster than HPLC methods and, therefore, capable of high-throughput
analysis for pharmacokinetic studies [140]. In another study, the same group evaluated the
bioavailability of a new drug formulation of the antihyperlipidemic drug probucol. Again,
a pharmacokinetic studywith beagle dogs was successfully performed by SFC-MS/MS. Sam-
ple preparation by protein precipitation with MeOH and acetone was followed by fast
isocratic separation (1.5min) using a BEH 2-EP column (100 � 3.0mm, 1.7μm), pure MeOH
I. Techniques for identifying and quantifying drugs and metabolites



1695 Examples
as a modifier, and 0.5% ammonia in MeOH as makeup solvent [141]. In another study, the
authors reported the determination of the nonsteroidal antiinflammatory drug piroxicam.
To evaluate the bioequivalence of two drug formulations a pharmacokinetic study with bea-
gle dogs was conducted. Here, LLE of plasma samples with ethylacetate and subsequent in-
jection of the organic layer enabled analysis of piroxicam within 2.5 min using a BEH 2-EP
column (100 � 3.0 mm, 1.7 μm), 2% water in MeOH as modifier, and formic acid (0.4%) as
well as ammonium acetate (10mM) as additive. MeOH containing 0.1% formic acid was used
as makeup solvent and they reported sensitivity as low as LLOQ 5ng/mL [142]. Di et al.
developed amethod for the analysis of the antihyperlipidemic drug ezetimibe in dog plasma.
After deglucuronidation and extraction with t-butyl methyl ether, the organic layer was
dried, reconstituted in MeOH and analyzed by SFC-MS/MS. Separation using a C18
stationary phase (100 � 3.0 mm, 1.8 μm) and MeOH as a modifier in gradient mode was
accomplished within 3.5min. No makeup solvent was reported to assist negative ESI. Still,
LLOQ of 1.0ng/mL was achieved and the method was applied to a pharmacokinetic
study [143].

Examples of chiral separation by SFC in the context of pharmacokinetics are reported by
Yang or Su et al. [67, 144]. The latter reported enantioseparation of rabeprazole using cellulose
tris-(3-chloro-4-methylphenylcarbamate) as CSP (100 � 3.0 mm, 2.5 μm). CO2 modified with
pure MeOH, and isocratic elution allowed for enantioseparation within 4.5min. Yang et al.
were able to separate oxcarbazepine and its active chiral metabolite licarbazepine utilizing
cellulose tris-(3-chloro-4-methylphenylcarbamate) as CSP (150 � 3.0mm, 2.5μm) after LLE
and isocratic elution with pure MeOH [67].

In summary, SFC-MS/MS seems to be of growing interest for fast and sensitive analysis in
pharmacokinetic studies during drug discovery and development as well as for TDM in a
clinical environment.
5.3 Endogenous metabolites, metabolomics, and lipidomics

Application of SFC in various analytical fields has been reported for parallel as well as
untargeted metabolomics [120], with the latter being still less common. Nevertheless,
Grand-Guillaume Perrenoud et al. showed the great potential of SFC for metabolic profiling
in combination with Q-TOF in terms of plant metabolic profiling [99].

In bioanalytical applications, targeted approaches are more popular (Table 4). Recently, a
few studies investigated general approaches for metabolic phenotyping utilizing SFC-MS/
MS. Sen et al. investigated the potential of SFC for the analysis of polar urinary metabolites
for metabolic phenotyping. A screening of 12 different column chemistries, three-column
temperatures, alongwith nine different additives inmethanol asmodifier using a set of 60 po-
lar metabolites (log P �7 to 2) was performed and applied to human urine samples using a
7 min gradient [35]. The authors suggested a Torus Diol column along with methanol
containing ammonium formate as modifier as a starting point for further method develop-
ment. An even wider polarity range was covered by Desfontaine et al. [36]. In all, 57 hydro-
philic and lipophilic substances (log P�6 to 11) were analyzed by SFC-MS/MS using ‘unified
chromatographic’ conditions. The authors applied a gradient up to 100% modifier (MeOH:
water, 1:1, v:v) with 50 mM ammonium formate and 1 mM ammonium fluoride as additives.
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and lipidomics.

Analyte(s) Matrix Column Mobile phase Detection Reference

60 polar
metabolites

Human urine Torus Diol
100 � 3.0 mm, 1.7 μm

Multiple UV, MS [35]

57 metabolites Poroshell HILIC
100 � 3.0 mm, 2.7 μm

MeOH:water, 95:5
NH4FA, 50 mM,
NH4F, 1 mM

MS/MS
ESI pos/
neg

[36]

Modified
nucleosides

E. coli tRNA
digest

2-PIC
150 � 2.1 mm, 1.7 μm

MEOH:water, 98:2
NH4Ac, 10 mM

HRMS
ESI pos

[145]

Melatonin,
N-acetyl-
serotonin

Human serum BEH
150 � 4.6 mma)

MeOH
FA, 0.1%, NH4FA,
0.05%

MS/MS
ESI pos

[146]

Amino acids Human serum Luna HILIC
150 � 3.0 mm, 3.0 μm

MeOH, EtOH,
MeOH:ACN, 1:1
NH4FA, NH4Ac

MS/MS
ESI/
APCI
pos/neg

[89]

Steroid
glucuronides (G),
sulfates (S)

Urine, bovine BEH 2-EP (S), BEH (G)
100 � 3.0 mm, 1.7 μm

MeOH:water, 95:5
NH4FA, 30 mM

MS/MS
ESI neg

[149]

19 endogenous
AAS

Serum, fetal
bovine

BEH 2-EP
100 � 3.0 mm, 1.7 μm

MeOH MS/MS
ESI pos

[150]

Steroids Prostate cancer
cells, tissue,
plasma

BEH, BEH 2-EP
100 � 3.0 mm, 1.7 μm

MeOH MS/MS
ESI pos

[151]

19 steroids Plasma, human BEH
100 � 3.0 mm, 1.7 μm

MeOH
FA, 0.1%

MS/MS
ESI pos

[152]

51 endogenous
steroids, and
sulfates

CSF, Human 2-EP, 100 � 3.0 mm, 1.7
μm; Silica, 200 � 3.0, 1.8
μm;
Diol, 150 � 3.0 mm, 1.7
μm

MeOH:water,
97.5:2.5
NH4FA, 40 mM;
Isopropyl alcohol;
MeOH

MS/MS
ESI pos/
neg

[153]

Vitamin D, 9
metabolites

Serum, human Lux Cellulose-2
150 � 3.0 mm, 3.0 μm

MeOH
FA, 0.1%

MS/MS
ESI pos

[155]

Vitamin D,
metabolites

Plasma, human 1-AA
100 � 3.0 mm, 1.7 μm

MeOH MS
ESI/
APCI

[90]

8 tocopherols,
tocotrienols

Serum, human BEH 2-EP
100 � 3.0 mm, 1.7 μm

MeOH:water, 98:2,
MeOH:water, 95:5
(HT)
NH4FA, 10 mM

UV, MS
ESI pos

[82]

Fat-soluble
vitamins,
carotinoids

Plasma, human Viridis HSS C18 SB
100 � 3.0 mm, 1.8 μm

MeOH:water, 98:2
NH4FA, 20 mM

MS/MS
ESI pos

[157]

170 5. Application of SFC for bioanalysis

I. Techniques for identifying and quantifying drugs and metabolites



TABLE 4 Recent SFC applications in the field of endogenous metabolites, metabolomics,
and lipidomics—cont’d

Analyte(s) Matrix Column Mobile phase Detection Reference

Carotenoids Blood, human C30
150 � 4.6 mm, 2.7 μm

MeOH MS/MS
APCI
pos/neg

[111]

Biomarker serum, dried
spots

Inertsil Diol
150 � 2.1 mm, 3.0 μm

MeOH
FA, 0.1%

MS/MS
ESI pos/
neg

[110]

Arachidonic acid
metabolites

Plasma, human,
CSF, human

2-PIC
150 � 3.0 mm, 1.7 μm

MeOH
FA, 0.1%, NH4Ac,
10 mM

MS/MS
ESI neg

[158]

Lipids Brain, porcine BEH
100�3.0 mm, 1.7 μm

MeOH:water, 99:1
NH4Ac, 30 mM

HRMS
ESI pos/
neg

[162]

450 lipid species
within 23 lipid
classes

Plasma,
erythrocytes,
tumor tissue

BEH
100 � 3.0 mm, 1.7 μm

MeOH:water, 99:1
NH4Ac, 30 mM

HRMS
ESI pos

[163]

Oxylipins Plasma, human Torus 1-AA
100 � 3.0 mm, 1.7 μm

MeOH
acetic acid, 0.1%

HRMS
ESI neg

[164]

172 lipids Plasma, LDL,
rabbit

Inertsil ODS-4
250 � 4.6 mm, 5 μm

MeOH
NH4Ac, 0.1%

HRMS
ESI pos/
neg

[105]

Lipids from
22 lipid classes

Plasma, rabbit DEA
100 � 3.0 mm, 1.7 μm

MeOH:water, 95:5
NH4Ac, 0.1%

MS/MS
ESI pos/
neg

[165]

Biomarker Tissue, mouse
lung

BEH, HSS C18 SB
50� 2.1 mm, 1.7/1.8 μm

MeOH:ACN; 1:1
NH4FA, 15 mM

HRMS
ESI pos/
neg

[166]

Lipids Brain, rat BEH
100 � 3.0 mm, 1.7 μm

MeOH:water, 99:1
NH4Ac, 30 mM

HRMS
ESI pos/
neg

[106]

18 lipid classes Blood serum,
brain tissue

Diol
100 � 3.0 mm, 1.7 μm

MeOH
NH4FA, 20 mM

HRMS
ESI pos/
neg

[167]

Triacylglycerols Milk, human BEH 2-EP
100 � 3.0 mm, 1.7 μm

MeOH:ACN, 1:1
FA, 0.1%

HRMS
ESI pos

[107]

a Particle size not reported.

1715 Examples
A superficially porous Poroshell HILIC column (100� 3.0 mm, 2.7 μm) was found to be most
suitable for analysis with regard to potential application in human metabolomics. Further
studies investigated the application of SFC for polar endogenous metabolites. Laboureur
et al. developed a SFC-HRMS method for the detection of canonical and modified nucleo-
sides. The separation was achieved using a 2-PIC (150�2.1 mm, 1.7 μm) stationary phase
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172 5. Application of SFC for bioanalysis
and MeOH containing 2% water and 10 mM ammonium acetate as a modifier. SFC in com-
bination with HRMS was utilized to investigate the modification of nucleosides after diges-
tion of tRNA by Escherichia coli and found SFC to be faster than comparable LC methods and
an interesting alternative for epigenetic studies [145]. Wolrab et al. developed and validated
two methods (LC- and SFC-MS/MS) for the analysis of the neurotransmitter melatonin and
n-acetyl-serotonin in human serum and found SFC-MS/MS a useful alternative for the anal-
ysis of polar analytes [146]. In another study, the authors investigated the applicability of SFC-
MS/MS for the analysis of polar and ionic amino acids in human serum. After simple protein
precipitation analytes were separated using a Luna HILIC column (150 � 3.0 mm, 3.0 μm)
using different modifiers (MeOH, ethanol, and MeOH:ACN). ESI and APCI in positive
and negative mode were evaluated and resulted in compound-dependent sensitivity [89].

SFC is also a versatile tool for the analysis of more apolar substances. The analysis of en-
dogenous steroid hormones is a challenging task caused by the vast number of isomers and
isobaric substances, which cannot be discriminated in multiple reaction monitoring modes
due to the same ion transitions. Thus, chromatographic separation is necessary. Routine anal-
ysis in clinical or antidoping context is typically performed using either GC-MS(/MS) after
hydrolysis of conjugates and subsequent derivatization (and sometimes semipreparative
HPLC-cleanup before analysis), or LC-MS/MS. The latter having no need for derivatization
and hydrolysis, had less separation efficiency compared to GC. Recently, Shackleton
reviewed clinically relevant steroid analysis and found SFC-MS/MS “a new player in
separation” showing the capability of being an excellent option for bioanalysis [147]. Also,
Storbeck sees great potential for steroid analysis by SFC in a clinical environment. SFC offered
high-throughput and orthogonality compared to GC-MS and LC-MS/MS, and was well
suited for applications in different matrices for steroid profiling also covering conjugated ste-
roids [148]. One earlier bioanalytical method applying SFC-MS/MS by Xu et al. covering
15 endogenous estrogen metabolites was faster than a LC-MS analysis (10min vs. 70min),
using two serially coupled columns (cyano-propyl silica and diol). Still, derivatization with
dansyl chloride was necessary [88].

Recently, the analysis of 8 intact steroid glucuronides and 10 sulfates in bovine urine by
Doue et al. was accomplished using two different methods, each separation accomplished
within 8 min [149]. An even larger set of 19 endogenous androgenic steroids including
11-oxo steroids in fetal bovine serum was separated by Quanson et al. [150]. After LLE
and evaporation, analysis was performed using a BEH 2-EP column (100 � 3.0 mm, 1.7 μm),
additive-free methanol as a modifier, and methanol with 0.1% formic acid at 0.2 mL/min as
makeup solvent within 4min. LLOQ of 0.01–10 ng/mL were reached using tandem mass
spectrometric detectionwith ESI in positivemode.DuToit et al. applied the samemethodwith
a slightly different gradient for several 11-hydroxy- and 11-oxo-androgens in prostate cancer
cells, tissue, and plasma [151]. The separation of 32 endogenous steroids within 21min was
reported by Parr et al. [93]. The authors did not analyze any biologicalmatrix therein, but com-
pared different atmospheric pressure ionization sources (ESI, APCI, APPI) and found ESI be-
ingmost suitable formost of the compounds reachingLODs from1 to 50ng/mL.DeKock et al.
reported the analysis of 19 endogenous steroids after derivatization of carbonyl groups with
methoxamine hydrochloride resulting in the corresponding methoxamines. The introduction
of a nitrogen moiety improved ionization efficiency due to the higher proton affinity, thus,
improving the limits of detection. This derivatization procedure leads to derivatization
I. Techniques for identifying and quantifying drugs and metabolites



FIG. 5 MRM chromatogram showing seven corticosteroids detected in human CSF by SFC-ESI-MS/MS. Column
Torus Diol (150� 3.0mm, 1.7 μm), modifier: MeOH, flow-rate 1 mL/min in gradient mode, makeup solvent: MeOH:
H2O (97.5:2.5, v:v) with 1mM NH4F at 0.150mL/min flow rate.

1735 Examples
isomers (for 11out of 19 analytes),whichwere considered for quantification. Theanalyteswere
separated on a BEH column andMeOHwith 0.1% formic acid as modifier and same makeup
solvent. SFC-MS/MS and positive ESI enabled LOQs in the range of 0.05–1 ng/mL [152]. In
another study, Teubel et al. compared GC-MS and SFC-MS/MS for steroid profiling. The au-
thors found SFC-MS/MS advantageous over GC-MS since no derivatization leading to poten-
tial isomers was necessary and the high separation efficiency of SFC allowed successful
separationusing threedifferentSFC-MS/MSmethods fordifferent setsof endogenoussteroids
(Fig. 5). In total, 51 steroids including steroid sulfates are covered. As proof of concept for
bioanalysis, intact steroid sulfates were detected in human CSF [153].

Already in 2013, the analysis of 25 bile acids including glycine and taurine conjugates was
accomplished in 13min using SFC-ESI-MS/MS as reported by Taguchi et al. The quantifica-
tion of 24 compounds in rat serumwithout the need for complex sample preparation like SPE
was possible [154].

In addition, the analysis of lipohilic vitamins by SFC is well documented. Jenkinson et al.
separated nine vitamin D metabolites in human serum within 6min by SFC-MS/MS using a
chiral column (150� 3.0mm, 3.0 μm) and 0.1% formic acid inMeOH asmobile phasemodifier
and makeup solvent. Sample pretreatment was performed by SLE with subsequent deriva-
tization. The method resulted in similar concentrations than comparable LC-MS/MS
methods. Sensitivity was similar, while the injection volume in LC was five times larger
[155]. It is worthmentioning that Regaldao et al. summarized several case studies where CSPs
were successfully applied for the analysis of achiral compounds [156]. Also, Jumaah et al.
were able to detect vitamin D along with nine metabolites in human plasma when using
I. Techniques for identifying and quantifying drugs and metabolites



174 5. Application of SFC for bioanalysis
single quadrupole mass spectrometric detection [90]. For separation of the analytes, a
1-aminoanthracene column (1-AA) was applied. Further lipophilic vitamins were investi-
gated by Pilarova et al. [82]. The authors developed a high-resolution and a high-throughput
method for the analysis of tocopherols and tocotrienols in human serum samples with single
quadrupole mass spectrometric detection. Sample pretreatment consisted of protein precip-
itation and subsequent LLE. The separation was achieved on a BEH 2-EP column (100 �
3.0mm, 1.7μm) using isocratic elution. Petruzziello et al. separated fat-soluble vitamins
and carotinoids by UHPSFC-MS/MS applying an apolar stationary phase for lipophilic
analytes. A HSS C18 column (100 � 3.0mm, 1.8μm) was used with a modifier consisting
of MeOH:water, 98:2, and 20 mM ammonium formate as additive. MS/MS with ESI positive
was used for detection and the total run time was only 8min [157]. Zoccali et al. reported an
online SFE-SFC-MS/MS method for the analysis of carotenoids in intact human blood sam-
ples. Only 10 μL blood was extracted by online SFE. Separation of analytes was achieved in
20 min on a C30 column using pureMeOH as a modifier andmakeup solvent. APCI was cho-
sen for ionization of the apolar analytes [111]. Another online SFE-SFC-MS/MS method was
developed by Suzuki et al. The authors aimed for disease biomarker profiling in dried blood
spots from oral, colorectal, and pancreatic cancer patients. Four hydrophilic and 17 hydropho-
bic metabolites were separated and detectedwithin 15min. The optimizedmethod employs a
diol stationary phase and tandemmass spectrometric detection. The authors stated that their
method showed a similar diagnostic performance to serum analysis using LC-MS/MS [110].

Five bioactive arachidonic acid metabolites were separated within 3min using the method
reported by Kumari et al. [158]. For the matrices of interest (human plasma and CSF) after PP
and evaporation a 2-PIC column (150 � 3.0 mm, 1.7 μm) and MeOH containing formic acid
(0.1%) and ammonium acetate (10mM) as mobile phase modifier was applied for analysis.
ESI-MS/MS in negative mode allowed for detection up to LOQ of 0.5–2.5ng/mL.

Further, SFC has shown to be useful in the analysis of lipids [116, 117, 159]. In different
fields such as food [96], plant analysis [102], or bioanalysis [104, 109, 160, 161], lipidome anal-
ysis using SFC has already been applied. Recent bioanalytical publications include among
others, a comprehensive lipidomics analysis based on the validated SFC-ESI-HRMS method
of Lisa et al. which enables high-throughput (within 6min) analysis of a large set of polar and
apolar lipids. The analysis of a porcine brain extract after LLE identified 436 lipid species from
24 different lipid classes [162]. In another study, the authors compared SFC, LC, and direct
infusion (DI) for lipid analysis in biological samples. The method was validated for plasma,
erythrocytes, and tumor tissue from kidney cancer patients. SFC had shortest analysis time
(10min, two times faster than HPLC), identified the most lipid species (450 out of 610), while
DI identified less species but more lipid classes [163].

Berkecz et al. analyzed oxylipins in human plasma and compared LC- with SFC-HRMS.
Aliquots of 500 μL plasma were concentrated by SPE and for SFC analytes were separated
within 15min on a Torus 1-AA phase (100 � 3.0mm, 1.7μm) with 0.1% acetic acid in MeOH
as modifier and pure methanol at 0.3 mL/min as makeup solvent. The authors favored LC
over SFC due to better separation and higher sensitivity. Still, SFC showed lower ion suppres-
sion [164]. Another method covering a large set of lipids was reported by Takeda et al. [105].
The authors were able to quantify 172 lipids in rabbit plasma with high throughput and high
mass accuracy using SFC coupledwith a hybrid quadrupole-orbitrapmass spectrometer. The
same group presented another method for widely targeted lipidome analysis by SFC-MS/
MS. Lipids from 22 lipid classes were identified in rabbit plasma [165]. Jones et al. utilized
I. Techniques for identifying and quantifying drugs and metabolites
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SFC-HRMS with data-independent tandem mass spectrometry for lipid analysis of mouse
lung tissue [166] while Yang et al. developed a method for lipid profiling in rat brain tissue
achieving faster separation compared to common LC-MS methods. Identification and char-
acterization of analytes were supported by fragmentation [106]. Al Hamimi et al. reported a
stationary phase screening of seven sub-2-micron phases for lipid profiling from blood, se-
rum and brain tissue in less than 11min. Their results showed the possibility of within lipid
class and between lipid class profiling. Retention time, peak height, FWHM, asymmetry fac-
tors, and Rs, within and between lipid classes, were determined for selected lipids. A Diol
column was used in the subsequent investigations due to the greater peak symmetries at a
column temperature of 48°C, a backpressure at the column outlet of 131bar, and a flow rate
of 1.5mL/min. In total, 180 lipids from 15 lipid classes were identified from a pure nonspiked
serum extract [167]. Tu et al. extracted triacyglycerols from human milk and infant formula
and separated the analytes on a BEH 2-EP phase using a mixture of MeOH:ACN as modifier
with 0.1% formic acid as additive by SFC-QTOF-MS [107].
6 Conclusion

SFC is increasingly applied in all different areas of bioanalysis. Separation of analytes over
a broad polarity range with high separation efficiency in a short analysis time is the major
advantage of SFC. Concerning injection solvents, not only apolar solvents but small amounts
of water are tolerable and enable the analysis of very polar compounds. If small amounts of
water are used as mobile phase additive the altered conditions may support the analysis of
those types of compounds. In that context, the use of highmodifier amounts (up to 100%)may
also increase elution of polar analytes and may even further broaden the polarity range suit-
able in future bioanalytical SFC applications. This may open the potential to run gradients
from pure SFC over mixed mode to classical HPLC in future applications. Furthermore, it
appears that the use of columns with sub-2-micron particles may increase separation effi-
ciency and further shorten analysis times in SFC. The orthogonal selectivity of SFC compared
to RPLC and the possibility to additionally and independently (from the mobile phase) op-
timize ionization by the use of makeup solvents are strong arguments for its application in
bioanalysis. A better understanding of the mechanism of SFC separations will provide the
basis of rational selection of stationary and mobile phase conditions. With increasing confi-
dence in SFC and knowledge of the latest generation of instrumentation, we expect a growing
interest in SFC-based applications that will also influence bioanalytical method development.
However, we expect persistent limitations for the analysis of large biomolecules such as pro-
teins or peptides even after further progress in research and development in SFC.
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1 Introduction

The characterization of the rates and routes of metabolism and excretion of new drugs in
humans facilitates the assessment of their safety and is an expectation for regulatory approval
for new medicines [1].

Administration of radiocarbon-labeled drug (typically 14C isotope) is used in studies to
trace the ADME-PK of the drug during development. Until the early 2000s, the primary an-
alytical methods used to determine blood and excreta concentrations were liquid scintillation
counting (LSC) and LC with radiodetection. Although still routinely used, these techniques
can lack sensitivity to deliver on study objectives in humans and nonclinical species (see
Section 5).

In recent years, AcceleratorMass Spectrometry (AMS), a nuclear physics isotope ratio tech-
nique, with greater sensitivity than these primary methods, has been used as an enabling
technology for novel applications in pharmaceutical drug discovery and development. The
relative sensitivities and (often counterposed) sample throughput for a variety of radio-
detection methods are shown in Fig. 1. A comprehensive text on Radiotracers in Drug
185olites, Drug Metabolizing
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FIG. 1 Relative approximated sensi-
tivities and sample throughputs for a
range of analytical radiodetection tech-
niques (as measured for chromato-
graphic separation followed by peak
detection). Credit: Created by G. Young.
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Development [2] is available for background reading on the broad range of technologies and
approaches utilized. The reader is also referred to the earlier textbook in this series [3], pro-
viding in-depth details of the sensitive technique of microplate scintillation counting (MSC)
in conjunction with LC-MS, for low-level detection of radiolabeled analytes.We acknowledge
that AMS is used in support of more than just clinical studies; however, the focus of this chap-
ter is on clinical applications. Animal studies and areas of application beyond drug develop-
ment such as carbon dating and environmental tracing are outside the scope of this chapter.
2 Introduction of the AMS technique

2.1 AMS vs. conventional methods
14C is commonly quantified bymeasuring the number of photons emitted over a given time

during β�-decay such as by LSC or MSC. A calibrated scintillation counter converts the num-
ber of photons detected to the number of decay events over a given time. Due to the long half-
life of 14C (�5700years), only 2�10�8% of the 14C in a sample decays in 1min, making decay
counting extremely inefficient [4].

Typically, the raw units of radioactive measurement from an LSC instrument are counts,
which are presented as counts per minute (cpm). The background radiation in modern LSC
instruments varies, by instrument, but is approximately 10cpm. Traditionally, the lower limit
of quantification (LLoQ) for LSC is defined as multiples of background, usually at least two-
fold and so approximately 20cpm [5] (with a typical counting time of 15min). Cpm are
converted to disintegrations per minute (dpm), the fundamental unit of radioactivity from
which all other units are derived (1Bq¼60dpm, 1Ci¼2.22�1012dpm). The conversion is
made via instrument calibration and assessment of counting efficiency. Although cpm does
not equal dpm, these are treated as equivalent for this example and therefore an LLoQ for LSC
can be approximated as 20dpm.
I. Techniques for identifying and quantifying drugs and metabolites



1872 Introduction of the AMS technique
To highlight the impact of this modest LLoQ by LSC, in the world of archeology, to radio-
carbon date famous artifacts such as the Shroud of Turin, a large piece (probably around the
size of a handkerchief ) would have been required to be sampled, by destructive analysis, for
adequate sensitivity to be achieved by LSC. It was largely for these reasons that a more sen-
sitive method of 14C detection was sought, which culminated in the development of Accel-
erator Mass Spectrometry (AMS) in the mid-1970s [6,7].

The advent of AMS provided sufficient increase in sensitivity over that of LSC to allow
dating through analysis of only a fewmilligrams of material [8]. The first experiments apply-
ing AMS to investigations in the biomedical field occurred in the 1990s [9,10] marking the
transition from research-based applications to the use of AMS as an analytical technique
in drug development.
2.2 Application of AMS to drug development

AMS is typically used instead of, or as a complementary analytical technique to, LSC for
the following reasons:

(1) To reduce radiation burden to human volunteers, for instance, where the drug under
development has shown retention of either the parent drug or radioactive drug-related
material (RDM) in nonclinical studies, a clinical study can be successfully conducted
using a vastly reduced amount of radioactivity in the dose. This approach leads to
reduced exposure of the subject to ionizing radiation [11].

(2) Where radiolytic instability of the dose has necessitated a lower dose of radiation [12].
(3) In studies in vulnerable populations, such as pediatric subjects [13–15], which further

reenforce the need to keep radiation burden to a minimal level.
(4) To introduce flexibility to the study design, for example, multiple radioactive doses. The

possibility of reduced radiation burden to the subject allows formore than one radioactive
dose to be administered if required, either as pulse doses [16] or even as multiple repeat
doses of radioactivity [17]. Before the advent of AMS, such studies in human subjects were
extremely rare.

(5) To allow sample collection over an extended period. A highly sensitive method allows
monitoring of the pharmacokinetics and excretion of the drug under investigation and so
samples can be collected for weeks or evenmonths after dosing [11,18] rather than just for
up to 1week which is the conventional approach for human ADME studies. When using
higher doses of radioactive drug, subjects can only be discharged from the clinic once
levels being excreted have reached acceptable amounts. AMS allows for very low levels of
radioactivity to be administered, thereby enabling subjects to be released from the clinic at
any time and they may even return for outpatient visits to provide more samples should
there be a requirement to further define the excretion profile [19].

(6) In support of the concomitant dosing approach. The design and application of the
“so-called” IV microtracer study have been revolutionized using AMS (see Section 7).

(7) To allow dosing by alternative dose routes. Administration of drug via routes such as
ocular [17] and dermal [20] can be facilitated using the sensitivity of AMS.
I. Techniques for identifying and quantifying drugs and metabolites



188 6. AMS in drug development
2.3 Sample preparation (“graphitization”)

Unlike LSC, where radioactive samples are either added directly to liquid scintillant (or
subjected to a very simple combustion/CO2 capture in scintillant), samples for analysis by
AMS require conversion to a commonmatrix; most commonly elemental carbon (“graphite”),
before isotope ratio measurement. Graphite production occurs via a two-step process of ox-
idation to CO2 followed by reduction to graphite [21].

Several procedures have been developed for the preparation of graphite; a typical process
is outlined here and described in detail elsewhere [22].

Quartz tubes containing the sample with the addition of supplemental carbon source
(so-called “carbon carrier”/“isotopic dilutor”) where required (see Fig. 2), and copper (II) ox-
ide wire, are dried under vacuum in a centrifugal evaporator. The quartz tubes are heat-
sealed inside larger evacuated quartz tubes before combustion at high temperature, for
example, 900°C for 1–2h. The resulting CO2 is cryogenically transferred into evacuated bo-
rosilicate tubes containing zinc powder and titanium dihydride and a cobalt catalyst and
the reduction tubes are heat-sealed. The sealed reduction tubes are heated for 6–10h at
FIG. 2 Outline of the procedures for analysis by AMS depending on sample origin*. Total 14C analysis by AMS
[without (1) and with (2) addition of carbon carrier], metabolite profiling (3) and isolated individual analyte assay
by LC+AMS (4). Credit: G. Young, PhD Thesis, University of Lincoln, UK, 2016.
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1892 Introduction of the AMS technique
approximately 500°C to complete the graphitization process. Carbon, as graphite, deposited
on the cobalt, is pressed into aluminum cathodes and analyzed by AMS.

It is apparent from the above description that sample preparation is a demanding, albeit
robust process. Without method optimization it can take at least 1day (historically up to
3days) post-preparation of the biological sample itself to complete the graphitization phase
of the sample preparation. This explains the interest in finding alternative approaches to a
more rapid sample preparation procedure or avoidance of it entirely [23]. In recent years,
a method which allows the direct introduction of CO2 has been developed [24] and is in
use for the analysis of study samples in at least one facility. There are a variety of AMS in-
strument sizes and designs but for this chapter, we will concentrate on the single-stage
AMS (SSAMS) instrument (manufactured byNational Electrostatics Corporation (NEC),Wis-
consin, USA).
2.4 Analysis by AMS

The graphite pressed into the cathode is ionized using a sputtering cesium ion beam (Cs+)
which generates negative carbon ions; this is crucial as it removes interference from 14N�,
which is unstable and does not survive past the ion source. The 12C, 13C, and 14C ions pro-
duced are separated based on their mass/charge ratio, sequentially accelerated to high veloc-
ities using a high potential difference (250kV–10MV; depending on the AMS design), and
separately counted. The results are expressed as isotope ratios, which are normalized to
the ratio provided by the consensus value standard (see Section 2.5), thus accounting for
any variability in instrument response or sample processing. The radiocarbon content of
the graphite samples is calculated from the isotope ratio, accounting for carbon content, sam-
ple volume analyzed (where relevant), extraction recovery (where applicable), and initial spe-
cific activity to provide the drug or drug-related material concentration. A detailed
explanation is given in Section 2.5.

Unlike decay counting, which counts electrons emitted during β�-decay, AMS counts in-
dividual 14C atoms and, typically, just 10,000 atoms are considered adequate to give a reliable
result.When accounting for differences in background 14C content between sample types and
the larger amount of sample that can be analyzed by LSC, the inherent sensitivity of the AMS
instrument translates, in practice, to a 200- to 400-fold lower limit of quantification for direct
AMS (no carbon carrier added—see Section 2.3) measurements compared with total radioac-
tivity analysis using LSC. To put this into context, if the calculated LLoQ by LSC for a plasma
sample is 20dpm/mL, thenwith AMS the LLoQ is around 0.07dpm/mL.With the generation
of good cathode currents (>5μAmp high energy for 12C+1; the most abundant ion at the en-
ergy generated by a 250kV AMS), analysis times are usually around 4min per cathode for
biomedical work.
2.5 Data acquisition and calculations

Quantification of radiocarbonwithin an environment where it is present in the atmosphere
and many surrounding organic molecules makes it vital that there is a thorough understand-
ing of the carbon content for any sample under analysis [25]. Typically, a sample analyzed by
I. Techniques for identifying and quantifying drugs and metabolites



190 6. AMS in drug development
AMS requires between 0.5 and 2mg carbon for a reliable measurement. Some samples have
enough inherent carbon for direct analysis, for example, plasma has consistently 4.1% carbon
and so 49μL will provide 2mg carbon. The inherent carbon in urine, is much lower, typically
at less than 0.5% [26]. For samples with much lower carbon content, the sample is
supplemented with a known amount of additional carbon (the “carbon carrier” or
“isotopic dilutor”—see Section 2.3). Carbon carrier is typically derived from petrochemical
sources that are depleted of 14C. Addition of carbon carrier that contains a well-defined
amount of 14C, changes the 14C:12C isotopic ratio of the sample and therefore this must be
accounted for in subsequent calculations. Fractions collected from liquid chromatography
contain very low levels of carbon and so also require the addition of carbon carrier before
analysis (see Section 2.6).

The 14C:12C ratio of a sample is normalized using data generated from a known certificated
standard [e.g., Australian National University (ANU) Sugar] which is graphitized alongside
any samples for analysis by AMS. Further samples depleted of 14C are analyzed both to mon-
itor instrument background and as further process controls to check that no introduction of
unknown sources of carbon into the sample has occurred during sample preparation and that
carryover during analysis is assessed. The 14C:12C isotope ratio data generated are then used
to calculate concentration values for prepared biological samples.

AMS data are provided as carbon isotope ratios, with the most important one being
14C:12C, although 13C:12C ratios are measured to ensure that the transmission ratio of all mea-
sured carbon isotopes is stable throughout the analysis, with no fractionation.

Due to the origin of AMS in carbon dating, the instrument output is typically expressed in
units of percent Modern Carbon, which can be confusing for those involved in the develop-
ment of pharmaceuticals. Modern, being 100% is defined as the atmospheric 14C:12C isotope
ratio in 1950. Because of atmospheric bomb tests after this date, background pMC had risen
and ANU sugar harvested in 1969–1971 is certified at a consensus value of 150.61 pMC. 1
Modern or 100 pMC is defined as follows [27]:

100pMC¼ 98attomoles14C=mgC¼ 0:01356dpm=mgC (1)

Thus

pMC�0.0001356¼dpm/mg C and
(dpm/mg)�mg C in sample¼dpm and
dpm/volume of sample (μL)�1000¼dpm/mL.
The dpm/mL value and specific activity of the drug dosed are used to calculate mass per

unit volume (e.g., pg drug equivalents/mLa) values.
So

(dpm/mL)/specific activity (dpm/pg)¼pg drug equivalents/mLa

The fact that ANU sugar (or alternative certified standard) has been used as a single con-
centration standard for instrument data normalization may seem questionable considering
that samples analyzed may be quite different in concentration to this standard. AMS, how-
ever, has been shown to be linear over five orders of magnitude [28,29] and of course, the
aNote that if total drug-relatedmaterial is measured the final units aremass of drug equivalents per unit volume (e.g.,

pg drug equivalents/mL). If quantifying a specific 14C-analyte, then pg/mL applies.
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sample analyzed in the instrument is always the samematrix (graphite) so there are nomatrix
variability effects to cause any analytical differences. For bioanalytical LC+AMS (Liquid
Chromatography with off-line analysis by AMS) assay applications (see Section 2.7), where
additional sample processing is required before AMS, additional spiked biological matrix-
matched standards are prepared as further sample processing and quality control standards.
2.6 Calculation of analyte concentration

As stated above, to calculate the drug concentration from the isotope ratio requires knowl-
edge of the total carbon in the sample, as described by Eq. (2) [30].

In some cases, such as when the total radioactivity (14C) of plasma is measured, there is
sufficient naturally occurring carbon present within the sample to allow sufficient graphite
to be prepared for analysis.

K¼ Rm�Rnð ÞΨ W=Lð Þ (2)

where K¼analyte concentration (mass equivalents per unit volume), Rm¼ 14C:12C isotope ra-

tio of analyte (pMC), Rn¼natural background 14C:12C isotope ratio of the sample (pMC),
Ψ ¼carbon mass fraction in the sample,W¼molecular mass of the analyte, L¼specific molar
radioactivity (pMC/mol).

In other cases, the sample does not contain sufficient carbon to allow direct analysis as
depicted in Fig. 2, therefore carrier carbon is added. Provided that a vast excess of carbon car-
rier is added relative to the native carbon from the sample, then Ψ in Eq. (2) is assumed to be
the mass of carbon carrier added, simplifying the calculation.

In the early days of biomedical AMS, the carbon carrier was added tomerely “bulk up” the
mass of carbon to facilitate analysis [31]. Where samples were analyzed directly, for example,
where a small volume of urine was taken for analysis, then the “carbon carrier” hypothesis
was correct. In the case of LC fractions, however, it was found that another factor had to be
consideredwhen adding carbon to the sample, namely the procedural recovery. For example,
where plasma samples are solvent extracted and analyzed by LC, there are potential proce-
dural losses during this process. The addition of carbon carrier alters the isotope ratio in such
a way that Eq. (2) assumes 100% of the original analyte in the matrix (e.g., plasma) is recov-
ered in the fraction. Any loss of sample in extraction, or LC separation, results in a propor-
tional error to the calculation of the mass of drug per volume sample from the isotope ratio.
These losses are accounted for when calculating the mass of drug per volume sample, as
shown in Eq. (3), derived from Eq. (2) [30] including an additional function, θ, which
represents the fraction of the analyte recovered. The value for θ ranges from 0 to 1 [30] (also
see Fig. 2).

K¼ RDΦð Þ= Lm θð Þ (3)

K¼mass concentration of drug,

RD¼Rm�Rn (as defined in Eq. 2).
Φ is the equivalent of Ψ (in Eq. 3), but whereas Ψ is the intrinsic carbon in the sample, Φ is

the amount of carbon added as “carrier.” It assumes that the mass of carbon in the sample
(e.g., LC fraction) is negligible as volatiles such as LC solvents are evaporated, such that only
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carbon from drug-related material remains. The total carbon present is then equal to that
added as the carrier. The amount of carbon carrier added is typically 1000-fold higher than
that present in the sample.

Lm¼specific activity (expressed in terms of pMC/mass).θ¼ fraction recovered, i.e., if there
is a procedural loss of 20% during extraction and preparation by LC, then θ¼0.8.
2.7 Validation of LC+AMS

To be able to provide reliable pharmacokinetic data in support of absolute bioavailability
studies (see Section 7.1), the AMS technique [9,32] and its application as a bioanalytical ap-
proach requires validation [33,34].

For individual analyte measurement, a separation technology such as liquid chromatogra-
phy is used (LC+AMS) in advance of the combustion steps detailed above. This overall ap-
proach ismore akin to the conventional bioanalysis by LC-MS but uses the radiotracer present
to assess the analyte content in the sample of interest, rather than the mass of the drug. There
is currently no specific regulatory method validation guidance that includes AMS as an an-
alytical technique, however, application of LC+AMS to absolute bioavailability assessment
brought the need to validate this approach into sharp focus, since the reference (intravenous
route) data was provided by AMS and the test (extravascular route) data was provided by
validated LC-MS assay. The AMS data, therefore, had to be shown to meet acceptable criteria
for a bioanalytical assay approach. Research efforts over several years and across many lab-
oratories provided this data and indeed efforts were made to harmonize the approaches to
validation of LC+AMS [35,36] and many studies have been conducted for subsequently
marketed medicines [37–44].
2.8 Evolution of AMS

The technical evolution of AMS instrumentation has been significant over recent decades
[45]. Instruments have been simplified, the size and complexity reduced while their sensitiv-
ity has been honed to be applications driven. A good example is AMS instrumentswhich have
been designed and built specifically for the analysis of carbon, whereas larger instruments
can analyze a range of elemental isotopes by virtue of their higher energies. These develop-
ments have created a wide spread use of AMS in modern research fields [4]. Today, commer-
cial high-performance instruments are in use in more than 100 AMS facilities around the
world although those conducting biomedical work are only a few.

Voltages less than about 2.5MV were thought to be inadequate for dissociating molecular
background interferences until the ETH Zurich group demonstrated low background carbon
AMS with 0.5MV tandem accelerators [46]. This breakthrough led to the development of the
250kV single-stage AMS [47]. The first carbon-dedicated AMS system was built and tested
around 2003. Initial test results showed precision for 14C:12C ratios and backgrounds for
unprocessed graphite that were compatible with the requirements of 14C enriched biological
sample measurements. From this prototype, the 250kV SSAMS emerged as a commercially
viable instrument. The most recent evolutions of the AMS instrument technology have been
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a further reduction in the footprint of the instruments. Instrument size reduction was a useful
practical improvement; however, the real breakthroughwas around sample introduction and
interfacing of the instrument with direct introduction of gas (carbon dioxide from the
combusted sample, with a helium carrier). This approach removed much of the resource-
intense, low sample throughput of the graphitization process, while offering apparent fur-
ther improved sensitivity [24]. Particularly for metabolite profiling, this improvement in
sample throughput could bring a step change in the application of AMS to drug develop-
ment by removing the time-consuming graphitization process. There are, at this time, only a
very few systems capable of this in an automated fashion [24,48–50] and as inferred above
there are limited data in the public domain to demonstrate the potential improvements over
graphite. Sample-to-sample carryover seems to be a concern for the analysis of gas, but
again there is hope that this can be managed and/or reduced with further interfacing
and instrument development research. Some drug development research, such as for pedi-
atric drug applications, is being established through these technological advances [51].
3 Clinical study design definitions

It is worth highlighting some commonly used definitions in the fields of application of
AMS to a variety of study designs:

A hybrid (ormacrotracer) study is onewhere the ionizing radiation dose is of conventional
magnitude (for clinical, perhaps as high as �100μCi; �3.7MBq) but where certain study ob-
jectives can only be achievedwith AMS in addition to LSC orMSC, asmentioned above. Stud-
ies should be designed with the principle of minimizing the dose of the radioactive substance
administered to humans to allow study objectives to bemet in accordancewith risk categories
associated with ionizing radiation [52].

Amicrodose is determined to be as per the ICH guidance [53], i.e., for small molecules, it is
�100μg and�1/100th of the pharmacologically active dose; whichever is the lower dose. For
detection, the drug can be either isotopically labeled or not, depending on a variety of factors
(discussed later). Note that application of AMS to support of microdosing in the Phase-0 set-
ting [54,55] is not discussed in this chapter as we have focused on Phase-1 of clinical devel-
opment and beyond.

A concomitant microtracer is generally determined to be an isotopically labeled substance
(radioactive or stable isotope) administered intravenously along with a considerably higher
extravascular dose(s). In recent years, the term microtracer has been adopted to also apply to
situations where merely a very low dose of ionizing radiation (typically �1μCi) is incorpo-
rated into the drug of interest (whether administered by the intravenous or extravascular
alone).

As this chapter highlights, in the last two decades AMS has developed from being a little-
known niche technology, only used as a last resort in drug development, to a more main-
stream analytical tool that facilitates a variety of clinical study designs, providing deep
insights into the pharmacokinetics and metabolic fate of new drugs (see Table 1).
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TABLE 1 Summary of clinical study designs supported by AMS, typical outputs, and literature examples.

Study

category Design features Study outputs Comments

Study

examples

(References)

Increasing
14C

Dose

(Concomitant)
microtracer

IV 14Cmicrodose
(�37kBq;
�1μCi) and oral
therapeutic dose
administered
concomitantly

• Parental and
therapeutic route
PK incl. Abs.
bioavailability

• Metabolism
insights only
unless combined
into human
ADME study

• Excretion routes

• AMS technology
required unless
13C tracer used
instead of 14C

• Metabolite
standards
required for
retention time
comparison if low
chemical mass

[40–43,73,
74,77,78,80]

Tracer dose Therapeutic
dose (�111kBq;
�3μCi)
administered via
therapeutic
route

• Mass balance incl.
extended sample
collections

• Extractability
• Metabolite

profiles

• AMS technology
required

• Metabolite
standards
required for
retention time
comparison if low
chemical mass

[11,12,15–17,
44,63,64,66,80]

Hybrid/
Macrotracer

14C dosed
(�3.7MBq;
�100μCi) via
therapeutic
route;
radioanalysis by
both LSC/
MSC & AMS

• Mass balance
• Extractability
• Metabolite

profiles
• Metabolite

identification

• Generally
prohibitive and
logistically
challenging for
patient
populations
except oncology

[38,56,59,60]

Dual tracer IV 13Cmicrodose
and oral 14C
therapeutic dose
administered
concomitantly

• Parental and
therapeutic route
PK incl. Abs.
bioavailability

• Mass balance
• Extractability
• Metabolite

profiles
• Excretion routes

• Elegant design—
especially useful
late in
development if IV
data not yet
available and no
need for 14C
enabled outputs
from IV dose

[74–76]

Note that further approaches such as combining the microtracer design with the conventional human ADME leads to even richer data outputs. The

table includes some generalizations for ease of reference.

Adapted from C. Beaumont, et al., BJCP 78 (2014) 1185–1200.
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4 First drug development clinical study application of AMS

As stated earlier, a wide variety of clinical study designs that incorporate the use of radio-
carbon as a tracer have been made possible through the application of AMS as the sensitive
analytical tool.

Experiments conducted on new drugs in development using AMS across the pharmaceu-
tical industry were first mainly focused on human ADME studies for molecules that had per-
sistent retention, such as long pharmacokinetic elimination half-lives [39,42] or high melanin
binding [56], where clinical study radioactive exposure to 14C to allow objectives to be met
would be problematic.

The use of AMS for a pilot human ADME study was first described for work conducted
around the turn of the millennium [57], with the following objectives:

(1) To determine the rates and routes of excretion of a new chemical entity (NCE), GI181771 (a
cholecystokinin-A agonist for potential use in appetite suppression), following oral
administration to healthy volunteers.

(2) To determine the biotransformation pathways for GI181771 in humans.
(3) To investigate the utility of AMS to facilitate human ADME with reduced radiation

burden to the subjects.

Before this publication, others had conducted preliminary and evaluation studies with
pharmaceuticals, but these were using in vitro dilutions to scale from the range of LSC to
AMS [9,32], or from studies involving human volunteers in nutritional research. Such a study
was the analysis of folic acid in a single subject with the low 14C-folic acid dose added to di-
etary intake on a single occasion and subsequent assessment of extended elimination of the
dose (3.7kBq) over 1year! [18].

In the GI181771 clinical study, six healthy male volunteers were administered 2.7mg of
14C-GI181771 (121Bq; 3.3 nCi), which equated to an exposure to ionizing radiation of only
0.06μSv (Sieverts). This very low radioactive dose was driven by a prior manufactured spe-
cific activity and unexpected pharmacology in a previous study which required the planned
target dose to be lowered, thus also lowering the radioactive dose to the same extent. This
radioactive dose was more than 20,000-fold lower than for most conventional radioactive
dose human ADME studies and nearly 17-fold below the targeted threshold of ionizing ra-
diation exposure of 1μSv. At the time, this was an attractive proposition, i.e., to be able to
conduct a clinical study with radiocarbon- labeled drug producing exposure to ionizing ra-
diation at such a low level. At targeted exposures of <1μSv certain approvals and enabling
work were not required, such as those to facilitate dosimetry; a series of experiments that are
used to calculate the dose of ionizing radiation that will be received by the human body.

To put the level of radioactivity used in such studies (and subsequent ionizing radiation
exposure) into context, a 70-kg human adult subject’s natural 14C content is in the region of
3.7kBq [58], so this clinical study barely raised the exposure to ionizing radiation in the study
subjects to above background (<5% increase).

As the regulatory authorities became more familiar with the concept of AMS and the con-
sequential lowering of 14C doses, over the intervening years and in several parts of the world,
up to 37kBq can now be administered to human subjects without the need for dosimetry data;
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the assumption is that a dose of 37kBq will produce an exposure to ionizing radiation of
<1μSv. These changes accelerate study implementation and reduce the enabling resource
burden placed upon such clinical experiments.
5 Hybrid studies (macrotracer)

Many of the applications of AMS have been to studies where insufficient sensitivity has
been attainable from decay counting techniques and where either by original design or in-
deed as a supplemental “rescue” technique, AMS has been used [38,56]. In the case of
dalcetrapib (an inhibitor of the cholesteryl ester transfer plasma protein), a second human
ADME study was run since the original study which used conventional radiodetection
methods failed to meet the study objectives, whereas for the repeat study AMS was used
and the improved sensitivity allowed all planned endpoints to be delivered [59]. This study
also showed some very nice use of two-dimensional chromatography to provide the required
separation of the more than 80 metabolites identified!

Another study, of the adenosine 2a receptor antagonist, tozadenant, involved oral admin-
istration of 72kBq (2μCi) 14C-tozadenant (the reason for this low radioactive dose is not stated
in the publication), followed by an analysis of samples by LSC [60]. Where the LSC LLoQwas
reached for each of the different sample matrices (plasma, urine, and feces), the sample anal-
ysis switched to AMS. At the time of the study, there were questions regarding linearity be-
tween LSC and AMS, so spiked samples were prepared and analyzed by both instruments,
demonstrating linearity between the twomethods. It is standard practice in some laboratories
for the LSC and AMS to be cross-calibrated, ensuring linearity of data in any given study.

To determine the rates and routes of excretion of a novel boron-containing antibiotic,
GSK2251052, a human ADME study was conducted with a high chemical mass dose of
1500mg 14C-GSK2251052 (0.6MBq; 16μCi) by the intravenous route (driven by a high
predicted therapeutic dose) [56]. The intravenous route was used as this drug was intended
for the treatment of systemic infections in a critical care setting. LSC was used for the mass
balance support of the study. However, the high sensitivity of AMS was required due to the
anticipated low concentrations of drug-related material in plasma and the low specific activ-
ity of the dose.

In a previous ADME study with 14C-GSK2251052 in the rat, excretion of radioactivity was
not complete with evidence of melanin binding of drug-related material through retention in
the uveal tract of the eye to 840h after dosing (unpublishedmaterial). The resultant dosimetry
calculations then limited the radioactive dose in humans to 0.69MBq, so as not to exceed the
100 μSv regulatory limit (lower end of Category IIa, ICRP 1992 [52]). AMS was used for the
analysis of late timepoint blood plasma samples, where the amounts of 14C had reduced to
below the lower limit of quantification (20dpm/mL) for analysis by LSC. Good concordance
was observed between the data provided through the use of LSC for early timepoints (plasma
analysis), and of AMS for analysis of samples at later timepoints as shown in Fig. 3.

The total radioactivity data were compared to LC-MS data for parent drug and a particular
individual non-active metabolite, M3 (oxidation of GSK2251052 to a carboxylic acid metab-
olite). Systemic concentrations of total radioactivity closely aligned to the sum of the systemic
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FIG. 3 Concentration-time plot showing the transition fromLSCdata to AMSdata for total radioactivity in plasma.
Mean (n¼6) plasma concentrations of parent drug (, ng/mL), metabolite M3 (●, ng/mL), and total plasma radioac-
tivity (Δ, ng GSK2251052 equivalents/mL). Left of the vertical dashed line, plasma radioactivity concentrations were
measured using LSC (before 48h). Right of the dashed line, the plasma radioactivity concentrations were measured
using AMS (48h and later). LLoQ for the LC-MS specific assay for M3 was 5ng/mL; LLoQ for AMS for total radio-
activity was 27.2ng GSK2251052 equivalents/mL. Credit: Adapted from Fig. 3 in G.D. Bowers, et al., Disposition and me-
tabolism of GSK2251052 in humans: a novel boron-containing antibiotic. DrugMetab. Dispos. 41 (5) (2013) 1070–1081with the
addition of error bars and indicators of the analytical technique applied.

1975 Hybrid studies (macrotracer)
concentrations of parent drug and M3, thereby indicating that no significant quantities of
other metabolites were present. Further to this, parent drug elimination half-life in plasma
was defined as being much shorter (11.6h) than for total radioactivity, i.e., parent drug
andmetabolite(s) (96h). This longer half-life for RDMwas similar to that of theM3metabolite
(�77h). As can be seen from Fig. 3, taking into account variability around the independent
sample analysis conducted for the specific LC-MS assay of the M3 metabolite and the direct
analysis by AMS for total radioactivity (as indicated by the error bars), the mean data from
both data sets from around 72h after dosing is close to superimposable, justifying the decision
made not to conduct metabolite profiling on the plasma samples. This significantly reduced
the resources/costs that were required to support the study.

In situations where the quantification of metabolites in the systemic circulation has been
challenging by MSC and shown to highlight a major metabolite (>10% of the drug-related
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material present) in humans, which is disproportionate to that in nonclinical species, AMS
may be used to better define themetabolite profile. In a recent example (unpublished results),
the MSC could not adequately quantify the 14C regions of interest, due to proximity of the
measurements to the LLoQ for that technology. The AMS approach was used to more ade-
quately characterize the regions of interest, resulting in a definitive profile, absent of any dis-
proportionate metabolites.

Another example of the utility of AMS in hybrid studies relates to addressing the MIST
guidelines [61]. Using a 14-day ADME study as an example, the plasma may only be mea-
sured out to 7days by LSC, compared to 14days via AMS. When preparing the AUC pooled
plasma (using LSC data), the sample would be pooled across AUC(0–168 h), whereas via AMS,
this sample would represent AUC(0�312 h). If excretion was apparent to 14days and beyond,
then the presence of metabolites could be different between the two sampling periods. Using
LSC data onlymay result in “missing” ametabolite that could represent>10% of the AUC, or
conversely, a metabolite could be >10% of the 0–168h AUC, but <10% of the 0–312h AUC.
6 Low tracer dose studies

Low tracer studies are often termed microtracer studies because of the fact that a low
amount of tracer is used, with the route of administration usually being by the planned ther-
apeutic route. As explained elsewhere, however, wewill refer to them as low tracer dose stud-
ies here. The administered dose of radiocarbon-labeled drug to humans is usually in the range
of �1μCi (�37kBq) for a variety of reasons, as stated earlier. It has been shown that the data
generated from such low tracer dose studies, supported by AMS, is equally valid as that from
more conventional human ADME studies with markedly higher doses, supported by LSC
[62]. AMS was adopted into use for drug development because it was recognized that certain
clinical studies carried an unacceptably high risk of radioactive exposure to human volun-
teers if supported by LSC. In retrospect, it became clear that in some cases, studies would
not have attained ethical approval without the extremely sensitive analysis offered by
AMS. A good example of this is the clinical study on SB-773812 summarized by Young
and Ellis (2007) [11] where a dose of only 0.5μCi; 18.5kBq was used in the human ADME
study (due to protracted elimination in the dog) and human excreta were collected intermit-
tently out to 71days after dosing to provide adequate mass balance recovery [63,64]. Also, a
human radiolabel study was not conducted for such ethical reasons for dutasteride, a 5α-
reductase inhibitor, due to its extremely long elimination half-life in humans (approximately
5weeks) and excretion mass balance could only be assessed (poorly) using a 19fluorine-
Nuclear Molecular Resonance spectroscopy (19F NMR) approach (GSK data on file). Al-
though there are undoubted benefits to the selectivity offered through the use of 19F NMR,
applying this technique to mass balance studies is problematic [65] as it relies on a fluorine
atom being present in the structure of the molecule of interest and it is insensitive in compar-
ison to AMS. In countries such as Japan, there is evenmore heightened interest in carrying out
human ADME studies using very low doses of radiation, indeed there are no clinical sites in
Japan where conventional doses (e.g., 100μCi) can be used, whereas low tracer dosing is
feasible [66].
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7 Concomitant microtracer: Design and delivery

In the context of this chapter, a microtracer meets the following criteria:

(1) The intravenous microtracer dose meets the regulatory guidelines for safety evaluation in
terms of mass administered and solubility in the aqueous (usually saline) formulation.

(2) The intravenousmicrotracer dose is sufficiently low (usually by a factor of between 100- and
1000-fold) so that it can be reasonably expected not to perturb the pharmacokinetics of
the extravascular dose and does not contribute any significant pharmacological activity.

(3) Isotopic analytical methods are available that will allow discrimination between the
pharmacokinetics derived from the intravenous and extravascular doses. For example,
LC-MS for the analysis of non-labeled drug and LC+AMS (liquid chromatography with
off-line analysis by AMS) for the 14C-drug quantification.

Note that in the early studies (e.g., Ref. [67]) the extravascular and intravenous doses were
given simultaneously. This design has been improved upon more recently and it has become
normal practice to administer the intravenous dose as an infusion (e.g., 15min duration)
timed to end at the anticipated oral tmax, i.e., the intravenous dose is administered concom-
itantly with the oral dose (i.e., staggered dose time) rather than simultaneously (dosed at the
same time), to further minimize the possibility of nonequivalent pharmacokinetics between
the different dose routes (specifically during the absorption phase for the oral dose, which an
infusion more closely mimics than does a bolus dose). An infusion is also usually preferred
over a bolus administration for safety reasons as the infusion pump can be turned off to halt
drug delivery if there are adverse safety signals in the subject.

An illustration of the principles behindmicrotracer dosing, through the administration of a
low dose of the drug by the intravenous route, along with a much higher dose by an extra-
vascular route, is shown in Fig. 4. The figure shows the principle of systemicmixing of the two
isotopic forms (14C-labeled and non-labeled, in the case illustrated) so that during the elim-
ination phase clearance occurs at the same rate, independent of the isotopic form.

The structural position of the label, and the magnitude of the mass increase as a conse-
quence of the label, needs to be considered to ensure that it is in a position stable to metab-
olism and that there is no significant Kinetic Isotope Effect (KIE; the change in the rate of a
chemical reaction when one of the atoms in the reactants is substituted with one of its elemen-
tal isotopes) due to the label inclusion, leading to inappropriate use as a tracer of the
unlabeled drug. KIE is more likely to have an impact when, for example, multiple 13C labels
or deuterium labels are used as tracers but is negligible for 14C. Post-dose collected blood sam-
ples can be measured for isotopically labeled drug to generate intravenous pharmacokinetic
data and independently analyzed for the total drug to generate extravascular route pharma-
cokinetic data. It is routinely possible to quantify 14C-parent analyte concentrations at
�0.5pg/mL via LC+AMS when administering an IV dose of 1μCi per 10μg of 14C-drug.

In summary, the concomitant microtracer design has the following advantages over the
traditional two-way crossover study design:

(1) Elimination of nonequivalent clearance effects.
(2) No intravenous toxicology assessment is required in nonclinical species. A caveat is that if

a novel formulation vehicle is employed for delivery of the intravenous dose, then local
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FIG. 4 Principles of isotope mixing in systemic circulation during microtracer studies. 14C-labeled drug from the
intravenous dose is effectively diluted into the larger mass of non-labeled drug from the extravascular route dose.
Credit: G. Young, PhD Thesis, University of Lincoln, UK, 2016.

200 6. AMS in drug development
tolerance of the vehicle should be assessed (in a nonclinical hemolysis study), otherwise
the safety data for the intravenous dose can be qualified by the existing oral toxicity
studies [53].

(3) Intravenous formulation development can be more straightforward due to the low dose.
(4) No clinical dose escalation study is required to support the intravenous dose.
(5) Removal of the temporal effect which might occur when there are two separate dosing

occasions.

The concept of the microtracer approach is further summarized in Fig. 5.
7.1 Absolute bioavailability assessments using AMS

Absolute bioavailability (F) is the fraction of an extravascular dose of unchanged drug that
reaches the systemic circulation. To determine F, for an extravascular administration of the
drug (usually by the oral route) an intravenous reference dose administration is necessary.
This parameter is one of the key deliverables of the concomitant microtracer approach.

These studies are often conducted late on in development, to fulfill either mandated [69] or
recommended [70,71] regulatory requirements for the provision of absolute bioavailability
data [42,43,72]. Note that these studies would historically have been almost exclusively
conducted as crossover studies (at least two periods) in at least 12 subjects (to provide an
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FIG. 5 Concomitant oral and intravenous dosing microtracer concept. Credit: Adapted from Fig. 1 of G. Lappin, Approaches to intravenous clinical pharma-
cokinetics: recent developments with isotopic microtracers. J. Clin. Pharmacol. 56 (1) (2016) 11–23.
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acceptable statistical power to the study, bearing in mind variabilities that will be peculiar to
the fact that the reference and test dose administrations were administered on separate occa-
sions with a washout between them). The data provided from such studies is critical to de-
veloping a thorough understanding of the pharmacokinetics of the drug in the systemic
circulation and to delineating distribution and clearance characteristics of the drug but is of-
ten absent from modern oral drug development. Indeed, such assessments could be used to
make decisions on the progression, or termination, of a new drug under development. Often
the drug has already been progressed despite its less than ideal PK properties based on as-
sumptions due to incomplete understanding, for example, is the poor and variable systemic
availability of the drug due to poor dissolution and absorption, or due to the impact of
first-pass metabolism through the gastrointestinal tract and the liver? Such questions can
be answered through a greater understanding of PK and the intravenous administration
can provide some of that critical data.

More recently, the intravenous microtracer approach has been included as part of the hu-
man ADME study in Phases 2 and 3 of development [73,74] to improve the efficiency of these
studies in delivering all of the traditional endpoints of the human ADME study (routes and
rates of elimination), as well as definitive systemic pharmacokinetics of the drug, to provide
the absolute bioavailability as well as other pharmacokinetic parameters.
8 Improved efficiencies in drug development

Drug development companies have been experimenting with the many and varied com-
binations of approaches possible, resulting in some innovative designs, including double
tracer studies [75,76] (combining oral administration of a 14C-radiolabel tracer with concom-
itant intravenous administration of a stable isotope (13C) tracer) and combinations of relative
and absolute bioavailability designs [77].

In an elegant study design, a concomitant microtracer study was conducted with
tofoglifozin (a sodium-glucose cotransporter 2 inhibitor) where a 100μg dose of 13C-labeled
drug was administered intravenously along with an oral therapeutic dose of 20mg and
3.7MBq (100μCi) of 14C-labeled drug. Systemic concentrations of 13C-tofoglifozin were mea-
sured to define intravenous pharmacokinetics; non-labeled parent drug concentrations were
measured to determine oral dose pharmacokinetics and 14C-drug-related material analyzed
to investigate rates and routes of metabolism. All of this was from within a single cohort of
subjects, in a single dose period [75].

Incorporating multiple isotopic labels into such studies is feasible as long as the different
isotopes can be distinguished from each other, based on either mass discrimination, radioac-
tive energy, or other analytical technology. Indeed at least one other study [76] has more re-
cently been carried out using similar approaches to the tofoglifozin study.

An intravenous microtracer approach has recently been included in a first time in human
(FTIH) study [78], where maximum value can be achieved from the generation of the data
gained through earlier increased understanding of the asset. Other pharmaceutical compa-
nies have either embraced [79,80] or considered a similar approach [81]. If there are limita-
tions around the clinical site that is to be used for the FTIH study, then it is possible to
I. Techniques for identifying and quantifying drugs and metabolites



2038 Improved efficiencies in drug development
bridge the study to a separate clinical site that is capable of either handling radiolabeled drug
and/or preparing the intravenous dose by extemporaneous compounding with a parametric
release protocol. The data that can be generated from such investigations, along with human
ADME and relative bioavailability comparisons has been combined to build physiologically
based pharmacokinetic (PBPK) models that were used to justify a position for not conducting
a clinical formulation bioequivalence study (based around changes to particle size and dis-
solution rate) which was accepted by the regulatory authorities [82]. It is clear, therefore, that
there are opportunities to at least consider the inclusion of this approach as part of the normal
course of drug development on a more routine basis than has been the case to date.

From the perspective of the pharmaceutical industry, it is the regulatory requirements for
absolute bioavailability data that drive the conduct of these studies [72]. Notwithstanding ab-
solute bioavailability, intravenous dosing of a drug otherwise intended only for extravascular
administration also provides a wealth of other information, including:

(1) Definition of pharmacokinetic parameters such as clearance [CL; the volume of blood
from which drug is irreversibly removed per unit time (e.g., L/h)] and volume of
distribution [V; theoretical volume of body fluid that would be required to contain the
total amount of drug at the same concentration as that measured in biological fluid (blood,
plasma, or serum)] (as well as F).

(2) Assessment of renal clearance.
(3) First-passmetabolism vs. systemic metabolism. The intravenous and oral administrations

of 14C-labeled drug allow estimation of fraction absorbed which can be insightful, for
example, in formulation development, establishing opportunities such as for modified
release products.

(4) Assessment of biliary excretion (using an approach such as the Entero-test noninvasive
string device) [83].

Additionally, there have been applications including:

(1) Study of conversion from prodrug to the active drug [84].
(2) Formation and elimination of active metabolites (GSK data on file).

It should be noted that since the reemergence of the microtracer approach as a favored al-
ternative to the traditional crossover design for absolute bioavailability assessment, sparked
by the use of 14C tracer for this purpose, several studies that used a 13C-labeled tracer have
been conducted [75,85–87]. Advances in the sensitivity of conventional mass spectrometry
(LC-MS assays) since the time of the first study of this type [67], has made the use of low dose
stable isotopes feasible. There are both pros and cons to the choice of which tracer to use [88],
including:

(1) considerations around required analytical sensitivity.
(2) inclusion of additional objectives over parent drug pharmacokinetics alone (ADME

assessments are enhanced by the presence of 14C label).
(3) requirement for prework to check for possible kinetic isotope effects (e.g., where multiple

labels have been incorporated [85]).
(4) availability of labeled materials.
(5) assay development complexities including analytical capability availability.
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It is likely a reflection of the sensitivity challenges for 13C-labeled (stable isotope) tracer
measurement that studies, where this has been applied to date, have mostly used a dose to-
ward the upper limit of the microdose definition (100μg), whereas studies using 14C-labeled
material have on some occasions utilized much lower doses, for example, 5μg [42]. A study
was conducted for fostemsavir [89], a gp120 attachment inhibitor, whichwas supported by an
extremely sensitive (sub-pg/mL) LC-MS assay, paving the way for such a design in the right
circumstances, i.e., where study endpoints are limited to PK and a sufficiently low limit of
quantification non-AMS assay exists. It is worth noting here that the intravenous PK data gen-
erated from this study was central to the development of the PBPK model for this, oral ther-
apeutic route, asset (data on file at GSK). Arguments have been made that for PBPK model
development and application, investment in the effort is requiredwell ahead ofwhenwemay
see the benefit of having a good understanding of the asset. To support this, recent draft guid-
ance has inferred that PBPKmodelswill be generated throughout the development lifetime of
new drugs and there is an expectation that clinical intravenous route data will be available at
some point [90]. It seems likely that across the pharmaceutical industry there will be an ex-
pectation that a PBPKmodel is developed for each asset, starting at the pre-candidate stage to
improve candidate quality and efficacious clinical dose prediction. This will enable the use of
PBPK modeling in clinical development for drug–drug interaction (DDI), special population
assessments, and biopharmaceutics applications.
9 Conclusions

It is possible that the concomitant microtracer approach and the desire to generate intra-
venous data in general at an early stage of clinical development may addmore value for com-
pounds in Biopharmaceutic Classification System (BCS) [91] Classes II or IV. Equally for
compounds with unclear routes of elimination or with clearance mechanisms that do not
translate well between preclinical species and human (e.g., biliary clearance, metabolism
via UGT (uridine diphosphate glucuronosyltransferase) enzymes, and enterohepatic
recirculation) may suggest priority is given to this approach. The data generated may be a
decision-making for progression/termination or provide amore informed development path
as indicated throughout this chapter. As stated above, PBPKmodels can be developed earlier
in development with the benefit of determined fundamental PK parameters (Clearance and
Volume of distribution) that only comes from parenteral administration. The data provided
can then be used to optimize enabling clinical studies and supporting activities to increase the
overall efficiency of drug development. An interesting case arises, when a drug which was,
for example, intended for administration by inhalation and for which intravenous data is
available, is then repurposed for another route of administration such as dermal. In such a
case, the preexisting clinical intravenous data for this asset can be very useful in developing
a model to describe the systemic exposures likely from dermal administration.

From a regulatory perspective, highly soluble compounds in BCS classes I or III may be
exempt from the requirements for subsequent in vivo bioavailability or bioequivalence stud-
ies of formulations after the initial establishment of the in vivo bioavailability [92].
I. Techniques for identifying and quantifying drugs and metabolites
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In the case of metabolism investigations, although disproportionate or unique human me-
tabolites are relatively uncommon, if not discovered until later in the development program
their presence can have significant consequences; the inclusion of intravenous administration
can be incredibly helpful as ameans of describing the relative impact of first-pass metabolism
and biliary elimination on the asset.

Discussions around when it may be useful to include an intravenous administration for
some of the variety of reasons outlined in this chapter have led to a range of possible designs,
even to the inclusion of a microdose approach as a part of the conventional Phase 1 ascending
dose FTIH. These types of discussions are to be encouraged to ensure that the optimal design
is settled upon based on many factors that may well be pertinent to the specific project under
discussion.
10 Future perspectives

As indicated earlier, sample preparation for metabolite profiling and individual analyte
assay is usually via liquid chromatography, performed to produce fractions that are collected
into separate tubes orwell plates, followed by off-line analysis byAMS. Because of the off-line
nature of the analysis, the term LC+AMS is now commonly used, rather than LC-AMSwhich
would infer a direct online interface between the LC and theAMS. Gas (CO2 injection) sources
have been investigated that would directly couple the LC and the AMS, but the engineering
challenges have not been overcome and so the fraction collection method persists. Details of
efforts to couple the LC to the AMS [93] are outside the scope of this chapter although what
has been achieved to date can only be seen as a qualitative approach. Aside from the AMS
approach to low-level 14C analysis, a promising laser-based technique, known as cavity
ring-down spectroscopy (CRDS) has been developed [94]. It is early days for this technology
and it may be that it will provide sensitivity that does not reach the limits of AMS, neverthe-
less, it may provide additional options that span the gap between AMS and the more
established and widespread less sensitive technologies (such as LSC or MSC) [95].

The sensitivity of AMS for detection of 14C-labeled drugs and metabolites has enabled re-
duced exposure to ionizing radiation for human ADME studies, providing safety and ethical
improvements that have negated the need for enabling animal studies with less complex dos-
ing formulations and removal of the requirement for dosimetry. AMS has enabled analysis of
samples to later timepoints for a more complete definition of distribution, metabolism, and
elimination and concomitant microtracer designs. Microtracer studies provide important
pharmacokinetic data such as plasma clearance, the volume of distribution, absolute bioavail-
ability, definition of the extent of first-pass metabolism and in combination with bile sample
collection, a more thorough understanding of routes of metabolism. A further advance is the
use of repeat pulse doses of 14C-labeled drug to allow assessments of ADME-PK under
chronic dosing conditions.

The view of the authors of this chapter, which seem to be shared by at least some experts in
the field of DMPK science [68,72,96] is that AMS is as yet underutilized and that future years
may well demonstrate the increased impact of the technology as a more routine tool in drug
development. That said, there are still recent examples where more significant doses of
I. Techniques for identifying and quantifying drugs and metabolites
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radiation are being administered [97] to humans, it seems to avoid the need for the AMS tech-
nology and ethically that appears to be a questionable approach. Nevertheless, we hope to see
the ongoing and future development of AMS (or indeed alternative technological ap-
proaches), to enable a new era of broadened applications, as well as information-rich clinical
study designs earlier in drug development. It would be particularly exciting to see the scien-
tific advance of intravenous drug administration as the normal practice, rather than the ex-
ception, to provide deep insight into the research of many new medicines.
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1 Introduction

Cytochrome P450s (CYP or P450) are expressed in the human liver and intestines are a crit-
ical family of Phase I oxidative enzymes involved in the metabolism of drugs and other xe-
nobiotics. It has been estimated that metabolism by P450 enzymes is the main determinant of
clearance for almost 50% of marketed drug molecules [1]. To this end, identification of the
specific P450 enzymes which play a role in metabolizing a drug is crucial information in re-
gard to polypharmacy when a patient is prescribed more than one medication which may
result in a drug-drug interaction (DDI). In this case, the primary concern would be a
so-called victim interaction where the metabolism and clearance of the subject drug is im-
pacted by a coadministered agent. This rose to prominence with the withdrawal from the
market of drugs like terfenadine and cerivastatin. In the case of terfenadine, inhibition by
CYP3A inhibitors leads to an increase in circulating terfenadine concentrations producing
fatal cardiotoxicity in some patients [2, 3]. With cerivastatin, the full mechanism of the
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observed DDI is complex and still under investigation but likely involves both P450 metab-
olism and transporters. However, it is clear that coadministration with gemfibrozil leads to a
significantly increased risk of rhabdomyolysis, which again led to a market withdrawal in
2001 [4]. One of the contributing mechanisms to this DDI appears to be the inhibition of
CYP2C8 by the glucuronide metabolite of gemfibrozil [5]. Both examples highlight the need
to understand the victim DDI potential of new clinical agents. This understanding is gained
through the conduct of in vitro reaction phenotyping studies which look to characterize a
compound’s metabolism in terms of the enzymes responsible.

The results of these studies are extremely beneficial in terms of being able to predict the
DDI risk early on and plan any potential clinical DDI studies in the drug development
phase. When the drug reaches the clinic, the knowledge of P450 isoforms involved may also
then be able to provide explanations for any observations of variability in human pharma-
cokinetics, which could be due to gender, race, age, impaired organ function, genetic poly-
morphism, etc. [6].

Understanding the role of particular P450s can provide insight into the potential variability
in clearance and plasma levels of a drug if an enzyme exhibits genetic polymorphism that
results in the production of an enzyme with altered (either increased or reduced) metabolism
capability. This is particularly important when enzymes such as CYP2D6, CYP2C19, and
CYP2C9 are involved.

CYP2D6 displays a considerable amount of interindividual variability within a popula-
tion, where individuals can be characterized as ultrarapid metabolizers (UMs), extensive
metabolizers (EMs), intermediate metabolizers (IMs), and poor metabolizers (PMs)
depending on the expression of different allelic forms of the enzyme. The presence of two
nonfunctional (null) alleles of CYP2D6 means that no active enzyme is produced, resulting
in the PM phenotype. In contrast, more than one extra functional gene produces the UM phe-
notype. Both these phenotypes experience significant clinical consequences, particularly in
the selection of the dosing regimen [7], or in having to administer an alternative drug. This
is the case with codeine, where CYP2D6 is responsible for the bioactivation to morphine to
drive the analgesic effects. It has been well established that standard doses of codeine, to-
gether with being a certain phenotype, will dictate the potential clinical outcome of either
pain relief for IMs, therapeutic failure through subtherapeutic morphine concentrations
for PMs, or codeine toxicity for UMs due to higher circulating levels of morphine. In the
US, the FDA has recommended that codeine should not be used to treat pain in children
younger than 12years, unless they have been genotyped to show that they are of the IM phe-
notype [8]. Having different recommendations for each phenotype allows the use of codeine
in patients who will benefit from its therapeutic effects, whilst preventing the high-risk pa-
tients from experiencing the detrimental effects. Based on this example, drug discovery de-
sign efforts to avoid CYP2D6 as the primary route of clearance would be recommended as it
would streamline the clinical development of a new molecule and simplify dosing in clinical
practice.

CYP2C19 also shows the same category-based phenotypes (UMs, EMs, IMs, and PMs)
with a similar degree of interindividual variability. The impact of these phenotypes is dem-
onstrated with the treatment success of Helicobacter pylori infected gastric ulcers by omep-
razole, a proton pump inhibitor. It has been shown that the cure rate for gastric ulcers is
dependent on the individuals’ CYP2C19 phenotype with 100% cure in PMs, 60% cure in
II. Drug metabolism enzymes, transporters and drug-drug interaction
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IMs, and only 29% cure in EMs. This is due to the reduced CYP2C19-mediated metabolism
in PMs resulting in a markedly higher AUC of omeprazole resulting in a more favorable
clinical outcome [9, 10].

Beyond the extreme null-polymorphisms of CYP2D6 and CYP2C19, other P450s also
show change in function polymorphisms. For instance, CYP2C9 is a key polymorphic en-
zyme in the metabolism of warfarin, a widely prescribed anticoagulant leading, in part,
to the need for dosage adjustments. Threemajor variants, *1, *2, and *3, of the CYP2C9 gene
have been found in Caucasian populations, resulting in great interindividual variability in
warfarin dose requirements and pharmacokinetics. It is found that patients possessing the
*2 and *3 allelic variants have reduced formation of the 7-hydroxy metabolite of the
(S)-enantiomer of warfarin and are at a higher risk of major hemorrhage due to higher cir-
culating levels of the drug. Therefore, evaluation of the CYP2C9 genotype before warfarin
therapy may help physicians choose the appropriate initial dose, thus lowering the risk of
bleeding complications [7].

These examples, along with the victim DDI examples, clearly demonstrate the need to un-
derstand the enzymes, particularly the P450s enzymes, responsible for a compound’s metab-
olism using reaction phenotyping. There are several different methodologies that can be used
to determine the P450-mediated metabolic clearance of drugs. The use of specific chemical
inhibitors and/or inhibitory antibodies in microsomal or hepatocyte incubations, the use
of recombinant P450s and correlation analysis where the rate of formation of a metabolite
is compared to isoform-selective marker activities to identify P450s when multiple forms
are involved in metabolism, is among the established methodologies [11]. All of these will
be described in more detail below, along with the advantages and disadvantages. It is
recommended by regulatory agencies such as the FDA that more than one assay type be used
to define the role of a particular P450 in the metabolism of a given compound [12]. Addition-
ally, an important aspect beyond reaction phenotyping is understanding the overall clearance
mechanisms of a molecule using preclinical tools. This would include bile duct cannulated
rats to understand the degree to which a molecule is excreted unchanged in bile, as well
as assessing the renal clearance of a parent in preclinical species. Determining these pathways
of clearance and predicting to humans along with a robust reaction phenotyping program
will determine the risk of a DDI as a molecule enters human testing.
2 Recombinant P450 assays

One common way to identify the P450s involved in a compound’s metabolism is through
the use of recombinant P450 enzymes, which are often used in drug discovery due to their
availability, ease of use, and ability to test a single isoform in a particular assay. Recombinant
P450 (rP450) enzymes are an engineered in vitro technology, where a non-metabolizing cell
line, which may be derived from bacteria, yeast, insect cells, or mammalian cells, is
transfected with cDNA coding for a specific P450 isoenzyme [13, 14], thus creating a drug
metabolism tool which has only a single active P450 present.

In order to perform their metabolic function, rP450s require electrons derived from
NADPH. This results in the need to coexpress NADPH-cytochrome P450 reductase (POR),
II. Drug metabolism enzymes, transporters and drug-drug interaction
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and sometimes cytochrome b5 to carry out the electron-transfer from NADPH to the P450 to
facilitate metabolism [15]. Such coexpression can be difficult to control and leads to differ-
ences in the P450/POR ratio compared to liver tissue. Fig. 1 shows how the P450 and POR
proteins are arranged in the lipid membrane. In certain instances, the coexpression of cyto-
chrome b5 increases the activity of some P450s. This is important when suboptimal activity is
observed in heterologous expression systems. It, however, does create another uncertainty as
the ratio of P450 to b5 in these systems may not be physiologic. This underscores the impor-
tance of well characterized systems and the utilization of correction factors for enzyme activ-
ity that will be discussed later.

In vitro rP450 experiments are a relatively quick and easy way to identify the specific
isoforms involved in metabolism. These in vitro experiments can be carried out if a molecule
is of interest, to help with further profiling in the early drug discovery and design phase, or to
provide a definitive understanding of the P450 enzymes involved in the metabolism during
the development phase. There are different permutations of experimental design when using
rP450s, ranging from in vitro incubation time course experiments in each P450with the rate of
disappearance of the parent [14], to determination of the enzyme kinetic parameters (Km and
Vmax) for the formation of a specific metabolite.

Previously, circa 2000 and before, investigators tended to focus on the “five main” P450s
[16], which covered the most abundant (CYP1A2, CYP2C9, and CYP3A4/5) and most highly
polymorphic enzymes (CYP2C19 and CYP2D6). CYP3A is of particular importance because
of its high expression in the human liver (�30%–50% of the total P450 content) [1], the pres-
ence of a large active site [17], and the evidence that more than 30% of chemically diverse
marketed drugs are metabolized by 3A [18], leading to expectations of CYP3A to dominate
II. Drug metabolism enzymes, transporters and drug-drug interaction
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the metabolism of a majority of drugs. This is a valid assumption as, due to its large and also
multi-binding site properties, CYP3A plays a major role in the metabolism of several antibi-
otics, antivirals, benzodiazepines, calcium channel blockers, statins, immunosuppressive
drugs, opioids, and oncolytics [19], and is capable of carrying out a variety of reactions such
as N- and C-oxidation, N- and O-dealkylation, nitro-reduction, dehydration, and
C-hydroxylation [20].

However, more recently, the P450 panel has more than doubled to a panel of 11 P450s
(CYP1A2, CYP2A6, CYP2B6, CYP2C8, CYP2C9, CYP2C19, CYP2D6, CYP2E1, CYP2J2,
CYP3A4/5, and CYP4F2) being routinely investigated in accordance with the FDA guidance
as to what P450s need to be taken into consideration for an investigational new drug submis-
sion [12]. One of the advantages of rP450s is the availability of this wide range of enzymes
allowing the identification of a specific P450 involvement which may have been missed
previously. For instance, CYP2J2 is primarily an extrahepatic P450, but is also present in
the liver, constituting approximately 1%–2% of the total P450 content. The structural similar-
ity and similar sized active sites between CYP2J2 and CYP3A4 provide an explanation as to
why there is a strong overlap in substrate recognition by these two enzymes which share
several substrates of diverse therapeutic areas [21, 22]. However, despite the minor presence
of CYP2J2 in the liver, it can play an important part in first pass hepatic metabolism as illus-
trated by astemizole, an antihistamine drug. The major metabolic route for astemizole is
O-demethylation which was shown to be mediated by CYP2J2 using several different P450
reaction phenotyping techniques including expression of CYP2J2 in COS-1 cells. With this
expression system, the authors were able to show that CYP2J2 mediated theO-demethylation
of astemizole and generate kinetic constants, in particular Km, that were comparable to those
seen for the reaction in human liver microsomes (HLM), supporting the value in the ex-
panded panel of enzymes [22]. The value of focusing on a broader panel of enzymes is further
demonstrated with AZD6738, an Ataxia Telangiectasia and Rad3-related (ATR) serine/thre-
onine protein kinase inhibitor [23]. Jones et al. used a variety of reaction phenotyping
methodologies to define the P450 enzymes involved in the metabolism of the sulfoximine
moiety. This involved the use of the panel of 11 recombinant P450s to show that although
CYP3A was able to carry out this metabolic conversion, there was also involvement from
CYP2C8 and CYP2J2.

The above AZD6738 example also highlights one of the major drawbacks of using rP450s
(or any recombinant enzyme)—the issue of differential expression which is generally
realized as overexpression of the P450 and/or POR compared to the liver. If NADPH-
cytochrome P450 reductase is overexpressed such that the P450/POR ratio is significantly
altered, this can drive increased rates of metabolism due to greater availability of electrons
from NADPH.

Human hepatocytes andHLM are two other common systems used for Phase I studies and
represent a more characteristically true drug metabolizing cellular system. In terms of rank-
ing, human hepatocytes are argued to be more physiologically relevant than HLM, and re-
combinant P450s signify an overexpressed and over-generated enzyme system without the
same control of expression that exists in the intact tissue. It is therefore required that rP450
data are contextualized with an orthogonal system based on metabolism in hepatocytes or
HLM. In the case of AZD6738, the initial rP450 data were ultimately confirmed by the use
of Silensomes (to be discussed below) and were essential in demonstrating the influence of
CYP2C8, therefore mitigating the CYP3A DDI risk [23].
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However, whilst the expression in recombinant systemsmay not always reflect the original
tissue, overexpression can be advantageous, particularly in the case of highly stable com-
pounds (compounds with a low CLint). In this situation, recombinant P450s are particularly
useful because of the greater metabolic activity compared to HLM [24], allowing estimates of
the overall metabolic turnover as well as the enzymes responsible.

The difference in expression compared to intact tissue results in the inability to mimic the
carefully balanced proportion of P450 enzymes in vivo. To correct for this, the data generated
from the rP450 reaction phenotyping assays require the application of correction factors such
as relative activity factors (RAF) or the intersystem extrapolation factors (ISEF). RAFs are sim-
ply the ratios of the rP450 and human liver microsomal activities for a specific marker sub-
strate for the enzyme under consideration used to correct the rP450 activity of the target
molecule rP450 data. An ISEF is similar in that it uses kinetic parameters (Vmax or CLint)
for the specific marker substrate from the rP450 and human liver microsomal enzyme in con-
junction with the median P450 abundance in HLM to more effectively correct for the expres-
sion differences. ISEFs ultimately are the comparison of rP450 CLint to HLM activity, and to
place things into cellular perspective. It is important to note that generation of ISEF values by
each laboratory is recommended and preferable to ensure alignment with a specific manufac-
turer batch of recombinant P450s in use and to the methods used in that lab. This is because it
has been shown that a combination of factors such as manufacturer batch, substrate, and as-
say condition in each laboratory can result in 10- to 100-fold differences in ISEF values [24, 25].

Finally, other important assay design considerations are with regard to selection of the
substrate concentration and enzyme concentration. Depending on the stage of the compound,
substrate concentration could be selected on either observed or expected clinical concentra-
tions.Additionally, itmay includemultiple concentrationsover theexpected rangeandshould
include consideration of potential liver concentration after an oral dose. In the discovery set-
ting, where these values are typically not known or reliably estimated, a standard
concentration that could be expected to be below the Km is typically used; often, 1μM is used.
These considerations are independent of the assay systemand follow agooddesign of enzyme
kinetic experiments. Theuse of recombinant systemsneeds to carefully consider the amount of
enzyme used. As described above, the activity of heterologous expressed P450s can be depen-
dent on accessory proteins and their activitymay not be physiologic. Use of the lowest amount
of enzyme that results in reliable and quantifiable turnover is recommended as thisminimizes
the amount non-specific binding that may confound interpretation.
3 Human liver microsome-based methods

Human liver microsomes (HLM) are key experimental tools used in quantifying the rela-
tive contribution of individual P450 isoforms to the overall clearance of a compound. AsHLM
contain the full complement of constitutively expressed hepatic P450s, two approaches form
the basis for current P450 reaction phenotyping methods using HLM. One approach requires
the systematic inhibition of each P450 and for this to work, P450 isoform selectivity and com-
pleteness of the inhibition are key. Indeed, the search for and synthesis of specific inhibitors of
P450s account for a large part of research efforts on HLM-based P450 reaction phenotyping
II. Drug metabolism enzymes, transporters and drug-drug interaction
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methods [26]. The impact of the chosen inhibitors on metabolism, with either depletion of the
parent drug preferred or metabolite formation, is then used to estimate the contribution of
individual P450 isoforms. The other approach relies on the availability of specific probes
of P450 isoform activity with a measure of the correlation in rate of metabolism of the probe
with the compound of interest providing confirmatory information on the specific P450 iso-
form responsible for metabolism. The detailed methods for both approaches are discussed in
the following sections.
3.1 Antibodies

Given the need for high selectivity, it is not surprising that early studies on reaction
phenotyping focused on raising antibodies against P450s. Detailed production methods of
the antibodies have been previously described [27, 28] with the types falling into three cate-
gories, namely polyclonal, monoclonal, or peptide-directed. Of the three, inhibitorymonoclo-
nal antibodies which bind to specific sites on P450s that prevent substrates accessing the
active sites have been the most useful and those available include CYP1A2, 2A6, 2B6, 2C8,
2C9, 2C19, 2D6, 2E1, and 3A4 (reviewed in Ref. [26]). While early work on antibody-based
reaction phenotyping was carried out only by labs capable of producing the antibodies, these
are now commercially available.

The experimental setup is straightforward as the antibody can be added to HLM in the
ascitic fluid with a control that has no antibody-containing ascitic fluid serving as the com-
parator. For experiments using purified forms of antibodies, a control containing pre-immune
IgG from the animal can be used [29]. As the degree of inhibition by antibodies is generally
independent of substrate concentration, the concentration of the compound of interest is not a
concern; however, the concentration used is typically<1μM. The FDA recommends the use of
antibodies that inhibit at least 80% of enzyme activity which should be demonstrated using a
known probe substrate [12]. In view of the large interindividual variability in P450 activities,
an HLM pool of more than 10 donors is recommended. Following preincubation of HLM and
antibody, the reaction is started by adding the substrate and NADPH [30].

Results of the effect of antibodies on substrate disappearance show good agreement with
data from known selective chemical inhibitors. In a study to identify the P450s responsible
for metabolism of trabectedin, complete inhibition of disappearance of the parent drug was
only observed with the monoclonal antibody specific for CYP3A4 [29]. This was corrobo-
rated by chemical inhibition data which showed a similar extent of inhibition by the
CYP3A-specific chemical inhibitors ketoconazole and troleandomycin. When metabolite
formation is considered, antibodies can reveal P450 isoforms responsible for specific met-
abolic routes. Using antibodies, CYP2C9 and CYP3A4 were identified as the important
isoforms for (S)- and (R)-phenprocoumon hydroxylation while CYP2C8 contributed a frac-
tion of the (S)-40-hydroxylation [31].
3.2 Chemical inhibitors

The availability of relatively inexpensive chemical inhibitors for the majority of drug
metabolizing P450s has contributed to making chemical inhibitors with HLM the most
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commonly used P450 reaction phenotyping method. There are many examples in the litera-
ture of chemical inhibitor HLM-based P450 reaction phenotyping of compounds; however,
when multiple P450 isoforms are involved, absolute quantitation of the fraction metabolized
by each P450 can be challenging.

The chemical inhibitors used for P450 reaction phenotyping are reversible, quasi-
irreversible, or mechanism-based. While reversible inhibitors generally compete for binding
to the active site, quasi- and mechanism-based inhibitors (MBI) require metabolic activation
to give intermediates that reversibly or irreversibly alter the enzyme [32]. While the list
(Table 1) of FDA-recommended in vitro chemical inhibitors for P450 reaction phenotyping
has an equal number of reversible and quasi-/irreversible inhibitors [12], the most commonly
used inhibitors for each P450 are reversible. The concentration of the compound of interest is
important, particularly for the reversible chemical inhibitors, as this determines the magni-
tude and specificity of inhibition by the chemical inhibitor. The general use of the test com-
pound at <1μM, however, should work with the recommended concentrations—when used
at the right concentrations, the inhibitors including furafylline, quinidine, ketoconazole,
montelukast, and sulfaphenazole provide very good selectivity’s [33, 34]. An additional factor
to consider is the HLM protein concentration as some inhibitors such as ketoconazole show
up to fivefold difference in the free fraction depending on the HLM concentration used, thus
affecting the inhibition and/or specificity [35]. If higher enzyme concentrations are required
for compounds with low turnover rates, as is likely for many current compounds given the
designing out of structural metabolic labilities, it is important to make the appropriate inhib-
itor concentration adjustments.

When certain multiple P450 isoforms are significantly involved such as CYP3A4, 3A5, and
2C8, the selectivity of the reversible inhibitors such as ketoconazole can be reduced [36]. Ad-
ditionally, ketoconazole has been shown to inhibit CYP2J2 and CYP4F2 [37, 38], and in in-
stances where these isoforms participate in the metabolism, the interpretation based on
this chemical inhibitor may be confounded. With this in mind, it is not unreasonable to as-
sume that MBI could give better selectivity, particularly if there is a wash step that removes
any excess inhibitor to reduce any unwanted cross-inhibition, with the caveat of the specific-
ity of the MBI toward a particular P450.
TABLE 1 FDA-recommended inhibitors of P450s for use for in vitro reaction phenotyping
experiments.

Enzyme Inhibitor

CYP1A2 α-Naphthoflavone, Furafylline

CYP2B6 Sertraline, Phencyclidine, Thiotepa, Ticlopidine

CYP2C8 Montelukast, Quercetin, Phenelzine

CYP2C9 Sulfaphenazole, Tienilic acid

CYP2C19 S-(+)-N-3-benzyl-nirvanol, Nootkatone, Ticlopidine

CYP2D6 Quinidine, Paroxetine

CYP3A4/5 Itraconazole, Ketoconazole, Azamulin, Troleandomycin, Verapamil
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3.3 Silensomes

Silensomes are an HLM-based P450 reaction phenotyping method in which a specific P450
isoform is inhibited by an MBI [39]. The preparation of Silensomes involves the incubation of
a pool of HLMwith an appropriate concentration of a chosen MBI. This is followed by a con-
centration step which increases the HLM protein concentration and, at the same time, washes
the HLM, thus reducing the amount of MBI available to cross-react with other P450s.

The irreversible inactivation caused by an MBI can occur through modification of the
heme or the P450 protein [32]. Changes to the heme invariably inactivate the enzyme,
but the extent of inactivation due to P450 protein modifications will depend on the amino
acid residues involved. In theory, the extent of inactivation due to P450 proteinmodification
could be substrate-dependent, and this is supported by CYP3A4 Silensomes which show
varying extents of inhibition with different substrates from 83% to 97% (certificate of anal-
ysis, BioPredic).

A typical experimental setup to determine the contribution of P450s to the metabolism of
a compound using Silensomes is done as shown in Fig. 2. The compound (generally at a final
Component Typical final concentraƟon

Silensomes/control 1mg/mL

1HPDAN mM

KPO4 buffer pH 7.4 0.1 mM

Typical reacƟon mixture for phenotyping using Silensomes

fmCYP(%) = [1–(CL intcyp/CL intcontrol)]x100

Silensome CLint
(μL/min/mg)

% ContribuƟon

CYP3A4 4.1 90

Control 42 -

Typical results of Silensome phenotyping experiment
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FIG. 2 P450 reaction phenotyping using CYP3A4 Silensomes—assay setup and data interpretation. (A) Assay
setup. (B) Typical data output. (C) Calculation of fraction metabolized.
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concentration of 1μM) is incubated with the panel of P450 Silensomes and control
Silensomes at the same final concentration of protein. The CLint or rate of metabolism is then
determined by either the disappearance of the parent drug or metabolite formation. As the
CYP3A inhibition of azamulin is selective for CYP3A in order to get an estimate of the con-
tribution of CYP3A5, the CYP3A4 Silensomes are incubated with and without ketoconazole
to inhibit the residual CYP3A5 activity. The contribution of each P450 to the metabolism of
the compound of interest is calculated by comparing the Silensome’s activity with that of the
control (Fig. 2). It is therefore important to keep track of the number of freeze-thaw cycles
and any other factors that might affect enzyme activities, and to keep this uniform across the
control and Silensomes.

To date, only a limited number of published studies have utilized Silensomes. In one study,
the contribution of P450swas assessed bymonitoring the formation of ametabolite [23], while
in the other study, both the disappearance of the parent and formation of metabolites were
used [40]. While both studies did not report any issues with the Silensomes, the potential ex-
ists for compounds predominantly cleared by CYP3A4 and CYP2D6; the contribution by
CYP2D6 was overestimated when compared with control Silensomes-containing quinidine
(unpublished data).

As Silensomes are an emerging tool for drug metabolism studies, there are limited exam-
ples from the literature, and the suitability and acceptance by regulatory agencies is yet to be
tested. Hence, Silensomes may be used to give or increase confidence to phenotyping data
generated by the traditional approaches, and in the future they may emerge as another com-
monly accepted P450 phenotyping assay.
3.4 Correlation analysis

Correlation analysis relies on the use of activity of specific probe substrates for each of the
P450s across a number (ideally more than 10) of different human liver samples and compar-
ing it with the rate of metabolism of the compound under investigation. This approach has
been used to identify other probe substrates based on the correlation with already available
probes, and this is exemplified by amodiaquine N-deethylation which correlated with pac-
litaxel 6α-hydroxylation [41].

A typical experimental setup in each of at least 10 individual HLM donors comprises the
HLM, probe substrate, or test compound buffered at pH7.4. The reaction is started by the ad-
dition of NADPH, and depletion of the probe substrate or metabolite formation is assessed.
The list of FDA-recommended probes is listed in Table 2 [12]. For substrate depletion, a
concentration of �1μM is generally used at HLM protein concentrations sufficient to give
measurable CLint values. For metabolite formation, the HLM concentration and time of incu-
bation should give linear rates of metabolite formation. Most studies are performed at
concentrations around the Km values for both the probe and compound of interest [23].
The resulting correlation coefficient should be �0.63 [42] with that of the selective substrate.
Lower correlation coefficients (>0.25) have been used and are suggestive/correlated with the
metabolism through a specific P450 isoform. Regardless of the coefficient value used, corre-
lation analysis should be combined with other P450 reaction phenotyping methods for a ro-
bust determination of the P450s involved in the metabolism of a compound.
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TABLE 2 FDA-recommended substrate probes of P450 activity.

Enzyme Marker reaction

CYP1A2 Phenacetin O-deethylation, 7-Ethoxyresorufin O-deethylase

CYP2B6 Efavirenz hydroxylation, bupropion hydroxylation

CYP2C8 Paclitaxel 6α-hydroxylation, amodiaquine N-deethylation

CYP2C9 S-Warfarin 7-hydroxylation, Diclofenac 40-hydroxylation

CYP2C19 S-Mephenytoin 40-hydroxylation

CYP2D6 Bufuralol 10-hydroxylation, Dextromethorphan O-demethylation

CYP3A4/5 Midazolam 10-hydroxylation, testosterone 6β-hydroxylation
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A drawback of correlation analysis is that if more than one P450 isoform is involved in the
metabolism of a test compound, it is difficult to accurately estimate the contribution of each
using the correlation analysismethod on its own.However, this approach can still identify the
enzymes involved as in the case of voriconazole where multivariate correlation analysis was
used to identify the involvement of CYP2C19 and CYP3A4 [43]. Others have proposed
checking for correlation in the presence of chemical inhibitors to get better estimates of the
contribution of two isoforms to the metabolism of a compound of interest [42].
4 P450 vs FMO/AO metabolism

When assessing the metabolism of a compound, it is important to distinguish between the
different enzymatic processes. Phase I metabolism consists of oxidative, reductive, and hy-
drolysis reactions, facilitated by multiple enzymes including P450s, flavin-containing
monooxygenases (FMOs), aldehyde oxidase (AO), xanthine oxidase (XO), etc. While P450
mechanisms have been thoroughly investigated, the other Phase I enzymes have not yet
reached a similar level of understanding. An extensive P450 structure activity relationship
means new compounds are tending to move away from known P450 substrate structures.
However, this does not mean that these compounds will not be subject to oxidative metab-
olism by other enzymes such as AO or FMO. Hence, it is key to have experimental strategies
in place to assess the role of these alternative oxidases in a compound’s metabolism.
A quantitative understanding of the fraction metabolized via P450 (fmP450) is a critical factor
in understanding the DDI risk with coadministered P450 inhibitors/inducers.

Various studies have been performed comparing in vitro and in vivo fmP450 contribu-
tions, to determine the most physiologically relevant matrix for assessment. It has been
demonstrated that the best correlation is obtained through the use of hepatocytes [44].
The reasoning behind this is the presence of naturally occurring cofactors along with a full
complement of enzymes in the correct orientations for activity within the intact cell mem-
brane [45]. However, the fully intact nature of hepatocytes can sometimes be problematic
when, for instance, there is overlapping specificity of enzyme inhibitors. Under these con-
ditions, it will be more appropriate to use subcellular fractions.
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TABLE 3 Subcellular localization and cofactors of common drug metabolizing enzymes.

Metabolic enzymes Cofactor required? Liver S9 Liver microsomes Liver cytosol

Aldehyde Oxidase (AO)
Phase 1

No X X

Cytochromes P450 (CYP)
Phase 1

NADPH X X

Flavin monooxygenases (FMO)
Phase 1

NADPH X X

Glutathione transferase (GST)
Phase 2

GSH in situ X

Monoamine oxidase (MAO)
Phase 1

NADPH X

Xanthine oxidase (XO)
Phase 1

No X X

Sulfotransferase (SULT)
Phase 2

PAPS X X

Uridine glucuronide transferase (UGT)
Phase 2

UDPGA Xa Xa

a Requires the use of a pore-forming agent such as alamethicin to facilitate substrate access to enzyme.
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Investigations using subcellular fractions allow the conditions to be manipulated to enable
only certain enzymes to be active. This can be done by either using only subcellular fractions,
where there is an enrichment of certain enzymes (e.g., P450 in the microsomal fraction), or
through specific cofactors or other additives to favor one pathway over another. Table 3 lists
the common enzymes, their location in the liver subcellular fractions, and their cofactor
dependence.

FMOs and P450s havemultiple similarities, including substrate structures, requirement for
NADPH to activate their corresponding prosthetic groups, oxygen supplied via O2, and re-
leasing water as a by-product. Whilst FMOs tend to catalyze only softer, highly polarizable
nucleophiles and often produce more water-soluble and nontoxic metabolites, the main
difference comes from their opposing enzymatic mechanisms of nucleophilic versus electro-
philic addition (using radical intermediates) respectively [46]. In the FMO system, the flavin
hydroperoxide intermediate is stabilized by the protein and waits in this form for substrate
binding, before following a cascade 1-electron-2-step process, producing the oxidized prod-
uct and regenerating the flavin adenine dinucleotide (FAD)-binding domain [47]. In contrast,
the P450 cycle is initiated by the substrate binding, which prompts a two-step-1-electron
transfer to create a radical intermediate, which goes on to produce the oxidized product. It
is also important to note that, to date, FMOs—have been shown to only catalyze the oxidation
of heteroatoms—predominantly nitrogen and sulfur whereas P450s can catalyze a range of
different reactions at carbon and heteratomic centers. Hence, there would only be the need
to consider the role of FMOs if the metabolism resulted in the production of a reasonable me-
tabolite (N-oxide, S-oxide, etc.). Table 4 compares the different oxidative metabolic systems.
II. Drug metabolism enzymes, transporters and drug-drug interaction



TABLE 4 Comparison of oxidative drug metabolism enzymes.

P450s FMOs AO

Substrates Wide range of nucleophiles
and electrophiles

Soft nucleophiles (often highly

polarizable with free lone pair)
Azaheterocycles (and
aldehydes)

Mechanism
of action

CdH abstraction and
heteroatom oxygenation

N- and S-oxygenation Oxidation of CdH bond

Enzyme
subfamily

Large superfamily of
enzymes
Predominant CYP3A4/5

5 Isoforms and 1 pseudogene
Predominant FMO3

4 isoforms
Predominant AOX1 (–only
active isoform in human)

Utilizes: NADPH
Molecular O2

NADPH
Molecular O2

No cofactor
Water as a source for oxygen

Produces: Oxidized product and water Oxidized product and water Oxidized product and H2O2

Prosthetic
group:

Heme (Fe) FAD (flavin adenine-binding

domain)
Molybdopterin (MoCo)
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The AO mechanism is distinctly different from both FMO and P450: firstly, in terms of a
different substrate specificity; and secondly, in the mechanism of oxidizing the carbon-
hydrogen bond on an aromatic ring. AO is a molybdoflavin dimer, with each homodimer
made up of three subunits: an FAD domain, linked to two redox clusters, and finally an in
situmolybdenum cofactor (MoCo) adjacent to the substrate-binding site. On complexingwith
a pyranopterin moiety containing the MoCo, the carboxy-terminal undergoes a conforma-
tional change to a MoCo pteridine tetracyclic. This biologically activates the enzyme through
positioning the molybdenum atom in the correct orientation for electron transfer during ca-
talysis [48]. It is proposed that a glutamate residue in the substrate pocket activates theMoCo,
promoting nucleophilic attack on the electron-deficient carbon. Water is then utilized for ox-
idation, and the sulfur center of the MoCo accepts the displaced hydride and produces a per-
oxide by-product when reforming the activated MoCo [49]. P450 contributions to the hepatic
metabolism can be measured via various methods detailed in this chapter, including hepa-
tocytes or microsomes fortified with NADPH using chemical or antibody inhibitors, recom-
binant P450s, or Silensomes. There are established strategies in place to scale the results from
these to predict the impact on human clearance. For FMOandAOmetabolism, this is less well
understood and, as a result, there are only a fewmodels currently in place which demonstrate
good IVIVE and human clearance prediction.

FMO enzymes are present in the microsomal fraction and, like P450s, are activated by the
addition of NADPH, are found in similar tissues, and exhibit similar substrate specificity.
They therefore require different experimental approaches to isolate the FMO metabolism
component. This could be done through the use of specific chemical inhibitors, e.g.,
methimazole [50], although, in this case, evidence exists that it can also inhibit P450s [51].
Alternatively, FMO enzymes have a distinct heat liability such that, when incubated at
40–50°C for approximately 5min in the absence of NADPH, the FMO enzymes become
inactivated. A combination of these two inhibitory methods is an effective approach for
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FMO elucidation [47]. One example of this follows a series of compounds known to be me-
tabolized predominantly by FMOs which were assessed using both of these inactivating
methods and the subsequent in vitro data from both HLM and human hepatocytes scaled
using point estimates, demonstrating a good IVIVE for FMO substrates [52]. Of note is that
this method does not take into account variability from input parameters such as FMO
expression, populations, and experimental errors, whereas a PBPK model approach reflects
these uncertainties, and consequentially provides more confidence in the IVIVE
predictions [53].

AO is present in the S9 and cytosolic fractions. The use of the cytosolic fraction exploits the
fact that few traditional drug metabolizing enzymes are present, ensuring that the oxidative
metabolism seen is likely a result of AO or XO, and so immediately distinguishing it from
P450s. The S9 fraction could also be used in the absence of cofactors, again isolating the
AO and XO enzymes, eliminating interference from FMOs/P450s/UGTs, etc. Similar to
FMOs, a chemical inhibitor could be introduced to elucidate the metabolic route further
and confirm the AO enzymatic pathway. Multiple potent AO inhibitors have been identified
[11, 54]; however, some, including raloxifene, have been recognized to also inhibit P450s, and
therefore have limited value in an S9 or hepatocyte system [55]. AO’s unique mechanism of
incorporating water into the product can also be manipulated for another method for
measurement of clearance. For instance, the use of 18O-labeled water, where 18O becomes
incorporated into the oxidized product, allows a shift in the m/z and a clear isotopic pattern
is observed, distinguishing the AO metabolites from the other metabolites present [56].

These methods allow us to determine an in vitro fraction metabolized FMO (fmFMO) and
fraction metabolized AO (fmAO), confirming the contribution to metabolism of these two en-
zymes versus P450 mechanisms. The difficulty comes when translating this to an in vivo sit-
uation. As mentioned earlier, there are established methods in place for compounds with a
high P450 component; however, this has historically not been the case for FMO and AO
enzymes. The difficulty with AO metabolism is the known tendency of in vitro systems to
underpredict the in vivo situation whenAO is a route of metabolism. There have been several
reasons outlined for this including extrahepatic metabolism [57], large variability in AO ex-
pressions across donor lots [58], and highly variable AO activity [59], polymorphisms [60],
instability of the enzyme during preparation and storage conditions [61], and significant
species differences [62]. The species difference presents an opportunity to identify AOmetab-
olism preclinically as dogs do not express AO. In situations where an oxidative metabolite is
not observed or is much lower in dogs, this would be suggestive of AOmetabolism and trig-
ger additional studies to determine the contribution of AO in human systems.

With in vitro liver systems significantly underpredicting for compounds predominantly
metabolized by AO, this can cause significant uncertainty when predicting human clearance.
There are multiple examples of drug programs in the clinic which have been terminated due
to unexpectedly high clearance, which therefore led to poor exposure: zoniporide [63], BIBX-
1382 [64], carbazeran [65], and one reported example of a toxicological termination where an
insoluble AOmetabolite caused failure in the clinic [66]. These could all have been prevented
if the extent of AO metabolism had been identified, considered, and mitigated.

One approach to take when assessing AO metabolism is described by Zientek et al. [11].
This includes a preliminary study in the liver cytosolic or S9 fraction to identify if there is
significant AO contribution. A positive value here would initiate a cascade of mechanistic
II. Drug metabolism enzymes, transporters and drug-drug interaction
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studies in the presence and absence of a specific inhibitor for all active metabolizing enzymes.
This helps to identify an estimation of fmAO; however, it still does not fully provide a meth-
odology for accurate IVIVE.
5 Determination of fmCYP3A

As discussed in the introduction, P450s are known to be the major metabolizing enzyme
family in the liver, with the CYP3A subfamily identified as most abundantly expressed and
contributing at least in part to themetabolism of a large proportion ofmarketed drugs [67]. As
the number of clearance mechanisms decreases, the risk of a clinically significant DDI in-
creases, with the potential to decrease the therapeutic effect or increase adverse effects
[68]. It is also key to note that the CYP3A isoform has demonstrated a wide range of variation
in activity across individuals, which has been linked to different responses for drugs which
are substrates for CYP3A [69, 70]. Due to its importance in the clearance of numerous
marketed drugs, it is important to determine the proportion of CYP3A-dependent metabolic
clearance for new compounds that are being dosed in man when coadministered with inhib-
itors or inducers of CYP3A, to limit the occurrence of DDIs. Importantly, discrimination of
CYP3A contribution from other enzymes such as AO and FMO is important to fully assess
the risk of a CYP3A-mediated DDI.
5.1 Current methods for fmCYP3A

As discussed above, there are several methods for identifying if CYP3A contributes to
the in vitro metabolic clearance of a molecule, including recombinant enzymes [6],
Silensomes [39], monoclonal antibody inhibitors [28], and human hepatocytes and HLM-
based methods with selective P450 inhibitors [14]. With these methods, an estimation of
the contribution of CYP3A is possible, either through direct interpretation of HLM-based
data or through the scaling of recombinant P450 data. Often, these approaches can have
limitations due to compound properties, such as low intrinsic clearance. Additionally,
these methods only measure the CYP3A contribution to the overall P450 metabolism,
thereby excluding metabolism via other Phase I pathways, e.g., AO, FMO, and Phase II
metabolic pathways, e.g., UGT [71]. Another key consideration when looking to determine
fmCYP3A is that current methods have shown large variability when multiple P450 enzy-
matic pathways are in play [72]. Based on the various limitations of these in vitro assays, it
is often recommended to use a diverse set of approaches to confirm the CYP3A contribution
to the overall metabolism of a new molecule [73].

The use of hepatocytes for metabolic clearance experiments and subsequent PK predic-
tions has been well established [74]. In recent years, it has become increasingly popular
when determining the contribution of P450s, and specifically CYP3A, to the overall meta-
bolic clearance [72]. As previously highlighted, hepatocytes contain more intact Phase I and
Phase II metabolic systems when compared with subcellular fractions and are also consid-
ered to mimic more physiologically relevant conditions. Additionally, when the assays are
designed properly, the determination of the role of non-metabolic clearance
II. Drug metabolism enzymes, transporters and drug-drug interaction
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mechanisms, i.e., transporters, can also be accounted for [75]. When compounds possess
moderate to high intrinsic clearance, the standard human hepatocyte-based intrinsic clear-
ance assays can be adapted to include chemical inhibitors for calculating an fmP450 value.
Specifically, the CYP3A selective inhibitor ketoconazole can be used to inhibit CYP3A and
determine the contribution of this isoform not only over other P450 isoforms, but also over
other metabolic routes, such as AO, FMO, UGT, etc.

The use of ketoconazole is common in these experiments, and careful experimental design
needs to be considered. Ketoconazole is an antifungal reagent that is well established as a po-
tent inhibitor of CYP3A4/5 [76] and is known to be selective at low concentrations. However,
at higher concentrations, it can also exhibit an inhibitory effect on other P450 isoforms [77] and
other metabolizing enzymes such as UGTs [78] and transporters [79]. If used improperly, this
cross-inhibitory effect could limit the correlation of these in vitro fmCYP values with those
from clinical pharmacokinetic and DDI studies [80]. Based on the lack of selectivity at higher
concentrations, using a lower concentration of ketoconazole in vitro is recommended. In gen-
eral, a concentration not exceeding 1μM would provide sufficient selectivity whilst
maintaining inhibition potency so as to not confound interpretation [81, 82].

In instances where the intrinsic clearance of a molecule is too low to distinguish differ-
ences by substrate depletion, alternative approaches can be used. In these instances, the use
of metabolite formation data can be especially informative in determining the contribution
of CYP3A. This type of method primarily focuses on the potential reduction of a metabolite
peak(s) area in the presence of ketoconazole. By focusing on changes in metabolite forma-
tion, limitations, such as sensitivity, in substrate depletion methods can be overcome.
Lindmark et al. have published a method using changes in metabolite formation as a tech-
nique to discriminate fmCYP3A [83]. In addition to changes in the relative UV peak area,
this method also collects accurate mass data which can be utilized to obtain structural me-
tabolite identification data. Thismethod ismore labor intensive andwould not be used as an
initial first-line screen; however, for predominantly CYP3A metabolized low clearance
compounds, with no available metabolite standards, this provides a mechanism to deter-
mine an accurate fmCYP3A which would otherwise not have been obtained. One key re-
quirement for this methodology is for a test compound to have a strong chromophore, to
produce a strong UV response, allowing for metabolite peaks to be identified and differen-
tiated from endogenous material.

One key factor that should be taken into consideration is that when the CYP3A pathway
is not the major enzymatic route, this method begins to show larger variability, similar to
traditional substrate depletion methodologies. With this in mind, this method is often only
utilized when a project knows it has a large CYP3A component and wants to gain informa-
tion to quantify this contribution, rather than a first-line phenotyping assay. Where the ma-
jor enzymatic route is known to be another P450 isoform, there is also the theoretical option
to use another P450 specific inhibitor that has been shown to be selective in microsomal-
based systems; however, this approach would require further qualification in hepatocytes.

An additional consideration that is becoming of increased interest is discrimination be-
tween CYP3A4 and CYP3A5. Polymorphisms within the CYP3A5 gene result in expresser
and non-expresser populations [84]. The frequency of this polymorphism varies by ethnicity.
This has been particularly important in understanding the metabolism of tacrolimus and its
II. Drug metabolism enzymes, transporters and drug-drug interaction
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implication of dosing [85]. Recent discoveries of potent and selective inhibitors of CYP3A4
that are selective against other P450 isoforms, including CYP3A5, have allowed for the
in vitro discrimination of fmCYP3A4 versus CYP3A5 [86, 87]. This has become an important
tool for the drug metabolism in helping define the potential variability in PK due to CYP3A5
expression and further understand CYP3A-mediated DDIs.
6 Regulatory guidance/risk assessment/examples

Recently, the US Food and Drug Administration (FDA) and the Japanese Pharmaceuticals
and Medical Devices Agency (PMDA) issued new in vitro metabolism- and transporter
mediated drug-drug interaction draft guidances [12, 88]. In addition, guidances on PBPK
modeling and simulation by the US FDA and European EMA [89, 90] were also released.
In this section, we share the perspective on these guidances from an experimental and a dy-
namic physiology-based pharmacokinetic modeling (PBPK) view.

The most recent FDA draft 2017 guidance did not suggest any new changes in terms of
new chemical entities (NCEs) being a victim of DDIs. The PMDA added non-P450 enzymes
such as AO, dihydropyrimidine dehydrogenase (DPD) and mentioned UGT1A1 and 2B7
enzymes to their 2017 guidance. Table 5 shows the key differences between these two reg-
ulatory agencies. Also shown in Table 5 is the current EMA guidance issued in 2013 [90].
Overall, both the 2017 FDA and PMDA guidances agree with the EMA 2013 guidance.
Due to the requirements for earlier in vitro DDI data, the concentration ranges in the exper-
iments may need to be based on the limits of solubility and/or toxicity, rather than Cmax, inlet
hepatic concentration, or dose.

Table 6 shows an example of theDDI risk assessment for olaparib [91] using the static equa-
tions detailed in the FDA 2012 or FDA 2017 guidance and a dynamic risk assessment using
PBPK modeling compared with the observed DDI ratios from a clinical study. The observed
total Cmax and unbound Cmax after a 300mg dose of olaparib is approximately 9.1 and 1.7μM,
respectively. The total and unbound inlet concentrations are predicted to be 21 and 3.8μM.
The free fraction in HLM (fu,inc) at 1mg/mL protein concentration is 0.814. Both the basic
static equation and dynamic PBPK modeling approaches suggest a minimal DDI risk, which
concurs with the observed DDI with tamoxifen. Concomitant administration of olaparib
increased the steady-state exposure of tamoxifen slightly in cancer patients (n¼18). Since ta-
moxifen is mainly metabolized via CYP3A4 [92], the observed small increase in exposure of
tamoxifen is consistent with the PBPK model prediction of weak CYP3A inhibition by
olaparib (i.e., AUC ratio between 1.25 and 2). In vitro, olaparib has been shown to be an
inhibitor of P-gp, BCRP, OATP1B1, OCT1, OCT2, OAT3, MATE1, and MATE2K, but not
an inhibitor of OATP1B1/3, OAT1, or MRP2. The olaparib PBPKmodel was robustly defined
to support the CYP3A4-mediated as well as transporter-mediated DDI predictions (specifi-
cally P-gp), suggesting a minimal DDI risk [91]. In vitro ADME studies suggested that
olaparib is a substrate of CYP3A. A dedicated clinical DDI with a strong CYP3A inhibitor
showed an increase of AUC ratio by 2.7-fold, which was in line with predicted AUC DDI
ratios either by static equation or PBPK model (Table 6).
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TABLE 5 Summary of regulatory guidance highlighting the requirements of conducting assays toward P450 enzymes (as a victim and preparator).

Drug as a victim Drug as an inhibitor

Agency CYP Non-CYP CYP Non-CYP

Intestinal CYPs Hepatic CYPs Induction

Reversible

Inhibition

Irreversible

Inhibition

Reversible

Inhibition

Irreversible

inhibition

R3 5 1/1+d*
(Emax*10*Imax,u)/

(EC50+10* Imax,u)

Cutoff for a

positive

result5≤0.8

US FDA
2017

CYP1A2, 2B6,
2C9, 2C8, 2C9,
2C19, 2D6, and
CYP3A4/5
2nd tier:
CYP2A6, 2E1,
2 J2, and 4F2

MAOs,
FMOs, XO,
ALDHs,
ADHs, and
UGTs

CYP1A2,
2B6, 2C9,
2C8, 2C9,
2C19, 2D6,
and
CYP3A4/5
with 2
substrates

None R1, gut¼1
+Igut/
Ki�11
Unbound
Ki

– R1¼1
+[Imax]u/
Ki,u
� 1.02
Unbound
Cmax
Unbound
Ki

Kobs¼kinact
� 50� [I]u /
KI+50� [I]u

R¼1/1+d*
(Emax*10*[I])/
(EC50+10* [I])
Cutoff for a
positive
result¼�0.8

PMDA 2017 CYP1A2, 2B6,
2C9, 2C8, 2C9,
2C19, 2D6, 3A4,
and
3A52ndtier:
CYP2A6, 2E1,
2 J2, and 4F2

MAOs,
FMOs, XO,
AO,
ALDHs,
ADHs,
DPD
UGT1A1,
and 2B7

CYP1A2,
2B6, 2C9,
2C8, 2C9,
2C19, 2D6,
and
CYP3A4/5
with 2
substrates

UGT1A1,

2B7, and

others

R¼1+Ig/
Ki � 11
[I]g¼dose/
250mL
Not
specified
for Ki

Kobs¼kinact�0.1�
[I]g/KI+0.1� [I]g
[I]g¼dose/
250mL
Cutoff for a
positive
result¼�1.25

R¼1+[I]/
Ki � 1.02
Unbound
Cmax
Not
specified
for Ki

Kobs¼kinact
� 50� [I]/KI
+50� [I]
Unbound
cmax

R3 ¼ 1/1+d*
(Emax*10*Imax,u)/
(EC50+10* Imax,u)
Cutoff for a
positive result not
specified

EMA 2013 Specifies test
systems, not
enzymes: “CYP
and UGT
enzymes are
present in all
systems
mentioned”

SULTs,
GSTs,
ALDHs,
and ADHs
in S9 and
hepatocytes

CYP1A2,
2B6, 2C9,
2C8, 2C9,
2C19, 2D6,
and
CYP3A4/5
with 2
substrates

UGT1A1
and 2B7

R¼ [I]/Ki
� 10
Not
specified
for Ki

Kobs¼kinact� [I]/
KI + [I]
Cutoff for a
positive
result¼�1.25

R¼ [I]/Ki
� 0.02
Unbound
Cmax
Not
specified
for Ki

Kobs¼kinact
� [I]/KI+�
[I]
Unbound
cmax

Key differences between regulatory agencies highlighted with an underline.



TABLE 6 Olaparib shows the minimal or DDIs according to FDA guidance and based on dynamic PBPK simulations.

Olaparib as
a reversible
inhibitor of
CYP3A

FDA 2012 guidance FDA 2017 guidance Dynamic
PBPK DDI
risk

Observed
DDI ratio

IC50
(μM)

Ki
(Competitive¼
IC50/2)

R¼1+[I]
total/Ki

DDI risk
(R�1.1)

Ki, u
Ki�Fu,
inc

R¼1+[I]u/
Ki,u

DDI risk (R�1.1) AUC ratio AUC ratio
(90% CI)

119 59.5 1.4 Yes 48.4 1.1 Yes 1.61
(1.42–1.83)

1.16
(1.11–1.21)

Olaparib as
an
irreversible
inhibitor of
CYP3A

FDA 2012 guidance FDA 2017 guidance Dynamic
PBPK DDI
risk including
TDI

Kinact
(min�1)

KI (μM) Kobs¼kinact
� [I]/(KI +
[I])

R ¼
(kobs+kdeg)/
kdeg

DDI
risk
(R�1.1)

Kobs¼kinact
� 50 � [I]u/
KI+50� [I]u

R¼Kobs¼kinact
� 50� [I]u/KI
+50� [I]u

DDI risk
(R�1.25)

0.0675
(4.05h�1)

72.2 0.913 48 Yes 1.66
1.86a

87
97a

Yes
Yes

1.16
(1.11–1.21)

Olaparib as
a substrate
of CYP3A

FDA 2012 guidance FDA 2017 guidance Dynamic
PBPK DDI
risk

Observed
DDI ratio

Ki (μM) R¼1+[I]
total/Ki

DDI risk
(R�1.1)

Ki, u
Ki�Fu,
inc

R¼1+[I]u/
Ki,u

DDI risk (R�1.1) AUC ratio AUC ratio
(90% CI)

CYP3A
inhibitor
itraconazole

0.0013 4.22 Yes 0.0004 4.72 Yes 3.5
(3.46–3.65)

2.7 (2.44–2.97)

a Not specified, it should use unbound KI. Higher value uses unbound KI.
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7 Conclusion and future directions

Reaction phenotyping is a critical activity in drug discovery and development. Identifica-
tion of the P450s responsible for the clearance of new drugs helps identify and mitigate po-
tential DDIs early on so as to not result in drug development stage issues. The technologies
used in reaction phenotyping have evolved as our understanding of P450s has developed.
Early studies usingmicrosomes have evolved to the Silensome technology. The use of recom-
binant P450s has incorporated learnings on expression and activity to scale data obtained
from these assays. The importance of non-450 pathways has been addressed using hepato-
cytes as well as subcellular fractions, S9, and cytosols. Despite progress in addressing reaction
phenotyping with compounds that have low metabolic turnover, challenges remain in this
area. The use of long-term hepatocyte culture systems, such as Hepatopac or Hμrel, offers
the opportunity for reaction phenotyping with compounds that are metabolically stable. Re-
cent publications using humanized mice or microphysiological systems have shown promise
in providing even more wholistic approaches to identifying routes of clearance and metab-
olism [93–95]. These tools may provide even better methods to assess the DDI risk when new
compounds are administered with inhibitors or inducers of a specific clearance pathway.
Regulatory agencies have long understood the importance of DDIs and issued guidance
addressing their requirements. In recent years, this has expanded to the use of PBPK models
in DDI assessment, which this has affected the number of clinical studies required to support
DDI labeling. It is clear that a drug discovery effort should include assays for reaction
phenotyping and that multiple assays should be used to get a firmer picture of the pathways
of metabolism.
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1 Introduction

Drug metabolism is generally classified in two phases: phase I and phase II. Phase
I reactions include oxidation or reduction reactions, usually through the actions of cyto-
chrome P450 (CYP) enzymes. CYP enzymes are responsible for biotransformation of many
drugs via oxidation, and are located in both hepatic and extrahepatic tissues. Phase
I enzymes include CYPs, flavin monooxygenases (FMOs), carboxylesterases (CES), carbonyl
reductase, ketoreductases (aldo-keto reductase, AKR), aldehyde oxidases (AOX1), xanthine
oxidases (XO), and monoamine oxidase (MAO). Phase II enzymes include UDP-
glucuronosyltransferases (UGT), glutathione transferases (GST), sulfotransferases, acetyl
transferases, methyl transferases, etc. Although, the major pathways of xenobiotic metabo-
lism are catalyzed by phase I enzymes (mainly CYPs) and phase II enzymes (mainly UGTs),
chemical modifications to reduce the CYP-mediated drug interaction have resulted in the
synthesis of compounds with structural features that favor metabolism by non-CYP path-
ways. Non-CYP enzymes include UGT, FMO, MAO, AOX1, XO, CES, and AKR. Non-CYP
enzymes may be oxidative, hydrolytic, reductive, or conjugative. Oxidation of drugs metab-
olized by FMO and MAO often produce the same metabolites as those generated by CYPs,
hence drug interactions may be difficult to predict without a clear knowledge of the enzymol-
ogy [1]. Contributions of non-CYP enzymes to the metabolism of top 200 prescribed drugs
showed that CYPs are involved in approximately 75% of all drug metabolism compared to
non-CYP enzymes [2]. Therefore, characterization of non-CYP metabolic pathways may en-
hance the understanding of in vitro-in vivo discrepancies and may help in the better
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238 8. Evaluation of the clearance mechanism of non-CYP-mediated drug metabolism
prediction of human clearance. In this chapter, we will focus on themajor non-CYP-mediated
metabolism (like UGT, FMO3, MAO, AOX1, XO, CES, and AKR), their expression, mecha-
nism of action, challenges in determination of their quantitative contribution, and clinical
relevance. The methods generally used for phenotyping of each class of non-CYP enzymes
are discussed in this chapter based on literature reviews and author’s own experience. The
methodologies can vary widely from laboratory to laboratory based on the objective of the
study: screening, qualitative assessment, or quantitative assessment of the contribution of
each non-CYP enzyme relative to overall clearance of a drug.
2 UDP-glucuronosyltransferase (UGT)

Phase II conjugation reactions are catalyzed by a group of enzymes called transferases.
Most transferases are located in cytosol, except UGTs, which are located in microsomes.
Glucuronidation is one of the major phase II drug-metabolizing reactions that contribute
to drug biotransformation and requires a cofactor uridine 50-diphosphate glucuronic acid
(UDPGA). UGT enzymes catalyze the glucuronidation of a wide range of structurally diverse
endogenous and exogenous chemicals, environmental toxicants, carcinogens, dietary toxins
and participate in the homeostasis of bilirubin, steroid hormones, and biliary acids [3]. Over
the years, significant progress has been made in the field of glucuronidation, especially with
regard to the identification of human UGTs, study of their tissue distribution, and substrate
specificities. More recently, the degree of allelic diversity has also been revealed for several
human UGT genes [3, 4]. Some polymorphic UGTs have demonstrated a significant pharma-
cological impact in addition to being relevant to drug-induced adverse reactions and cancer
susceptibility. UGT isoforms have been separated into two families as UGT1A and UGT2B
based on similarities between their primary amino acid sequences.

In humans, UGTs are significantly expressed in the liver, for example, UGT1A1, UGT1A3,
UGT1A4, UGT1A6, UGT1A9, UGT2B4, UGT2B7, UGT2B10, UGT2B15, and UGT2B17. In the
liver, UGT2B7 is expressed to the highest level, followed by UGT1A1, UGT2B4, UGT2B15,
UGT1A4, UGT2B10, UGT1A9, UGT2B17, UGT1A6, and UGT1A3. The following UGTs are
also expressed in the human intestine: UGT1A1, UGT1A7, UGT1A8, UGT1A10, UGT2B7,
UGT2B17, and very low levels of UGT1A3 and UGT1A4, whereas in the human kidney only
four UGTs are detected at the protein level: UGT1A9, UGT2B7, UGT1A6, and UGT2B17
(Tables 1 and 2) [3, 5–7]. UGT1A1, UGT1A3, UGT1A6, and UGT1A10 are expressed in human
brains. The level of UGT2B17 protein increases (�10-fold) from age 9years to adults with
�2.6-fold higher abundance in males than in females. Its expression is very low in children
below 9years [8].

The glucuronidation reaction consists of the transfer of the glucuronosyl group from the
cofactor UDPGA to drug or substrate molecules that contain oxygen, nitrogen, sulfur, or car-
boxyl functional groups (Fig. 1). The resulting glucuronide conjugate of a substrate is more
polar (e.g., hydrophilic) and water soluble that can more easily be excreted in the urine and/
or bile than the substrate molecule itself.
II. Drug metabolism enzymes, transporters and drug-drug interaction



TABLE 1 Substrates and tissue localization of human UGT1A isoforms.

Isoforms Tissue localization Major substrates (endogenous) Major substrates (xenobiotic)

UGT1A1 Liver
Intestine
Colon
Gallbladder
Brain

Bilirubin
Estriol
β-Estradiol
2-Hydroxyestrone
2-Hydroxyestradiol

Quercetin
Naringenin
1-Naphthol
Etoposide
SN-38

UGT1A3 Liver
Intestine
Colon
Gallbladder
Brain

Estrone
2-Hydroxyestrone
2-Hydroxyestradiol
4-Hydroxy-all-trans-retinoic acid

Apigenin
Naringenin
Chenodeoxycholic acid

UGT1A4 Liver
Intestine
Colon
Gallbladder

Androsterone
Epiandrosterone

Benzidine
Amitryptiline
Imipramine
Trifluoperazine
Clozapine
Posaconazole

UGT1A6 Liver
Stomach
Intestine
Colon
Kidney
Gallbladder
Brain

Serotonin Acetaminophen
Methylsalicylate
4-Methylumbelliferone
1-Naphthol
4-Hydroxyindole

UGT1A7 Stomach
Intestine

Not known HFC

UGT1A8 Intestine
Colon

Estrone
2-Hydroxyestrone
4-Hydroxyestrone Dihydrotestosterone

4-Methylumbelliferone
Apigenin
Naringenin
Emodin
Propafol
Eugenol
Propofol
9-OH-benzo[a]pyrene
1-Naphthol
7-Hydroxycoumarin
Chrysin
Quercetin
4-Nitrophenol

UGT1A9 Liver
Colon
Kidney

Thyroxine Acetaminophen
Emodin
Quercetin
4-Methylumbelliferone
Carvacrol

Continued
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TABLE 1 Substrates and tissue localization of human UGT1A isoforms—cont’d

Isoforms Tissue localization Major substrates (endogenous) Major substrates (xenobiotic)

UGT1A10 Stomach
Intestine
Colon
Gallbladder
Brain

2-Hydroxyestrone
4-Hydroxyestrone
Dihydrotestosterone
Dopamine

Mycophenolic acid
Benzo(a)pyrine
Quinoline
2-Acetylaminofluorene

Based on A. Radominska-Pandya, P.J. Czernik, J.M Little, Structural and functional studies of UDP-glucuronosyltransferases, DrugMetab. Rev.

31 (4) (1999) 817–899,M.B Fisher,M. Vandenbranden, K. Findlay, B. Burchell, K.E. Thummel, S.D. Hall, S.A.Wrighton, Tissue distribution and

interindividual variations in human UDP-glucuronosyltransferase activity: relationship between UGTIAI promoter genotype and variability in a

liver bank, Pharmacogenetics 10 (2000) 727–739, A. Ghosal, R. Ramanathan, N.S. Kishnani, S. Chowdhury, K.B. Alton, Cytochrome P450 (CYP)

and UDP-glucuronosyltransferase (UGT) enzymes: role in drug metabolism, polymorphism, and identification of their involvement in drug

metabolism, In: S. Chowdhury (Ed.), Identification and Quantification of Drugs, Metabolites and Metabolizing Enzymes by LC-MS (In Progress

in Pharmaceutical and Biomedical Analysis), vol 6. Elsevier, 2005, pp. 295–327 (Chapter 12).

TABLE 2 Substrates and tissue localization of human UGT2B isoforms.

Isoforms Tissue localization Major substrates (endogenous) Major substrates (xenobiotic)

UGT2B4 Liver
Intestine

Androsterone Hydroxycholic acid

UGT2B7 Liver
Intestine
Kidney

Androsterone
Epitestosterone
4-Hydroxyestradiol
Estriol
2-Hydroxyestrione
Linoleic acid

Morphine
Naloxone
Codeine
Buprenorphine
Nalbuphine
Naltrexone

UGT2B10 Liver Not known Cotinine
Nicotine
Amitriptyline
Imipramine
Ketotifen
Pizotifen
Olanzapine
Diphenhydramine
Tamoxifen
Ketoconazole
Midazolam

UGT2B11 Liver
Kidney
Prostrate
Skin
Adrenal
Lung
Mammary gland

Not known 12-Hydroxyeicosatetraenoic acid
13-Hydroxyoctadecadienoic acid (HODE)
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UDP GA UDP Glucuronide

FIG. 1 Glucuronidation reaction. GA, glucuronic
acid.

TABLE 2 Substrates and tissue localization of human UGT2B isoforms—cont’d

Isoforms Tissue localization Major substrates (endogenous) Major substrates (xenobiotic)

UGT2B15 Liver
Prostrate
Skin
Breast

Dihydrotestosterone Eugenol
4-Methylumbelliferone
Naringenin
SCH 23390
Esculetin
8-Hydroxyquinoline
(S)-Oxazepam

UGT2B17 Liver
Intestine
Kidney
Testis
Uterus
Placenta
Mammary gland
Adrenal gland
Skin
Prostrate

Testosterone
Dihydrotestosterone
Androsterone
17-Beta-diol
Estradiol

Eugenol
17-Dihydroexemestane, Vorinostat
Lorcaserin
MK-7246

UGT2B28 Breast
Urinary bladder
Salivary gland

Androgens Not known

Based on A. Radominska-Pandya, P.J. Czernik, J.M Little, Structural and functional studies of UDP-glucuronosyltransferases, Drug Metab. Rev.

31 (4) (1999) 817–899,M.B Fisher,M. Vandenbranden, K. Findlay, B. Burchell, K.E. Thummel, S.D. Hall, S.A.Wrighton, Tissue distribution and

interindividual variations in human UDP-glucuronosyltransferase activity: relationship between UGTIAI promoter genotype and variability in a

liver bank, Pharmacogenetics 10 (2000) 727–739, A. Ghosal, R. Ramanathan, N.S. Kishnani, S. Chowdhury, K.B. Alton, Cytochrome P450 (CYP)

and UDP-glucuronosyltransferase (UGT) enzymes: role in drug metabolism, polymorphism, and identification of their involvement in drug

metabolism, In: S. Chowdhury (Ed.), Identification and Quantification of Drugs, Metabolites and Metabolizing Enzymes by LC-MS (In Progress

in Pharmaceutical and Biomedical Analysis), vol 6. Elsevier, 2005, pp. 295–327 (Chapter 12).
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2.1 Reaction phenotyping of UGT enzyme(s)

There are several well-established approaches used for reaction phenotyping of the UGTs
responsible for the metabolism of new drug/new chemical entities (NCE), which include (1)
incubation with human liver microsomes (HLM) with UDPGA, (2) use of chemical inhibitors
against human UGTs, and (3) incubation with recombinant human UGT enzymes [9].

UGT reaction phenotyping involves an initial assessment of Michaelis-Menten kinetics
using native pooled HLM. Initial reaction rates are measured over a wide range of substrate
II. Drug metabolism enzymes, transporters and drug-drug interaction



242 8. Evaluation of the clearance mechanism of non-CYP-mediated drug metabolism
concentrations ([S]) employing incubation conditions that are linear with respect to micro-
somal protein concentration and time of incubation. The data are analyzed by linear and
nonlinear transformations [9]. In the majority of cases, the low apparent Km component is
most informative because this indicates which UGTs play a major role, at clinically relevant
drug concentrations. An example of UGT phenotyping is provided in the following section
using posaconazole, a triazole antifungal agent [7, 9].
2.2 Incubation with pooled HLM

The enzyme assay was optimized using posaconazole (Fig. 2) concentrations of 0.5–50μM,
microsomal protein concentrations of 0.05–2mg/mL, and incubation time of 15–240min. To
diminish the latency of UGT activity, microsomes were pretreated with 50-μg alamethicin/
mg microsomal protein on ice for 15min [10]. All microsomal incubations contained
alamethicin-treated microsomes, 10-mM magnesium chloride, 5mM saccharolactone (an in-
hibitor of β-glucuronidase), and substrate (14C-posaconazole) in 0.5mL of 0.1-M Tris buffer,
pH7.4 [11]. Prior to the addition of UDPGA, the incubation mixtures were prewarmed for
3min at 37°C. Reactions were initiated by the addition of 2mM UDPGA, allowed to proceed
for various time periods at 37°C, and terminated with ice-coldmethanol. The incubation mix-
tures were mixed, centrifuged at 4°C for 10min, and the supernatants analyzed by HPLC
coupled with a radiometric detector. Incubations without UDPGA and boiled HLM served
as negative control. For LC/MS analyses, the reactions were either terminated as described
above or terminated by cooling in ice water, followed by solid-phase extraction. Initially the
assay was optimized where the product was formed under initial rate conditions (rate of
product formation was linear with respect to enzyme concentration and incubation time).
No more than 20% substrate should be utilized during incubation period to achieve initial
linear rate conditions. Optimal time and optimal protein concentration were 120min and
1mg/mL, respectively.
2.3 Incubation with recombinant human UGT enzymes

Incubation of posaconazole with human UGT SUPERSOMES (UGTIAI, UGT1A3,
UGT1A4, UGT1A6, UGT1A7, UGT1A8, UGT1A9, UGTIAIO, UGT2B7, and UGT2B15) was
performed using microsomal protein (1mg/mL) and two concentrations of substrate (14C-
posaconazole, 5 and 30μM). All incubations were carried out as described earlier. Insect cell
microsomes without cDNA for UGT served as the negative control. These samples were also
FIG. 2 Chemical structure of
Posaconazole. * Denotes 14C.
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analyzed by LC-MS coupled in linewith a flow scintillation analyzer (FSA) (LC-FSA/MS) and
LC-MS to verify the formation of glucuronide conjugates. Optimal time and optimal protein
concentration were determined as described earlier. Kinetic parameters (Km and Vmax) for
UGTswere determined using various substrate concentrations and optimal UGT protein con-
centration of 1mg/mL and proceeded for optimal time as described earlier for
microsomes [9].
2.4 Inhibition study with chemical inhibitors of UGTs

Glucuronidation of posaconazole was evaluated using known chemical inhibitors of UGTs
[9]. HLM (1mg/mL) or human UGT SUPERSOMES (1mg/mL) were preincubated with var-
ious concentrations of bilirubin (inhibitor of UGT1A4) for 15min at room temperature
followed by the addition of buffer, alamethicin, saccharolactone, cofactor, and substrate.
The final concentration of the organic solvent in the incubation systemwas 1%, and all control
incubations contained the same volume of appropriate vehicle. All incubations were carried
out as described earlier.

In vitro incubations with 10 different recombinant human UGT SUPERSOMES showed
that only UGT1A4 exhibited catalytic activity for the formation of posaconazole-glucuronide
[9]. The major in vitro metabolite of posaconazole formed by HLM supplemented with
UDPGA was found to be a glucuronide of posaconazole by LC-MS (m/z 877 Th). Since the
results of inhibition studies with recombinant UGT1A4 SUPERSOMES show that bilirubin
was an inhibitor of posaconazole-glucuronide formation from UGT1A4, it was used as an
UGTlA4-inhibitor in this study. Bilirubin inhibited the formation of the glucuronide from
HLM and UGT1A4 SUPERSOMES by 79.6% and 63.5%, respectively, with an IC50 of
11.1μM. In addition, there was a highly significant correlation between the formation of
posaconazole-glucuronide and trifluoperazine glucuronidation which is known to be medi-
ated by UGT1A4 [9]. These results confirm the involvement of UGT1A4 in the formation of
posaconazole-glucuronide. Although the preceding discussion involved the characterization
of enzymology of posaconazole glucuronidation, similar procedures can be applicable to
other substrates as well [12–14]. Suh et al. [15] reported that the genetic polymorphism of
UGT1A4*3 is associated with low posaconazole plasma concentrations in patients receiving
the oral suspension. This is the first study that revealed the association between genetic poly-
morphisms of UGT1A4*3 and being a poor absorber of the posaconazole oral suspension.
2.5 Challenges

The determination of the contribution of each UGT isoform to the overall elimination is not
as straightforward as that for CYP enzymes because of the absence of data on the abundance
of the UGT isoforms, and the lack of specific inhibitors. Achour et al. [16] reported measure-
ment of eight UGTs generated by two laboratories [using stable isotope-labeled (SIL) peptides
or quantitative concatemer (QconCAT)], reflected significant disparity between proteomic
methods. Several other researchers have also reported quantification of UGTs. According
to Achour et al. [17], initial analysis of QconCAT data showed lack of correlation with cata-
lytic activity for several UGTs (1A4, 1A6, 1A9, 2B15) andmoderate correlations for UGTs 1A1,
II. Drug metabolism enzymes, transporters and drug-drug interaction
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1A3, and 2B7. Upon optimization, abundance-activity correlations improved significantly for
six UGTs, UGT1A9 showed moderate correlation. However, methods remained suboptimal
for UGT1A3 andUGT1A9 [17]. Although Achour et al. reported quantitative characterization
of UGTs, the consistent correlation of UGT abundance with catalytic activity was not very
promising. UGTs have overlapping substrate specificity. Lack of specific substrates and spe-
cific inhibitors are complicating factors for the calculation of relative activity factors (RAFs).
In addition, Michaelis-Menten kinetics is not absolute and there are evidences for atypical
kinetics, which needs to be carefully evaluated. Bhatt et al. [8] reported that association of
androgen glucuronidation with UGT2B15 abundance was only observed in the lowUGT2B17
expressers and these data can be used to predict variability in the metabolism of UGT2B17
substrates. High variability in UGT2B17 abundance significantly contributes to an
unpredictable fate of its substrates that may lead to adverse pathophysiological consequences
and drug toxicity or lack of efficacy [8]. However, UGT2B17 is a less studied enzyme and no
regulatory guidance for industry currently exists for this enzyme.

There is some progress in the development of UGT1A1 probe substrates There are a new
generation of fluorescent substrate probes for UGT1A1, namely N-(3-carboxypropyl)-4-
hydroxy-1,8-naphthalimide (NCHN) and N-butyl-4-(4-hydroxyphenyl)-1,8-naphthalimide
(NHPN) [18]. Although the newly developed fluorescent probes for UGT1A1 (NCHN and
NHPN) have been used for rapid screening of UGT1A1 inducers at the function level, the
poor cell permeability of NCHN and the short emission wavelength of their glucuronides
make them unsuitable probe substrates for screening UGT1A1 in hepatocytes culture. In or-
der to make studies more meaningful, it is necessary to develop specific substrates and selec-
tive inhibitors of UGTs.
2.6 Clinical relevance and drug-drug interactions (DDI)

One of the clinical significances of UGT1A1 is its involvement in the conjugative detoxifi-
cation of bilirubin, the by-product of hememetabolism [18]. UGT1A1 is a highly polymorphic
enzyme with more than 100 variants, like UGT1A1∗28. In general, the polymorphic variants
of UGT1A1 result in lower expression level, lower activity of the enzyme, or even complete
activity loss [18]. The reduced expression/activity of UGT1A1 may increase the plasma con-
centrations of unconjugated bilirubin, leading to hyperbilirubinemia from the mild Gilbert’s
syndrome up to kernicterus and potentially fatal Crigler-Najjar syndrome. In addition, the
liver of a newborn infant has a limited capacity to perform certain conjugation reactions when
compared to older subjects. Although jaundice is common in newborns, mutations in the
UGT1A1 gene increase the risk of developing amore severe condition called transient familial
neonatal hyperbilirubinemia. In this condition, severe unconjugated hyperbilirubinemia and
jaundice occur in newborns and usually disappear in 1–2weeks.

There are several reports of clinical DDI with respect to UGTs. The inhibition of UGT1A1
by nilotinib could result in a significant increase in the AUC of SN-38, as well as an increased
hyperbilirubinemia at high rate. The increased AUC of SN-38 due to nilotinib
coadministration may serve as a good example for DDI [18]. The inhibition of UGT1A1-
mediated SN-38 glucuronidation by ketoconazole is another example of DDI. Therapeutic
II. Drug metabolism enzymes, transporters and drug-drug interaction
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drugs such as UGT1A1 inhibitors are as follows: protease inhibitors (atazanavir, indinavir,
and saquinavir) and tyrosine kinase inhibitors (TKIs) (lapatinib, pazopanib, regorafenib,
nilotinib, and sorafenib).

UGT2B7 is involved in the conjugation of many drugs including the HIV/AIDS drugs
(such as zidovudine) and the opioids (such as codeine and morphine). In a phase I clinical
study, coadministration of pazopanib (an orally active, tyrosine kinase inhibitor) with
irinotecan increases the area under the plasma concentration-time curve (AUC) for SN-38,
an active metabolite of irinotecan. Pazopanib was found to interact with irinotecan by
inhibiting UGT1A1-mediated glucuronidation [19]. Sauchinone, an herb, inhibited
UGT2B7-mediated zidovudine metabolism in mice. You et al. [20] indicated that there is po-
tential of herb-drug interaction between sauchinone and drugs that are UGT2B7 substrates.
Wang et al. [21] reported that MK-7246 was a substrate of UGT2B17 and was overlooked dur-
ing initial phenotyping. As a result, MK-7246was discontinued from clinical trials due to high
PK variability and, therefore, leads to clinical failure [21]. The potential for DDIs between
SGLT2 inhibitor dapagliflozin (UGT1A9 substrate) and two potential UGT1A9 modulators
was evaluated: rifampin, a pleiotropic drug-metabolizing enzyme inducer, and mefenamic
acid, a strong UGT1A9 inhibitor. Significant changes in dapagliflozin exposure were seen
with rifampin (a significant decrease of AUC: �22%) and with mefenamic acid (a significant
increase of AUC�51%) [22].
3 Flavin monooxygenase (FMO)

Flavin-monooxygenase (FMO) is an NADPH-dependent and oxygen-dependent micro-
somal FAD-containing enzyme system expressed in many tissues in various animal species
including humans. FMO is thermally labile andmediatesN-oxidation and S-oxidation aswell
as oxidation of xenobiotics containing phosphorous or selenium. There are five forms of func-
tional human FMOs (FMO1, FMO2, FMO3, FMO4, and FMO5), out of which FMO3 is the
most abundant and most catalytically important in adult liver [23]. In an adult, FMO1 is pre-
dominately expressed in the kidneys, lungs and small intestine; FMO2 is mostly expressed in
the lungs, kidneys, and brain, with lower expression in the liver and small intestine. FMO3 is
highly expressed in the liver, and also expressed in the lungs. FMO4 is expressed mostly in
the liver and kidneys, while FMO5 is highly expressed in the liver, lungs, and small intestine.
The expressions of FMOs in fetal tissues are different than in adult. The adult liver is dom-
inated by the expression of FMO3 and FMO5, while the fetal liver is dominated by the
expression of FMO1 and FMO5. In the brain, adults mostly express FMO2 and fetuses
mostly express FMO1 [23]. Heterocyclic N-oxygenation can be catalyzed by both CYPs
and FMOs. Therefore, the clearance estimates from in vitro microsomal incubations
may underestimate the total clearance through N-oxidation due to the labile nature of
the FMO3. Genetic polymorphism of FMO3 could also lead to unexpected catalytic effi-
ciency for N- and S-oxygenation reactions of xenobiotics. The accuracy of human PK pre-
diction will improve based on the understanding that the compound is likely a substrate
for human liver FMO3.
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3.1 The FMO catalytic cycle

The catalytic cycle involving the oxidation of substrates by FMO enzymes is shown in
Fig. 3. NADPH binds to the oxidized state of the FAD (E-FAD) reducing it to FADH2 (step
1). Molecular oxygen binds to the formed NADP+-FADH2-enzyme complex and is reduced,
resulting in flavin-hydroperoxide (FAD-OOH) (step 2). The first two steps in the cycle are
fast. In the presence of a substrate (S), a nucleophilic reaction occurs on the distal O-atom
of the prosthetic group (step 3). The substrate is oxygenated to SO, forming the FAD-OH.
The flavin product then breaks down with the release of water to reform FAD (step 4).
NADP+ is released by the end of the cycle and the enzyme returns to its original state
(Source: Ziegler [24, 25]).
3.2 Determination of in vitro relative contribution of FMO vs CYP

The activity of all microsomal CYPs can be inhibited with an antibody to NADPH CYP
reductase, CYP-selective chemical inhibitors (e.g., 1-aminobenzotriazole), carbon monoxide,
or addition of detergent. The antibodies directed toward FMOs are typically weak inhibitors,
and the only chemical inhibitor to inhibit FMO is methimazole [26, 27]. FMO activity is un-
affected by nonionic detergent or carbon monoxide, however, most FMOs are readily
inhibited by short incubations (2min) at temperatures 45–50°C in the absence of NADPH.
In order to estimate the relative contribution of FMO vs CYP, the standard approach is to uti-
lize a combination of these approaches, e.g., preincubation at elevated temperature and incu-
bation with and without FMO inhibitor methimazole. With respect to distinguishing FMO-
from CYP-mediated metabolism, results of inhibition with methimazole should be
interpreted with caution as methimazole can be a substrate for CYPs [26, 27].
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E-FAD
(NADP+)

SSO

NADPH

(1)

(2)

O2

(3)

(4)
H2O

NADP+

FIG. 3 FMO catalytic cycle.
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3.3 Experimental design for FMO phenotyping

Methyl p-tolylsulfide (2mM), a typical FMO substrate, is incubated for 10min with HLM
or recombinant FMO3 (0.025mg/mL) in the presence of anNADPH orNADPH-regenerating
system. Formation of methyl p-tolylsulfoxide (Fig. 4) is measured by LC-MS/MS. The incu-
bation is performed in 50-mM Tris buffer, pH8.8. Initially the assay is optimized where the
product is formed under initial rate conditions (rate of product formation is linear with re-
spect to enzyme concentration and incubation time). No more than 20% substrate should
be utilized during incubation period. On a 96-well plate, liver microsomes, recombinant
FMO, or insect control/blank are added separately with Tris buffer, cofactor NADPH
(1mM), and MgCl2 (3mM). The reaction mixture is preincubated for 3min at 37°C. The re-
action is initiated by adding the substrate (methyl p-tolylsulfide) or the test compound in
a final volume of 0.2mL. The reaction is terminated by adding 0.4mL of acetonitrile
containing internal standard (0.1μMp-tolylsulfoxide), vortexed, and centrifuged. The super-
natant is analyzed using LC-MS/MS. Measurement of both the formation of metabolite (if
available) and disappearance of parent may provide comprehensive information on the
FMO-mediated clearance. The rate of metabolite formation is calculated using a standard
curve of the metabolite. Chemical inhibitor methimazole may be used for confirmation.
For CLint, Vmax/Km values will be calculated.
3.4 Challenges

Recombinant FMO3 and FMO5 are commercially available. Although catalytically active
FMO1 and FMO2 have been expressed in several systems (e.g., Escherichia coli), it is difficult to
express FMO4 in heterologous systems and as a result it hampered the efforts to characterize
this isoform [28]. Neither the human nor the rabbit ortholog of FMO4, each of which has been
cloned and sequenced, has been expressed [28]. The relative contribution of individual FMO
enzymes in the metabolism of a drug is difficult to determine due to lack of FMO-selective
substrates and inhibitors. In addition, there is a lack of knowledge regarding abundance of
FMO3 in human liver makes it difficult to predict the contribution of FMO in the metabolism
of a drug.
3.5 Clinical significance and DDI

The trimethylaminuria disorder, also known as fish odor syndrome, causes abnormal
FMO3-mediated metabolism or a deficiency of this enzyme in an individual. People with this
disorder have a low capacity to oxidize the trimethylamine (TMA) that comes from their diet
FIG. 4 Structures of FMO3 substrate methyl
p-tolyl sulfide and its metabolite methyl
p-tolyl sulfoxide.
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to its odorless metabolite trimethylamine oxide (TMAO). As a result, large amounts of TMA
are excreted through the individual’s urine, sweat, and breath, with a strong fish-like odor. As
of today, there is no known cure or treatment for this disorder. There is evidence that FMOs
are associated to the regulation of blood pressure. Since FMO3 is involved in the formation of
TMA N-oxides (TMAO), some studies have indicated that hypertension can develop when
there are no organic osmolytes (i.e., TMAO) that can counteract an increase in osmotic pres-
sure and peripheral resistance. Individuals with deficient FMO3 activity have a higher prev-
alence of hypertension and other cardiovascular diseases [29]. There are reports of DDI due to
the inhibition of FMO3, but the magnitude of potential DDI reported based on PBPK model-
ing has been very small and may not be clinically meaningful [30]. The antituberculosis drug
ethionamide shows wide interindividual variability in its disposition. Nguyen et al. [30]
reported the major contribution of FMO3 in the reductive elimination pathway of ethion-
amide as well as drug-drug interaction potential when methimazole is coadministered with
ethionamide (catalyzed by FMO3). The maximum concentration (Cmax) and area under the
curve (AUC) of ethionamide are predicted to increase by 13% and 16%, respectively, when
coadministered with methimazole.

In contrast to CYPs, FMO is not easily induced nor readily inhibited, and potential adverse
drug-drug interactions are minimized for drugs prominently metabolized by FMO. There-
fore, recent efforts have been directed toward the development of drug candidates that incor-
porate functional groups that can be metabolized by FMOs. By doing this, the number of
potential adverse drug-drug interactions could be minimized and the reliance on CYP-
mediated metabolism is decreased [31].
4 Monoamine oxidase (MAO)

Monoamine oxidase (MAO) is a flavin containing enzyme catalyzes oxidative deamination
of a wide variety of substrates like primary aliphatic and aromatic amines, secondary and
tertiary amines, including the hormone and neurotransmitter amines epinephrine, dopa-
mine, norepinephrine, and serotonin. Two isoforms, MAO-A and MAO-B, share 70% amino
acid similarity and contain a covalently bound FAD cofactor attached to an enzyme cysteine.
MAOs are composed of an FAD-binding domain, a substrate-binding domain, and a
membrane-binding domain. Both MAOs bind the outer mitochondrial membrane through
a C-terminal α-helical region, with additional membrane interactions occurring with other
hydrophobic residues [32]. The substrate-binding sites of both MAO-A and MAO-B are
mainly hydrophobic, encased by predominantly aromatic and aliphatic residues. MAOs cat-
alyze substrate oxidation via two half-reactions; in the reductive half-reaction, the flavin co-
factor is reduced when it accepts a hydride equivalent from the substrate, while in the
oxidative step, the reduced flavin is reoxidized by molecular oxygen (Fig. 5). Since the flavin
cofactor has ability to accept one or two electrons, several mechanisms have been proposed
for the transfer of electrons from the substrate to the cofactor [32, 33]. The two isoforms,MAO-
A and MAO-B, differ according to substrate and inhibitor specificities. MAO-A and MAO-B
are found in neurons and astroglia. Outside the central nervous system,MAO-A is also found
in the liver, heart, pulmonary vascular endothelium, gastrointestinal tract, kidney, and
II. Drug metabolism enzymes, transporters and drug-drug interaction
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placenta. MAO-B is mostly found in blood platelets and also in liver, heart, duodenum, and
kidney [34]. The liver S9 fraction represents an in vitro model containing both isoforms in
their natural environment. The abnormal activities of these enzymes have been found in some
psychiatric disorders where monoamine oxidase inhibitors (MAOI) drugs are prescribed as
antidepressants.
4.1 Experimental designs for MAO phenotyping

Kynuramine is a nonselective substrate for MAO-A and MAO-B and is transformed to the
corresponding aldehyde, followed by nonenzymatic condensation to 4-hydroxyquinoline
(Fig. 6). Several available assay methods are described below.

Fluorometric assay:MAO activity assays are conducted in 96-well plates in a final volume of
200μL in 0.1M potassium phosphate (pH7.4). The incubation consisted of assay buffer, en-
zymes (liver S9, mitochondrial fraction, or recombinant MAO-A/MAO-B), and substrate
(160μM kynuramine for MAO-A and 80μM kynuramine for MAO-B) [35]. Other substrates
of MAO-A and MAO-B are presented in Table 3. No NADPH is required. The assay is opti-
mized where rate of product formation is linear with respect to enzyme concentration and
incubation time. No more than 20% substrate should be utilized during incubation period.
The 96-well plate, containing buffer and MAO substrate (150μL total volume), is
preincubated at 37°C. The reaction is initiated with 50μL of enzyme/buffer mix. Reactions
are stopped after 20min by the addition of 75μL of 2NNaOH. The excitation/emissionwave-
lengths are 330/460nm (20nm slit width). (Note: The optimal wavelengths for detecting
4-hydroxyquinoline are approximately 310nm excitation and 380nm emission.) Product for-
mation may be quantified by comparing the fluorescence emission of the samples to that of
known amounts of authentic metabolite standard, 4-hydroxyquinoline.The rate of metabolite
eniloniuqyxordyH-4enimarunyK

NH2

O

NH2 N

OH

MAO-A/MAO-B

FIG. 6 Structures of MAO substrate kynuramine
and its metabolite 4-hydroxyquinoline.
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TABLE 3 Substrates of monoamine
oxidases (MAO-A and MAO-B).

MAO-A MAO-B

Almotriptan Benzylamine

(R)-Citalopram Bicifadine

Clomipramine (R)-Citalopram

Dopamine Clomipramine

Kynuramine Decylamine

Noradrenaline Dopamine

Octopamine Kynuramine

Primaquine 3-Methoxy-tyramine

Rizatriptan Milacemide

Sertraline Methyl-histamine

Serotonin MPTP

Sumatriptan Octylamine

Tyramine n-Pentylamine

Tryptamine Sertraline

Zolmitriptan Tyramine

Based on M.S. Benedetti, R. Whomsley, E. Baltes, Involvement

of enzymes other than CYPs in the oxidative metabolism

of xenobiotics, Expert Opin. Drug Metab. Toxicol. 2 (6)

(2006) 895–921.
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formation is calculated using a standard curve of the metabolite. For kinetic study, various
concentrations of kynuramine may be used. The known MAO-A inhibitors like clorgyline,
5-(2-aminopropyl) indole (5-IT), harmine, harmaline, yohimbine, and MAO-B inhibitor
selegiline may be used for the confirmation [36].

Analysis by HPLC. For HPLC analysis, the samples are acidified with 25μL of 70%
perchloric acid after the addition of 2N NaOH prior to injection. The HPLC column is
a Zorbax 5μ SB-C18 (250�4.6mm). Separation may be achieved with an isocratic mobile
phase of 27% methanol, 3% acetonitrile, and 0.2-mM perchloric acid. The HPLC flow rate
is 1.5mL/min. The total HPLC run time is approximately 4min [37].

Analysis by LC-MS. For LC-MS analysis, reactions are stopped with equal volume of
ice-cold acetonitrile, containing 10-mM amphetamine-d5 as IS. The solution is centrifuged
for 2min at 10,000g, 50μL of the supernatant are transferred to an autosampler vial, and
injected onto the HILIC-HR-MS/MS apparatus for analysis [36].
4.2 Challenges

Kynuramine is a nonselective substrate for MAO-A andMAO-B. The relative contribution
of individual MAO enzymes in the metabolism of a drug is difficult to determine due to the
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lack of MAO-selective substrates and inhibitors. In addition, the lack of knowledge regarding
abundance ofMAO in human livermakes it difficult to predict the contribution ofMAO in the
metabolism of a drug.
4.3 Clinical significance

Because MAOs play a vital role in the inactivation of neurotransmitters, MAO dys-
function (too much or too little MAO activity) is thought to be responsible for a number
of psychiatric and neurological disorders. Unusually high or low levels of MAOs in the body
have been associated with schizophrenia, depression, attention deficit disorder, substance
abuse, and migraines. Monoamine oxidase inhibitors are one of the major classes of drug
prescribed for the treatment of depression, although they are often last-line treatment
due to risk of the drug’s interaction with diet or other drugs. In fact, MAO-A inhibitors
act as antidepressant and antianxiety agents, whereas MAO-B inhibitors are used alone
or in combination with other drugs to treat Alzheimer’s disease and Parkinson’s disease.
Research shows that the use of tobacco cigarettes heavily depletes MAO-B, mimicking the
action of an MAO-B inhibitor. Smokers who smoke for emotional relief may therefore be
unintentionally treating depression and/or anxiety that are better addressed by an MAO-
B inhibitor. There are few reports of DDI with respect of MAOs. Moclobemide, an inhibitor
of MAO-A, inhibits sumatriptan metabolism and leads to clinically significant drug-drug
interactions [38].
5 Aldehyde oxidase

Aldehyde oxidases (AOXs) are molybdenum and flavin-dependent enzymes widely dis-
tributed across many tissues and involved in the oxidations, hydrolysis of amide bonds, and
reductions. In general, oxidation reactions and amide hydrolysis occur at the molybdenum
site and the reduction reactions occur at the flavin site [39]. AOXs are widely distributed
throughout the animal kingdom in different organs, predominantly in liver and the expres-
sion varies with different animal species like rats have a range of activity, while dogs lack the
activity in the liver. Due to the species differences in AOX expression, drug disposition stud-
ies for AOX substrates may not extrapolate to humans. AOX1 is the only enzyme in human
and catalyzes the oxidation of various drugs and endogenous compounds, and reduction of
drugs such as nitrazepam and dantrolene. Since AOX1 is present in the cytosolic fractions,
standard metabolic stability studies using HLM do not capture AOX1-mediated metabolism.
An increased rate of metabolism in hepatocytes compared with the microsomes or the forma-
tion of a new metabolite unique to the hepatocytes incubation (absent in microsomes) shows
an early indication that the drug may be a substrate for AOX1 or xanthine oxidase (XO) [40].
Knowledge of the involvement of AOX1 in the metabolism of drugs may help to understand
higher-than-expected clearance, contributing to an unfavorable half-life, the formation of a
disproportionate human metabolite and may improve in vitro-in vivo correlation (IVIVC)
as well as minimize the attrition of drug candidates [40]. There is limited information about
the ability to scale in vitro clearance for compounds that are substrate of AOX1 for accurate
human clearance predictions.
II. Drug metabolism enzymes, transporters and drug-drug interaction



252 8. Evaluation of the clearance mechanism of non-CYP-mediated drug metabolism
5.1 Experimental designs for AOX1 reaction phenotyping

Reaction phenotyping of AOX1 may be conducted using recombinant AOX1 and human
liver cytosol (HLC). AOX1 does not require cofactor NADPH. The typical probe substrate for
AOX1 is phthalazine which is converted to phthalazone (Fig. 7). In a typical incubation,
phthalazine (0.1mL) is incubated with HLC (0.05mg protein/mL) or recombinant AOX1
in 50-mM phosphate buffer, pH7.4 containing 0.1-mM ethylenediaminetetraacetic acid
(EDTA). The assay is optimized where the product formation is linear with respect to enzyme
concentration and incubation time. The linearity of reaction velocity with protein concentra-
tion and time is optimum up to 2.5min [41]. Therefore, all incubations are conducted for
2–2.5min at 37°C, and reactions are terminated by adding equal volume of acetonitrile
containing 0.05% formic acid and internal standard (e.g., 4-methyl-1-phthalazinone),
centrifuged, and supernatants are analyzed by LC-MS/MS. The rate of metabolite formation
is calculated using a standard curve of the metabolite [41]. Other available substrates
for AOX1 are zoniporide (converted to 2-oxozoniporide), O6-benzylguanine (to
8-Oxo-benzylguanine), and carbazeran (to 4-hydroxy carbazeran) (Fig. 8). Chemical inhibi-
tors may be used to confirm the involvement of AOX1. Hydralazine is a selective inhibitor
of AOX1 and can be used to determine fm (AOX1), while raloxifene is a nonspecific inhibitor
[40, 42]. To estimate the contribution of AOX1 to total metabolic clearance in vitro, human
N
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FIG. 7 Aldehyde oxidase (AOX) catalyzes
phthalazine to its metabolite 1-phthalazinone.

FIG. 8 Structures of aldehyde oxidase substrates and their metabolites.
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hepatocytes (contain AOX1, P450 enzymes, and other drug-metabolizing enzymes) can be
used as an in vitro system that offers an accurate representation of the relative activities of
AOX1 involved in drugmetabolism. However, Yang et al. [43] have reported that hydralazine
also inhibits several CYPs (CYP1A2, 2B6, 2D6, and 3A) in human hepatocytes suspension.
Therefore, precautions need to be taken when using hydralazine as an AOX inhibitor to es-
timate its contribution using hepatocytes because fm by AOX1may be overestimated and the
likelihood of false positives in identifying AOX1 substratesmay increase [43]. Takuo et al. [44]
have reported that clonazepam, flunitrazepam, flutamide, nilutamide, nimesulide, and
nimetazepam are substantially reduced by recombinant AOX1 and HLC.
5.2 Challenges

There is a knowledge gap in the area of human tissue abundance of AOX1 as well as the
intrinsic stability of AOX1 when it is isolated from the liver tissue. The lack of knowledge
regarding abundance of AOX1 in human liver makes it difficult to predict quantitative con-
tribution of AOX1 in the metabolism of a drug. Since there is no established scaling method
for predictingAOX1-mediated clearance using in vitro or in vivo animal data, there is a lack of
IVIVC in human [45].
5.3 Clinical significance and DDI

Individual differences in AOX1 activity influence drug metabolism in humans. During
drug development, extensive metabolism by AOX1 has led to clinical failures due to rapid
elimination, poor bioavailability or unacceptable pharmacokinetic properties in humans
[38]. Since various drugs inhibit AOX1, assessments of drug-drug interactions (DDI) are crit-
ical for drug optimization. Famciclovir and O6-benzylguanine affecting AOX1 activity in
humans have been reported. In human volunteers, following an 800-mg oral dose of cimet-
idine, the oral clearance of zaleplon is significantly decreased (to 56% of control), resulting in
an increase in Cmax and AUC of zaleplon [40]. However, there are some caveats due to
nonselectivity of cimetidine (inhibition of CYP3A) as well as CYP3A involvement in zaleplon
clearance.
6 Xanthine oxidase (XO)

Xanthine oxidase (XO) enzyme is widely distributed in mammalian tissues (normally
found in the liver and intestinal mucosa) and catalyzes the oxidation of endogenous and ex-
ogenous purines and pyrimidines. Each subunit contains one molybdopterin cofactor, two
distinct [2Fe-2S] centers, and one FAD cofactor. XO catalyzes the oxidation of hypoxanthine
to xanthine and xanthine to uric acid at themolybdopterin center, with concomitant reduction
ofNAD+ toNADHat the FAD center [46]. XO is involved in the last steps of purine catabolism
and converts xanthine to uric acid with the formation of superoxide which spontaneously de-
grades to hydrogen peroxide (H2O2) (Fig. 9). In addition to uric acid, XO products may com-
prise reactive oxygen and nitrogen species that have many biologic effects, including
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FIG. 9 Xanthine oxidase catalyzes
xanthine to uric acid.
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inflammation, endothelial dysfunction, and cytotoxicity, as well as mutagenesis and induc-
tion of proliferation. The role of uric acid is characterized by both oxidant and antioxidant
action; thus, it is still debatable whether control of uricemia may be helpful to improve the
outcomes of tumor illness [47].
6.1 Experimental designs for XO phenotyping

It is a common practice to perfuse livers with UW solution (containing allopurinol) prior to
liver harvest, however, the exposure to allopurinol in HLC preparations pose a problem for
measuring in vitro XO activity [48]. Since allopurinol and oxypurinol (a primarymetabolite of
allopurinol) inhibited XO activity, commercially available pooled HLC that contained resid-
ual oxypurinol do not show any XO activity. Barr et al. [48] have recommended the screening
of each HLC batch for oxypurinol and/or XO activity prior to testing for XO-mediated me-
tabolism of a new chemical entity or using allopurinol free liver preparations for XO
phenotyping studies.

The determination of XO activity is carried out in HLC and 50-mM phosphate buffer
pH7.4. Several assay methods are available: (1) spectrophotometric quantitation of the final
product uric acid using xanthine as a substrate, (2) fluorimetric quantitation of
isoxanthopterin, XO-mediated metabolite of the substrate pterin, or (3) colorimetric. XO cat-
alyzed xanthine to uric acid and hydrogen peroxide. In colorimetric assay, XO activity can be
determined by measuring the amount of hydrogen peroxide generated which then reacts
with 4-aminoantipyrine to form a red colored dye.

Spectrophotometric assay: XO catalyzes uric acid formation through the oxidation of the sub-
strate xanthine and therefore its activity can be monitored by following the increase in uric
acid formation by the absorbance at 295nm (UV-VIS spectrophotometer). The incubation
mixture (500-μL final volume) contains 50-mM phosphate buffer, pH7.4, 0.1mM EDTA,
and 50μM xanthine as substrate. The reaction is started by adding 10μL of the enzyme stock
solution (XO) or cytosolic fraction to the reactionmixture, followed by reading the absorbance
up to 2min at 20°C, thus calculating the corresponding rate in the linear range of the reaction.
The quantitationmay be achieved by the use of a calibration curve constructedwith authentic
uric acid. Because 1 unit of XO activity is defined as the velocity of the formation of 1μmol uric
acid min�1, the enzymatic activity in each sample can be calculated by using the equation:

Units/mg protein¼ (ΔA/min�1000)/ (1.22�104�mgmL �1 reactionmixture), the molar
absorption coefficient of uric acid is 1.22�104M�1 cm�1 [49]. Allopurinol, a suicide inhibitor
of XO, may be used to confirm the involvement of XO [46, 49].

Fluorimetric assay: The incubation mixture contain HLC or XO enzyme, the substrate
(10μM pterin), and 50-mM sodium phosphate buffer (pH7.8) in a total volume of 1.0mL.
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The reaction mixture is incubated for 10–60min at 37°C and the amount of isoxanthopterin
produced is measured by spectrofluorimetry. The fluorescence intensity of isoxanthopterin
is measured with excitation at 345nm and emission at 390nm and quantitation achieved
by the use of a calibration curve constructed with authentic isoxanthopterin. Inhibition
by allopurinol, a specific inhibitor of XO, may be used to confirm the involvement
of XO [49].

Colorimetric assay: The colorimetric assay using 96-well plate is based on XO-catalyzed ox-
idation of xanthine, in which the formed hydrogen peroxide is catalyzed by peroxidase and
reacts with 4-aminoantipyrine to form the red dye. The color intensity of the reaction product
at 550nm is directly proportional to XO activity in the sample. The increase in OD550 nm is
measured using a plate reader over a 20min interval, collecting data every 5min (assay kits
are commercially available).
6.2 Challenges

XO has been studied for many decades; however, much remains unknown regarding spe-
cific mechanistic roles for this enzyme in pathologic processes. This gap in knowledge raised
several issues like the absence of tissue-specific XO-knockout models and the resistance of the
endothelial-bound XO to inhibition by allopurinol, a selective XO inhibitor [50]. Although,
circulating XO is elevated in hemolytic diseases including sickle cell, malaria, and sepsis, little
is understood regarding its role in these pathologies. In addition, there is a lack of knowledge
regarding abundance of XO in human liver and unavailability of expressed enzyme makes it
difficult to predict the contribution of XO in the metabolism of a drug.
6.3 Clinical significance and DDI

Since XO is released into the blood during severe liver damage, a blood assay for XO is
used to determine the extent of the damage. Xanthinuria is a rare genetic disorder in which
the lack of XO leads to high concentration of xanthine in blood and can cause renal failure.
Allopurinol is the most widely used XO inhibitor. It is effective in both lowering urate
levels in the body and retarding the metabolism of chemotherapeutic agents such as
6-mercaptopurine, but serious side effects (skin rashes, allergic reactions, increased blood
pressure, and increased risk of cataract) have been observed in some clinical patients [46].
Febuxostat, a new selective non-purine inhibitor, exhibits a considerably higher activity
in vitro and in vivo than allopurinol [46]. It lacks most adverse effects of purine derivatives
and is more effective than allopurinol in lowering serum uric acid concentration. Allopu-
rinol is still used as first-line drug in gout, febuxostat being recommended as an option
for people who are intolerant of allopurinol or for whom allopurinol is contraindicated.
Recent reports have demonstrated a nitrate/nitrite (NO2

�) reductase function (reduction
of NO2

� to %NO) suggesting XOR to be a source of beneficial %NO under these same
hypoxic/inflammatory conditions [51]. The author also identified key microenvironmental
factors whose interplay impacts the identity of the reactive species (oxidants vs %NO)
produced [51].
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7 Carboxylesterases (CES)

Human carboxylesterases, CES1 1 (hCE-1) and CES 2 (hCE-2) are serine esterases involved
in both drug metabolism and activation. There is �73% sequence homology between CES1
and CES2. CES are expressed in many tissues in both soluble forms exported into plasma
and membrane-bound endoplasmic reticulum (ER) forms. Human CES enzymes are primar-
ily located in ER and not in plasma, in contrast to other species such as mouse and rat which
have high levels of CES present in the plasma. There are five human CES isoforms: CES1 (ma-
jor liver form), CES2 (major intestinal form), CES3 (highest activity in the colon), CES4A, and
CES5A, a secreted enzyme found in mammalian kidney and male reproductive fluids [52].
The highest CES2 expression occurs in small intestine mucosa, kidney proximal convoluted
tubule, and adrenal cortex cells. Hybridization analyses showed that CES2 is also highly
expressed in the heart, skeletal muscle, colon, spleen, kidney, and liver, but considerably less
expressed in fetal tissues (fetal heart, kidney, spleen, and liver) and cancer cells. CES1 and
CES2 are the main CES enzymes involved in drugmetabolism. Little is known about the roles
of CES3, CES4A, and CES5A [52]. Several isoforms of CES1 (CES1a, CES1b, and CES1c) have
been characterized among which CES1b was found to be the predominant isoform in human
liver [53]. In preclinical animal models, CES2 isozymes are also the major intestinal enzymes
but they have different substrate specificities to humanCES2. It is therefore difficult to predict
human intestinal absorption from animal experiments. Caco-2 cells mainly express human
CES1, which shows substrate specificity quite different from CES2, making Caco-2 cells
unsuitable for prediction of human intestinal absorption of pro-drugs. CES enzymes are fre-
quently involved in the activation of pro-drugs, or inactivation of molecules to reduce toxic
effects. They can be considered an important enzyme to target for drug design. It is becoming
increasingly common to use pro-drugs with carboxylic ester linkages, due to their ability to
aid passive transport for oral absorption and only undergo hydrolysis to active drug on en-
tering systemic circulation. CES1 hydrolyzes compounds esterified with small alcohol
groups, whereas CES2 has a higher affinity for compounds with a small acyl group and large
alcohol group. Due to the overlap in preferred substrate structure, using human liver or in-
testinal microsomes alone may not deliver the specificity required to differentiate between
these two isozymes. Therefore, recombinant enzyme preparationsmay be preferred for inves-
tigating metabolism and inhibitory effects. The average human CES1 and CES2 expression in
the subjects <1year of age is significantly lower than that of pooled adult samples. Substrate
drugs for CES1 and CES2 are presented in Tables 4 and 5 [54].
7.1 Experimental design for CES reaction phenotyping

Reaction phenotyping of CES1 andCES2 is necessary to determine their involvement in the
elimination of drugs; however, currently the tools available for this enzyme phenotyping are
relatively scarce. The first approach is the use of selective inhibitors for CES1 and CES2 in the
human liver or intestine subcellular fractions (S9). The second approach is based on data from
recombinant CES, together with relative activity factors (if available), which relate their ac-
tivities to those of the same enzymes in subcellular fractions. These two approaches will help
to characterize the hydrolytic metabolism of drug candidates.
II. Drug metabolism enzymes, transporters and drug-drug interaction



TABLE 4 Substrates of CES1.

Substrate Hydrolysis product Product activity

Antiplatelets/anticoagulants

Clopidogrel Clopidogrel carboxylate Inactive

Dabigatran etexilate Dabigatran Active

2-Oxo-clopidogrel 2-Oxo-clopidogrel carboxylate Inactive

Angiotensin-converting enzyme inhibitors

Benazepril Benazeprilat Active

Enalapril Enalaprilat Active

Imidapril Imidaprilat Active

Quinapril Quinaprilat Active

Ramipril Ramiprilat Active

Trandolapril Trandolaprilat Active

Antihyperlipidemic agents

Simvastatin Dihydroxy acid metabolite Active

Lovastatin Dihydroxy acid metabolite Active

Clofibrate Clofibric acid Active

Fenofibrate Fenofibric acid Active

Antiviral agents

Oseltamivir Oseltamivir carboxylate Active

CNS agents

Cocaine Benzoylecgonine Inactive

Flumazenil Flumazenil acid Inactive

Meperidine Meperidinic acid Inactive

Methylphenidate Ritalinic acid Inactive

Rufinamide Rufinamide carboxylate Inactive

Immunosuppressive/oncology agents

Ciclesonide Desisobutyryl-ciclesonide Active

Mycophenolate mofetil Mycophenolate Active

Capecitabine 50Deoxy-5-flurocytidine Inactive

Based on S.C. Laizure, V. Herring, Z. Hu, K.Witbrodt, R.B. Parker, The role of human carboxylesterases in drug metabolism:

have we overlooked their importance? Pharmacotherapy 33 (2) (2013) 210–222.
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TABLE 5 Substrates of CES2.

Substrate Hydrolysis product Product activity

Antiplatelets/anticoagulants

Acetylsalicylic acid (aspirin) Salicylate Active

Prasugrel Thiolactone metabolite Inactive

Angiotensin-receptor blockers

Azilsartan medoxomil Azilsartan Active

Candesartan cilexetil Candesartan Active

Olmesartan medoxomil Olmesartan Active

Antispasmodic

Oxybutynin Inactive

Antiviral agents

Adefovir dipivoxil Adefovir Active

Tenofovir disoproxil Tenofovir Active

Valacyclovir Acyclovir Active

CNS agents

Cocaine Ecgonine methyl ester Inactive

Heroin 6-Monoacetylmorphine Active

6-Monoacetylmorphine Morphine Active

Immunosuppressive agents

Methylprednisolone sodium succinate Methylprednisolone Active

Oncology agents

Irinotecan SN-38 Active

Based on S.C. Laizure, V. Herring, Z. Hu, K.Witbrodt, R.B. Parker, The role of human carboxylesterases in drug metabolism:

have we overlooked their importance? Pharmacotherapy 33 (2) (2013) 210–222.

258 8. Evaluation of the clearance mechanism of non-CYP-mediated drug metabolism
Clopidogrel is a typical probe substrate for CES1 and is converted to its carboxylic acid.
Human liver S9 (HLS9) may be used for the incubation. Inhibition study with CES1-specific
inhibitor nordihydroguaiaretic acid (NDGA) may be used to confirm the involvement of
CES1. There are several reported CES1 substrates and their metabolites that can be used:
benazepril converted to benazeprilat, oxybutynin to 2-cyclohexyl-2-phenylglycolic acid
(CPGA), and trandolapril to trandolaprilat. A scheme depicting the typical hydrolysis of ester
drugs is shown in Fig. 10. During hydrolysis, carboxylesterases catalyze the addition of water
to an ester group producing a carboxylic acid and an alcohol (more polar than the original
ester and increase renal elimination). The metabolism of clopidogrel is presented in Fig. 11.

A CES2 probe substrate is irinotecan which is metabolized to SN-38 (Fig. 12), may be used
as a substrate. Irinotecan (CPT-11) is a semi-synthetic analogue of camptothecin and is
II. Drug metabolism enzymes, transporters and drug-drug interaction



FIG. 10 Hydrolysis of ester drugs.
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FIG. 11 CES1 hydrolyzed clopidogrel to carboxylic acid, an inactive metabolite.

FIG. 12 Irinotecan (CPT-11) is catalyzed by CES2 to its active metabolite SN-38.
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activated by CES2 to SN-38, a potent topoisomerase I inhibitor. The rate of metabolite for-
mation is calculated using a standard curve for the metabolite formation. An inhibition
study with a CES2-specific inhibitor, loperamide, may be used to confirm the involvement
of CES2. The assay condition is described as reported by Umehara et al. [55]. The incuba-
tion mixture consists of the substrates (1 or 2mM), HLS9 (for CES1) or HIS9 (for CES2),
II. Drug metabolism enzymes, transporters and drug-drug interaction



260 8. Evaluation of the clearance mechanism of non-CYP-mediated drug metabolism
or recombinant CESs (rCES1 and rCES2) in 100-mM potassium phosphate buffer (pH7.4).
Typical protein concentrations range is 0.25–1mg/mL based on optimization. No other co-
factors are needed. After preincubation of the enzymes for 3min at 37°C in the buffer, the
reactions are initiated by the addition of the substrate clopidogrel for CES1 and irinotecan
for CES2 (other substrates are oseltamivir and oxybutynin). The final concentration of
DMSO is 0.01% (v/v). The reactions are terminated by the addition of 50% formic acid
in water (v/v) followed by the addition of the internal standard (1 or 5mM warfarin)
and the samples are mixed and saved for the LC-MS analysis. Control incubations are
conducted in the absence of enzymes to determine the nonenzymatic hydrolysis. All incu-
bations are performed in triplicate. Initially the assay is optimized where the rate of prod-
uct formation is linear with respect to enzyme concentration and incubation time. The
reported optimal incubation times for substrates are: 3min for clopidogrel, 7min for
irinotecan, 10min for oseltamivir, 30min for oxybutynin, and protein concentrations are
optimized to obtain less than 20% substrate consumption at the end of the incubation
[55]. Chemical inhibitors may be used to confirm the involvement of CES1 and CES2 as
described by Umehara et al. [55]. The effect of chemical inhibitors on the hydrolysis of
clopidogrel (CES1 substrate) and irinotecan (CES2 substrate) by HLS9 and rCESs are eval-
uated using bis (p-nitrophenyl) phosphate (BNPP), diisopropylfluorophosphate (DFP),
serine, tetraisopropyl pyrophosphoramide (isoOMPA), paraoxon, tacrine, and EDTA.
HLS9 and/or rCESs are preincubated with the inhibitors for 3min at 37°C except for EDTA
(preincubated for 15min). The reactions are started by adding the substrate (final concen-
trations 1 or 2mM) and terminated by the addition of 50% formic acid in water (v/v),
followed by the internal standard as described above. The final concentration of DMSO
in the incubation mixtures is 0.01% or 0.51%. The 0.51% of DMSO does not affect the hy-
drolytic reactions.

Calculation of intrinsic clearances: Umehara et al. [55] have reported that the intrinsic hydro-
lysis clearances (CLint, pmol/min/mg protein) of the CES substrates are calculated by
dividing the formation rates of the respective hydrolysis product (after subtraction of
nonenzymatic contributions) by initial substrate concentration and protein concentration.
To determine the fraction hydrolyzed by CES1 and CES2 in HLS9 using data from recombi-
nant CES isozymes, the author applied a relative activity factor (RAF) concept (similar to CYP
enzyme reaction phenotyping). The in vitro intrinsic clearance CLint by HLS9 (CLint,HLS9 in
mL/min/mg HLS9 protein) of a drug metabolized by CES1 and CES2 can be described
according to Eq. (1) using RAF values calculated by Eq. (2):

CLint,HLS9¼CLint,rCES1�RAF CES1ð Þ+CLint, rCES2�RAF CES2ð Þ (1)

RAF,CES¼CLint,HLS9 specificCES1orCES2substrateð Þ
CLing,rCES sameCESsubstrateð Þ (2)

where CLint,rCES represents the hydrolysis clearance measured in recombinant CES incu-

bates (mL/min/mg microsomal protein).

The relative contribution of CES1 and CES2 to the total hydrolysis of irinotecan in HLM
was determined successfully by Umehara et al. [55] using this RAF concept. Hence, for
CES phenotyping, in addition to chemical inhibition, a second approach is proposed. This
is based on clearance data obtained with recombinant or isolated CES, together with relative
II. Drug metabolism enzymes, transporters and drug-drug interaction
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activity factors. These approaches may help in the assessment of DDI risks of drug candidates
cleared to a significant extent by CES.
7.2 Challenges

In recent years, there has been an increasing interest in the development of drugs that
rely on CES-mediated hydrolysis to form the active therapeutic agent to take advantage of
the absorption characteristics of esters. For CES-substrate drugs, several drug interactions
have been identified using in vitro methods, but their clinical implications are unknown.
Many CES substrate drugs are widely prescribed as antihypertensive drugs. As a result,
the patient exposure to these drugs and the potential for alterations in hydrolytic activity
might alter the therapeutic efficacy or toxicity. The scientists began to focus on CES
hydrolysis whose activity may be influenced by genetic polymorphisms and drug inter-
actions. There is growing evidence from in vitro and in vivo studies indicating that CES
hydrolysis is subject to altered enzyme activity like CYPs, and represents a clinically im-
portant unrecognized reason for the individual variability of therapeutic response in pa-
tients given CES-substrate drugs [54]. Further research, especially clinical research, is
needed to clarify the role of CES hydrolysis in drug metabolism, the factors that affect
it, and the therapeutic implications for the safe and effective use of drugs that are CES
substrates [54]. In addition, there is a lack of knowledge regarding abundance of CES
in human liver which makes it difficult to predict the contribution of CES in the metab-
olism of a drug.
7.3 Clinical significance: CES and DDI

Ester prodrugs are specifically designed to enhance oral bioavailability andmust be hydro-
lyzed to their active drug after absorption from the gastrointestinal tract. Prodrugs hydro-
lyzed by CES1 or CES2 have potential liabilities for DDI. Rhoades et al. [56] have reported
that nelfinavir would serve as a potent CES1 inhibitor, and can cause DDI. Amprenavir,
atazanavir, ritonavir, and saquinavir are shown to be CES1 inhibitors in vitro, although sub-
stantially less potent relative to nelfinavir. Drug interactions of prasugrel (Effient, platelet in-
hibitor) with other CES2 substrates and inhibitors are of potential concern. Capecitabine and
irinotecan have demonstrated in vitro synergistic anticancer activity, and both are substrates
for CES; potential drug-drug interactions observed. Aspirin (acetylsalicylic acid) and
clopidogrel (Plavix) are twomajor antithrombogenic agents that are widely used for the treat-
ment and prevention of cerebro- and cardiovascular conditions such as stroke. Aspirin and
clopidogrel both are esters, and hydrolysis leads to decreased or inactivated therapeutic
activity.
8 Aldo-keto reductase (AKR)

The aldo-keto reductases (AKRs) are NADPH-dependent enzyme superfamilies that per-
form oxidoreduction on a variety of natural and foreign substrates. Previously, members of
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262 8. Evaluation of the clearance mechanism of non-CYP-mediated drug metabolism
the AKR superfamily were identified by names based on substrate specificity, e.g., the current
AKR1C3 has also been named human 3α-hydroxysteroid dehydrogenase (3α-HSD) type II,
17β-HSD type V, dihydrodiol dehydrogenase (DD) type X, and prostaglandin F synthase
[57–59]. The four AKR1C enzymes correspond to 3α-HSD type 1 (AKR1C4), 3α-HSD type
II (AKR1C3), 3α-HSD type III (AKR1C2), and 20α-HSD (AKR1C1) share at least 86% amino
acid sequence identity. AKR1C4 is virtually liver-specific, and AKR1C3 is most prominent
in the liver, lung, prostate, uterus, and mammary glands (Table 6). The major isoforms in
the brain are AKR1C1 and AKR1C2 [57]. AKR1C2 is also expressed in prostate, and
in vitro it catalyzes the NAD+-dependent oxidation of 3α-androstanediol (3α-diol) to
5α-dihydrotestosterone (5α-DHT). Thus, in prostate cells, AKR1C2 acts as a 3-ketosteroid re-
ductase to eliminate 5α-DHT and prevents activation of the androgen receptor [60]. Tissue
distribution of AKR enzymes are presented in Table 6.
8.1 Experimental design for AKR1C reaction phenotyping

Incubations with HLC or recombinant AKR are conducted using a constant amount of pro-
tein (1.6mg/mL) and substrate like boceprevir (20μM) (Fig. 13) for 60–120min [61]. All incu-
bations are performed in the presence of an NADPH-generating system (0.5mM NADP,
TABLE 6 Human aldo-keto reductases (AKRs).

AKR Literature aliases Location

1A1 Aldehyde reductase, ALR, ALR1 Liver, kidney, small intestine, brain

1B1 Aldose reductase, AR, ALR2 Placenta, liver, testis

1B10 Aldose reductase-like protein Small intestine

1B11 Liver

1C1 DDH, DD1, DDH1, 20α-HSD Liver, kidney, lung, brain, testis

1C2 DD2, DDH2, BABP, 3α-HSD type III Liver, lung, brain, prostrate, uterus

1C3 3α-HSD type II Liver, lung, mammary glands, prostrate, uterus

1C4 DD4, CDR, CHDR, 3α-HSD type I Liver

1D1 44–3-ketosteroid-5α-reductase Liver

7A2 Aflatoxin inducible aldehyde reductase Liver, kidney, brain, small intestine, testis

7A3 Aflatoxin inducible aldehyde reductase Liver

Based on T.M. Penning, M.E. Burczynski, J.M. Jez, C.F. Hung, H.K. Lin, H. Ma, et al., Human 3alpha-hydroxysteroid dehydrogenase isoforms

(AKR1C1-AKR1C4) of the aldo-keto reductase superfamily: functional plasticity and tissue distribution reveals roles in the inactivation and

formation of male and female sex hormones, Biochem. J. 351 (Pt 1) (2000) 67–77, T. O’Connor, L.S. Ireland, D.J. Harrison, J.D. Hayes, Major

differences exist in the function and tissue-specific expression of human aflatoxin B1 aldehyde reductase and the principal human aldo-keto

reductase AKR1 family members, Biochem. J. 343 (1999) 487–504.
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5-mM glucose 6-phosphate, and 1.5units/mL glucose-6-phosphate dehydrogenase), 3-mM
magnesium chloride in 0.5mL of 100-mM potassium phosphate buffer (pH7.4). Subcellular
fractions or recombinant AKR without an NADPH-generating system are used as controls.
Before the addition of drug, the reaction mixture is preincubated for 2min at 37°C. Reactions
are initiated by the addition of drug, allowed to proceed for up to 120min at 37°C, and then
terminated by the addition of 0.5mL of ice-cold acetonitrile with 1% acetic acid. The incuba-
tion mixture is vortexed, centrifuged at 4°C for 10min, and supernatants are saved for anal-
ysis by LC-MS/FSA [61]. The assay should be optimized so that the rate of product formation
is linear with respect to enzyme concentration and incubation time. The rate of metabolite
formation is calculated using a standard curve of the metabolite to determine the kinetic pa-
rameters Km and Vmax. Inhibition studies may be conducted using selective chemical inhib-
itors of AKR1C (flufenamic acid, mefenamic acid, phenolphthalein, ibuprofen, and diflunisal)
to confirm the involvement of AKR1C [62]. For inhibition studies, HLC (1.6mg protein/mL)
or recombinant AKR are preincubated separately with various inhibitors for 15min at room
temperature, followed by the addition of buffer, cofactor, and substrate. All incubations are
performed as described earlier [61]. The structures of some substrates of AKR are provided
in Fig. 13.
8.2 AKR: Human-animal comparison

Experiments conducted using AKR1C3 from different species shows that the human
AKR1C3 shares 95% and 78% identity with the monkey and mouse enzymes, respectively.
Monkey AKR has 95% sequence homology with human [63].
II. Drug metabolism enzymes, transporters and drug-drug interaction
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8.3 Challenges

Although there are various drugs metabolized by AKR, there is lack of recombinant AKR
enzymes available for experimental study. Despite many years of research, the physiological
roles of AKRs are still unclear and the specificmetabolic pathways that require these enzymes
remain a mystery. It is likely that application of modern technologies such as knockout and
transgenic animals, in vivo siRNA, fluorescent substrates and inhibitors, combined with
metabolomic analysis will shedmore light on the normal physiological functions of these pro-
teins. The future developments in this area will significantly improve our basic understand-
ing of AKRs and provide new guidance to improve human health [64]. The human AKRs
have a large number of non-synonymous single nucleotide polymorphisms (nsSNPs) and
splice variants; scientists are usingmodern genomic and informatics approaches to determine
their associationwith human health and disease [65]. The AKRs display broad substrate spec-
ificity in in vitro assays and as a result in vivo substrates of AKRs are difficult to identify.
8.4 Clinical significance

Human AKRs like AKR1B1, AKR1C1-1C3, AKR1D1, and AKR1B10 have been implicated
in diabetic complications, steroid hormone-dependent malignancies, bile acid deficiency, and
defects in retinoic acid signaling [65]. Aldose reductase (AKR1B1), a family of AKR (Table 6),
has possible role in the reduction of glucose during diabetic hyperglycemia and diabetic com-
plications such as neuropathy [66], retinopathy [67], and cataracts [68]. Specific inhibitors of
AKR1B1 that have been used clinically are sorbinil, tolrestat, epalrestat, ranirestat, and
fidarestat [65]. Several drugs are metabolized by AKR enzymes. Anticancer drugs daunoru-
bicin, doxorubicin, and oracin are substrates for several AKRs including AKR1A, 1B, and 1C
as well as carbonyl reductase. The antihypertensive drug befunolol is a good substrate for
AKR1C1 and AKR1C2 [64]. Opiate antagonist naloxone is reduced in the human liver
stereo-specifically to 6β-naloxol by AKR1C4, however, AKR1C1 and 1C2 also contribute to
a significant extent [69]. Boceprevir, HCV serine protease NS3 inhibitor, is metabolized pri-
marily by AKR1C2 and AKR1C3 to ketone-reduced metabolites [61]. The first step of prosta-
glandins synthesis is the conversion of arachidonic acid to PGH2 by cyclooxygenase. The
conversion of PGH2 to PGF2α is catalyzed by PGF synthase which is designated as AKR1C3
in humans [70].

Specific cofactors required for the enzymatic reactions of common non-CYP-mediated en-
zymes, their substrates, and inhibitors are provided in Table 7 and examples of marketed
drugs catalyzed by non-CYP enzymes (excluding UGT) are summarized in Table 8.
9 Future trends

The area of enzyme reaction phenotyping continues to evolve. The methodologies for
CYP450 enzyme phenotyping is now a relatively mature field due to the understanding of
enzyme expression levels in various tissues, liver in particular. In addition, availability of spe-
cific inhibitors both small molecules and antibodies and cDNA-expressed isozymes makes it
easier for a quantitative assessment of CYP contribution to the clearance of a drug. However,
II. Drug metabolism enzymes, transporters and drug-drug interaction



TABLE 7 Non-CYP enzymes: Cofactors, substrate, and inhibitors for enzyme assays.

Enzymes Tissue sources Cofactor Substrate Inhibitor

CES1 Liver microsomes/S9 None Clopidogrel Arachidonic acid

CES2 Intestinal S9 None Irinotecan (CPT-11) Loperamide

FMO (FMO3) Liver microsomes NADPH Methyl p-tolyl sulfide Methimazole

MAO Mitochondria
Liver microsomes

FAD Kynuramine Clorgyline (MAO-A)
Selegiline (MAO-B)

AOX1 Liver cytosol Molybdenum Phthalazine Hydralazine
Raloxifene

XAO Liver microsomes Molybdenum Xanthine Allopurinol

AKR Liver cytosol NADPH Boceprevir Diflunisal
Flufenamic acid
Phenolphthalein

FMO, flavin monooxygenase; AKR, aldo-keto reductases, AOX, aldehyde oxidase; XO, xanthine oxidase; MAO, monoamine oxidase; CES,

carboxylesterase.

Based on C. Beedham, The role of non-P450 enzymes in drug oxidation, Pharm. World Sci. 19 (6) (1997) 255–263, R.S. Foti, D.K.

Dalvie, Cytochrome P450 and non–cytochrome P450 oxidative metabolism: contributions to the pharmacokinetics, safety, and efficacy of

xenobiotics, Drug Metab. Dispos. 44 (8) (2016) 1229–1245, A. Ghosal, Y. Yuan, W. Tong, A.D. Su, C. Gu, S.K. Chowdhury, et al.,

Characterization of human liver enzymes involved in the biotransformation of boceprevir, a hepatitis C virus protease inhibitor, Drug Metab.

Dispos. 39 (2011) 510–521.

TABLE 8 Examples of drugs catalyzed by non-CYP enzymes (excluding UGT).

Enzyme Reaction Typical substrate Example

Flavin monooxygenases
(FMO)

N-oxidation
S-Oxidation

Secondary and tertiary
amines
Thiols, thioureas

Desipramine
Nortriptyline
Nicotine
Tamoxifen
Cimetidine

Monoamine oxidase
(MAO-A and MAO-B)

Oxidative deamination
Dehydrogenation

Primary, Secondary,
Tertiary amines

Tyramine
Milacemide
Sumatriptan
MPTP+

Aldehyde oxidase (AOX1) Aldehyde oxidation
C-oxidation

Aldehydes
N-heterocycles

Tolbutamide
O6-benzylguanine
Zoniporide
Phthalazine
Famciclovir
Methotrexate

Xanthine oxidase (XO) C-oxidation Purines 6-Mercaptopurine

Carboxylesterases (CES) Ester, thioester, carbamates, and
amide hydrolysis

Alcohol or acyl group Irinotecan
Oseltamivir
Mepiridine

Continued
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TABLE 8 Examples of drugs catalyzed by non-CYP enzymes (excluding UGT)—cont’d

Enzyme Reaction Typical substrate Example

Clopidogrel
Aspirin
Capcetabine
Trandolapril
Oxybutinin

Aldo-keto reductases
(AKR)

Reduction Aldehyde and keto
groups

Befunolol
Boceprevir
DHT
Doxorubicin
Ibuprofen
Indomethacin
Mefenamic acid
Naloxone
Naltrexone
Naproxen
Oracin
Testosterone
Flufenamic acid

Based on C. Beedham, The role of non-P450 enzymes in drug oxidation, Pharm.World Sci. 19 (6) (1997) 255–263, K.-I. Umehara, M. Zollinger, E.

Kigondu, M. Witschi, C. Juif, F. Huth, et al., Esterase phenotyping in human liver in vitro: specificity of carboxylesterase inhibitors, Xenobiotica

46 (10) (2016) 862–867, O.A. Barski, S.M. Tipparaju, A. Bhatnagar, The Aldo-Keto Reductase Superfamily and its Role in Drug Metabolism and

Detoxification, Drug Metab. Rev. 40(4) (2008) 553–624.
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the same is not true for non-CYP enzymes. Still for many non-CYP enzymes the accurate as-
sessment of enzyme expression levels is not available. More importantly, the expression of
many of these enzymes extrahepatically makes it further difficult to obtain an accurate level
of contribution of these enzymes toward the clearance of a drug. Fortunately, there are new
technologies in the horizon that may help to change the current state of non-CYP evaluation.

A new gene-editing technology, clustered regularly interspaced short palindromic repeats
(CRISPR) associated protein 9 or CRISPRCas9 (CRISPR-Cas9), allows developing better and
more predictive in vitro and in vivo ADME knockout models [71, 72]. In 2016, the first mam-
malian in vivo knockout ADME models (Cyp2e1 genes knocked out) were developed in
Sprague Dawley or Wistar rats [73]. One in vitro CYP model established using CRISPR-
Cas9 was based on the human hepatocyte cell line Huh-7 and CYP3A5 gene [74]. The
gene-editing of CYP3A5 was successful and resulted in elevated CYP3A5 mRNA levels
and increased metabolism of the two CYP3A5 substrates midazolam and tacrolimus [74].
CRISPR-Cas9 has a huge potential for a variety of applications in the ADME field including
non-CYP enzymes. Onemajor advantagewith CRISPR-Cas9 knockoutmodels is the complete
elimination of background expression, which will facilitate investigations of clinically rele-
vant drug metabolizing enzymes. With CRISPR-Cas9 it is possible to both completely knock
out and knock in genes for CYP and non-CYP enzymes; hence this technology will help to
develop better and easier-to-use models than the traditional ones.

PRINCE (Proteomics-based Research Initiative for Non-CYP Enzymes) program is a re-
search collaboration between the University of Washington and pharmaceutical industry.
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They are established to elucidate the role of non-CYP enzymes in disposition, efficacy, and
toxicity of drugs. Their objectives are characterization of subcellular localization, differential
tissue expression, and interindividual variability of non-CYP enzymes to develop whole
body-based physiological (PBPK) models to predict drug disposition. Their goals are (1) to
characterize differential tissue abundance (using quantitative proteomics) of non-CYP en-
zymes (UGT1A1, UGT1A3, UGT1A4, UGT1A6, UGT1A7, UGT1A8, UGT1A9, UGT1A10,
UGT2B7, UGT2B15, UGT2B17, UGT2B4, AOX1, CES1, and CES2) in human intestine, kidney,
heart, lung, and liver by LC-MS/MS; (2) to characterize intestinal abundance of above non-
CYP enzymes in intestinal microsomes, tissue and enterocytes from the paired donors by
LC-MS/MS proteomics; and (3) Preliminary LC-MS/MS method development for animal
non-CYP enzymes (https://sop.washington.edu/department-of-pharmaceutics/research/
proteomics-based-research-initiative-for-non-cyp-enzymes-prince/).
10 Conclusion

The majority of oxidative metabolism of drugs is mediated by the CYP enzymes; however,
non-CYP-mediated oxidative reactions can play an important role in the metabolism of xeno-
biotics. Non-CYP enzymes can produce active or reactive/toxic metabolites, modulate the ef-
ficacy of therapeutically active drugs, or contribute to detoxification. There is a possibility that
the contribution of non-CYP oxidative enzymes to the overall metabolism of drugs is
underestimated, as most investigations are conducted using optimized well-established con-
ditions for CYP activity, which is not the same formost non-CYP enzymes [35]. Therefore, it is
important to establish the contribution of CYP and non-CYP enzymes during reaction
phenotyping studies of drugs which are primarily metabolized by oxidation. There are sig-
nificant challenges with respect to the identification of non-CYP enzymes, their genetic poly-
morphism, availability of models for prediction of human clearance, and their involvement in
induction and inhibition. Lack of selective probe substrates and inhibitors also poses chal-
lenge during the phenotyping of non-CYP enzymes. Although, significant progress has been
made in the characterization of these non-CYP pathways, better understanding of their extra-
hepatic expression and in vitro tools to measure their activity are needed. Over the years, re-
searchers have made considerable improvement in establishing in vitro-in vivo correlation
and predicting human clearance in order to avoid failure of drugs in clinical trials. However,
more clinical experience is essential to translate in vitro reaction phenotyping data, enzyme
contribution, and intersubject variability.
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1 Introduction

It has been estimated that clinically significant, potentially serious drug-drug interactions
(DDIs) occur in approximately 3%–5% of patients taking multiple drugs and 26% of patients
with clinically relevant DDIs require dose adjustment [1, 2]. According to the US Food and
Drug Administration (FDA) “unanticipated, unrecognized or mismanaged DDIs are an im-
portant cause of morbidity and mortality associated with prescription drug use” [3]. Drug
interactions become more common as patients take more drugs simultaneously. In geriatric
patients, who take 4–7 concomitant medications on average, inappropriate drug combina-
tions can lead to DDIs and consequently adverse events are common (18%–40% of
elderly), with adverse drug reactions being responsible for 6.6%–41.3% of hospital admis-
sions in this group [4, 5]. As polypharmacy becomesmore common in clinical practice, a good
mechanistic understanding of the potential drug-drug interactions between prescription
drugs, over the counter medications, and natural products becomes increasingly important,
as it is practically impossible to study and characterize every possible combination of
treatments in patients or even through in vitro studies. The ability to leverage mechanistic
information collected from in vitro studies and from clinical DDI assessments is the corner-
stone of designing appropriate dosing strategies in patients taking multiple medications.
Ultimately, the goal of any DDI assessment is to improve the safety and efficacy of the med-
ications used. This is accomplished by determining whether the drug of interest alters the
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274 9. In vitro to in vivo predictions of drug-drug interactions
pharmacokinetics of other drugs, and if so by what magnitude, as well as by establishing how
other drugs alter the pharmacokinetics of the drug of interest [3].

The prediction and assessment of DDIs for a drug that is considered as a potential victim of
a DDI starts with the characterization of its drugmetabolism pathways and their quantitative
importance to the overall clearance of the drug [6, 7]. In addition, the risk that the drug of
interest will alter the expression or activity of drugmetabolizing enzymes and/or drug trans-
porters must be evaluated. As such, the identification of the enzymes involved in the metab-
olism of a new compound (reaction phenotyping), the characterization of its metabolic
stability and primary biotransformation pathways, and the determination of whether the
new compound inhibits or induces drug metabolizing enzymes are all major facets of the
drug discovery and development continuum.

In broad terms, drug metabolizing enzymes generally convert lipophilic therapeutic
agents into more water-soluble metabolites, which can be readily excreted from the body
[8]. While most metabolic processes are considered to be part of a physiological detoxification
process, examples of metabolic bioactivation or the formation of toxic metabolites are readily
available [9–12], and the need to assess potential metabolite toxicity during drug develop-
ment has been incorporated in guidance documents by the FDA and the EuropeanMedicines
Agency (EMA). It has also been recognized for decades that some metabolites contribute sig-
nificantly to pharmacological activity [13, 14] and more recently the potential role of circulat-
ingmetabolites in inhibitory drug-drug interactions has also been highlighted [15–17]. Due to
these specific roles of metabolites, DDI assessment should generally consider both drug
metabolites and the parent drug itself [17].

The liver is generally considered to be the primary organ that contributes to drug metabo-
lism, butmany of the drugmetabolizing enzymes are expressed in other tissues throughout the
body as well [18–22]. The DDI predictions considered here focus on the inhibition of metabolic
enzymes in the intestinal mucosa and in the liver as these are the major sites of drug metabo-
lism, but the reader should be aware that DDIs can be a result of inhibition of metabolic
enzymes or drug transporters in other organs and tissues as well. For example, in addition
to hepatic and intestinal cytochrome P450 (CYP) expression, CYPs are also expressed in the
lung, kidney, heart, nasal mucosa, brain, and testes. Similarly, UDP-glucuronosyltransferases
(UGTs) arewell known to be expressed in plethora of other tissues in the body in addition to the
liver and intestine. The DDI predictions described here are predominantly focused on
CYP-mediated DDIs as CYP inhibition accounts for the majority of clinically important drug
interactions. Clinically significant inhibitory interactions involving glucuronidation are rare
due to the substrate overlap between different isozymes and the high Ki values of inhibitors
[23]. Still, the concepts and principles described in the following sections apply to any enzyme
system that is significant in the clearance of an object drug. Tables 1 and 2 list the commonphase
I (oxidation, reduction, and hydrolysis) and phase II (conjugation) enzymes involved in drug
clearance, their necessary cofactors, and their known marker substrates and inhibitors.

Understanding the clearance pathways and DDI potential of a given drug often relies on
characterization of the in vitro clearance pathways and enzyme inhibition/induction using
in vitro systems. The in vitro system used for DDI predictions depends on considerations
of required assay throughput, scientific goals of the work, and the general understanding
of the applicability of the system to in vitro to in vivo extrapolations (IVIVE). Commonly used
II. Drug metabolism enzymes, transporters and drug-drug interaction



TABLE 1 Cofactors, substrates, inhibitors and primary tissue locations for cytochrome P450
and UDP-glucuronosyltransferase drug metabolizing enzymes.

Enzyme Cofactor Substrate Inhibitor Tissue location

CYP1A2 NADPH Phenacetin, Caffeine,
Tacrine, Theophylline

α-naphthoflavone,
Fluvoxamine, Furafyllinea

Liver

CYP2A6 Coumarin, Nicotine,
Cotinine, Isoglycycoumarin

Liver, lung

CYP2B6 Bupropion, Efavirenz Clotrimazole, Ticlopidine Liver, lung

CYP2C8 Montelukast, Paclitaxel,
Amodiaquine

Quercetin, Montelukast,
Trimethoprim, Gemfibrozil
Glucuronidea

Liver

CYP2C9 (S)-Warfarin, Diclofenac,
Tolbutamide

Sulfaphenazole, Fluconazole,
Fluvoxamine, Tienilic Acida

Liver

CYP2C19 (S)-Mephenytoin, (�)-
Omeprazole

(+)-N-3-benzylnirvanol,
Omeprazole, Ticlopidine

Liver

CYP2D6 Dextromethorphan, (�)-
Bufuralol, Debrisoquine

Quinidine, Paroxetinea Liver

CYP2E1 Chlorzoxazone, Aniline Diethyldithiocarbamate Liver, lung

CYP2J2 Amiodarone, Astemizole,
Arachidonic Acid,
Terfenadine, Ebastine,

Danazol, Ketoconazole,
LKY-047

Lung

CYP3A4/5 Midazolam, Triazolam,
Testosterone, Nifedipine,
Terfenadine

Itraconazole, Ketoconazole,
Verapamil, Mibefradila,
Mifepristonea,
Troleandomycina

Liver, small intestine
(3A4), lung (3A5)

UGT1A1 UDPGA Bilirubin, estradiol,
ethynylestradiol

Atazanavir, Indinavir,
Erlotinib, Ketoconazole,
Flavones

Liver, intestine

UGT1A3 F6-1α,23S,25-
trihydroxyvitamin-D3,
Lithocholic acid,
Fulvestrant,
Cyproheptadine,
buprenorphine

Buprenorphine, Amitriptyline,
Temazepam

Liver

UGT1A4 Trifluoperazine,
Imipramine

Hecogenin, Lamotrigine Liver, stomach

UGT1A6 Serotonin Bisphenol A, Troglitazone Liver, brain

UGT1A7 Benzo[α]pyrene metabolites Phenylbutazone, Quinidine,
Magnolol

Esophagus, stomach

UGT1A8 Benzo[α]pyrene
metabolites,
Dihydrotestosterone
diglucuronide

Emodin Esophagus, intestine

Continued
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TABLE 1 Cofactors, substrates, inhibitors and primary tissue locations for cytochrome P450
and UDP-glucuronosyltransferase drug metabolizing enzymes—cont’d

Enzyme Cofactor Substrate Inhibitor Tissue location

UGT1A9 Propofol, Entacapone Niflumic Acid, Diflunisal,
Ketoconazole

Kidney, liver

UGT1A10 Dopamine Tacrolimus Kidney, intestine,
Lung

UGT2B4 Hyodeoxycholic Acid Diclofenac, Laropiprant Liver

UGT2B7 Zidovudine, Morphine,
Codeine R-Oxazepam

Diclofenac, Flurbiprofen,
Mefanemic Acid,
Flunitrazepam

Liver, intestine,
Kidney

UGT2B10 Nicotine, Cotinine S-Nicotine Liver, prostate

UGT2B15 (S)-Oxazepam, Testosterone Valproic Acid, Diclofenac Liver, prostate

UGT2B17 Dihydrotestosterone Diclofenac, Ibuprofen Liver, prostate

a Mechanism-based inhibitors.

TABLE 2 Cofactors, substrates, inhibitors and primary tissue locations for additional drug metabolizing
enzymes.

Enzyme Cofactor

Examples of

substrates

Examples of

inhibitors

Tissue

location

Flavin
monooxygenase
(FMO1, FMO3,
FMO5)

NADPH Benzydamine,
Clozapine,
Imipramine,
Tamoxifen, Nicotine,
Voriconazole,
Sulindac sulfide

Methimazole Kidney,
intestine, fetal
liver (FMO1);
liver, lung,
kidney
(FMO3); liver
(FMO5)

Aldehyde oxidase Molybdenum
pyanopterin

Allopurinol,
Carbazeran,
Famciclovir, Vanillin,
Phthalazine

Hydralazine,
Menadione,
Raloxifene,
Chlorpromazine,
Isovanillin

Liver, lung,
kidney, small
intestine

Xanthine oxidase Molybdenum
pyanopterin

1-Methylxanthine,
allopurinol

FYX-051, Febuxostat Liver, heart,
lung, adipose,
mammary
gland

Monoamine
oxidase (MAO-A,
MAO-B)

FAD 5-Hydroxytryptamine
and Epinephrine
(MAO-A);
Benzylamine and
β-phenylethylamine
(MAO-B)
Sertraline and
clomipramine (both)

Moclobemide,
Clorgyline (MAO-A)
Deprenyl (MAO-B)

Liver, placenta,
brain
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TABLE 2 Cofactors, substrates, inhibitors and primary tissue locations for additional drug metabolizing
enzymes—cont’d

Enzyme Cofactor

Examples of

substrates

Examples of

inhibitors

Tissue

location

Carboxylesterase None Cocaine,
Methylphenidate,
Meperidine

Benzil,
Trifluoromethyl
ketones

Liver

Epoxide hydrolase
(soluble and
microsomal)

None Carbamazepine and
styrene oxide (mEH);
Epoxyeicosatrienoic
acids (sEH)

1,1,1-
Trichloropropylene
oxide (mEH),
Valproic Acid

Liver

Aldo-ketoreductase
(multiple isoforms)

NADPH Haloperidol, Ketotifin,
Oracin

NSAIDs Liver, kidney,
brain, blood

Sulfotransferase
(multiple isoforms)

30-Phosphoadenosine-
50-phosphosulfate
(PAPS)

Acetaminophen and
Troglitazone (1A1);
Salbutamol and
Dobutamine (1A3);
Ethynylestradiol
(1E1); Budenoside
(2A1)

Pentachlorophenol Liver,
intestine,
platelets, brain,
kidney,
endometrium,
skin, prostate,
placenta

Glutathione
transferase
(multiple isoforms)

Glutathione 1-Chloro-2,4-
dinitrobenzene,
Chlorambacil,
Melphalan

Ethacrynic acid,
piriprost,
indomethacin

Liver, kidney,
lung, brain,
skeletal
muscle, heart,
small intestine,
spleen

N-
Acetyltransferase
(NAT1, NAT2)

Acetyl Coenzyme A p-Aminobenzoic acid
and p-aminophenol
(NAT1); Dapsone,
Sulfmethazine,
Procainamide (NAT2)

Acetaminophen,
5-Iodosalicylic acid

Liver,
esophagus,
small intestine,
stomach,
colon, bladder,
lung

Acyl-CoA
synthetase

ATP, Coenzyme A Ibuprofen,
Flunoxaprofen,
Clofibrate

Triacsin C,
Rosiglitazone

Liver, heart,
adipose tissue

Methyltransferase
(structure-
dependent
isoforms)

S-Adenosyl methionine 6-Mercaptopurine,
6-Thioguanine,
Azathioprine,
Dopamine, Captopril

Entacapone,
tolcapone

Liver (adult
and fetal),
lung, kidney,
small intestine

2771 Introduction
in vitro systems include whole cell preparations such as hepatocytes or mammalian cell lines,
subcellular fractions such as microsomes, S9 fractions or cytosol, and recombinant enzymes
expressed in Escherichia coli or insect cells [24–28]. Of these systems, human liver microsomes
(endoplasmic reticulum vesicles that are collected by differential centrifugation [29–34]) are
the most popular in vitro systems to assess the metabolism of a new drug candidate [35]. Still,
recombinant enzymes provide some unique advantages in reaction phenotyping and
II. Drug metabolism enzymes, transporters and drug-drug interaction
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identification of specific metabolites formed by a given enzyme. For example, in a situation
that multiple enzymes form a givenmetabolite, recombinant enzyme systems allow unequiv-
ocal identification of themetabolites formed by a given enzyme and the specific enzymes that
form a given metabolite. The most commonly used recombinant enzyme system is the
baculovirus-infected insect cells that are usually coinfected with virus driving expression
of the CYP of interest, cytochrome P450 reductase and cytochrome b5. For drug metabolism
studies, microsomes are usually prepared from these infected insect cells resulting in the com-
monly known Baculosomes and Supersomes. In addition, recombinant enzymes expressed
and purified from yeast or E. coli [24, 36] are sometimes used for characterizing DDI potential
and the specific interactions between ligands and CYP enzymes.

Complex systems such as isolated perfused livers, liver slices, and hepatocytes are gener-
ally considered to be more physiologically relevant when compared to other in vitro systems,
but each of these systems also presents unique challenges to IVIVE [37]. Of the three,
hepatocytes are the most commonly used system owing to recent advancements in culture,
plating, and cryopreservation techniques. Hepatocytes are almost exclusively used for the
assessment of induction of drug metabolizing enzymes by compounds of interest [38–41].
An evolving area of research in the use of cultured cell systems for drugmetabolism purposes
involves the use of human embryonic stem cells and induced pluripotent stem cell-derived
hepatocytes [42, 43]. Stem cell systems have the potential to provide a virtually inexhaustible
supply of hepatocytes with very limited variability. However, a number of issues such as
long-term viability in culture, cellular uniformity, and the fetal-like phenotype of the derived
hepatocytes, as well as ethical considerations still need to be addressed.
2 In vitro assessment of metabolism-based drug interaction potential

The successful prediction of clinical DDIs and DDI risk from in vitro data is one of the cor-
nerstones of the drug development process. DDI assessments commonly occur throughout
the preclinical lifetime of a drug candidate, beginning with high-throughput assays in the
screening stage and followed by more rigorous experimental designs later as a drug pro-
gresses to clinical trials [44]. Good predictions of in vivo drug interactions rely on the thor-
ough characterization of both the object drug (substrate of the inhibited or induced enzyme;
victim drug) and the inhibitor/inducer (precipitant or perpetrator drug). Predicting in vivo
DDIs from in vitro data is based on (1) accurate identification of the enzymes that contribute
to the clearance of the substrate, (2) quantitative prediction of the fractions of total body clear-
ance mediated by a specific enzyme(s), (3) characterization of the precipitant in terms of its
inhibition potency (Ki) or induction potential (EC50), selectivity, andmechanism of inhibition,
and (4) characterization of inhibitor/inducer disposition including circulating concentrations
and fluctuation of concentrations over a dosing interval. A final critical consideration regard-
ing predictions of DDIs is to decide the target outcome of the predictions as this will affect the
methods chosen. In some cases, predicting the maximal risk of any occurrence of drug inter-
actions may be desired (risk assessment) whereas in other situations accurate prediction of
substrate concentrations in the presence of an inhibitor or the magnitude of dosage change
in the presence of an inhibitor needs to be predicted. Due to these different desired outcomes
II. Drug metabolism enzymes, transporters and drug-drug interaction
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either static or dynamic methods may be used for drug interaction predictions. Dynamic
methods include physiologically based models of object and precipitant time courses and
are described in other chapters of this book. The following discussion is focused on use of
static predictions to estimate and predict drug-drug interaction risk during the development
of a candidate compound.
2.1 Characterization of the substrate

The same inhibitor, even when administered at the same dose and for the same duration of
time can cause very different magnitudes of interactions with different substrates in vivo
(Table 3). The differences between the magnitude of the interaction and susceptibility of a
substrate to DDIs depend primarily on the fraction of the clearances (fraction metabolized,
fm) of the substrate by the inhibited enzyme(s) and on the fraction of the oral dosemetabolized
by intestinal enzymes. Therefore, careful characterization of the disposition of the object/
victim drug is critically important for accurate DDI predictions. Generally, the smaller the
number of enzymes that are involved in the clearance of a drug, the greater the drug’s sus-
ceptibility to an interaction [55]. It is important to note that a drug that is metabolized by only
a single CYPmay still have a significant clearance pathway via the kidney or via biliary trans-
port, which makes it less susceptible to inhibition DDIs in vivo. Examples of such drugs
include methadone and theophylline that generally have relatively small interactions in vivo
despite the small number of CYP enzymes that contribute to their clearance [56–59].

Just because an enzyme is capable of metabolizing a substrate to a particular product does
not mean that the reaction is quantitatively important in substrate clearance. Other enzymes
may be more efficient in making that specific metabolite, or in forming other metabolites. For
example, while CYP3A and CYP2C9 are capable of metabolizing montelukast in vitro at
higher substrate concentrations, the in vivo clearance of montelukast at clinically relevant
concentrations has been shown to be primarily mediated by CYP2C8 [60–62]. On the other
TABLE 3 Effect of Itraconazole on various CYP3A4 substrates.

CYP3A substrate (oral dose)

Mean AUCi/AUC

in vivo fm by 3A4 F Reference

Lovastatin (40 mg) 21.6 0.90 <0.05 [45]

Simvastatin (40 mg) 18 0.99 <0.05 [46]

Triazolam (0.25 mg) 10 0.98 0.44 [47]

Midazolam (7.5 mg) 6.4 0.99 0.36 [48]

Felodipine (5 mg) 6.3 0.99 0.20 [49]

Atorvastatin (40 mg) 3.6 0.99 0.14 [50]

Alprazolam (0.8 mg) 2.7 0.80 0.90 [51]

Quinidine (100 mg) 2.4 0.76 0.73 [52]

Cerivastatin (0.3 mg) 1.2 0.37 0.60 [53]

The fm were obtained from Galetin et al. [54].
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hand, in some cases a very inefficient metabolic pathway in vitro can be important in vivo as
in the case of the CYP3A4-catalyzed clearance of carbamazepine (hepatic extraction ratio of
0.05), where the in vitro formation of 10,11-carbamazepine epoxide has been reported to have
a Km of 442 μM and Vmax of 1730 pmol/min/nmol in recombinantly expressed CYP3A4, but
which translates into significant CYP3A drug interactions in humans [63]. The relative impor-
tance of a given enzyme or a given metabolic pathway in the overall clearance of a substrate
depends of the clearance via that pathway in comparison to all other in vivo clearance path-
ways of the drug and is best evaluated by comparing the intrinsic clearance values for indi-
vidual enzymes/metabolic pathways and assessing these as scaled up to hepatic clearance in
comparison to predicted or observed renal clearance. The characterization of the substrate
clearance pathways gets progressively more complex as more enzymes and metabolic path-
ways are involved in the clearance of the compound. In general, in vitro experiments are use-
ful in predicting the in vivo contributions of individual enzymes and metabolites to drug
clearance but alone are not sufficient to determine these values due to the potential impor-
tance of metabolic clearances in other organs, secretory or uptake clearances by transporters
in liver, kidney, and gut and renal elimination. In vitro experiments are critical in determining
(1) whether a single enzyme catalyzes the formation of the dominant metabolite, (2) the
identity of the enzymes responsible for specific metabolite formation, and (3) whether a com-
pound is an inhibitor or inducer of metabolic enzymes. When coupled with in vivo data, they
can be used to predict in vivo relevance of specific enzyme in the elimination of a substrate.

The prediction of a particular DDI risk is largely dependent on a good quantitative under-
standing of the clearance pathways of the substrate (object or victim) drug, and as such on the
accurate characterization of kinetic constants (Vmax andKm) that establish whether a chemical
entity is a good or a poor substrate of a particular enzyme. Of these kinetic constants, Vmax is
themaximumproduct formation velocity defined by the product of the catalytic rate constant
kcat and total enzyme concentration [E] (i.e., Vmax ¼ [E]*kcat). Km is the concentration of sub-
strate at which half of the total enzyme is bound as the [ES] complex and at this concentration
the product formation velocity is half of Vmax. The key for the identification of the important
clearance pathways of a drug is the calculation of the intrinsic clearance (CLint) for the reac-
tion of interest. The CLint is defined as the ratio of Vmax and Km but it can also be calculated as
the simple ratio of product formation velocity and substrate concentration (CL¼v/[S]) when
substrate concentration is much below Km. The comparison of kinetic constants between
enzymes and metabolites formed provides the foundation for the understanding of the clear-
ance pathways and potential concentration dependence of in vivo clearance. In addition,
accurate kinetic constants are also a necessity for the development of predictive in silico
approaches such as PBPK models for drug clearance and DDIs.

In the context of DDI predictions, the most important characteristic to define the sensitivity
of a drug to DDIs is the fraction metabolized (fm) by a given enzyme. It is important to note
that fm can be used to generally describe the fraction of the overall clearance of the drug by
metabolism in comparison to renal clearance. In such cases, the fm is generally of interest in
the context of considering how sensitive the clearance of the drug of interest is to organ im-
pairment like renal or hepatic disease. The term “fraction metabolized” is also often used to
describe the fraction of the overall clearance of a drug that results in the formation of a given
metabolite regardless of the identity of the enzymes forming the metabolite. This is of partic-
ular interest if the metabolite formed is active or toxic. In such cases, it is often of additional
II. Drug metabolism enzymes, transporters and drug-drug interaction
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interest to define the fm of a specific metabolite formation by a given enzyme. Finally, the fm
that is most commonly used in DDI risk assessment is the fraction of total metabolic clearance
conducted by a given enzyme or the fraction of overall total body clearance that is accounted
for by clearance by a specific enzyme. The use of these different fm’s can be illustrated by con-
sidering the various analyses of the clearance of ramelteon (Table 4). Since ramelteon is not
excreted into urine unchanged and does not appear to be a substrate for efflux transporters, its
overall fraction metabolized approaches 1. The in vitro metabolism of ramelteon was charac-
terized in human liver microsomes (HLMs), human intestinal microsomes (HIMs), and re-
combinant enzymes [64], and the overall metabolic pathways are shown in Fig. 1. First,
the overall fm to each of the sevenmetabolites was assessed in HLMs andHIMs via determin-
ing the enzyme kinetic parameters of eachmetabolite formation. These studies suggested that
in the human liver the fm to metabolites A, E, and F are 33%, 21%, and 31%, respectively, with
the othermetabolites being<10% of total metabolite formation. Selective CYP inhibitors were
then used with pooled HLMs to predict the fm by specific enzymes on each metabolite for-
mation. In these experiments, furafylline (a CYP1A2 selective inhibitor) was found to inhibit
93% of metabolite A formation, and 52% and 53% of metabolite E and F formation suggesting
that the fm for CYP1A2 in metabolite A formation is 93%. In contrast, metabolite C and
G formation was entirely inhibited by ketoconazole, suggesting that the fm CYP3A4was close
to 100% for thesemetabolites. Considering the data for the three major individual metabolites
(A, E, and F) in HLMs, the overall fm by CYP1A2 in ramelteon clearance is predicted to be 0.58
(58%), or if the minor metabolites are considered, somewhat higher. In comparison, the
contribution of CYP3A4 to overall ramelteon clearance is predicted to be minimal as the
CYP3A4-specific metabolites are overall minor contributors to ramelteon clearance. The spe-
cific enzymes contributing to ramelteon clearance were further confirmed using recombinant
enzymes that showed a role for CYP1A2, CYP3A4, and CYP2C19 in ramelteon clearance [64].
TABLE 4 Characterization of ramelteon metabolism.

Ramelteon

metabolite

CLint (μL/
(min*mg))

% Contribution

of the metabolite

in HLMs

% Inhibition by selective chemical inhibitors

Furafylline

(CYP1A2)

N-benzylnirvanol

(CYP2C19)

Ketoconazole

(CYP3A4)

Fluconazole

(CYP3A4,

CYP2C19,

CYP2C9)

A 36 33 93 5 <5 <5

B 5.3 4.8 38 <5 36 37

C 5.6 5.1 <5 <5 100 89

D 4.9 4.5 78 14 14 17

E 23 21 52 <5 <5 17

F 34 31 53 25 13 33

G 1.8 1.6 <5 42 100 93

H 0.36 0.33 – – – –

The metabolite labeling (A–H) corresponds to Fig. 1. The values were obtained from Obach and Ryder [64].
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FIG. 1 Illustration of the concept of fraction metabolized using ramelteon as an example. The percent contribution
of each metabolic pathway to the overall metabolism of ramelteon is shown as the fm. The percent contribution
(fm,CYP) of the major P450 isoform for each pathway is also shown. Adapted from R.S. Obach, T.F. Ryder, Metabolism

of ramelteon in human liver microsomes and correlation with the effect of fluvoxamine on ramelteon pharmacokinetics, Drug

Metab. Dispos. 38 (8) (2010) 1381–1391.
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Of note, while CLint of ramelteon metabolism to metabolite F was higher by recombinant
CYP2C19 than by CYP1A2, the much lower expression level of CYP2C19 in HLMs in com-
parison to CYP1A2 results in a prediction of relatively major contribution of CYP1A2 on me-
tabolite F formation.

In the case of ramelteon, a simple comparison of intrinsic clearances is appropriate as the
Km values for all ramelteon metabolites are much above the circulating concentrations of
ramelteon. However, this is not always the case and determination of accurate Km values
is critically important for the characterization and prediction of the fm’s by specific enzymes.
The determination of Km values is important for two reasons: first to confirm that no in vivo
elimination pathways are saturated, and second to support selection of appropriate substrate
concentrations for in vitro inhibition experiments. If in vivo concentrations are above any one
of the Km values for individual enzymes, the contribution of that enzyme to substrate clear-
ance is diminished in relation to the other enzymes due to the saturation of the enzyme of
interest. Similarly, if relative contributions of individual enzymes are evaluated for substrate
clearance, inhibition experiments should be done at clinically relevant (unbound) concentra-
tions to avoidmissing a high-affinity enzyme that is saturated at higher concentrations. High-
affinity low-capacity enzymes that might not contribute significantly at the concentrations
many in vitro experiments are conducted (i.e., common practice of running incubations at
1 μM) are easily missed, but such pathways may dominate metabolism in vivo. These con-
cepts can be illustrated by considering the metabolism of all-trans-retinoic acid (atRA) in hu-
man liver. In vitro, atRA is metabolized by a number of CYPs including CYP3A4, CYP2C8,
and CYP26A1, the endogenous atRA hydroxylase (Fig. 2). In recombinant enzyme systems,
the Km value for atRA with CYP26A1 is 9.4 nM [65] while the Km values with CYP3A4 and
CYP2C8 are 19.4 and 13.4 μM, respectively. While CYP26A1 is predicted to be the major en-
zyme clearing endogenous atRA (concentrations <10nM), simulations based on in vitro Km

and kcat values show that due to the saturation of CYP26A1, at concentrations often observed
in circulation after administration of atRA therapeutically, the fm by CYP26A1 is diminished
in comparison to CYP3A4 and CYP2C8 (Fig. 2). It is important to note that if in vitro inhibition
experiments are conducted with atRA concentrations of 1 μM, the predicted fm by CYP26A1
will be much smaller than that obtained at [S] of 5 nM. Further, the clearance of atRA can be
used to illustrate the impact of enzyme expression levels to fm as shown in Fig. 2. Due to the
extensive variability in the expression of CYP26A1 in different livers, the fm by CYP3A4 and
CYP26A1 varies from nearly 0% to almost 100% between donors.
2.2 Characterization of the inhibitor

Evaluation of the likelihood of a drug to cause in vivo DDIs starts with determination of the
inhibition potential of the drug toward specific CYPs in vitro. In general, early studies have
often included only IC50 determinations or even single concentration inhibition studies,
whereas more definitive assessments rely on the estimation of a Ki value that also allows
characterization of the mechanism of inhibition. It should be noted that any substrate of
an enzyme will also be a competitive inhibitor of that enzyme and according to Michaelis-
Menten kinetics, the Km of the substrate will approximate its Ki (inhibition constant). The im-
plication of this relationship in drug development is that substrates with low Km values (in
II. Drug metabolism enzymes, transporters and drug-drug interaction
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FIG. 2 See legend on opposite page.
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comparison to circulating concentrations) are likely to also be inhibitors of other substrates of
the same enzyme in vivo. Good examples of this relationship are fluoxetine and itraconazole,
which have Km values for CYP2D6 and CYP3A4, respectively, that are below their circulating
concentrations [66, 67]. Both itraconazole and fluoxetine display nonlinear (saturation) kinet-
ics in vivo and also inhibit these two enzymes strongly in vivo [45, 46, 68–70]. In addition,
saturation of specific enzymes in in vitro experiments can have a considerable impact on
the evaluation of relative importance of specific enzymatic pathways.

For inhibition assessment, selective probes are usually used with human liver microsomes
or recombinant CYP enzymes to screen for inhibitory potency and an IC50 and/or Ki will be
determined. As part of these experiments, one must assure that the new compound is not a
time-dependent or irreversible inhibitor of the enzyme of interest.While it is commonpractice
to screen for CYP inhibition using standardized protocols, it is important that the inhibition
experiments are designed so that none of the basic assumptions forMichaelis-Menten kinetics
are violated and microsomal protein binding and inhibitor depletion are accounted for when
accurate kinetic constants are determined for quantitative IVIVE purposes. If the new com-
pound is a tight binding inhibitor, i.e., the inhibition constant approaches the concentration
of the inhibited enzyme in the incubation, the ability to quantitatively predict extent of inhi-
bition invivobecomes inherentlymore complex (since inhibition isdependent on enzyme con-
centration). The choice of the probe substrate used for inhibition testing also deserves some
consideration. In addition to use of classic probe substrates, high throughput assays using
fluorescent substrates have also been explored for inhibition screening [24]. While the utility
of fluorescent probes has increased in recent years, multiple examples still exist of the discon-
nect between in vitro values generated from fluorescent probes andmore conventional “drug-
like” probes [71, 72]. The selection of probe substrates can also be a factor when choosing be-
tween two selective, nonfluorescent probe substrates [73–76]. Quite possibly the most cited
example of probe substrate-dependent parameters is CYP3A4, where a large active site
containing multiple binding regions can allow for multiple substrates and/or different bind-
ing modes within the same active site [54, 77–82]. The probe substrate-dependent data ob-
served with CYP3A4 has also been shown to be an important factor when extrapolating
data from in vitro to in vivo [83] and hence the US FDA also recommends testing CYP3A4 in-
hibition potency against multiple CYP3A substrates. More recent examples of the effects of
probe substrates on the drug metabolism parameters of a test compound include the evalua-
tion ofmontelukast as a probe substrate forCYP2C8 and the effect of CYP2D6probe substrates
on the observed in vitro parameters and in vivo predictions [60–62, 84–86].

There are a number of sources of variability that result in potentially discrepant results in
in vitro experiments of CYP inhibition. The choice of enzyme source, relative levels of
FIG. 2—cont’d Effect of the selection of substrate concentration (as labeled on X axis) and enzyme expression
levels between donors on the observed metabolic contributions of individual P450 enzymes. Panel (A) shows the
predicted overall atRA clearance in three donors (HLM158, 160, and 135)with the relative contributions byCYP26A1,
CYP3A4, CYP3A5, and CYP2C8 shown in different colors as examples. The Km and kcat values for atRA are 13.4μM
and 4.8pmol/(min*pmol P450) with CYP2C8, 19.4μM and 4.0pmol/(min*pmol P450) with CYP3A4, and 0.0094μM
and 11.3pmol/(min*pmol P450) with CYP26A1, respectively, as described by Thatcher et al. [65]. The expression
levels of the CYPs are from the reference. Panel (B) shows the impact of substrate concentration (CYP26A1 saturation)
and level of CYP26A1 expression on the overall atRA clearance. The authors would like to thank Weize Huang for assis-

tance with Fig. 2B.
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accessory proteins, probe substrate, buffer concentration, and inclusion of divalent cations
can all affect the results of drug interaction assays [24, 87–90]. Inhibition assays are most often
conducted at substrate concentrations at or below their respective Km values and at least one
log unit higher than the concentration of the enzyme in question [79]. Probe substrate kinetic
parameters and enzyme concentrations should be determined in the same enzyme prepara-
tion to be used for the inhibition assay, as significant differences in both Km and Vmax values
as well as enzyme concentrations can be expected across different lots of in vitro reagents. The
incubation time of the assay should ensure linear product formation from the probe substrate
with respect to both time and protein concentration [91]. Erroneous data can also be generated
if one does not account for the percent of inhibitor bound to enzyme as an E*I complex for
those inhibitors with very high affinities [92].

2.2.1 Reversible inhibitors

Reversible inhibition occurs generally via three different mechanisms: competitive,
noncompetitive, and mixed type but allosteric inhibition should also be considered when
in vitro parameters are determined. The overall general inhibition scheme between a sub-
strate and an inhibitor is shown in Fig. 3 to illustrate the continuum from competitive to
mixed-type and noncompetitive inhibitors. Theoretically, the inhibition constant (Ki), the con-
centration at which the enzyme activity is decreased by 50%, is a characteristic constant of an
enzyme-inhibitor pair. Thus, Ki should be independent of the substrate that is used in the de-
termination of inhibitor affinity for a given enzyme. In practice, this does not seem to univer-
sally apply for CYP-mediated metabolism.

A competitive inhibitor is a substance that combines with free enzyme in a manner that
prevents substrate binding (i.e., binding of the inhibitor and the substrate are mutually exclu-
sive events). Using rapid equilibrium or steady-state assumptions, a velocity equation can be
derived for the rate of product formation in the presence of a competitive inhibitor as de-
scribed in Eq. (1):

v¼ Vmax∗S
S +Km∗ 1 + I½ �=Kið Þ (1)

The term [I]/Ki represents the fraction of the total enzyme pool bound as the [EI] complex.

Eq. (1) shows that for a competitive inhibitor Vmax is unaffected but Km has increased by the
factor of 1+[I]/Ki. In other words, a competitive inhibitor only increases the apparent Km for
the substrate (by displacing the substrate from the active site). It does not influence kcat and
therefore Vmax remains unchanged. This can be rationalized as inhibitor does not bind to the
[ES] complex and hence catalysis occurs identically as without inhibitor present. Since some
FIG. 3 General scheme of reversible enzyme inhibition. Ks is used here instead of Km to be specific for the affinity of
substrate to the enzyme. For a more detailed description of reversible inhibition kinetics, please see Simple Inhibition

Systems in Segel [91].
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of the enzymes are occupied by the competitive inhibitor, a greater substrate concentration is
needed to obtain the same fraction of Vmax or in other words, the same concentration of the
productive [ES] complex. Since all the enzyme species are reversibly connected and v is pro-
portional to [ES], the reaction velocity in the absence of the inhibitor can be reached in the
presence of an inhibitor but higher substrate concentrations will be needed to drive the for-
mation of [ES] complex. In the presence of an infinitely high [S], all the enzymes can be driven
to form the [ES] complex. Mathematically, it can be shown that for competitive inhibition the
intrinsic clearance is reduced by a factor of 1/(1+[I]/Ki). In the general scheme (Fig. 3), com-
petitive inhibition is the situation where α is an infinitely high number and β equals 0.

Noncompetitive inhibition is characterized by a ternary, inactive complex [ESI] formed by
the simultaneous binding of inhibitor and substrate to the enzyme. The inhibitor can bind
either in the active site of the enzyme or at a distal site. A classic noncompetitive inhibitor
has no effect on substrate binding and substrate binding has no effect on inhibitor binding,
i.e., in the general scheme in Fig. 3 α equals 1 and β equals 0. Therefore, the inhibitor binds to
[E] and [ES] and [S] binds to [E] and [EI]. However, there is no catalysis from the resulting
[ESI] complex. This means that the inhibitor distorts the enzyme sufficiently to prevent the
proper positioning of the catalytic center and thus [ESI] is nonproductive. For noncompetitive
inhibition, even infinitely high substrate concentrations cannot drive all of the enzymes to the
productive [ES] form since at any inhibitor concentration a portion of the enzyme will remain
as the nonproductive [ESI] complex. Consequently, since product formation velocity is de-
pendent on [ES], Vmax decreases. Km does not change with noncompetitive inhibitor and
the product formation velocity is described by Eq. (2):

v¼ Vmax

1 + I½ �=Kið Þ∗
S

S+Kmð Þ (2)

The net effect of a noncompetitive inhibitor is to reduce Vmax without having an effect on

Km. The degree of inhibition depends only on [I] and Ki and is independent of [S]. The ratio
between the inhibited reaction velocity and uninhibited reaction velocity (vi/v0) is constant at
any given substrate concentration.

For amixed-type inhibitor, a nonproductive ESI complex is formed but binding of inhibitor
or substrate is changed in the presence of the alternate ligand. In the general scheme shown in
Fig. 3, this refers to a situation where α is a positive number different from 1 and infinity. This
change in binding affinity is described by factor α. The velocity equation for mixed-type in-
hibitor is given in the following equation:

v¼ Vmax∗S
S∗ 1 + I½ �=αKið Þ+Km∗ 1 + I½ �=Kið Þ (3)

A mixed-type inhibitor affects both Vmax and Km.

In DDI screening, IC50 values are often collected instead of Ki’s. This may be mechanisti-

cally more appropriate if the substrate displays non-Michaelis-Menten (allosteric) kinetics as
the classic Ki determination assumes a simple Michaelis-Menten-type substrate. Determina-
tion of IC50 values may also yield more accurate estimates of inhibition potency as its
determination does not require assumption of a specific inhibition mechanism (competitive,
noncompetitive, mixed type, etc.). However, it is necessary to consider experimental condi-
tions and interpretation of IC50 values carefully. For a competitive inhibitor, the IC50 value is
II. Drug metabolism enzymes, transporters and drug-drug interaction
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dependent on the concentration of substrate according to Eq. (4). This is because [S] competes
with I for the occupancy of the enzyme and thus at higher concentrations of [S] more [I] will
be needed to have the same fraction of enzyme bound as the [EI] complex. At low concentra-
tions of substrate (relative to Km), IC50 is approximately equal to Ki as the S/Km ratio
approaches 0 (Eq. 4):

IC50 ¼Ki∗ 1 +
S

Km

� �
(4)

For noncompetitive inhibitor, when [I]¼Ki, 50% inhibition is always observed regardless of

substrate concentration. Consequently, for noncompetitive inhibitor IC50 is independent of
substrate concentration (Eq. 5):

IC50 ¼Ki for all S½ � (5)

Eqs. (4) and (5) show that if inhibition experiments are conducted under conditions that

[S]≪Km, one can assume that the IC50 value obtained is equal to the Ki value. In fact such
approach has been recommended instead of the common practice of running IC50 values
at substrate concentration that is equal to Km [93]. The use of [S]¼Km in IC50 experiments
not only causes the relationship between IC50 and Ki to be dependent on the inhibition mech-
anism, but alsomay over- or underestimate inhibition potencywhen substrate Km varies from
donor to donor or lot to lot of in vitro reagents.
2.2.2 Time-dependent inhibitors

The second aspect of drug interactions often assessed during drug development is the po-
tential for a test compound to act as a time- or mechanism-based inhibitor. Unlike reversible
drug interaction assays, which are conducted in a single incubation step, the evaluation of
mechanism-based inhibition requires two incubation steps, often referred to as the primary
(or preincubation) and secondary incubations, and results in the irreversible inactivation of
drug metabolizing enzymes [94]. De novo synthesis is required to regain enzyme activity,
meaning that enzyme inactivation can still be an issue even after the inactivator has been
cleared from circulation [95]. It is important to note that not all time-dependent inhibitors
are mechanism-based inhibitors and, in general, a rigid set of criteria has to be met to classify
a compound as a mechanism-based inhibitor [96]. As drug metabolizing enzymes such as the
cytochrome P450s do not always conform to the traditional rules of enzymology, more recent
criteria state that any substrate that is metabolized to a reactive intermediate by a drug me-
tabolizing enzyme and inactivates the enzyme prior to dissociating from the active site may
be classified as a mechanism-based inhibitor [97]. The mechanisms by which a mechanism-
based inhibitor may irreversibly inactivate a drug metabolizing enzyme are relatively well
understood. Three irreversible mechanisms include covalent modification of the protein, al-
kylation or arylation of the heme prosthetic group, and heme destruction, often referred to as
heme bleaching [98]. A fourth mechanism often attributed to mechanism-based inhibitors is
the formation of a metabolite-intermediate complex with the heme iron, though this pathway
is generally thought to be quasi-irreversible [97]. Examples of well-characterizedmechanism-
based inhibitors includemibefradil (heme destruction), 1-aminobenzotriazole (covalent heme
adduct), raloxifene (covalent protein adduct) and troleandomycin (metabolite-intermediate
II. Drug metabolism enzymes, transporters and drug-drug interaction
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complex) [99–103]. Paroxetine, delavirdine, diltiazem, and verapamil have been shown to
cause increases in the AUC of coadministered drugs due to CYP inactivation, while drugs
such as mibefradil have been removed from the market due to adverse drug reactions attrib-
uted to mechanism-based inactivation [104–107].

The kinetics of mechanism-based inhibition are described by a hyperbolic kinetic model
where the rate of inactivation is saturable at high inhibitor concentrations at which all the en-
zymes are bound with the inhibitor. Eq. (6) describes the pseudo-first-order rate of inactiva-
tion (kobs) as a function of the concentration of inhibitor [I], the maximum theoretical rate of
inactivation (kinact), and the concentration of inhibitor at half the maximum theoretical rate of
inactivation (KI).

kobs ¼ kinact∗ I½ �
KI + I½ � (6)

In a primary incubation, a test compound that is being evaluated for its ability to act as a

mechanism-based inhibitor is incubatedwithhuman livermicrosomes (oranotherappropriate
in vitro system) and NADPH such that the test compound can be metabolized to a potential
inactivating species. At set intervals, an aliquot is transferred from the primary incubation
to a secondary incubation containing cofactor with a probe substrate which is usually at a sat-
urating concentration to minimize competitive inhibition, and the formation of metabolites
from the probe substrate ismonitored. Discovery screening strategies generally employ either
a standard dilution technique as described above or an IC50-shift approach to assess test com-
pounds formechanism-based inhibition [108–112]. The latter method assumes that the forma-
tion of reactivemetabolites in the preincubation stepwill result in an increase in the inhibition
potency (causing a left shift in the IC50 curve or a decrease in the AUC under the IC50 curve;
Fig. 4), though a number of confounding experimental factors must be taken into account
[113–115]. In later development stages, it is common for compounds that have been identified
as mechanism-based inhibitors to be included inmore definitive experiments designed to de-
termine the kinetic parameters of mechanism-based inhibition, namely KI and kinact. It is im-
portant to note that these experimentally derived parameters can vary depending on
incubation conditions, and that care should be taken to ensure that the linear portion of the in-
activationcurvesarecaptured, especiallywith respect to compoundssuchasmibefradil,which
have been shown to have very rapid rates of inactivation [100].

The aforementioned assays rely heavily on two key assumptions, namely, the inactivating
compound is not significantly depleted in the primary incubation and limited inactivation
occurs in the secondary incubation [109]. To this end, additional methods exist to more accu-
rately estimate the in vitro inactivation parameters for a test compound, and often involve the
measurement of both formation of the probe substrate metabolite and the depletion of the
inactivator. The use of a progress curve approach has been suggested to be amoremechanistic
method to determine inactivation parameters in vitro [116–118]. A P450 progress curve anal-
ysis involves only a single incubation step where the probe substrate, probe metabolite, and
test compound are measured from T0 to Tlast, and may work particularly well for inactivators
that exhibit a high degree of metabolic instability [119]. A second approach, known as the nu-
merical method, has also been proposed to more accurately estimate the inactivation param-
eters for a test compound, especially ones with nonlinear inactivation curves [120, 121]. With
the numerical method, differential equations account for the metabolism of the inactivator,
II. Drug metabolism enzymes, transporters and drug-drug interaction



FIG. 4 IC50-shift approach to determine the time-dependent inhibition. Incorporation of cofactor (top panel) or
preincubation time (bottom panel) results in more potent inhibition (left shift in the IC50 curve) for time-dependent
inhibitors.
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microsomal partitioning, and any lag in the onset of inactivation, in addition to the rate of
inactivation of the enzyme, and there is no need to replot the percent remaining activity to
determine kobs. It has been suggested that the use of the numerical approach does not only
aid in determining the mechanism of inactivation, but has been also shown to improve the
prediction of clinical DDI parameters for a set of known CYP inactivators [122].
2.3 Enzyme induction

Drug interactions may also occur due to modulation of the regulation and signaling path-
ways of drug metabolizing enzymes or transporters. Enzyme induction, which results in an
increase in the synthesis rate of the mRNA and subsequent protein corresponding to a CYP
enzyme, can result in an increased rate of metabolism for drugs that are substrates for the
induced enzyme, potentially causing drug concentrations to rapidly fall below efficacious
II. Drug metabolism enzymes, transporters and drug-drug interaction
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concentrations [123]. Furthermore, the additional enzyme capacity can result in a more rapid
bioactivation of prodrugs or hepatotoxic drugs, again causing either decreased efficacy or un-
desirable toxicity [124–126].

Unlike the inhibition of drug metabolizing enzymes, which is rapid and occurs through a
direct interaction between the enzyme and the inhibitor, enzyme induction is generally reg-
ulated through binding to a nuclear receptor and requires a longer timeframe with multiple
doses of a perpetrator before its effects are observed in vivo [127]. Well-studied nuclear re-
ceptors that are involved in the induction of drug metabolizing enzymes include the
pregnane X receptor (PXR), the constitutive androstane receptor (CAR), and the aryl hydro-
carbon receptor (AhR) [128–134]. The pregnane X receptor is primarily located in the nucleus,
while the latter two receptors are mainly expressed in the cytoplasm and as such, require
translocation to the nucleus upon inducer binding to regulate enzyme expression. Upon ac-
tivation by enzyme inducers, the receptors heterodimerize to other receptors such as the aryl
hydrocarbon receptor nuclear translocator for AhR or the retinoid X receptor for PXR and
CAR and finally bind to xenobiotic response elements found within the promoter DNA se-
quences of drug metabolizing enzymes [135–138]. While not as prominently studied as the
aforementioned nuclear receptors with regard to enzyme induction, the estrogen receptor,
retinoid X receptor, and glucocorticoid receptors have also been shown to play a role in
the regulation of drug metabolizing enzymes [139–142].

Many examples of drug metabolizing enzyme inducers are available in the literature.
Rifampin is probably the most widely studied CYP3A4 inducer, though other compounds
such as phenobarbital (CYP2B6, CYP2C19, CYP3A4), carbamazepine (CYP2C19, CYP3A4),
omeprazole (CYP1A2), andmodafinil (CYP1A2) have also been studied [123, 134]. Phenobar-
bital, carbamazepine, and rifampin are also thought to induce expression of theUGT enzymes
[19]. Often, classes of molecules such as polyaromatic hydrocarbons (CYP1A1 and CYP1A2),
barbiturates (CYP1A2, CYP2C9, CYP2C19, and CYP3A), artemisinin antimalarials (CYP2B6,
CYP2C19, and CYP3A) or glucocorticoids (CYP3A) can be classified as likely inducers of a
drug metabolizing enzyme or enzymes [127]. Many of the drug transporter genes such as
MDR1 are also regulated by PXR or other orphan nuclear receptors and as such, the aforemen-
tioned compounds may also affect the expression of these drug transporters [134]. To date,
CYP2D6 is one of the few major drug metabolizing enzymes for which no xenobiotic inducer
has been identified. However, its activity increases two to fivefold during pregnancy based on
metoprolol clearance and dextromethorphan urinary ratio [143, 144].

A wide variety of in vitro systems are available to study the induction potential of new
chemical entities in the drug discovery and development stage. Early in discovery where an
emphasis is often placed on high-throughput generation of in vitro ADME data, nuclear re-
ceptor reporter gene assays are employed to rapidly evaluate the potential of a drug to bind
to a nuclear receptor such as PXR [145, 146]. While the overarching hypothesis and subse-
quent observation is that compounds that bind to a nuclear receptors generally result in en-
zyme induction, disconnects between reporter gene assays and more physiologically
relevant in vitro systems can occur and as such, the data should be used with caution
[147, 148]. In general, fresh or cryopreserved human hepatocytes are considered the gold
standard owing to their physiological relevance to clinical outcomes [148]. Evidence of
induction in hepatocytes can be readily quantitated as a function of increases in mRNA
or protein expression of the drug metabolizing enzyme of interest, as well as an increase
II. Drug metabolism enzymes, transporters and drug-drug interaction
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in the enzymatic activity of the induced enzyme [123]. While original efforts included
enzyme activity or a combination of enzyme activity and mRNA expression, more recent
recommendations have focused solely on increases in mRNA expression owing to the po-
tential complexities of interpreting changes in enzyme activity for compounds which are
both enzyme inducers and inhibitors [149]. The past decade has also seen the use of various
immortalized cell lines evaluated for their ability to assess a compound’s induction poten-
tial owing to their accessibility and constant supply relative to human hepatocytes. For
example, seminal work with HepaRG or Fa2N-4 cell lines have shown these systems to
be amenable to use in drug induction assays [147, 148, 150]. HepaRG cells have been shown
to express themajor nuclear receptors and drugmetabolizing enzymes necessary to assess a
drug’s induction potential while Fa2N-4 cells have been shown to be acceptable to assess
induction occurring through AhR or PXR pathways, though they appear to be less than op-
timal in regard to CAR-mediated induction mechanisms [150–153].

Induction assays in the earlier stages of a drug discovery paradigm are often designed
to compare the induction activity of the test compound to that of a positive control such as
rifampin, phenobarbital, or omeprazole and usually incorporate only one or two concen-
trations of test compound. While generation of such data in a rapid fashion can effectively
be used to rank-order compounds, properly informing quantitative predictions of clinical
drug interactions generally requires more complex experimental protocols designed to
provide the maximum induction potential for a test compound (Emax) and the
corresponding EC50 value obtained from plotting the fold-induction vs test article concen-
tration on a semi-log plot, which can then be interpreted relative to the expected drug
exposure in vivo [154].
3 Quantitative in vitro to in vivo predictions

3.1 Basic principles of reversible inhibition predictions

The theory of predicting and rationally explaining DDIs was first developed in the 1970s
and advances continue to be made in modeling DDIs [155]. The mathematical treatment of
DDIs relies on the pharmacokinetic relationship between clearance, AUC, and intrinsic clear-
ance. When the plasma concentration of the object drug is much below its Km value, the effect
of a competitive or noncompetitive inhibitor on intrinsic clearance by specific enzyme can be
described by the following equation:

CLint,u, inhibited ¼ Vmax

Km∗ 1 + I½ �=Kið Þ (7)

This equation is valid for reversible inhibitors and can be expanded to include multiple in-

hibitors such as combination of an inhibitor and its inhibitorymetabolite [93]. This relationship
shows that significant inhibition (ratio of intrinsic clearances in inhibited/control conditions
<1) is expected only when [I] approaches or exceeds Ki. Eq. (7) also shows that themagnitude
of in vivodrug-drug interactions is dependent on inhibitor concentrations aswell asKi. In gen-
eral, an [I]u/Ki�0.02 (where [I]u equals the maximum observed unbound concentration
II. Drug metabolism enzymes, transporters and drug-drug interaction
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in vivo) suggests the need to further evaluate the potential for drug interactions with clinical
studies [156–158]. Eq. (7) is also enzyme specific, i.e., specific to the enzyme towardwhichKi is
determined, and thus will apply only for the metabolic clearance pathway mediated by that
enzyme. Thus, assuming reversible inhibition, the decrease in clearance of the object drugwill
be critically dependent on the fraction of the drug clearance normallymetabolized (cleared) by
the pathway that is inhibited (fm) (Eq. 8) and the ratio of the concentration of inhibitor at the
enzyme site (I) to the inhibition constant (Ki) (Fig. 5). This is a direct consequence of the addi-
tivity of clearances and the relationship between intrinsic clearance andmetabolic clearance. It
is a direct consequence of this relationship that accurate prediction anddetermination of the fm
is critically important in DDI predictions. The importance of accurate estimates of fm for the
“object” drug has been well illustrated in the literature [159, 160].

Most commonly, the degree of drug-drug interactions in vivo is expressed as the ratio of
the area under the plasma concentration-time curve (AUC) in the presence and absence of
inhibitor. Based on pharmacokinetic principles, in the absence of extrahepatic metabolism,
FIG. 5 Effect of fm, [I]/Ki, and Fg on the change in AUC by an inhibitor of a single metabolic enzyme. Panel (A)
takes into account only hepatic inhibition while panel (B) accounts for both hepatic and intestinal inhibition with an
fm of 0.95 and [I]/Ki is assumed to be identical in the liver and intestine.
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the AUC is related to the ratio of intrinsic clearances and the effect of the precipitant (inhib-
itor) to the AUC and Css of the substrate can be described using the following equation [161]:

Css,inhibited

Css,control ¼

AUCinhibited

AUCcontrol
¼ CLcontrol

CLinhibited
¼ 1Xn

i

fm

1 +
Xm
j

I½ �
Ki

+ 1�
Xn
i

fm

 ! (8)

Note that when fm¼ 1, Eq. (8) reduces to Eq. (9):
AUCinhibited

AUCcontrol
¼ CLint,control

CLint, inhibited
¼ 1 + I½ �=Kið Þ (9)

When predicting DDIs one should consider the fundamental assumptions underlying

Eqs. (8) and (9) which include: (1) metabolism occurs solely in the liver, (2) delivery of the
substrate and inhibitor to the hepatic enzyme is blood flow limited (not limited by permeabil-
ity, well stirred model applies), (3) substrate concentration ≪Km (first-order kinetics, sub-
strate does not compete with inhibitor binding), and (4) the object drug is administered
orally or has a low hepatic extraction ratio. In addition, plasma and microsomal binding of
the inhibitor should be incorporated into the calculations and the ratio between unbound in-
hibitor concentration and unbound in vitro Ki should be used. This introduces the additional
assumption that Iu,plasma¼ Iu,active site.
3.2 Selection of inhibitor concentration, [I]

As plasma concentrations of inhibitor change as a function of time based on the kinetic
characteristics of the inhibitor, there are several different options regarding the concentra-
tions of [I] that should be used in DDI predictions. Factors that deserve attention include un-
bound concentrations vs total concentrations and pharmacokinetic model selection for [I]. It is
obvious that inhibitor concentration is not static throughout the time-course of the elimina-
tion of the object drug. Also, depending on the residence time of the object drug in the body in
relation to the half-life of the inhibitor, different models of inhibitor concentrations might be
needed. Empirical analyses of the different choices of in vivo inhibitor concentrations have
been conducted, though the appropriate concentration to use is still a matter of debate
[162]. Ultimately, PBPK or other dynamic modeling can be used to capture time-varying
changes in inhibitor concentrations, but such models invariably introduce a level of uncer-
tainty and degrees of freedom to DDI predictions that may not be desirable or yield the best
predictions. It is also worth noting that PBPK models typically assume that the hepatic con-
centration is equal to the concentration in the hepatic vein and therefore the effective concen-
tration causing the inhibition may be much lower in PBPK models than that would be
estimated in a conservative prediction that considers hepatic inlet concentrations. This is par-
ticularly noteworthy for inhibitors that have high extraction ratios. Similarly, due to the dis-
tribution kinetics of the inhibitor, the hepatic vein concentrations can be considerably
different than those measured in a peripheral vein in clinical studies.
II. Drug metabolism enzymes, transporters and drug-drug interaction
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Static prediction models still provide the foundation for identifying DDI risk and for
predicting the overall magnitude of DDIs. The inhibitor has its specific pharmacokinetic char-
acteristics as well (i.e., absorption and elimination and the [I]/Ki changes as a function of
time). However, Eq. (8) assumes that the concentration of inhibitor does not change during
the period of substrate elimination, which is often unlikely in clinical practice. The ratio of
intrinsic clearances of substrate would be better described as a continuous function reflecting
time-dependent change in the inhibitor concentration. To overcome significant changes in [I],
in vivo studies are usually carried out at steady state of the inhibitor and using a probe that
has short enough half-life to allow significant elimination prior to inhibitor elimination. Of-
ten, in studies that specifically aim to characterize in vitro-to-in vivo predictions of drug-drug
interactions, the AUC of the inhibitor is measured during the administration/elimination in-
terval of the substrate and the AUC of inhibitor is divided by the time interval in order to
obtain an average concentration of [I] for the duration of the inhibition study. The interpre-
tation of the relationship between [I]ss,ave becomes complicated if the probe has a significantly
longer half-life than the precipitant or if [I]/KI varies greatly during themeasurement interval
(2-compartment kinetics of the inhibitor). Also, the time interval between inhibitor and sub-
strate administration may have significant effect on the magnitude of interaction.

An alternative for the plasma average [I] has been to use portal vein [I] or maximum he-
patic input concentration. The use of the “maximum unbound concentration at the inlet to
liver” approach has been presented in Refs. [162, 163]. This approach takes into account both
the “absorption related” contribution of inhibitor input to the liver as well as the flow of in-
hibitor into the liver from the systemic circulation. This approach is described in the following
equation:

I½ �in,max ¼ I½ �max + ka∗
Fa∗D
QH

(10)

The use of [I]in,max gives an estimate of the worst-case scenario in terms of the maximum

interaction. The terms ka and Fa in Eq. (10) refer to the absorption rate constant and fraction of
the inhibitor that is absorbed from the intestine unchanged, respectively.

All the available options for use as [I] in predicting inhibitory drug-drug interactions have
been employed to some level of success in DDI predictions. Which one of these truly reflects
the unbound concentration of inhibitor in the hepatocyte or the concentration driving the
inhibitor-enzyme interactions might be drug and enzyme dependent. Based on free drug hy-
pothesis, in vitro estimates of Ki should be based on unbound [I] and predictions of inhibition
should be done based on bothmicrosomal and plasma unbound fractions. The significance of
correcting for unbound fraction in microsomes has been previously demonstrated for clear-
ance predictions [164]. Measurement of unbound concentrations in medium should provide
an accurate estimate of apparent unbound Ki (equivalent to unbound plasma Ki) for scaling,
irrespective of whether extensive lipid partitioning of drug occurs or not. It is assumed that
unbound inhibitor (Iu) equilibrates rapidly across hepatocyte plasmamembrane and only un-
bound drug accesses the CYP active site. The general effect of nonspecific binding in vitro is to
increase the apparent Ki, due to depletion of free drug in solution, leading to an underesti-
mate of the in vivo interaction. It is difficult to determine true “unbound” concentrations
of inhibitor in the liver or even more importantly in the vicinity of the enzyme active site. Ac-
tive uptake transport is an obvious possibility that may cause [I]u,plasma ≪ [I]u,hepatocyte. Other
II. Drug metabolism enzymes, transporters and drug-drug interaction
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cellular factors such as drug partitioning to lipids could also affect the true unbound concen-
tration seen by the CYP active site [165–167].

One well-documented phenomenon that decreases [I]u is the nonspecific binding of test
compounds in microsomal incubations [168, 169]. In general, the inclusion of both plasma
and microsomal-free fraction values has been shown to improve the in vitro-in vivo correla-
tion for microsomal studies, though a dependence on the structural class of compound (i.e.,
basic amines vs acidic compounds) has also been noted [169]. Additional factors that may
play a role in the observed results include the procedure for initiating the incubation (i.e.,
addition of NADPH vs substrate) and the resulting effects on enzyme stability, the choice
of cofactor (i.e., direct addition of NADPH vs regenerating system), buffer characteristics,
and inclusion of divalent cations such as Mg2+ [170, 171].

It is somewhat surprising and perhaps due to a correlation between microsomal and
plasma protein binding that use of total plasma inhibitor concentrations with total in vitro
Ki values for predictions often works. This is considered a conservative empirical practice
and there is no obvious mechanistic basis for the approach. A risk in this approach is that
fu,plasma is not necessarily the same as fu,mics (highly dependent on protein concentrations)
and hence the microsome concentration in vitro will have a large impact on in vitro to in vivo
predictions.
3.3 Prediction of irreversible inhibition

Upon successful determination of the in vitro parameters describing mechanism-based in-
hibition for a drug candidate using any of the aforementioned approaches, these values can
subsequently be incorporated into various models designed to extrapolate the in vitro values
to an in vivo outcome. In general, mechanistic static models are commonly used and
recommended by regulatory agencies for the assessment of in vivo mechanism-based drug
interactions. A comprehensive mechanistic static model that includes both hepatic and intes-
tinal contributions to metabolism is described in Eq. (11), where AUCi/AUC represents the
fold-change in the area under the plasma concentration-time curve for a probe substrate in the
presence of a mechanism-based inhibitor, Fg is the fraction of test compound that escapes gut
first-passmetabolism and is absorbed under control conditions, kdeg,g and kdeg,h represent the
rate of degradation for the inactivated enzyme in the gut and liver, respectively, and fmCYP is
the fraction of the substrate metabolized by the inactivated CYP. All other terms are identical
to those described for Eq. (8) [94, 115, 172, 173].

AUCi

AUC
¼ 1

Fg + 1�Fg
� �

∗
1

1 +
kinact∗ I½ �g

kdeg,g∗ KI + I½ �g
� �

∗
1

1� fmCYPð Þ+ fmCYP

1 +
kinact∗ I½ �

kdeg,h∗ KI + I½ �ð Þ

(11)

In general, for probe substrates not metabolized by CYP3A4, only the second term of

Eq. (11) need to be considered in order to predict the fold-change in the AUC values for
the compound. Similar to reversible drug interactions, confounding factors such as the choice
of in vivo inhibitor concentration (i.e., total Cmax vs unbound Cmax; systemic vs portal vein
concentrations), the estimation of kdeg, and the accurate determination of Fg and fmCYP can
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all have a significant impact on the overall accuracy of the prediction of in vivo drug inter-
actions from mechanism-based inhibitors. Of key importance in Eq. (11) is the choice of the
degradation rate constant (kdeg) for a given drug metabolizing enzyme, a topic which has
been of considerable interest in recent years. For example, the current range of estimates
of kdeg for CYP3A4 translate to enzymatic half-lives that range from 10 to 140 hours, with
a range of 26–79h generally being accepted as most accurate [122, 174–181].
3.4 Prediction of drug metabolizing enzyme induction

There are multiple prediction methods that currently exist for the extrapolation of in vitro
induction data to a clinical outcome. The earliest approaches involved comparing the in vitro
induction potential of a test article with a positive control such as rifampin, with compounds
that increase enzyme activity by more than 40% or more relative to the positive control being
classified as likely in vivo inducers [71]. In a similar simplistic fashion, compounds can also be
rank ordered based on the ratio of Emax/EC50, with the most potent inducers having the
highest ratios [129, 182]. While useful in evaluating compounds at an early stage of the drug
discovery process, an inherent drawback of the aforementioned approaches is that they do
not incorporate clinical exposures into the prediction of drug interaction potential.

A more clinically relevant approach incorporates the hyperbolic in vitro induction param-
eters EC50 and Emax with the efficacious unbound plasma concentrations of the test article,
resulting in the calculation of a relative induction score, as illustrated by Eq. (12) [150,
183]. It is important to note that the relative induction score does not translate linearly to
an in vivo outcome but results in a sigmoidal relationship between the observed AUC differ-
ences in vivo and the calculated score.

Relative Induction Score¼Ceff, free∗Emax

Ceff, free∗EC50
(12)

A second, more mechanistic approach is shown in Eq. (13). As with the relative induction

score, Eq. (13) not only incorporates the EC50 and Emax parameters derived from in vitro cel-
lular assays, but also accounts for the concentration of inducer in the liver ([I]h) and the frac-
tion of drugmetabolized by the induced enzyme (fm). Note that Eq. (13) also contains a scaling
parameter (d), which generally ranges from 0.3 to 1.0, and is estimated based on a linear
regression between predicted drug interactions from in vitro data and observed clinical out-
comes for a specific lot of hepatocytes [184]. The scaling factor is designed to minimize the
geometric mean-fold error between observed and predicted levels of induction through a lin-
ear weighted least-squares equation and is specific to the given lot. In the absence of exper-
imental data, d is assumed to be 1 [156].

AUCi

AUC
¼ 1

1 +
d∗Emax∗ I½ �h
I½ �h + EC50

� �
∗fm + 1� fmð Þ

0
BB@

1
CCA (13)

The abovementioned mechanistic models assume a static concentration of inducer and as

such, generally provide a worst-case scenario with regard to the clinical outcome [182].
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3.5 Inhibition and induction of first-pass intestinal metabolism and integration
of multiple DDI mechanisms

Of the drug metabolizing enzymes, CYP3A4 is expressed to a high level in the human in-
testine and CYP3A4 expression in the intestine limits the bioavailability of many CYP3A4
substrates [185–188]. In general, the lower the oral bioavailability of a CYP3A substrate
due to metabolism in the gut, the more profound the effect of a CYP3A inhibitor (Table 1).
The overall effect of CYP3A4 inhibition of the gut availability of a CYP3A4 substrate is de-
scribed by the following equation [173]:

AUCpo,inhibited

AUCpo,control
¼ Fg,inhibited

Fg
∗

CL

CLinhibited
(14)

In order to predict the effects of reversible inhibition on oral AUC (Fg ratio) the following

assumptions need to be made: (1) sequential gut (G) and hepatic (H) first pass, (2) systemic
CL¼CLH (i.e., CLg ≪CLH), (3) elimination is first-order, and (4) Ki is the same for liver and
gut CYP3A [189, 190]. Using these assumptions, reversible inhibition of sequential first-pass
extraction and systemic clearance can be described according to Eq. (15). Additional evalu-
ation with clinical studies is generally recommended when [I]gut/Ki � 10, where [I]gut is
the intestinal concentration of the perpetrator drug calculated as the molar dose/250 mL
[156, 157]. The influence of Fg on the AUCi/AUC ratio is depicted in Fig. 4B.
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Similarly, irreversible inhibition of gut clearance and induction of intestinal inhibition can

be incorporated using a static model. The complete effect of sequential gut metabolism and
systemic clearance can be predicted by the following equations for inhibition and induction,
respectively:
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(16)
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� �
∗fm + 1� fmð Þ

0
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1
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Special attention should be paid to the concentration of the inhibitor in the gut used in pre-

dictions [189, 190]. While circulating concentrations of the inhibitor may be most applicable
for the predictions of reversible inhibition of gut CYPs, the inactivation of CYPs may be
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driven by the maximum concentrations reached during the absorption phase of the precip-
itant. However, for many inactivators several metabolic steps are required for inactivation
and the mathematical models to address this during absorption process need to be further
developed.

Many drugs do alter metabolic clearance viamultiple mechanisms including simultaneous
induction and inactivation of CYPs and reversible inhibition. Hence static models have been
developed that incorporate all the three mechanisms and gut interactions into a single pre-
diction of complex drug-drug interactions. Fig. 6 shows the full equation that combines
Eqs. (15)–(17) into a single prediction. This equation has been applied, for example, to eval-
uate the complex drug-drug interactions of HIV protease inhibitors [191, 192]. Given the com-
plexity of the predictions and the fluctuation in the concentrations in the gut and the systemic
circulation, dynamic predictions of the simultaneous effects have become the preferred
method in the literature. However, the mathematical models used in the dynamic predictions
are not well described in the literature.
H

FIH

FIG. 6 Proposed flow scheme for the assessment of drug interactions and the simultaneous incorporation of
in vitro reversible inhibition, mechanism-based inhibition, and enzyme induction parameters into the in vivo drug
interaction prediction.
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4 Clinical drug interaction assessment

While the aforementioned in vitro and mathematical approaches provide a basis from
which to predict and characterize potential drug interactions, ultimately the utility of a
well-designed clinical drug interaction trial cannot be overstated. Recent data suggests that
even for drugs which have undergone stringent characterization and optimization in the
drug discovery stage, the potential for clinically relevant drug interactions still exists
[193, 194]. To that end, an updated regulatory guidance document was released by the
US FDA in 2017, focusing on the timing, design, and interpretation of clinical drug interac-
tion studies, and the subsequent management of clinical drug interactions in patient
populations [3].

Prospective clinical drug interaction studies are commonly undertaken to characterize the
potential for enzyme inhibition (reversible or time-dependent) either on or by the test com-
pound in humans. Well-studied probe substrates (sometimes referred to as index substrates)
are available tomeasure the inhibitory effect of a test compound on a givenmetabolic or trans-
port pathway and characterization of a DDI can often be accomplishedwith only a single con-
comitant dose of the test compound with the probe substrate (dosed before and after
administration of the test compound), unless time-dependent inhibition is suspected. Exam-
ples of probe substrates include midazolam (CYP3A), atomoxetine or dextromethorphan
(CYP2D6), or omeprazole (CYP2C19), in addition to others [195]. Similarly, inhibitors or in-
ducers such as itraconazole (CYP3A inhibitor), fluoxetine (CYP2D6/CYP2C19 inhibitor),
fluvoxamine (CYP1A2/CYP2C19 inhibitor), or rifampin (nonselective P450 inducer) can be
used to assess the potential of the test compound to be a victim of potential drug interactions
in humans. The use of a probe substrate cocktails has also been shown to be an acceptable
approach to explore the drug interaction potential of an investigational drug on multiple
CYP enzymes in a single study [196, 197].

Several approaches are also available to evaluate the enzyme induction in clinical trials.
Drug interaction studies with selective probe substrates (i.e., midazolam for CYP3A) pro-
vide the definitive measure of a drug’s ability to increase the clearance of a coadministered
drug through enzyme induction [3]. Whereas clinical trials to study the inhibitory potential
of a drug candidate can generally be conducted with only a single dose of the perpetrator
and victim dugs, induction DDI studies often require a prolonged dosing period with the
perpetrator drug to allow drug exposure and enzyme synthesis/degradation rates to reach
steady state prior to the administration of the victim drug [127]. More recent efforts have
evaluated the use of endogenous biomarkers to rapidly assess a drug’s induction potential
in early clinical trials [198]. While yet to be adopted in the current regulatory guidance,
measurement of circulating 4β-hydroxycholesterol concentrations or urinary 6β-
hydroxycortisol/cortisol ratios have shown promise as indicators of in vivo CYP3A activity
and induction [199–206]. Adding to the complexity of assessing enzyme induction in clin-
ical trials, a review of the drug interaction potential of recently approved new drug appli-
cations reported that the majority of CYP inducers were also inhibitors of the same enzyme
[207]. Amore comprehensive overview of clinically relevant drug interactions can be found
in Chapter 11 of this book.
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5 Conclusions

The aim of this chapter was to illustratemany of the concepts surrounding the in vitro char-
acterization of drug-drug interactions and the subsequent prediction of in vivo drug interac-
tions. More specific information can be found in the numerous manuscripts, reviews, and
regulatory guidances referenced within this chapter. Though many of the basic ideas have
been well established and studied for years, the field continues to evolve toward more mech-
anistic and accurate approaches to predict and understand the potential for clinical drug in-
teractions before they occur. A number of the advanced mathematical models and complex
modeling approaches such as physiologically based pharmacokinetic modeling coupledwith
our constantly expanding knowledge base around in vitro CYP enzymologywill only serve to
further underwrite our ability to identify safe and efficacious therapeutics in years to come.
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1 Introduction

Transporters are cellular membrane proteins that are broadly expressed through our bod-
ies and function as shuttles for many endogenous and exogenous substances (i.e., amino
acids, fatty acids, hormones, bile acids, xenobiotics, and toxicants) either into (influx/uptake)
or out of (efflux) organ and tissue barriers. Membrane transporters facilitate the transport of
endogenous substances and drugs across cellular membranes in different tissues in which
absorption, distribution, metabolism, excretion (ADME), and biological/pharmacological
action occur. Considering the number of drugs that share substrate specificity with
metabolizing enzymes, such as cytochrome P450s (CYPs) and uridine 50-
diphospho-glucuronosyltransferase (UGTs), it is clear that transporters are important to
the overall metabolism of drugs by either providing it access to intracellular enzymes or ex-
creting the drug and its metabolites and conjugates [1,2]. Drugs can be substrates and/or
modulators that inhibit or induce transporter function. Alteration of transporter functions
by inhibitors or inducers can result in clinical victims or perpetrators of drug-drug interac-
tions (DDIs). As a result, drug transporters have a great impact on drug disposition, efficacy,
and interaction with other drugs [3]. Understanding clinically relevant DDIs for the concom-
itant use of multiple medications is an integral part of risk assessment in drug development
[4,5]. Consequently, regulatory agencies provide guidelines with proposed decision trees to
assess DDI potentials for drug labeling [3–13]. For the evaluation of investigational drug
products, currently the United States Food and Drug Administration (US FDA) guidelines
have recommended the evaluation of P-glycoprotein [P-gp or multidrug resistance 1
(MDR1) protein], breast cancer resistance protein (BCRP), organic anion transporting
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312 10. Role of transporters in drug disposition and drug-drug interactions
polypeptide 1B1/1B3 (OATP1B1/OATP1B3), organic anion transporter 1/3 (OAT1/OAT3),
organic cation transporter 2 (OCT2), and multidrug and toxin extrusion 1/2-K (MATE1/
MATE2-K) proteins [14]. In addition, EMA guidance suggests evaluating organic cation
transporter 1 (OCT1) and the bile salt export protein (BSEP) [15]. For the scope of this chapter,
wewill focuson transporters thathave shownevidenceof affectingdrugdispositionor causing
clinical DDIs. The objectives are to review the current challenges and limitations of transporter
DDI assessment, provide information on the state-of-the-art transporter in vitro/in vivo tools
that have been developed to support clinical DDI evaluation, and discuss the regulatory land-
scape of evaluating transporter-mediated DDIs. Additionally, in vitro and in vivo tools to
assess transporter liability and various ways of handling potential DDIs in clinical practice
are described and exemplified in relation to drugs interacting with drug transporters.
2 Overview of membrane transporters

Over 450 human drug transporters have been identified and classified into two
superfamilies—the ATP-binding cassette (ABC) proteins and solute carrier (SLC) proteins
[3,16–18]. Membrane transporters are expressed ubiquitously throughout the body but can
be found predominately at the barrier surface of organ tissues and cells, such as the kidney,
liver, brain, placenta, and gastrointestinal tract (Fig. 1). Age, gender, ethnicity, genetic
variation, protein abundance, membrane localization, disease state, and treatment with con-
comitant drugs each play a role in the overall functional activities of these proteins.
2.1 The ATP-binding cassette superfamily

The ABC superfamily of transporters, named as such because the proteins actively hydro-
lyze adenosine triphosphate (ATP) during the translocation process, encodes 49 protein
members in the human genome, and is grouped into seven subfamilies—ABCA through
ABCG [17,19,20]. The most relevant ABC transporters to the understanding of efficacy and
toxicity of drugs include P-glycoprotein (P-gp/MDR1/ABCB1), breast cancer resistance pro-
tein (BCRP/ABCG2), the multidrug resistance proteins (MRPs/ABCCs), and the bile salt ex-
port protein (BSEP/ABCB11) [21]. In eukaryotes, ABC transporters are protective and
responsible for the efflux of harmful substances from intracellular to extracellular spaces.
These superfamily members can transport vast and diverse substrates including lipids,
drugs, and metabolic products. Genomic mutations (polymorphisms), as well as drug-
induced or disease-progression changes affecting transporter regulation, can occur. These
alterations can make the protein less efficient (either change the binding affinity or
downregulate protein expression) at clearing a toxic compound, which can lead to the accu-
mulation of drugs and damage to tissues. Conversely, when the protein expression is induced
(upregulated), an increase in transport function can be observed, thereby, decreasing the
amount of drug transported through cellular barriers, making it less bioavailable.
II. Drug metabolism enzymes, transporters and drug-drug interaction



FIG. 1 Drug transporter expressions in enterocytes (A), hepatocytes (B) and kidney proximal tubular cells (C).
Transporters are highlighted based on clinical relevance to drug-drug interactions, organ toxicity or efficacy. Trans-
porters that are recommended for evaluation in the FDA and EMA guidance on drug interactions are marked with
blue circles. Transporters that are recommended by EMA for investigation in drug development aremarkedwith green

circles. Transporters that are involved in drug transport in the organ are marked with brown circles. PEPT, peptide
transporter; MCT, monocarboxylate transporter; ASBT, apical sodium-dependent bile acid transporter; OSTα/β,
the organ solute transporter alpha and beta;OCTN, organic zwitterions/cation transporters;URAT, urate transporter;
OAT, organic anion transporter; OATP, organic anion transporting polypeptide; OCT, organic cation transporter;
P-gp, p-glycoprotein;MATE, multidrug and toxin extrusion protein;MRP, multidrug resistance protein; PEPT, pep-
tide transporter.
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2.1.1 P-glycoprotein

P-gp encoded by the ABCB1 (MDR1) gene, consists of 1276–1280 amino acids and has an
approximate molecular mass of 170kDa [20]. P-gp is one of the most studied and well under-
stood ABC transporters. Members of the ABC superfamily are characterized by two
nucleotide-binding domains (NBD) and two transmembrane domains (TMD) that undergo
conformational changes via ATP-hydrolysis to actively pump molecules out of the intracel-
lular space [22]. Found inmostmajor organs in the apical/luminalmembrane, P-gp has broad
substrate specificity. Expressed along the intestinal tract from the duodenum to the rectum,
P-gp is located on the brush-boarder (luminal) membrane [23–25]. The high protein expres-
sion of P-gp in enterocytes of the small intestine, increasing in expression from the duodenum
to the ileum then decreasing in the colon, suggest that in the gastrointestinal tract these trans-
porters are responsible for limiting the absorption of drug substrates into the bloodstream
[21,23]. In elimination organs, such as the liver and kidney, P-gp functions to excrete substrate
drugs, and their metabolites, into the bile or urine, respectively, allowing the drug to be
detoxified within the organs and then cleared from the body. P-gp is also found at the
blood-brain barrier (BBB) where it protects the brain from the entry of many harmful com-
pounds. Substrates of P-gp cover multiple therapeutic areas such as cardiovascular drugs
and anticoagulants (digoxin, ambrisentan, talinolol), anticancer and immunomodulatory
agents (irinotecan, imatinib, vinblastine), infectious disease agents (clarithromycin, cobicistat,
ritonavir), and metabolic diseases (statins) to name just a few [20,21]. The use of inhibitors,
such as cyclosporin A (CsA), can impede P-gp efflux, allowing for improved bioavailability
in the gut and higher systemic exposure, which in some cases may be deemed beneficial. In
recent years, knowledge of how to harness the intrinsic capabilities of metabolizing enzymes
and P-gp efflux modulation has led to intelligently designed drugs, such as cobicistat (COBI),
a pharmacoenhancer, which boost the intestinal absorption of antiretroviral drugs [26].
Inhibition of efflux at the site of elimination organs, however, can cause accumulation of a
drug, or its metabolites and conjugates, leading to toxicity within the cell or organ. It is im-
portant to note that, a given drug may be a substrate, an inhibitor, or an inducer of P-gp. In
some complicated cases, the drug is all three, as exemplified by ritonavir and tipranavir.
2.1.2 BCRP

BCRP, a 655 amino acid protein, is one of five ABCG subfamily members, all of which are
half-transporters, which are believed to function as homo- or heterodimers [19,27]. Notewor-
thy to the ABCG subfamily, is that the nucleotide-binding domain (NBD) is N-terminal to the
transmembrane domain (TMD) which is the reverse of the other transporters within the ABC
superfamily [19,28]. Members of the ABCG family are all considered lipid transporters, ex-
cept BCRP, making it unique within its class [19]. BCRP is expressed not only in cancer cells,
but along the brush border of the intestinal tract epithelium, at the bile canalicular membrane
of the liver, in the kidney proximal tubule epithelium, brain capillary endothelial cell mem-
branes at the BBB, as well as sex-based organs—at the interstitial cells of the testis, placental
syncytiotrophoblasts, and lactiferous ducts of the mammary gland [19,21,29]. There is a sig-
nificant overlap in substrate specificity between P-gp and BCRP transporters including
statins, agents against infectious diseases (antivirals and antibiotics), as well as anticancer
drugs. The magnitude of inhibition for each transporter or both is determined by the ft
II. Drug metabolism enzymes, transporters and drug-drug interaction
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(fractional contribution of a particular pathway to overall transport pathways). If the ft is low
(e.g., <0.5), the consequences are minor (less than two-fold). If the ft is high (e.g., >0.9), the
effect of inhibition is significant (at least 10-fold change) [30,31]. However, the kinetic behav-
ior of BCRP substrates suggests that there may be multiple binding sites on the transporter
[19,28]. Substrates which share a common binding site within the BCRP homodimer include
doxorubicin, prazosin, and daunomycin, while methotrexate binds to a second distinct site
[19,32]. BCRP is also responsible for the biliary excretion of many sulfate conjugates,
fluoroquinolones, as well as the drugs rosuvastatin and nitrofurantoin [19]. Inhibitors of
BCRPwhich have shown clinical interaction are curcumin, lapatinib, pantoprazole, elacridar,
rolapitant, and febuxostat [21,28,29,33]. In addition, a few polymorphisms of ABCG2 (e.g.,
Q141K, F489L, and N590Y) have been identified. Clinical studies showed that Q141K
polymorphism affected rosuvastatin exposure [34–36].

2.1.3 Multidrug resistance proteins

The multidrug resistance proteins (MRPs/ABCCs) encoded by the human genes ABCC1-
ABCC6 and ABCC10-ABCC12 consist of nine MRP proteins (MRP1-MRP9) [37]. Noteworthy
to drug disposition, MRP2 (ABCC2) is responsible for the excretion of many phase II metab-
olites of drugs and conjugated bile acids into the bile and urine. The MRP2 transporter is
highly expressed on the apical membrane of hepatocytes in the liver, proximal tubular cells
in the kidney, and enterocytes of the small intestine [37–39]. MRP2 substrates include meth-
otrexate, melphalan, and pravastatin [37,40]. Genetic variants in the ABCC2 gene leading to
loss of the MRP2 protein expression or function have been identified and recognized as the
molecular basis of Dubin-Johnson syndrome [41–43]. The syndrome represents mild, pre-
dominantly conjugated hyperbilirubinemia. Subjects homozygous for the H2 (1249G[A])
genotype or heterozygous for H2 and H1 (wild-type) genotype of the ABCC2 gene, which
results in increased MRP2 activity, have shown a significantly lower dose-normalized
concentration of tacrolimus compared to the MRP2 low-activity group and reference group
[44]. The mechanism underlying the observed changes in the pharmacokinetics of tacrolimus
likely involves MRP2 efflux of the drug or its metabolites in the small intestine [44].

2.1.4 Bile salt export protein

The bile salt export protein (BSEP/ABCB11) is encoded by ABCB11 gene with 27 coding
exons and belongs to the ATP-binding cassette transporter family similar to P-gp (ABCB1).
The transporter is exclusively expressed in the liver on the canalicular membrane of hepato-
cytes and is responsible for bile salt-dependent flow. BSEP is a critical component in the
elimination of monovalent bile acids, including taurine and glycine conjugates, the primary
bile acids—cholic acid and chenodeoxycholic acid, as well as the secondary bile acid
deoxycholic acid [45]. ABCB11 gene polymorphisms leading to reduced or even absent
expression of canalicular BSEPwere found to be associatedwith the familial intrahepatic cho-
lestasis type 2 (PFIC-2) or benign recurrent intrahepatic cholestasis (BRIC) [46,47]. In addition
to endogenous bile salts, BSEP has been shown to export pravastatin, vinblastine, and
fexofenadine [48,49]. Inhibitors of BSEP include rifampin, CsA, vinblastine, troglitazone, as
well as several statins and antiretrovirals [48,49]. Several other drugs such as bosentan and
nefazodone are BSEP inhibitors [50]. Inhibition of BSEP can be attributed to a cholestatic form
of drug-induced liver injury (DILI) [45,51].
II. Drug metabolism enzymes, transporters and drug-drug interaction
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2.2 The solute carrier protein superfamily

SLC membrane proteins, which make up the second superfamily of 395 identified human
transporters, are primarily, but not exclusively, uptake transporters. The most relevant SLC
transporters to drug disposition and DDIs include the organic anion transporting polypeptides
(OATP/SLCOs), organic anion transporters and organic cation transporters (OAT and
OCT/SLC22s), and multidrug and toxin extrusion transporters (MATE/SLC47s). A highly di-
verse superfamily, SLC transporters show structural fold differences which have been
suggested to not be evolutionarily related, yet can have similar chemical substrates [52]. Mem-
bers of the SLC family are antiporters, cotransporters, symporters, or ion exchangers. Facilita-
tive or secondary-active transporters rely either on an electrochemical gradient to facilitate the
movement of other substrates across membranes or the ion gradients generated by ATP-
dependent pumps to transport substrates against the gradient. OAT1 is an example of a
tertiary-active transporter which utilizes the energy generated and stored by secondary-active
transporters to move substances against a concentration gradient [53].

2.2.1 Organic anion transporting polypeptides

OATP1B1/1B3 (SLCO1B1 and SLCO1B3) are reported to be exclusively expressed in the
liver, localized on the basolateral/sinusoidal membranes of hepatocytes [54]. These proteins
are responsible for the uptake of endogenous substrates and many structurally diversified
xenobiotics from the bloodstream into the liver. OATP1B1, the more predominant of the
transporters, is expressed throughout the liver, while OATP1B3 is described as focused near
the central vein [54,55]. OATP1B can directly affect drug-disposition and cause DDIs. Active
uptake of preferential OATP1B substrates can confer an increase of hepatic extraction and
intracellular liver concentrations of drugs or their metabolites. For drugs that require access
to hepatic metabolizing enzymes or additional efflux transporters to complete their route of
elimination, OATP-mediated transport may be rate limiting to the clearance of the com-
pounds. Recently, an extended clearance model in which transporter-mediated clearance
is incorporated is used to predict overall hepatic clearance [56–58]. More details in the ex-
tended clearance model and its application are included in other chapters. When OATP1B
transport is inhibited or reduced, increases in systemic drug exposure can often be observed,
at times with deleterious effects. Similarly, it has been reported that individuals with reduced
OATP gene expression have higher plasma levels of endogenous substrates—such as
tetradecanedioic acid (TDA), hexadecanedioic acid (HDA), and coproporphyrin I/III [59]. Be-
cause these substrates are in vivo endogenous biomarkers for OATP functional activities,
monitoring their levels during first-in-man trials could elucidate the potential of OATP inhi-
bition DDIs [60–62]. As a result, the evaluation of selectivity and sensitivity of endogenous
biomarkers in humans is underway. Since hepatic OATP1B transporters are also responsible
for the influx of conjugated bilirubin, hyperbilirubinemia and jaundice have been associated
with polymorphic individuals that have reduced or loss of OATP1B1 and 1B3 function [63].
Individualswith polymorphisms that exhibit reduced function variants of the SLCO1B1 gene,
such as OATP1B1-Val174Ala (SLCO1B1 c.521T>C), have been shown to display increased
levels of OATP1B1 drug substrates, such as statins or repaglinide, in systemic circulation
[64]. The total loss of OATP1B1 and 1B3 functional uptake has resulted in the rare, yet benign,
disease Rotor syndrome [63]. While OATP1B3 inhibition has shown clinical DDIs, such as
II. Drug metabolism enzymes, transporters and drug-drug interaction
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with telmisartan, there has been no consistency in reported outcomes for OATP1B3 polymor-
phisms to conclude a clinical impact [65,66].

In contrast to OATP1B1/1B3, OATP2B1 (SLCO2B1) has a broader tissue expression.
OATP2B1 can transport many clinically used drugs including fexofenadine, atorvastatin,
and rosuvastatin, which largely overlap with the substrate specificity of OATP1B1 and
1B3. OATP2B1 is the intestinal OATP transporter that was previously annotated as OATP1A2
[16,23]. In vivo evidence supports that OATP2B1 is amajor intestinal transporter attributed to
DDIs with fruit juice [67]. OATP2B1 is also believed to play a significant role in intestinal ab-
sorption [65,68]. In the liver, the proteomic data showed that the expression of OATP2B1 is
comparable to OATP1B3 [69,70]. As such, it is thought that OATP2B1 may play a significant
role in hepatic uptake for its substrates. Due to the lack of a specific inhibitor or clinically rel-
evant OATP2B1 gene polymorphisms, OATP2B1 has not yet been proven to play a major role
in hepatic drug uptake, nor does it clearly cause any OATP2B1 DDI [71]. Future studies are
warranted to determine the ft of OATP transporters.
2.2.2 Organic anion transporters

OAT1 and OAT3 (SLC22A6 and SLC22A8) show the highest expression at the basolateral
membrane of renal proximal tubules and are responsible for the uptake of drugs from the
bloodstream into the kidney for either metabolic processing or elimination into the urine
[61,72]. OAT1 and OAT3, considered tertiary active transporters, are reported to transport
mainly low-molecular-weight hydrophilic anionic compounds—including agents against in-
fectious diseases (antibiotics and antivirals), diuretics, statins, anticancer agents, antihyper-
tensives, and nonsteroidal anti-inflammatory drugs—against a negative membrane
potential in exchange for α-ketoglutarate [65,73]. Polymorphisms in OAT1 and/or OAT3
have been reported in association with mercury toxicity or, in Asian populations, reduced
renal clearance of drugs such as cefotaxime [73,74].
2.2.3 Organic cation transporters

OCT1, OCT2, and OCT3 (SLC22A1, SLC22A2, and SLC22A3) mediate the facilitative dif-
fusion of organic cations via an electrochemical gradient, and thus, can transport molecules in
either direction, independent of pH [75]. Under the physiological condition of inside-negative
membrane potential, OCTs can facilitate the uptake of their substrates, resulting in a higher
intracellular concentration [76,77]. OCT1 is generally considered to be liver specific, located at
the basolateral membrane of hepatocytes, while OCT2 is considered to be a renal transporter,
mainly expressed at the basolateral surface of the kidney proximal tubule cells [78,79]. In con-
trast, OCT3 is the most widely distributed of the OCT transporters and is strongly expressed
in the liver, kidney, placenta, and skeletal muscle tissues [78,80]. All three OCTs can transport
MPP (1-methyl-4-phenylpyridinium), whereas only OCT1 andOCT2 show a good affinity for
TEA (tetraethylammonium) [78]. Endogenous substrates of OCTs include choline, creatinine,
and guanidine, as well as neurotransmitters and neuromodulators [79,81]. Due to a high
overlapping substrate affinity with MATE transporters, OCT2 shares many common sub-
strates and inhibitors: MPP, TEA, cimetidine, antiviral drugs (acyclovir, ganciclovir), metfor-
min, and quinidine, as well as many tropane alkaloids and their derivatives [79,82].
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2.2.4 Multidrug and toxin extrusion transporters

MATE (SLC47A) transporters include MATE1 (SLC47A1), expressed in the canalicular
membrane of hepatocytes as well as the apical/luminal membrane of tubular epithelial cells
in the kidney, andMATE2-K (SLC47A2), localized almost exclusively in the apical membrane
of kidney tubular cells [79,82]. These efflux transporters often act in antipodal fashion to OCT-
mediated uptake, eliminating many drug substrates and their metabolites from the liver into
the bile or kidney to urine, respectively. As such, many inhibitors of OCTs can also inhibit
MATEs. A careful distinctionmust be taken in determining if inhibition of uptake or excretion
is the rate-limiting step in cases of hepatic or renal toxicity [83,84].
3 Clinical significance of transporter-mediated drug disposition
and drug-drug interactions

Numerous clinical studies have demonstrated that drug transporters play important roles
in altering pharmacokinetics (PK), pharmacodynamics (PD), and organ toxicity of drugs (Fig.
1). Altering transporter expression and activity via drugs, dietary supplements, or genetic fac-
tors can affect the PK, PD, and organ exposure of substrates. The importance of understand-
ing transporter-based drug interactions has been discussed by regulatory agencies and
introduced in recent FDA DDI guidance documents [14]. P-gp was the first transporter in-
cluded in the 2006 FDA DDI guidance documents. Since then, transporter-mediated drug-
drug interaction studies have increased and more transporters have been shown to have
an impact on PK/PD relationships. As mentioned above, the recent FDA DDI guidance
published in 2017 recommends the investigation of eight transporters for drug interactions:
P-gp, BCRP, MATE1, MATE2K, OATP1B1, OATP1B3, OAT1, OAT3, and OCT2. Representa-
tive clinical DDIs are summarized in Table 1.

The P-gp transporter is expressed on the luminal surface of the small intestine and blood-
brain barrier, as well as the apical membrane of hepatocytes and kidney proximal tubule ep-
ithelia (Fig. 1). P-gp plays an important role in intestinal absorption along with the biliary and
urinary excretion of drugs. Therefore, inhibition of P-gp function can potentially increase bio-
availability and decrease excretory pathways of P-gp substrates, resulting in an increase of
systemic exposure. Generally, most P-gp substrates are organic cations or neutral molecules,
and relatively hydrophobic, with molecular masses ranging from 200Da to greater than
1000Da [3]. Many P-gp substrates are also metabolized by cytochrome P450s (CYPs), espe-
cially CYP3A4 [3,102]. The P-gp substrate, digoxin, is one of the most well characterized
drugs in interaction studies due to its narrow therapeutic window. Numerous P-gp inhibitors
(e.g., quinidine, ritonavir, and ranolazine) have been shown to increase digoxin plasma
exposure in clinical studies [102,103]. In addition, digoxin is devoid of CYP metabolism,
therefore changes to digoxin absorption and elimination can be largely attributed to P-gp ef-
flux activity [102]. Due to high oral bioavailability (>60%), digoxin is not sensitive enough to
capture the “worse-case” victim DDI potential. Recently, other compounds, such as
dabigatran etexilate (DE), have been proposed to use as a P-gp probe substrate. After orally
dosing DE, it is converted to dabigatran by carboxylesterase (CES) 2 in the intestine. The oral
bioavailability of dabigatran after DE administration is 3%–7%, likely because of low-
intestinal absorption of DE limited by P-gp efflux. In this case, DE is a more sensitive probe
II. Drug metabolism enzymes, transporters and drug-drug interaction



TABLE 1 Selected transporter-mediated clinical drug-drug interactions.

Transporter Substrate

Interacting

drug

% Changes in AUC of

substrate (%)

P-gp Digoxin Quinidine 76 [85]

Digoxin Ritonavir 47 [86]

Digoxin Ranolazine 60 (NDA
021526)

Fexofenadine Verapamil 187 [87]

BCRP Topotecan Elacridar (GF
120918)

143 [88]

Rosuvastatin Osimertinib 34 [89]

Rosuvastatin Fostamatinib 96 [90]

OATP1B1/1B3 Pitavastatin CsA 352 (NDA
022363)

Pravastatin CsA 893 [91]

Bosentan Lopinavir/
Ritonavir

422 [92]

Rosuvastatin Rifampin 367 [93]

OCT2 or
MATE1/2K

Metformin Cimedtidine 54 [94]

Meformin Pyrimethamine 170 [95]

Pilsicainide Cetirizine 36 [96]

Defetilide Cimedtidine 48 [97]

OAT1/3 Furosemide Probenecid 223 [98]

Cidofovir Probenecid 78 [99]

Cephradine Probenecid 139 [100]

Adefovir Probenecid 109 [101]

• Elacridar is used as an oral bio-enhancer but is not an approved drug.
• Inhibitors listed in the table can inhibit multiple transporters. Data interpretation should

be cautious.
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substrate than digoxin. However, due to its high affinity to P-gp, P-gp transport is saturated
under the therapeutic dose of DE, which lowers the DDI sensitivity. Other factors (e.g., larger
interindividual PK variability, CES inhibition by the perpetrator, and stability of DE in vitro)
should be considered when using DE as a probe in a P-gp DDI study. DE may be a more se-
lective probe than digoxin for the assessment of P-gp-mediated DDIs in the intestine. Clinical
digoxin DDI studies with P-gp inhibitors are warranted to ensure safe comedication due to
the narrow therapeutic index of digoxin. In clinical DDI studies, P-gp probes should be se-
lected based on the specific DDI questions to be addressed [62].
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In addition to P-gp, BCRP expressed in the gastrointestinal (GI) tract, liver, kidney, brain
endothelium, mammary tissue, testis, and placenta, also has a role in limiting oral bioavail-
ability and transport of its substrates across the BBB, blood-testis barrier, and the maternal-
fetal barrier [3]. Individuals with the reduced function variant (Q141K) of BCRP showed
altered PK of 9-aminocamptothecin [104], diflomotecan, irinotecan, rosuvastatin,
sulfasalazine, and topotecan [3]. Coadministration of BCRP inhibitor elacridar was shown
to increase plasma exposure of topotecan by increasing its GI absorption [88].

The OATP transporter family is responsible for the uptake of a diverse range of amphi-
philic organic compounds into hepatocytes. Inhibition of OATP function has been shown
to increase plasma exposure by reducing the hepatic uptake clearance of its substrates. As
summarized in Table 1, inhibition of OATP-mediated hepatic uptake contributes to the sig-
nificant increase in plasma concentrations of statins (i.e., rosuvastatin, pravastatin, and
pitavastatin) after co-dosing with CsA [3,105]. Metabolically unstable OATP substrates, such
as cerivastatin, atorvastatin, repaglinide, or bosentan, were also shown to significantly in-
crease in plasma area under concentration-time curves (AUCs) during coadministration with
OATP inhibitors [106–108] (Table 1). In addition, a series of functional polymorphisms of
OATP1B1 have been characterized. Pharmacokinetic studies indicate that individuals with
reduced function variants, such as SLCO1B1*5 or *15 haplotypes, have increased exposure
of statin drugs such as pravastatin, pitavastatin, simvastatin acid, atorvastatin, and
rosuvastatin [109]. Compelling clinical evidence from both DDIs and genetic polymorphisms
support that OATPs play important roles in hepatic clearance and uptake-mediated drug
disposition.

Transporters, such as OAT1/3, OCT2, and MATE1/2-K, expressed in the kidney play im-
portant roles in the renal elimination of drugs. Inhibition of these renal transporters can lead
to increased plasma exposure by reducing renal secretion [110,111]. OAT1 and OAT3 which
are expressed on the basolateral membrane of the proximal renal tubular cells facilitate the
uptake of anionic drugs [112]. Probenecid, a pan inhibitor for both OAT1 and OAT3, is com-
monly used to assess OAT-mediated DDIs. Studies show that the plasma levels of furose-
mide, tenofovir, cephradine, and ciprofloxacin were elevated by coadministration of
probenecid [113]. OCT2 andMATE1/2-K are expressed on the basolateral and luminal mem-
brane of renal proximal tubule cells, respectively. These cation transporters play important
roles in the renal tubular secretion for basic drugs. Cimetidine, a common inhibitor for both
OCT2 and MATEs, has been shown to decrease the renal clearance and increase the systemic
exposure of metformin, dofetilide, and pindolol [114,115]. Additionally, renal clearance of
metformin was reduced by coadministration with pyrimethamine, an inhibitor of MATE
[116,117].
4 Tools to assess transporter liabilities in drug discovery and development

Investigation of transporter-mediated drug disposition and potential functional changes
resulting from genetic polymorphism, co-medication, and/or a disease state are needed dur-
ing drug discovery and development. In vitro and in vivo assessment of several major drug
transporters have been recommended by regulatory agencies to identify the potential risk of
II. Drug metabolism enzymes, transporters and drug-drug interaction
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clinical DDIs. In the past decades, a variety of in vitro systems, in silico models, and genet-
icallymodified animal models have been developed to assess drug transporter activities prior
to clinical testing.
4.1 Recombinant transfected cell-based systems

Historically, oocytes from Xenopus laevis were widely used to characterize uptake trans-
porter function. Due to the challenges associated with translating the transporter kinetics
from oocytes to mammalian systems, oocytes have been less utilized in recent research
[118]. Instead, human embryonic kidney (HEK 293) cells, Madin-Darby canine kidney
(MDCK) cells, porcine kidney epithelial (LLC-PK1) cells, and Chinese hamster ovary
(CHO) cells are frequently used to express drug transporters. Plasmids with a single cDNA
encoding a transporter of interest can be introduced into the host cells chemically, mechan-
ically, or by viral transduction. In these mammalian cells, an individual transporter can be
transiently expressed or stably expressed if a chemical resistance gene is co-constructed in
the plasmid.

These recombinant cell lines can be used for both substrate and inhibition assays to deter-
mine transporter kinetics. To determine whether a compound is a substrate of uptake trans-
porters such as OATPs, OCTs, and OATs, the compound of interest is incubated with cells
overexpressing an individual transporter at 37°C. In general, if the intracellular accumulation
of test compounds is significantly higher (>two-fold) in the transporter transfected cells than
control cells (wild-type or cells transfected with an empty vector) one can conclude that the
compound is a substrate of the individual transporter. Additionally, the transporter-mediated
uptake of a substrate should show�50% inhibition in the presence of known inhibitors [118].
To determine the kinetic parameters of a drug-transporter interaction, time-course uptake
studies are conducted to determine the linear uptake phase. Transporter uptake rates (V)
are measured across a broad range of substrate concentrations during the early linear uptake
phase. Themaximal transport velocity (Vmax) and affinity (Km) are estimatedby fitting thedata
to theMichaelis-Menten equation. For inhibition studies, the IC50 (concentration needed to in-
hibit 50% of the transport activity) parameter can be calculated from a concentration-
dependent inhibition curve. The selected probe substrate of a transporter is incubated with
a range of concentrations of a test compound, and the intracellular accumulation of the probe
substrate is measured. The probes used for each transporter are summarized in a recent ITC
white paper [62]. The inhibition study should be conducted during the initial uptake phase de-
termined for the probe substrate. Because some OATP1B1/3 inhibitors are known to demon-
strate time-dependent inhibition (in vitro measured IC50/Ki is different with or without
preincubation of inhibitors), a preincubation with a test compound may be considered [14].
The inhibition constantKi can be calculated using theCheng-Prusoff equation. IC50 valueswill
approach Ki if the probe substrate concentration is used far below the Km.
4.2 Membrane vesicle-based assay

Membrane vesicles can be prepared from Spodoptera frugiperda insect cells (Sf9 or Sf21) or
mammalian cell lines, such as HEK-293, MDCK, HeLa, or V79 hamster cells, which are
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transfected to over-express relevant ABC transporters. Vesicles can also be isolated from tis-
sues (kidney or liver) which contain several endogenous ABC transporters. Inverted mem-
brane vesicles are primarily used to assess efflux transporter activity, in particular for
ABC transporters—BSEP, MRP2, or BCRP. Membrane vesicle inhibition assays can also be
applied to the MDR1/P-gp transporter using specific probe substrates with low passive dif-
fusion such as N-methyl-quinidine. For vesicle-based assays, ATP should be added to pro-
vide an energy source to activate the ABC transporter function. A control experiment, in
whichATP is replaced by 50-AMP, is recommended to be run in parallel for correction of back-
ground from passive diffusion and nonspecific binding. A significant difference in accumu-
lation between the ATP and AMP treatments would suggest that the test compound is a
substrate. In general, a similar experimental design and data analysis used in cell-based up-
take studies to determine substrates, inhibitors, and transport kinetics parameters can be
adopted in membrane vesicle-based assays. The advantages of these vesicle-based assays
are a relatively high-throughput, direct measurement of drug influx to the intravesicular
compartment, and reduced impact from cytotoxicity. However, for highly hydrophobic com-
pounds or compounds with extensive passive diffusion, the high background signals can
result in a relatively high rate of false negatives for substrate identification [119].
4.3 Polarized cell-based systems and bidirectional transporter assays

In addition tomembrane vesicle-based assays, bidirectional transport assays in polarized
cell monolayers (e.g., LLC-PK1, MDCK, or Caco-2) have been developed to study efflux
transporters (e.g., P-gp and BCRP) or the interplay between uptake and efflux transporters
in cell systems expressing multiple transporters [120]. In a bidirectional transport assay sys-
tem, the integrity of the cell monolayer is monitored by transepithelial electrical resistance
(TEER) values and paracellular movement of a low-permeability compound (e.g., atenolol,
inulin, mannitol, or Lucifer yellow) to verify the presence of tight junctions. A high perme-
ability compound (e.g., propranolol), as well as a positive control substrate (e.g., digoxin for
P-gp, or prazosin for BCRP) are included to ensure both proper intracellular movement and
efflux are observed in the cells. To initiate the assay, the test compound is added to either the
apical (A) or basolateral (B) compartment. At fixed time points, samples are taken from the
receiver sides. For each direction of transport, the apparent permeability (Papp) is calculated
and the efflux ratio (Papp B-A/A-B) is reported. A corrected efflux ratio can be determined
by comparing the efflux ratio observed in cells overexpressing the efflux transporter (e.g.,
P-gp or BCRP) to the efflux ratio derived from the non-transfected parental cells. Since ef-
flux transporters are expressed in the canalicular membrane of hepatocytes, cell systems
expressing only efflux transporters may not be an appropriate system in the absence of a
relevant uptake transporter, in particular, for compounds with low-passive membrane per-
meability. To overcome this limitation, double-, triple-, or even quadruple-transfected cell
lines, expressing both basolateral uptake transporters and apical efflux transporters (e.g.,
MDCK-OATPs/MRP2 or BCRP, MDCK-OCTs/MATEs, and MDCK-OATs/BCRP or
MRP2), have been recently generated to study the coordinated action of uptake and efflux
transport [121].
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4.4 Primary cell-based assays

It has been well described that a compoundmay be a substrate for multiple uptake and/or
efflux transporters in intact organs; therefore, single or evenmultiple transporters-expressing
cell-based systems may not accurately predict what is observed in vivo. Primary cells, which
are derived or isolated from intact tissue and express the full complement of drug trans-
porters and metabolic enzymes presented in that given tissue may be used to study drug dis-
position by providing in vitro parameters that are more relevant to drug interactions.

Freshly isolated or cryopreserved hepatocytes have been widely accepted as a holistic
model to identify substrates for hepatic uptake transporters and to predict transporter-
mediated hepatic clearance. Hepatocytes can be used in suspension or cultured on plates.
The oil-spin method is commonly used for hepatic uptake assays using suspended cells.
In an oil-spin assay, hepatocytes are diluted with ice-cold uptake buffers [e.g., Hanks
balanced salt solution (HBSS) or Krebs-Henseleit buffer (KHB)] and kept on ice until the
experiment starts. Suspended hepatocytes are aliquoted into vials and pre-warmed in thewa-
ter bath to reach 37°C. Active uptake is initiated by the addition of an equal volume of uptake
buffer containing test compound, with and without known transporter inhibitors, to the he-
patocyte suspension. At designed time points, the incubation is terminated using high-speed
centrifugation of the vials to separate the cells from the incubation buffer via rapid filtration
through the layer of mineral oil. The amount of drug present in the cell pellet in the bottom
layer is lysed to release the drug, then quantified to calculate the uptake rate. Uptake rate, or
hepatic uptake clearance, can be derived from the initial linear phase of the curve [122,123].
The passive uptake component of a test drug can be estimated from an uptake study
conducted with co-incubation of a known transporter inhibitor or by conducting the uptake
study at 4°C—assuming that transporter activity is halted at 4°C. Both methods have their
own limitations which need to be considered. Incomplete inhibition may result in
overpredicting the passive uptake clearance of a drug. Furthermore, there are many
undetermined transporters present in hepatocytes, and without further understanding of
them, it can be unclear as to which inhibitors can be used. Another point of consideration
is that membrane fluidity is highly affected by low temperatures [124], so the passive clear-
ance derived from uptake studies performed at 4°C may not truly reflect the physiological
condition.

Although suspended hepatocytes have been shown to accurately predict hepatic uptake
function, the polarity of hepatocytes found in vivo is rapidly lost upon isolation, leading
to the inability to assess the potential for canalicular efflux. In the sandwich-cultured hepa-
tocyte (SCH) system, hepatocytes are cultured on collagen-coated plates and overlaid with
Matrigel for 4–5 days. The SCH system has successfully shown that hepatocytes can be
repolarized and the canalicular networks can be reestablished. SCH is a useful tool to assess
basolateral uptake and efflux, canalicular efflux, and metabolic stability simultaneously. The
SCHmodel is commonly used to assess hepatic uptake and biliary clearance. The SCH system
uses preincubation in either standard HBSS buffer or calcium and magnesium-free HBSS
buffer for 15 min. The tight junctions formed in the bile canalicular network are disrupted
during the incubation with calcium and magnesium-free HBSS buffer. After removing the
preincubation buffers, a standard buffer containing a test compound is added to the cells.
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The reaction is stopped at designed time points by removing the buffer andwashing with ice-
cold buffer multiple times. Cells are lysed and the amount of compound within the cell is
quantitated. The amount excreted into the bile pocket is determined by the difference in con-
centration between the standard buffer and calcium- and magnesium-free HBSS buffer. The
intrinsic biliary clearance can be estimated from the difference of the accumulation in stan-
dard buffer minus the accumulation in calcium and magnesium buffer divided by the drug
concentration in the medium and incubation time. The biliary excretion index (BEI) %¼ {[(ac-
cumulation in standard buffer�accumulation in calcium and magnesium-free buffer)/accu-
mulation in standard buffer]*100%} can be used to determine if the in vitro biliary intrinsic
clearance can be reliably assessed. It is worthwhile noting that the BEI % does not necessarily
correlatewith in vivo biliary excretion and cannot be used as the indicator of the percentage of
dose appearing in the bile. In addition, taking advantage of the long-term culture, the SCH
model can be used to study gene regulation in response to compounds [118,125,126].
4.5 The use of animal models to assess transporter liabilities in drug development

Animalmodels are commonly used to investigate the impact of transporter-mediated drug
disposition in the context of whole physiological systems. Orthologues of the major human
transporters which occur in preclinical species have been identified and characterized. Al-
though limitations from species differences exist, the information derived from animal stud-
ies can be useful for prediction in humans.

Genetically modified animals, such as genetic knockout and humanized animals, have
been developed and characterized, some of which are commercially available. Knockout
models have illustrated the role of transporters in physiology and pharmacology by altering
the exposure and clearance pathways of endogenous substrates or xenobiotics. Because of the
specificity in genetic knockout animals, these models are useful in establishing the extent of
contribution of the ablated pathway to overall drug clearance. For example, Oct1or Oct2
knockout, and Oct1/Oct2 double knockout rodents are used to study metformin PK and
PD [127,128]. Oat1 or Oat3 knockout rodents showed different plasma profiles of drugs
and endogenous compounds by reducing renal secretion [112,129,130]. OATP1B1/3-
humanized mouse model is utilized to study OATP-mediated PK and tissue distribution
for statins [131]. Recently, cynomolgus monkey was shown to be a promising preclinical
model to predict OATP-mediated hepatic clearance and DDIs [132,133]. Furthermore, differ-
ent doses administrated to animals are used to study the potential of transporter saturation.
Likewise, the co-dosing of substrates with inhibitors in wild-type animals, as a comparison to
the modified animal PK, is often used to illustrate the potential for DDIs.

The direct translation of animal models to humans is challenging because of species dif-
ferences in transporter expression, substrate affinity, physiological function, compensatory
mechanisms, and the interplay between transporters and enzymes. For example, significant
species differences inOATP/Oatp transportersmake it challenging to translate PK or PDdata
from preclinical species to humans. In the human liver, the OATP transporters expressed are
OATP1B1, 1B3, and 2B1, which are localized in the sinusoidal membrane of hepatocytes.
Orthologues of human OATP1B1/1B3 are expressed in monkey as Oatp1b1/1b3, but little
Oatp2b1 is expressed in monkey liver [134]. In mice and rats, Oatp2b1 is expressed similar
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to humans, but direct orthologues of OATP1B1 and 1B3 are absent. Similar to rodents,
Oatp1b1 and 1b3 are absent in dogs. Instead, Oatp1b4 is expressed in the canine liver. Addi-
tionally, the different OCT1/2 isoforms (Oct1/2) have species and tissue-specific distribu-
tions. OCT1/Oct1 mRNA is highly expressed in the liver of mouse, rat, monkey, and
human, and is localized on the basolateral membrane of hepatocytes. Oct1 was also found
to be highly expressed in the kidney of rodents, whereas, little expression of OCT1/Oct1
was found in the kidneys of humans or monkeys. Human and monkey OCT2/Oct2, consid-
ered to be renal transporters, show similar expression in the basolateral membrane of renal
proximal tubules. However, in rat and mouse kidneys, Oct1 and Oct2 are expressed compa-
rably. All these variables should be considered carefully in the interpretation of data and in
attempts to extrapolate findings across species.
4.6 In silico modeling of transporter proteins

Alhoughmembrane transporters have been shown to play significant roles in drug discov-
ery and development for many years, most are poorly characterized at the atomic level due to
poor resolution of structures and difficulties associated with expressing and crystallizing the
membrane proteins. To date, only a few structures for membrane proteins including several
ABC transporters are available [135,136]. In silico modeling is a useful approach to circum-
vent the difficulties associated with traditional crystallization techniques and to fill in the gap
between knowledge of transporter protein structure and functional properties. Recently, tak-
ing advantage of the availability of high-quality data sets and atomic resolution structures,
several publications have shown successfully the ability to project transporter-substrate in-
teractions using single and combinatorial in silico modeling [72]. In general, the modeling
approaches are divided into indirect ligand-based techniques, such as pharmacophore and
3D-quantitative structure-activity relationship (3D-QSAR) modeling, and direct structure-
based approaches, such as the homology or comparative modeling based on available
crystallographic data.

The primary amino acid sequences of many transporters are known, while elucidation or
identification of their secondary structures is facilitated by bioinformatics tools. Currently,
even though only a few transporter proteins have been analyzed by X-ray crystallography
and afforded high-resolution 3D information, new strategies have opened up the opportunity
for generating homology or comparativemodels.When two proteins have adequate sequence
identity, and the experimentally determined 3D structure of one of these proteins is known,
comparative proteinmodels can be constructed, evenwhen the two proteins are not function-
ally related. On the other hand, when crystal structure templates are not available or cannot
be utilized to complement existing homology models, ligand-based methods such as
pharmacophore and 3D-QSAR can be used. As a major requirement, a high-throughput
in vitro assay is used to generate a data set of transporter ligands (substrates or inhibitors)
and their corresponding activity values (Km/Vmax, Ki, or percentage inhibition). Data sets
are divided into a training set, to construct a model, and a test set, to validate the model.
In general, if the model can successfully predict the biological activity of a test set of mole-
cules, the model is accepted. Acceptable models may be combined to generate synergistic
consensus models. In recent years, the combination of 3D-QSAR models with the
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comparative model has been used to increase the confidence of modeling predictions. With
the aid of these modeling strategies, we can screen large compound databases to identify
novel transporter ligands. The major challenges in modeling membrane transporters are
low levels of sequence identity and divergent membrane topologies.
4.7 Application of biomarkers for in vivo assessment of drug transporter activity

While regulatory guidance provides in vitro and in vivo assessment strategies or decision
trees to guide the planning of clinical trials, limitations are applied when conducting in
vitro-in vivo extrapolations. Static models recommended in the guidance through basic
in vitro-in vivo extrapolations, along with the variability of substrate identification or
IC50 determination under different testing systems or experimental settings [137,138] often
produce false positive or negative outcomes [139]. This can result in conducting unneces-
sary confirmatory clinical DDI studies. To overcome these issues, physiologically based-
pharmacokinetic (PBPK) models are increasingly applied in a mechanistic manner to refine
the DDI predictions [140,141]. Unfortunately, the confidence in applying PBPK models to
human PK prediction is still low for mechanisms that involve complex transporter-enzyme
drug elimination processes [142,143]. Many endogenous substances are substrates of drug
transporters and their disposition and elimination rely on drug transporter functional ac-
tivities. These substances are potentially clinically relevant probes for in vivo transporter
function. It is envisaged that monitoring the changes of transporter specific substances dur-
ing phase I dose-escalation trials can provide an early assessment of transporter inhibition
in humans. In fact, over recent years, preclinical studies and clinical evaluations were
conducted to investigate endogenous biomarkers of transporter inhibition
[61,93,144–148]. With appropriate validation, these endogenous substances have the poten-
tial to be biomarkers to corroborate in vitro inhibition data during the first-in-man dose es-
calation trials for drug development planning, or eventually obviate the need for dedicated
clinical DDI studies [62]. Currently, endogenous molecules as potential clinical biomarkers
of transporter function in vivo remain under investigation and the interpretation of drug
(inhibitor)-endogenous substances (biomarkers) interactions can be challenging
[62,149,150]. Many endogenous biomarkers have recently been reported andwere reviewed
in the latest International Transporter Consortium (ITC) paper [62]. The biomarkers and
clinical probe drugs that show the most promising evidence for transporter inhibition in
a clinical setting are summarized in Table 2. It is worthwhile noting that current clinical data
for endogenous biomarkers comes mainly from clinical studies in healthy subjects follow-
ing a single dose of a drug transporter inhibitor [93,98,151].
5 Regulatory landscape of evaluating transporter-mediated drug interactions

Despite the advancement of preclinical testing strategies that enable researchers/pharma-
ceutical companies to deliver favorable newmolecular entities, significant attrition occurring
during clinical development due to unfavorable efficacy and/or safety profiles remains a
common problem in the pharmaceutical industry [152]. It is generally accepted that
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TABLE 2 ITC list of probe drugs and biomarkers that can be used to evaluate in vivo transporter
inhibition [62].

Transporters Clinical probe drugs Endogenous biomarkers

OATP1B1/1B3 Pitavastatin; Atorvastatin;
Rosuvastatin

Coproporphyrin I and III; Glycochenodeoxycholate-3-O-sulfate;
Hexadecanedioate, Tetradecanedioate; Conjugated and
unconjugated bilirubin

OCT1 Sumatriptan

OCT2/
MATE1/2K

Metformin Creatinine; N1-methylnicotinamide

OAT1 Adefovir Taurine; Pyridoxic acid; Homovanillic acid

OAT3 Benzylpenicillin Glycochenodeoxycholate-3-O-sulfate; 6β-Hydroxycortisol;
Pyridoxic acid; Homovanillic acid

P-gp Digoxin; Fexofenadine;
Dabigatran etexilate

BCRP Sulfasalazine;
Rosuvastatin,
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co-medicating other drugs, genetic polymorphisms, or a disease state which affects trans-
porter function have each been shown to affect absorption, distribution, and elimination of
drugs and have an impact on drug efficacy and toxicity by changing systemic exposure or
tissue concentrations. From the in vitro-in vivo prediction perspective, to facilitate transporter
studies during drug development, the International Transporter Consortium (ITC), com-
prised of transporter experts from the industry, academia, and regulatory agencies, was
formed in 2007 and published a review article in Nature Review Drug Discovery, commonly
known as the ITC “White Paper” [3]. The ITC white paper proposed the assessment of seven
transporters and provided decision trees for assessment of new drugs as substrates or inhib-
itors of the seven transporters including P-gp, BCRP, OATP1B1 and 1B3, OAT1 and 3, and
OCT2. Soon after the publication of the ITC white paper, both the European Medicines
Agency (EMA) and the US Food and Drug Administration (FDA) expanded their sections
on drug transporters and the ITC recommendations were largely adapted. The EMA guid-
ance also recommended the assessment of OCT1 and BSEP, although they were not
recommended by the ITC and were not included in the FDA guidance. The ITC organized
a second workshop in March 2012, and then published six articles to summarize the key is-
sues in assessing transporter roles in drug discovery and development, and how the regula-
tory guidances influence the de-risk plans for DDIs. On March 2017, the third ITC workshop
was held and, in the subsequent year, 10 articles were published in Clinical Pharmacology
and Therapeutics to summarize the current approaches in transporter research
[62,71,141,153–159]. In addition to the previous 9 transporters, the ITC has recommended test-
ing for drug interactions with OCT1 and OATP2B1, as well as drug-vitamin interactions with
the thiamine transporter 2 (ThTR2) [160]. On the other hand, global regulatory agencies, in-
cluding the EMA,Ministry of Health, Labor, andWelfare (MHLW) of Japan, and the US FDA,
have issued guidance documents that recommend how to evaluate transporter-mediated
II. Drug metabolism enzymes, transporters and drug-drug interaction
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DDIs during development. Thus, in recent years, the evaluation of transporters has been in-
tegrated into risk assessment plans prior to entering human trials. Additionally, the number
of transporter assays being tested has significantly increased in submitted applications for a
new molecular entity. In 2017, the US FDA published two updated draft DDI guidance doc-
uments. One document focuses on in vitro DDI assessment and the other focuses on clinical
DDI evaluation.
5.1 Determining if the investigational drug is a substrate of transporters

Investigational drugs need to be evaluated in vitro to determine whether they are sub-
strates of P-gp and BCRP because these two transporters are expressed in multiple organs,
including the intestine. However, P-gp and BCRP are not expected to affect the oral bioavail-
ability of highly permeable and highly soluble drugs (e.g., biopharmaceutics classification
system class 1 drugs) [161]. If the net efflux ratio (ER) is �2 in cells expressing P-gp for an
investigational drug, and the efflux observed can be inhibited �50% by at least one known
P-gp inhibitor at a concentration at least 10 times its Ki, the results suggest that this investi-
gational drug is an in vitro substrate of P-gp. The same procedures can be applied to deter-
minewhether the drug is a BCRP substrate. If a drug ismainly eliminated by the liver (i.e., the
drug’s clearance through hepatic metabolism or biliary secretion is �25% of the total drug’s
clearance) or it shows significant hepatic uptake, OATP1B should be evaluated. If the inves-
tigational drug’s ADME data suggest that active renal secretion is significant for a drug (i.e.,
active secretion of the parent drug by the kidney is �25% of the total clearance), the sponsor
should evaluate the drug in vitro to determine whether it is a substrate of OAT1/3, OCT2, or
MATE1/2-K. Similar to P-gp and BCRP transporter assessment, the investigational drug is an
in vitro substrate for the above transporters if: (1) the ratio of the investigational drug’s uptake
in the cells expressing the transporter versus the drug’s uptake in control cells (or cells
containing an empty vector) is �2; and (2) a known inhibitor of the transporter decreases
the drug’s uptake to �50% at a concentration at least 10 times its Ki or IC50. If in vitro
studies indicate a new drug is a substrate of transporters, the need for clinical DDI studies
should be determined based on the drug’s putative site of action, route of elimination, the
most likely concomitant drugs, and safety considerations.
5.2 Determining if the investigational drug is an inhibitor of transporters

In general, whether a drug is an inhibitor of the key drug transporters mentioned above
should be evaluated. Following the determination of in vitro IC50 (or Ki), in vivoDDI potential
can be evaluated using a basic model. As described in Table 3, the basic model determines the
ratio of a clinically relevant inhibitor concentration/in vitro half-maximal inhibitory concen-
tration (IC50) or Ki. If the ratio is equal to or greater than a specified cutoff value, defined sep-
arately in each regulatory guidance document, a clinical DDI study should be considered. The
clinical DDI studies should include whether the medications most likely to be used concom-
itantly in the indicated patient populations are known to be substrates of these transporters.
In general, the choice of transporter substrates or inhibitors is typically based on the likeli-
hood of coadministration in the patient population. The selected inhibitors recommended
II. Drug metabolism enzymes, transporters and drug-drug interaction



TABLE 3 Decision criteria for new drugs as inhibitors of major transporters.

Transporters Inhibitors

FDA guidance

(2017, draft)

MHLW

guidance

(2017) EMA guidance (2013)

P-gp Clarithromycin,
itraconazole,
quinidine, verapamil

Igut/
IC50�10 (for
oral drugs)

I/IC50�10 0.1*dose/250mL/Ki�1

BCRP KO143- Igut/
IC50�10 (for
oral drugs)

I/IC50�10 0.1*dose/250mL/Ki�1

OATP1B1 or
OATP1B3

Cyclosporine,
rifampin

1+ fub*Iu, in,
max/IC50�1.1
(Rb used)

1+ Iu, in, max/
IC50�1.1 (Rb

not used)

25*Iu, in, max/Ki�1 (cutoff is 1.04) or
50*Cu, max/Ki>1, if dosed I.V.
(cutoff 0.02)

OAT1 or
OAT3,

Probenecid Iu, max/
IC50�0.1

1+Cu, max/Ki

(IC50)�1.1
50*Cu, max/Ki>1 (cutoff 0.02)

OCT2 Cimetidine,
pyrimethamine-

Iu, max/
IC50�0.1

1+Cu, max/Ki

(IC50)�1.1
50*Cu, max/Ki>1 (cutoff 0.02)

MATE1 or
MATE2-K

Cimetidine,
pyrimethamine

Iu, max/
IC50�0.02

1+Cu, max/Ki

(IC50)�1.02
50*Cu, max/Ki>1 (cutoff 0.02)

• P-gp, BCRP: gut concentration: I2¼dose/250mL.

• OATP1B: free hepatic inlet concentration: Iu,in,max¼ fu,p� (Cmax+(FaFg�ka�Dose)/Qh/RB).

where fu,p is unbound fraction in plasma, Fa is the fraction absorbed, Fg is the intestinal availability, ka is the absorption rate constant, Qh is the

hepatic blood flow rate, and RB is the blood-to-plasma concentration ratio.

• OAT and OCT: free systemic concentration: Iu,max¼Cmax,u.

• MATE: free systemic concentration (as a “surrogate” and a different cutoff may be warranted): Iu,max¼Cmax,u.

3296 Challenges and perspectives on transporter-mediated drug interactions
by FDA are summarized in Table 3. A detailed list of transporter substrates and inhibitors is
maintained on the FDA’s website on Drug Development and Drug Interactions (USFDA-
Guidance, 2017).
6 Challenges and perspectives on transporter-mediated drug interactions

During drug development, it is important to characterize which transporters mechanisti-
cally affect the ADME of an investigational drug and how that drug might affect another
drugs’ ADME. Lack of specific probe substrates and inhibitors can pose a challenge for
interpreting DDIs studies in cases where substrates/inhibitors can interact with multiple
transporters and metabolic enzymes. Practically, preclinical evaluations of DDI liabilities
should initially be conducted using in vitro systems for an investigational medicinal product.
Based on a basic static model with cutoff criteria established by regulatory agencies, DDI po-
tential is assessed by comparison of in vitro transporter inhibitory potency to the predicted
intestinal, liver portal, and systemic exposure concentration of drug to various transporters.
Consequently, clinical development plans are prioritized to assess or confirm the extent of
clinical DDIs. Lastly, model-based DDI simulation can be developed to interpret the clinical
II. Drug metabolism enzymes, transporters and drug-drug interaction
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DDI data obtained and extrapolate the results to other unstudied drugs for drug labeling rec-
ommendations. However, uncertainties exist in in vitro assays due to nonspecific binding,
low solubility in assay buffer, the variety of assays or cell lines used, intersystem/laboratory
variability, and substrate/inhibitor pairings. In many cases, a compound can be a substrate
for multiple transporters and CYP enzymes; likewise, many inhibitors not only inhibit the
specified transporters but also can inhibit some CYP enzymes. The limitations of in vitro-
in vivo extrapolation-based static prediction models often result in high numbers of false-
positive or -negative predictions using the different static prediction methods and cutoff
criteria recommended by regulatory guidance documents. Besides concomitant medications,
many factors such as disease state, genetic polymorphism, gender, ethnic group, and age can
also affect the PK profiles of drugs. Furthermore, a few transporters are inducible
(upregulated) and some drugs can be an inducer for a transporter, such as P-gp, that shares
similarities in induction mechanisms with CYP3A. However, there has been no validated
in vitro system developed to study P-gp regulation, leaving the assessment of transporter in-
duction to be uncovered only after clinical data has become available. In contrast, from the
industry perspective, early assessment of potential DDI risk is essential to the selection of lead
compounds before entering clinical development, prior to the significant investment of late-
stage clinical trials. To assess the complexity of DDIs to its full extent, significant efforts such
as in vitro tools and model based approaches have been developed to refine the DDI predic-
tion at the preclinical phase. Many in vitro tools and model-based approaches are developed
to assess the risk of DDI potential. A PBPK model that integrates information from multiple
parameters, such as the active uptake mediated by transporters, as well as passive diffusion,
metabolism, and biliary excretion represents a useful tool to predict complex DDI. However,
despite a plethora of recent publications showing that PBPK models can accurately predict
complex clinical DDIs, the majority of analyses are only individual case examples that are
not applicable for the development of more robust and predictable modeling principles in
general [143]. Knowledge gaps remain in fully understanding transporter biology and there
is a need for better tools to determine reliable transporter kinetics for in vitro-in vivo
extrapolation.

Endogenous substances which are shown to be specifically transported by certain trans-
porters, and have the potential to serve as biomarkers to corroborate in vitro assays,
allowing early assessment of DDI potentials during first-in-man clinical trials, are now be-
ing sought out. While considerable published information has become increasingly avail-
able, examples of promising candidate biomarkers are limited to a few hepatic (OATP)
and renal (OAT/OCT) transporters. When evaluating an investigational drug as an inhib-
itor, it is critical to use selective and sensitive probe substrate drugs, which can provide the
mechanistic insight of an individual transporter’s inhibition and can be extrapolated to
other unstudied drugs. Similar criteria are applied to endogenous biomarkers that can be
used for determining transporter inhibition. Notably, no transporter biomarkers are fully
validated to date. Continued and more widespread investigations of endogenous bio-
markers in clinical studies are critical and will ultimately enhance the confidence in using
endogenous biomarkers as indicators of potential clinical transporter DDIs. With appropri-
ate validation, the need for dedicated clinical DDI studies may be precluded in the future
and robust clinical DDI assessment using specific biomarkers may ultimately drive product
labeling to inform concomitant drug use.
II. Drug metabolism enzymes, transporters and drug-drug interaction
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NME
 new molecular entity

NTR
 narrow therapeutic range

OAT
 organic anion transporter

OATP
 organic anion transporting polypeptide

P450 or CYP
 cytochrome P450

PBPK
 physiologically based pharmacokinetics

P-gp
 P-glycoprotein

PGx
 pharmacogenetic(s)

PK
 pharmacokinetic(s)

PM
 poor metabolizer

PPI
 proton-pump inhibitor

PXR
 pregnane X receptor

UGT
 UDP-glucuronosyltransferase

UM
 ultrarapid metabolizer
1 Introduction

In the last two decades, the US Food and Drug Administration (FDA) and the pharmaceu-
tical industry have contributed to the development of a systematic, risk-based approach for
evaluating pharmacokinetic (PK)-based drug-drug interactions (DDIs) and communicating
the results to the scientific and medical communities. These approaches [1,2] are best
expressed in New Drug Application (NDA) reviews because these documents contain pre-
clinical and clinical investigational data of the new molecular entities (NMEs) and the impli-
cations of those findings in the drug labels. These NDA reviews are also useful because only a
small portion of their data becomes available in the scientific literature, even at a later date.
Thus, NDA reviews provide a unique perspective on the evolution of drug interaction
science, acting like a snapshot of the implementation of DDI guidances and newer regulatory
recommendations in the mechanistic and clinical contexts of various therapeutic classes. This
chapter provides an overview of the most significant clinical DDIs associated with NDAs of
drugs approved by the FDA between 2013 and 2017, discussing how to minimize the risk of
large interactions and safely administer these new drugs in specific patient populations. This
analysis was performed using the University of Washington Drug Interaction Database
(DIDB) (http://www.druginteractionsolutions.org) following a methodology previously
described [3]. Clinical DDI study results were obtained from dedicated DDI clinical trials,
pharmacogenetics (PGx) studies, and physiologically based PK (PBPK) modeling studies that
functioned as alternatives to dedicated clinical studies.

A total of 137 NDAs approved by the FDA from 2013 to 2017 (including 14 combination
drugswith 2NMEs, thus a total of 142NMEs)were evaluated. Themost represented therapeu-
tic areas were oncology drugs (23%) and anti-infective agents (21%; including 13 antivirals,
10 antibacterials, 4 antifungals, and 2 antiparasitics), followed by central nervous systemagents
(12%) andmetabolism disorder/endocrinology drugs (11%). Almost all NDAs (96%) had drug
metabolism data and 84% had transporter data, including in vitro and/or clinical evaluations.
For all DDI and PGx studies, an AUC change of 25%was used as the cutoff to define a positive
study following the regulatory recommendation [1]. Given the very large amount of
metabolism- and transporter-mediated DDI information provided in these documents, only
the largest clinical interactions, defined as AUC ratios (AUCRs) �5 for strong inhibitors or
sensitive substrates and �0.2 for strong inducers [1], are discussed in the following sections.
II. Drug metabolism enzymes, transporters and drug-drug interaction
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3412 Enzyme-mediated DDIs
The numbers of PGx studies and DDI studies mediated by other mechanisms were relatively
small and all positive clinical studies with AUC changes �25% were analyzed.
2 Enzyme-mediated DDIs

2.1 NMEs as substrates of enzymes

Almost all NMEs were assessed in vitro as substrates of drug-metabolizing enzymes. The
numbers of NME substrates of drug-metabolizing enzymes are presented in Fig. 1A. As
expected, CYP3A played a major role, metabolizing approximately 60% of the NMEs
(N ¼86), followed by CYP2D6 (N ¼30), and the CYP2C family.

Clinically, 17 NMEs (12% of all NMEs) were identified to be sensitive substrates, with
AUCRs �5 when coadministered with a strong inhibitor (Table 1). Among them, the most
represented therapeutic classes were oncology drugs (N ¼6; abemaciclib, cobimetinib,
ibrutinib, midostaurin, neratinib, and venetoclax) and anti-infective drugs, which included
three antivirals (dasabuvir, paritaprevir, and simeprevir) and one antifungal (isavuconazole,
the active moiety of the prodrug isavuconazonium sulfate).

Consistent with the in vitro findings, CYP3A was the predominant enzyme involved in
these large clinical interactions, contributing to inhibition interactions with 14 NMEs, mainly
as a single contributor (Table 1). Due to the large increases in drug exposure, label recommen-
dations (contraindication, avoidance, not recommended, dose reduction, caution, monitor for
increased risk of adverse reactions, and consider alternative therapies) were included in all
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FIG. 1A Numbers of NMEs as enzyme substrates in vitro. Other CYPs: not specified. Other phase II: include
sulfotransferases, glutathione S-transferases, acetyltransferase, cysteine conjugation enzymes, and unspecified
conjugated enzymes. Others: include catecholamine pathway enzymes, epoxide hydrolase, hydrolases, phos-
pholipidase, phosphatase, proteinase, nucleases, nucleotidase, thymidine phosphorylase, peptidase/proteases,
cathepsin A, reductase, unspecified biotransformation enzymes, and unspecified enzymes for hydrolysis and
oxidation. AO, aldehyde oxidase; FMO, flavin-containing monooxygenase; MAO, monoamine oxidase.
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TABLE 1 Inhibition DDIs with AUCR �5, NMEs as substrates.a

Victim drug Inhibitor

Main enzymes/

transporters possibly

involved AUCR CmaxR References

Paritaprevir Ritonavir CYP3A, P-gp, BCRP,
OATP1B1/3

47.43 28.07 [4]

Eliglustatb,c Ketoconazole/
paroxetine

CYP3A, CYP2D6 37.85 (CYP2D6 EMs;
PBPK), 24.16
(CYP2D6 EMs;
PBPK), 9.81
(CYP2D6 IMs;
PBPK)

18.25 (CYP2D6 EMs;
PBPK), 16.68
(CYP2D6 EMs;
PBPK), 7.48
(CYP2D6 IMs;
PBPK)

[5]

Eliglustat Paroxetine CYP2D6 28.40 (CYP2D6
UMs), 10.00
(CYP2D6 EMs), 5.20
(CYP2D6 IMs)

22.00 (CYP2D6
UMs), 8.20 (CYP2D6
EMs), 4.10 (CYP2D6
IMs)

[5]

Ibrutinibd Ketoconazole CYP3A 23.90 28.60 [6]

Eliglustat e Fluconazole/
terbinafine

CYP3A, CYP2D6 19.31 (CYP2D6 EMs;
PBPK), 13.58
(CYP2D6 EMs;
PBPK)

10.71 (CYP2D6 EMs;
PBPK), 10.16
(CYP2D6 EMs;
PBPK)

[5]

Abemaciclibc Ketoconazole CYP3A 15.73 N/P [7]

Grazoprevir f Cyclosporine OATP1B1/3 15.25g 17.03 [8]

Grazoprevir f Lopinavir/
ritonavir

CYP3A, OATP1B1/3 12.87 7.31 [8]

Naloxegolc Ketoconazole CYP3A4 12.42 9.12 [9]

Grazoprevir f Atazanavir/
ritonavir

CYP3A, OATP1B1/3 10.56 6.24 [8]

Midostaurin Ketoconazole CYP3A4 10.42, 3.51
(CGP62221), 1.21
(CGP52421)

1.83 [10]

Grazoprevir Rifampin (IV) OATP1B1/3 10.22 10.96 [8]

Dasabuvir Gemfibrozil CYP2C8 9.90 1.91 [4]

Voxilaprevir Cyclosporine OATP1B1, OATP1B3,
P-gp, BCRP

9.73 14.29 [11]

Ibrutinib Erythromycin CYP3A 8.60 (PBPK) N/P [6]

Glecaprevir Rifampin OATP1B1, OATP1B3 8.55 6.52 [12]

Grazoprevir f Rifampin OATP1B1/3 8.37 6.52 [8]

Voxilaprevir Rifampin OATP1B1, OATP1B3 7.96 8.74 [11]

Ivabradinec Josamycin CYP3A4 7.70 3.60 [13]

Ivabradinec Ketoconazole CYP3A4 7.70 3.60 [13]

Eliglustat Fluconazole CYP3A 7.54 (PBPK) 3.76 (PBPK) [5]
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TABLE 1 Inhibition DDIs with AUCR �5, NMEs as substratesa—cont’d

Victim drug Inhibitor

Main enzymes/

transporters possibly

involved AUCR CmaxR References

Grazoprevir f Darunavir/
ritonavir

CYP3A, OATP1B1/3 7.49 5.27 [8]

Simeprevirc Ritonavir CYP3A 7.18 4.70 [14]

Abemaciclibc Itraconazole CYP3A 7.15, 2.20
(abemaciclib, M2,
M18, and M20)

N/P [7]

Tasimelteonh Fluvoxamine CYP1A2 6.87 2.28 [15]

Pirfenidone Fluvoxamine CYP1A2 6.81 (smokers),
3.97 (nonsmokers)

2.24 (smokers),
1.69 (nonsmokers)

[16]

Cobimetinibc Itraconazole CYP3A 6.62 3.17 [17]

Simeprevirc Erythromycin CYP3A 6.54 4.02 [14]

Glecaprevir Atazanavir/
ritonavir

OATP1B1, OATP1B3,
P-gp, BCRP

6.53 4.51 [12]

Flibanserin Fluconazole CYP3A4, CYP2C19 6.41 2.11 [18]

Venetoclax Ketoconazole CYP3A, P-gp 6.40 2.33 [19]

Eliglustatc,i Ketoconazole CYP3A 6.22 (CYP2D6 PMs;
PBPK), 5.54
(CYP2D6 PMs;
PBPK)

4.27 (CYP2D6 PMs;
PBPK), 4.55
(CYP2D6 PMs;
PBPK)

[5]

Ibrutinib Diltiazem CYP3A 5.50 (PBPK) N/P [6]

Isavuconazole j Ketoconazole CYP3A,
butyrylcholinesterase

5.22 1.09 [20]

Neratinibc Ketoconazole CYP3A4 5.16 3.63 [21,22]

Glecaprevir Cyclosporine OATP1B1, OATP1B3,
P-gp, and BCRP

5.08 4.51 [12]

IV, intravenously; CGP62221, desmethylmidostaurin; CGP52421, 7-hydroxymidostaurin.
a Drugs were administered orally unless otherwise specified.
b AUCR¼37.85, eliglustat was administered at 100mg once daily for 18days, AUCR¼24.16 and 9.81, eliglustat was administered at 100mg

twice daily for 18days; CmaxR¼18.25, eliglustat was administered at 100mg once daily for 18days, CmaxR¼16.68 and 7.48, eliglustat was

administered at 100mg twice daily for 18days.
c Also a substrate of P-gp based on in vitro results. Inhibition of P-gp might contribute to the observed interaction.
d In vitro, ibrutinib is not a substrate of P-gp in Caco-2 cells, but its metabolite PCI-45227 is a substrate (net efflux ratio of 2).
e AUCR¼19.31, eliglustat was administered at 100mg once daily for 18days, AUCR¼13.58, eliglustat was administered at 100mg twice daily

for 18days; CmaxR¼10.71, eliglustat was administered at 100mg once daily for 18days, CmaxR¼10.16, eliglustat was administered at 100mg

twice daily for 18days.
f Also a substrate of P-gp and BCRP based on in vitro results.
g AUC24h.
h Also metabolized by CYP3A4, CYP2C9, and CYP2C19, and fluvoxamine inhibits these P450s.
i AUCR¼6.22, eliglustat was administered at 100mg once daily for 14days, AUCR¼5.54, eliglustat was administered at 100mg twice daily for

14days; CmaxR¼4.27, eliglustat was administered at 100mg once daily for 14days, CmaxR¼4.55, eliglustat was administered at 100mg twice

daily for 14days;
j Active moiety of the prodrug isavuconazonium sulfate.
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labels regarding concomitant use with strong CYP3A inhibitors. To illustrate, the highest
CYP3A-mediated change in exposure was observed with ibrutinib, a kinase inhibitor indi-
cated for the treatment of various B-cell malignancies. After coadministration with the strong
CYP3A inhibitor ketoconazole (400 mg once daily), ibrutinib AUC and Cmax significantly in-
creased 23.90- and 28.60-fold, respectively. According to ibrutinib label, coadministration
with strong CYP3A inhibitors should be avoided [6]. The high sensitivity of ibrutinib to
CYP3A inhibition was also predicted through PBPK modeling for concomitant administra-
tion with a moderate inhibitor, where ibrutinib AUC was predicted to increase 5.50-fold in
the presence of clinical doses of diltiazem. Consequently, coadministration of ibrutinib with
moderate inhibitors should also be avoided if possible, otherwise the dose of ibrutinib should
be reduced [6]. Interestingly, almost all sensitive substrates of CYP3A were also substrates of
P-glycoprotein (P-gp) in vitro, confirming the large overlap between the two systems. Given
that the inhibitors used in the DDI evaluations, such as itraconazole, josamycin, ketoconazole,
erythromycin, are also known inhibitors of P-gp, inhibition of P-gp is likely to have contrib-
uted to these large interactions.

Some of the observed interactions were caused by a combined effect of the perpetrator on
CYP3A and other enzymes. For example, a significant change in the exposure to flibanserin
was observed with the coadministration of fluconazole (400 mg loading dose followed by
200 mg once daily), a moderate CYP3A inhibitor, and a strong inhibitor of CYP2C19, with
a 6.41- and 2.11-fold increase in the AUC and Cmax of flibanserin, respectively. In comparison,
CYP3A inhibition by ketoconazole (400 mg once daily) increased the AUC and Cmax of
flibanserin 4.61- and 1.84-fold, respectively. These results confirm the in vitro findings that
flibanserin is mainly metabolized by CYP3A, and to a lesser extent by CYP2C19. Con-
sidering the risk of hypotension and syncope associated with increased plasma concentra-
tions of flibanserin, its concomitant use with moderate or strong CYP3A inhibitors is
contraindicated [18].

Besides CYP3A, four drugs were found to be sensitive substrates of other enzymes:
CYP1A2 (pirfenidone and tasimelteon), CYP2C8 (dasabuvir), and CYP2D6 (eliglustat). Fol-
lowing the coadministration of multiple doses of fluvoxamine, a strong CYP1A2 inhibitor,
exposure to tasimelteon increased 6.87-fold, while the increase in the exposure of pirfenidone
was 6.81- and 3.97-fold in smokers and nonsmokers, respectively. The AUC of dasabuvir, a
direct acting antiviral agent [component of a fixed-dose combination (FDC) drug Viekira
Pak], increased 9.90-fold following coadministration with gemfibrozil (600 mg twice daily),
a strong CYP2C8 inhibitor. Finally, the exposure to eliglustat, a glucosylceramide synthase
inhibitor indicated for Gaucher disease type 1, significantly increased when coadministered
with the strong CYP2D6 inhibitor, paroxetine (30 mg once daily). The exposure increases var-
ied based on the CYP2D6 phenotype status of the subjects, ranging from a 5.20-fold increase
in CYP2D6 intermediate metabolizers (IMs; N ¼8) to a 28.40-fold increase in a CYP2D6
ultrarapid metabolizer (UM; N ¼1).

Based on induction studies, 24 NMEs were found to be sensitive to induction (AUC
decreases �80% [5-fold]), with some drug exposures almost completely abolished by con-
comitant administration with the strong inducer rifampin (Table 2). Here also, drugs for
cancer treatment were predominant (N ¼10), nine of them being kinase inhibitors, namely
abemaciclib, acalabrutinib, brigatinib, cobimetinib, ibrutinib, midostaurin, neratinib,
palbociclib, and ribociclib. All induction interactions with AUC changes �5-fold (N ¼25
DDIs) were predominantly mediated by CYP3A under coadministration with rifampin,
II. Drug metabolism enzymes, transporters and drug-drug interaction



TABLE 2 Induction DDIs with AUCR �0.2, NMEs as substrates.

Victim drug Inducer

Main enzymes /

transporters

possibly involved AUCR CmaxR References

Isavuconazole Rifampin CYP3A,
butyrylcholinesterase

0.03 0.25 [20]

Eliglustat Rifampin (IV) CYP3A 0.04 (CYP2D6
PMs), 0.09
(CYP2D6 IMs),
0.10 (CYP2D6
EMs)

0.05 (CYP2D6
PMs), 0.09
(CYP2D6 IMs),
0.11 (CYP2D6
EMs)

[5]

Flibanserin Rifampin CYP3A4, CYP2C19 0.04 0.10 [18]

Abemaciclib Rifampin CYP3A 0.05, 0.35, 1.31,
0.20 (abemaciclib,
M2, M18, and
M20)

0.08, 0.96, 4.26,
0.64 (abemaciclib,
M2, M18, and
M20)

[7]

Deflazacort Rifampin CYP3A4 0.06 (21-desacetyl
deflazacort)

0.08 [23]

Midostaurin Rifampin CYP3A4 0.06 (CGP62221),
0.41 (CGP52421)

0.63 (CGP62221),
0.65 (CGP52421)

[10]

Ibrutinib Rifampin CYP3A 0.08 (PBPK) 0.07 (PBPK) [6]

Naloxegol Rifampin CYP3A4 0.11 0.26 [9]

Olaparib Rifampin CYP3A 0.11 0.3 [24]

Ribociclib Rifampin CYP3A 0.11 0.19 [25]

Glecaprevir Rifampin P-gp, CYP3A 0.12 0.14 [12]

Neratinib Rifampin CYP3A4 0.12 0.23 [21]

Rolapitant Rifampin CYP3A4 0.12 0.68 [26]

Suvorexant Rifampin CYP3A 0.12 0.36 [27]

Pibrentasvir Rifampin P-gp 0.13–0.17 0.17–0.21 [12]

Tasimelteona Rifampin CYP3A4 0.14 0.23 [15]

Palbociclibb Rifampin CYP3A 0.15 0.28 [28]

Acalabrutinibb Rifampin CYP3A 0.17
(acalabrutinib),
0.39 (ACP-5862)

N/P [29]

Cobimetinibb Rifampin CYP3A 0.17 (PBPK) 0.37 (PBPK) [17]

Grazoprevirc Efavirenz CYP3A 0.17 0.13 [8]

Naldemedineb Rifampin CYP3A4 0.17
(naldemedine),
2.45
(nornaldemedine)

0.61
(naldemedine),
3.17
(nornaldemedine)

[30]

Continued
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TABLE 2 Induction DDIs with AUCR �02, NMEs as substrates.—cont’d

Victim drug Inducer

Main enzymes /

transporters

possibly involved AUCR CmaxR References

Velpatasvirc Rifampin CYP2B6, CYP2C8,
CYP3A

0.19 0.29 [31]

Abemaciclibc Carbamazepine CYP3A 0.20 N/P [7]

Brigatinibc Rifampin CYP3A4, CYP2C8 0.20 0.40 [32]

Netupitant Rifampin CYP3A4 0.20 0.45 [33]

IV, intravenously; ACP-5862, acalabrutinib hydroxylated metabolite.
a Also metabolized by CYP1A2, CYP2C9, and CYP2C19, and rifampin is an inducer of multiple P450s.
b Also a substrate of P-gp based on in vitro results. Induction of P-gp may contribute to the observed interaction.
c Also a substrate of P-gp and BCRP based on in vitro results. Induction of P-gp and BCRP may contribute to the observed interaction.
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carbamazepine, or efavirenz, some with partial contributions from other enzymes (e.g.,
CYP1A2, CYP2B6, CYP2C8, CYP2C19) and transporters (e.g., P-gp). Rifampin (600 mg mul-
tiple doses), a known inducer of multiple metabolic pathways and transporters, was used as
a prototypical inducer in 23 (92%) DDI studies. Given the large decrease in drug exposure
and associated loss of drug efficacy, concomitant use of these drugs with strong CYP3A in-
ducers is contraindicated, avoided, or not recommended. For example, isavuconazole
exhibited the greatest decrease in exposure (AUC), with only 3% of the drug remaining in
plasma after coadministration of the prodrug isavuconazonium sulfate with rifampin due
to the induction of both CYP3A and butyrylcholinesterase. Similarly, drug exposure of
eliglustat and flibanserin has reduced by 96% when coadministered with rifampin, resulting
from CYP3A and CYP3A/2C19 induction, respectively. Consequently, coadministration of
isavuconazonium sulfate with strong CYP3A inducers is contraindicated, eliglustat with
strong CYP3A inducers is not recommended, and flibanserin is not recommended with
any CYP3A inducers [5,18,20].

Interestingly, the antiviral drug simeprevir, whichwas identified as a sensitive substrate of
CYP3A through inhibition studies with a 7.18- and 6.54-fold increase observed when
coadministered with ritonavir and erythromycin, respectively, was only modestly affected
by rifampin multiple dosing (48% decrease and 30% increase in simeprevir AUC and Cmax,
respectively). This result is likely due to the concurrent inhibition of hepatic uptake by rifam-
pin, a known inhibitor of organic anion transporting polypeptide (OATP) transporters. In
comparison, concomitant use of efavirenz, a moderate inducer of CYP3A that does not affect
OATPs, decreased simeprevir AUC and Cmax by 71% and 51%, respectively.
2.2 NMEs as inhibitors of enzymes

Almost all drugs andmajormetabolites were tested in vitro for their inhibition potential on
drug-metabolizing enzymes. The numbers of NMEs andmetabolites with positive results are
presented in Fig. 1B. The largest number of drugs were inhibitors of CYP3A (N ¼63),
followed by CYP2C9 (N ¼43), CYP2C8 (N ¼39), CYP2C19 (N ¼36), CYP2D6 (N ¼30),
II. Drug metabolism enzymes, transporters and drug-drug interaction
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FIG. 1B Numbers of NMEs as enzyme inhibitors in vitro. Legend: open bar, parent drug; black bar, metabolite.
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CYP1A2 (N ¼22), and CYP2B6 (N¼22). A total of 19 drugs were found to be in vitro inhib-
itors of UGT1A1.

Clinically, only three drugs (which include a combination drug containing three NMEs)
showed strong inhibition of CYP3A (Table 3). The FDC anti-hepatitis C virus (HCV) drug
Viekira Pak containing ombitasvir, paritaprevir, ritonavir, and dasabuvir significantly af-
fected the exposure to tacrolimus, a sensitive CYP3A substrate, with changes in AUC ranging
from 57- to 86-fold. Mechanistically, the strong inhibition is most likely caused by ritonavir
since, in vitro, only ritonavir showed strong inhibition of CYP3A [lowest reported IC50 values
of 0.006μM [36] and 0.010μM [37] with the substrates midazolam and testosterone, respec-
tively, and Ki values of 0.06μM (competitive) [38] and 0.019μM (mixed) [39], respectively].
Inhibition of P-gp may be involved as ritonavir also inhibits P-gp in vitro, with the lowest
IC50 value of 0.24μM [40]. Based on these results, concomitant use of Viekira Pak is
contraindicated with drugs that are highly dependent on CYP3A for clearance [4]. In addi-
tion, two oncology drugs, idelalisib and ribociclib, were identified as strong inhibitors of
CYP3A, increasing the AUC of midazolam (a sensitive CYP3A substrate) approximately
5-fold, when coadministered as 150 mg twice daily and 600 mg once daily, respectively. Both
drugs are inhibitors of CYP3A in vitro, with an IC50 value of 44μMfor idelalisib [34], and aKi,u

value of 30μM for ribociclib [25]. GS-563117, the major (inactive) metabolite of idelalisib, is
also an inhibitor of CYP3A with even higher potency (IC50 ¼5.1μM) than the parent drug.
Additionally, ribociclib was found to be a mechanism-based inhibitor of CYP3A (KI,

u ¼4.44μM, kinact ¼0.02/min). According to the labels, concomitant use of idelalisib with
CYP3A substrates should be avoided, while caution or dose reductionwith CYP3A substrates
with a narrow therapeutic range (NTR) is advised for ribociclib [25,34].
II. Drug metabolism enzymes, transporters and drug-drug interaction



TABLE 3 Inhibition DDIs with AUCR �5 and induction DDIs with AUCR �0.2, NMEs as perpetrators.

Victim drug Inhibitor

Enzymes/transporters

possibly involved AUCR CmaxR References

NMEs as inhibitors

Tacrolimus Ombitasvir/paritaprevir/
ritonavir

CYP3A, P-gp 85.92 24.54a [4]

Tacrolimus Paritaprevir/dasabuvir/
ritonavir

CYP3A, P-gp 78.68 24.88a [4]

Tacrolimus Ombitasvir/paritaprevir/
dasabuvir/ritonavir

CYP3A, P-gp 57.07 16.48a [4]

Atorvastatin Glecaprevir/pibrentasvir OATP1B1, OATP1B3,
CYP3A

8.28 22 [12]

Rosuvastatin Voxilaprevir BCRP, OATP1B1,
OATP1B3

7.35 17.96 [11]

Cyclosporine Ombitasvir/paritaprevir/
dasabuvir/ritonavir

CYP3A, P-gp 5.78 15.73a [4]

Midazolam Ribociclib CYP3A 5.17
(PBPK)

2.41
(PBPK)

[25]

Midazolam Idelalisib CYP3A 5.15 2.31 [34]

NMEs as inducers

Itraconazole Ivacaftor and lumacaftor CYP3A 0.18 0.1 [35]

Ivacaftor Lumacaftor CYP3A 0.20 0.19 [35]

a Cmin.
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2.3 NMEs as inducers of enzymes

The induction potential of most NMEs and some metabolites on drug-metabolizing en-
zymes (CYPs and phase II enzymes such as glutathione S-transferases, sulfotransferases,
and UGTs) was systemically evaluated in vitro using human hepatocytes. Regulation of
pregnane X receptor (PXR) was also investigated for a few drugs. The numbers of NMEs
and metabolites with positive induction results are presented in Fig. 1C. The largest number
of drugs were found to be inducers of CYP3A (N ¼34), followed by CYP2B6 (N ¼25) and
CYP1A2 (N ¼17). However, most of the induction effects were observed at drug concentra-
tions far greater than the clinical Cmax values and, based on predictions using basic or mech-
anistic models, these effects were not considered to be clinically relevant and therefore no
clinical studies were warranted. Interestingly, some drugs exhibited both induction and in-
hibition toward the same P450 in vitro. For example, the antiviral drug letermovir not only
induced CYP2B6 (2.70-fold and 65% of positive control at concentrations up to 20μM), but
also weakly inhibited CYP2B6 (IC50 ¼54μM). Based on an R value for inhibition below the
threshold for clinical relevance, clinical inhibition of CYP2B6 by letermovir was expected
to be minimal, therefore no clinical study had to be conducted. The clinical relevance of
in vitro induction of CYP2B6 is unknown [41].
II. Drug metabolism enzymes, transporters and drug-drug interaction
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FIG. 1C Numbers of NMEs as enzyme inducers in vitro. Legend: open bar, parent drug; black bar, metabolite.
GST, glutathione S-transferase.
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When evaluated clinically, only one NME, lumacaftor (a component of the combination
drug ivacaftor/lumacaftor), was found to be a strong inducer of CYP3A (Table 3). When
ivacaftor, a sensitive substrate of CYP3A, was coadministered with lumacaftor (150 mg twice
daily), ivacaftor AUC reduced by 80%. A similar decrease in the exposure of itraconazole, a
likely comedication, was observed when coadministered with the combination drug due to
the induction of CYP3A by lumacaftor, with AUC and Cmax of itraconazole decreased by 82%
and 90%, respectively. Consistent with these clinical observations, lumacaftor induced
CYP3A activity in vitro, with an Emax value ranging from 2.27- to 12.9-fold in human hepa-
tocytes. Given the expected large decrease in the exposure of coadministered CYP3A sub-
strates, and in order to avoid therapeutic failure, coadministration of ivacaftor/lumacaftor
with sensitive or NTR CYP3A substrates is not recommended [35].
3 Transporter-mediated DDIs

3.1 NMEs as substrates of transporters

In vitro, the largest number of NMEs were found to be substrates of P-gp (N ¼65),
followed by breast cancer resistance protein (BCRP; N ¼31), OATP1B1 (N ¼10), and
OATP1B3 (N ¼9; Fig. 2A). Only a few metabolites were found to be substrates of the fol-
lowing transporters, including BCRP, P-gp, multidrug resistance-associated protein
2 (MRP2), organic anion transporter (OAT) 1, and OAT2. As discussed in the enzyme sec-
tion, almost all the sensitive substrates of CYP3A were also substrates of P-gp. To avoid re-
dundancy, these interactions are not included in this section. Regarding the other largest
clinical DDIs (N ¼13; Table 1), inhibition of hepatic OATP1B1/1B3 was the predominant
mechanism, with involvement of P-gp and BCRP in some of the interactions. All DDIs with
II. Drug metabolism enzymes, transporters and drug-drug interaction
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FIG. 2A Numbers ofNMEs as transporter substrates in vitro. Legend: open bar, parent drug; black bar,metabolite.
BSEP, bile salt export pump.
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AUCR �5 pertained to combination drugs for the treatment of HCV infection, including
glecaprevir (as glecaprevir/pibrentasvir), grazoprevir (as elbasvir/grazoprevir), pari-
taprevir (as ombitasvir/paritaprevir/ritonavir/dasabuvir; Viekira Pak), and voxilaprevir
(as sofosbuvir/velpatasvir/voxilaprevir), consistent with the liver being the site of action
of these drugs. Coadministration of a single dose of ritonavir (100mg), administered as a
booster in the combination product Viekira Pak, significantly increased paritaprevir
AUC 47-fold and Cmax 28-fold. Although CYP3A is most likely the main contributor to this
drug interaction, the significant increase in paritaprevir exposure could also be attributed to
the inhibition of OATP1B1/1B3, P-gp, and BCRP, since paritaprevir is a substrate and rito-
navir an inhibitor of these transporters in vitro [36,40,42,43]. The label states that
“coadministration of Viekira Pak with drugs that are inhibitors of CYP3A and of these transporters
may increase plasma concentrations of paritaprevir” [4]. The large clinical interactions involving
the other anti-HCV drugs were all primarily mediated by OATP1B1/1B3 and were ob-
served upon their coadministration with known clinical inhibitors of these transporters.
For example, cyclosporine (400 or 600 mg single dose) or rifampin (600 mg single dose
orally or IV), both strong inhibitors of OATP1B1/1B3, resulted in up to a 15.25-, 8.55-,
and 9.73-fold increase in the exposure of grazoprevir, glecaprevir, and voxilaprevir, respec-
tively. Likewise, the protease inhibitors atazanavir/ritonavir, darunavir/ritonavir, and
lopinavir/ritonavir increased the drug exposure to a similar extent due to the inhibition
of OATP1B1/1B3. Based on these results, glecaprevir, grazoprevir, and voxilaprevir were
identified as sensitive substrates of OATP1B1/1B3 and concomitant administration of
these drugs with known OATP inhibitors is contraindicated or not recommended [8,11,12].

Induction data show that when glecaprevir/pibrentasvir was coadministered with multi-
ple oral doses of rifampin (600 mg once daily), the AUC and Cmax values of glecaprevir and
pibrentasvir significantly reduced by approximately 90%,mainly due to the induction of P-gp
(with the induction of CYP3A also likely contributing based on in vitro evidence of some
II. Drug metabolism enzymes, transporters and drug-drug interaction
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glecaprevir metabolism, primarily by CYP3A). Consequently, considering the potential risk
of therapeutic failure, coadministration of glecaprevir/pibrentasvir is contraindicated with
rifampin [12].
3.2 NMEs as inhibitors of transporters

In vitro, the inhibition potential of NMEs and their metabolites was assessed toward a total of
24 transporters, showing that the in vitro evaluations went far beyond the transporters
recommended by the FDA. The largest number of drugs were found to be inhibitors of P-gp
(N ¼52) and BCRP (N ¼51), followed by OATP1B1 (N ¼49), and OATP1B3 (N ¼41; Fig. 2B).
Clinically however, only two anti-HCV combination products, glecaprevir/pibrentasvir and
sofosbuvir/velpatasvir/voxilaprevir, exhibited strong inhibition of OATP1B1/1B3 and/or
BCRP, with greater than 5-fold increase in the exposure of the victim drugs atorvastatin and
rosuvastatin (Table 1). Coadministration with glecaprevir/pibrentasvir (300 mg/120 mg once
daily) in healthy subjects significantly increased theAUCandCmax of atorvastatin, a clinical sub-
strate of OATP1B1/1B3, 8.28- and 22.00-fold, respectively. In vitro, glecaprevir inhibited
OATP1B1 and OATP1B3 (IC50 ¼0.017 and 0.064μM, respectively), and pibrentasvir inhibited
OATP1B1 (IC50 ¼1.3μM with 4% BSA), but not OATP1B3 (IC50 >30μM). Of note, glecaprevir
also weakly inhibited CYP3A in vitro (IC50 ¼28.4μM) and atorvastatin is a known substrate
of CYP3A, therefore inhibition of CYP3A may also contribute to the overall effect. Considering
the large increase in atorvastatin exposure, coadministration of atorvastatin with glecaprevir/
pibrentasvir is not recommended [12]. Similarly, sofosbuvir/velpatasvir/voxilaprevir
(400mg/100mg/100 mg+100 mg voxilaprevir once daily) caused a 7.35-fold increase in
AUC and an 17.96-fold increase in Cmax of rosuvastatin, a clinical substrate of BCRP, OATP1B1,
and OATP1B3 [11]. In vitro, sofosbuvir only weakly inhibited BCRP (35% inhibition at 100μM)
andOATP1B3 (IC50 ¼203.5μM),while voxilaprevir showedmore potent inhibition ofOATP1B1
(IC50 ¼0.18μM) and OATP1B3 (IC50 ¼0.70μM). Velpatasvir was also an inhibitor of BCRP,
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FIG. 2B Numbers of NMEs as transporter inhibitors in vitro. Legend: open bar, parent drug; black bar, metabolite.
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OATP1B1, andOATP1B3with IC50 values of 0.30, 1.5, and 0.26μM, respectively, and the clinical
relevanceof transporter inhibitionwas further confirmedby studieswithpravastatin (a substrate
of OATP1B1/1B3) and rosuvastatin (a substrate of BCRP and OATP1B1/1B3). The larger effect
observed for rosuvastatin (2.80-fold increase inAUC)compared topravastatin (1.40-fold increase
inAUC) following coadministration of velpatasvir (100mgonce daily) is likely due to the inhibi-
tion of both OATP1B1/1B3 and BCRP [11,44]. Therefore, the significant increase in rosuvastatin
during coadministration with sofosbuvir/velpatasvir/voxilaprevir may be attributable to the
combinedinhibitionofBCRP,OATP1B1,andOATP1B3byvelpatasvirandvoxilaprevir.All these
results highlight the complexity of transporter-based interactions that often involve multiple
mechanisms.
4 PBPK modeling and simulations in DDI prediction

In recent years, PBPK models have been gaining popularity in DDI predictions in lieu of
dedicated clinical DDI studies as regulatory agencies, including the FDA, incorporated this
method as an acceptable means of evaluating potential drug interactions [45–48]. In a recent
commentary by Grimstein et al., less than 10 NDAs per year contained PBPK analysis on
DDIs in 2008–2015, while this number jumped to 15 in 2016 and to 26 in 2017, exhibiting
a definite upward trend over the years [49]. Consistent with this data, our analysis found
that PBPK modeling and simulations were commonly used to predict the clinical relevance
of in vitro findings. As recommended by the most recent FDA DDI guidance issued in
2020 [1], if predictions suggest that the risk of drug interaction is unlikely, then no clinical
study is warranted. For example, lenvatinib time-dependently inhibited CYP3A in vitro
(KI ¼72.26μM; kinact ¼5.01/h) and directly inhibited CYP2C8 (IC50 ¼10.1μM). A PBPK
model of lenvatinib that takes into account both CYP inhibition mechanisms predicted
no significant PK changes on midazolam (a sensitive CYP3A substrate) or repaglinide
(a sensitive CYP2C8 substrate) with lenvatinib at therapeutic doses, therefore no clinical
study had to be conducted [50].

PBPK models are also increasingly used to guide drug label dosing recommendations,
with a total of 13 drugs having labels based on prediction results. Interestingly, all of these
drugs were substrates of CYP3A and one drug (ribociclib) was also an inhibitor of CYP3A.
In the current NDA dataset, predictions were often made to evaluate NMEs as victim drugs,
where the drug interaction potential with strong inhibitors and inducers were assessed using
clinical studies, while the DDI potential with less potent inhibitors and inducers were
predicted using PBPK models. For example, coadministration of acalabrutinib (predomi-
nantly metabolized by CYP3A) with itraconazole, a strong CYP3A inhibitor, increased the
AUC of acalabrutinib 4.96-fold. Consistently, a PBPK model predicted a 3.34-fold increase
after coadministration with clarithromycin, also a strong CYP3A inhibitor. Furthermore,
moderate CYP3A inhibitors such as erythromycin, diltiazem, and fluconazole were predicted
to increase acalabrutinib AUC 2.28- to 2.76-fold, while the weak CYP3A inhibitor
fluvoxamine was predicted to increase its exposure only 1.37-fold. Based on these clinical
and predicted results, it is recommended to avoid coadministration of acalabrutinib with
strong CYP3A inhibitors and reduce its dose with moderate CYP3A inhibitors, while no dose
II. Drug metabolism enzymes, transporters and drug-drug interaction
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adjustment is necessary for concomitant administration with weak CYP3A inhibitors [29].
Likewise, for NMEs acalabrutinib, deflazacort, naldemedine, and ribociclib, the effect of
strong CYP3A inducers (e.g., rifampin and carbamazepine) was investigated clinically, while
the effect of moderate inducers (e.g., efavirenz) was predicted using PBPK models. As
expected, changes in drug exposure were consistent with the inducer potency and label rec-
ommendations were given accordingly. On the other hand, the antineoplastic ribociclib pro-
vides a good example of evaluating anNME as a perpetrator using PBPKmodels to predict its
clinical DDI potential. In vitro, ribociclib showed both reversible (Ki,u ¼30.0μM) and
mechanism-based (KI,u ¼4.44μM, kinact ¼0.02/min) inhibition of CYP3A. The effect of
subtherapeutic doses of ribociclib (400 mg once daily) on a sensitive CYP3A substrate was
evaluated in a clinical study, where the AUC and Cmax of midazolam increased 3.89-fold
and 2.11-fold, respectively. PBPK simulations were further performed to assess the effect
of ribociclib at its therapeutic dose of 600 mg once daily. As expected, a higher increase of
5.17-fold in AUC and 2.41-fold in Cmax of midazolam was predicted. Consequently, caution
is recommended when ribociclib is coadministered with NTR CYP3A substrates. Also, the
dose of a sensitive CYP3A substrate with an NTR may need to be reduced as ribociclib
may increase its exposure [25].

Finally, PBPK modeling and simulations have also been proven useful in DDI studies that
incorporate pharmacogenetic information. For example, for eliglustat, which is extensively
metabolized mainly by CYP2D6 and to a lesser extent by CYP3A4, the impact of strong
CYP2D6 or CYP3A4 inhibitors in CYP2D6 normal metabolizers (NMs) were evaluated using
clinical trials, where a 10- and 4.40-fold increase in eliglustat AUC was observed with parox-
etine (30mg once daily) and ketoconazole (400mg once daily) coadministration, respectively.
Considering the increased risk associated with even higher drug exposures expected in pa-
tients with impaired CYP2D6 function, the DDI risks of strong and moderate CYP2D6 and
CYP3A inhibitors in such subjects were all predicted using PBPKmodels. Based on the PBPK
predicted results, dose modifications based on patient CYP2D6 metabolizer status are
recommended for concomitant use of CYP2D6 or CYP3A inhibitors. For example,
coadministration with strong CYP3A4 inhibitors is contraindicated in CYP2D6 IMs, whereas
coadministration with moderate CYP3A inhibitors is not recommended in CYP2D6 IMs and
poor metabolizers (PMs). To illustrate the potential gravity of the interaction, it is
contraindicated to coadminister eliglustat with a strong or moderate CYP2D6 inhibitor to-
gether with a strong or moderate CYP3A4 inhibitor in any CYP2D6 metabolizer status [5].
5 PGx studies

In all, 30 NMEs (21% of total) were investigated for the potential impact of genetic variants
of polymorphic enzymes and transporters on the drugs’ pharmacokinetics. Among them,
two-thirds were evaluated using population PK analysis, PBPK modeling, or meta-analysis,
and 10 NMEs were evaluated through dedicated clinical studies. A positive clinical impact of
genetic variations on drug exposure (defined as an AUCR �1.25 compared to the reference
group, following the FDA recommendation) was found for seven NMEs, with six drugs
metabolized by CYP enzymes and one metabolized by UGT. CYP2D6 was the main enzyme
II. Drug metabolism enzymes, transporters and drug-drug interaction
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responsible for the metabolism of four of the drugs (aripiprazole lauroxil, brexpiprazole,
deutetrabenazine, and eliglustat), while CYP2C9, CYP2C19, and UGT1A9 variants affected
the exposure of lesinurad, flibanserin, and canagliflozin, respectively. All of these PGx results
were in line with inhibition or induction DDI findings and triggered dose recommendations
for five of the drugs, namely aripiprazole lauroxil, brexpiprazole, deutetrabenazine,
eliglustat, and lesinurad.

The largest change in exposure due to PGxwas observed for eliglustat, which, as discussed
in the previous section, is mainly metabolized by CYP2D6 (and to a lesser extent by CYP3A4).
The drug displayed a>5-fold increase in exposure when administered in subjects with
genetic polymorphisms of CYP2D6 compared to CYP2D6 NMs (CYP2D6*1/*1, *2/*2). Specif-
ically, there was a 5.52-fold increase in eliglustat AUC and 4.28-fold increase in Cmax in
CYP2D6 IMs (genotypes not provided; N ¼2) after an 84 mg single dose, and a 7.29-fold
increase in AUC and 5.35-fold increase in Cmax in CYP2D6 PMs (CYP2D6*4/*4, *4/*5,
*4/*6; N ¼3) after multiple doses of 168 mg twice daily. In CYP2D6 UMs
(CYP2D6*1/*2�2; N ¼2), eliglustat AUC and Cmax decreased by 80%–91% after either a sin-
gle 84 mg dose or multiple 168 mg doses twice daily, compared to NM subjects (N ¼24 to 32).
Consistent with these findings, eliglustat (84 mg twice daily for 17days) AUC increased
10-fold in CYP2D6NMs (N¼24), 28.4-fold in UMs (N ¼1), and 5.20-fold in IMs (N ¼8), when
coadministered with the strong CYP2D6 inhibitor paroxetine (30 mg once daily). Both DDI
and PGx studies demonstrated the primary role of CYP2D6 in eliglustat clearance. Based
on these results and considering the safety concerns at higher plasma concentrations when
a treatment with eliglustat is initiated, an appropriate dose needs to be selected based on
the patient CYP2D6 genotype status, detected by an FDA-cleared test [5]. The use of eliglustat
in CYP2D6 UMs should be limited because these patients may not achieve adequate concen-
trations to achieve a therapeutic effect. In patients with CYP2D6NMs or IMs, eliglustat 84 mg
twice daily is the recommended dose, while in CYP2D6 PMs, decreasing the dosing interval
to once daily is recommended. Eliglustat is the first drug marketed that requires CYP2D6
genotyping prior to administration in patients.
6 Other mechanisms: Absorption-based DDIs

In addition to first-passmetabolism and intestinal transporter-mediated interactions, other
absorption-based interactions can also have a significant impact on drug disposition. Al-
though the current FDA DDI guidance does not include specific recommendations for
absorption-based DDI evaluations during clinical development, a framework for the evalu-
ation of pH-dependent DDIs has been proposed. An integrated approach is recommended in
order to better understand the interplay between the multiple physicochemical, material, for-
mulation, and physiological factors (www.iqconsortium.com). The number of NDAs includ-
ing absorption-based DDI studies has doubled from 5 in 2013 to 10 in 2017. Drugs were
evaluated as both victims and perpetrators, with the majority being investigated as victim
drugs. The most commonly reported absorption-based DDIs were with NMEs that had
pH-dependent solubility. It is now recognized that concomitant administration with drugs
that alter gastric pH, such as proton-pump inhibitors (PPIs), histamine receptor-2 antagonists
II. Drug metabolism enzymes, transporters and drug-drug interaction
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(H2RAs), and antacids, can affect the solubility and subsequent intestinal absorption of these
NMEs. Previous studies have shown that the absorption of Biopharmaceutics Classification
System (BCS) Class II (low solubility, high permeability) and Class IV (low solubility, low
permeability) compounds are moderately to highly impacted by acid-reducing therapy
[51]. This was also well observed in NMEs. Regarding the clinical relevance of such findings,
although none of the drugs had contraindications relating to absorption-based DDIs, it is
recommended to avoid concomitant acid-reducing agents and dose staggering to mitigate
the effect on drug absorption.

Through clinical studies and modeling, 18 NDAs had at least one positive absorption-
based DDI study (defined as a �25% change in victim AUC) and 22 NDAs (containing
28NMEs) had label recommendations. Binding/chelationmechanisms accounted for thema-
jority of the absorption-based interactions mentioned in drug labels (N¼8). For
pH-dependent absorption-based interactions, perpetrators investigated were PPIs (including
omeprazole, rabeprazole, lansoprazole, and esomeprazole), H2RAs (famotidine, ranitidine),
and antacids (mostly aluminum hydroxide, calcium carbonate, and simethicone).
Dolutegravir, an human immunodeficiency virus (HIV)-1 integrase strand transfer inhibitor
indicated in combinationwith other antiretroviral agents for the treatment of HIV-1 infection,
is presented here as an example. Dolutegravir is a BCS Class II compound and is practically
insoluble at normal gastric pH range. To investigate the effect of pH dependency on
dolutegravir absorption, a dedicated DDI study was conducted with omeprazole.
Coadministration with omeprazole (40 mg once daily) had no impact on the PK profile of
dolutegravir (50 mg single dose), therefore dolutegravir can be coadministered with PPIs
and H2RAs without dose adjustment. To investigate the effects of binding/chelation on
dolutegravir absorption, dedicated DDI studies were conducted with antacid and multivita-
mins. In the antacid study, healthy male volunteers received dolutegravir (50 mg single dose)
alone, simultaneously with, or 2h prior to antacid (Maalox) administration. Simultaneous
coadministration with antacid resulted in a 74% decrease in dolutegravir AUC, whereas
delaying antacid administration by 2h mitigated the decrease in dolutegravir AUC to 26%.
In the multivitamin study, coadministration with multivitamins (One A Day Maximum;
containing 200mg elemental calcium, 100mg magnesium, 18mg iron, 15mg zinc, and trace
elements) resulted in a 33% and 36% decrease in dolutegravir (50 mg single dose) AUC
and Cmax, respectively. Based on these observations, it is recommended to administer
dolutegravir 2h before or 6h after taking cation containing antacids or laxatives, sucralfate,
oral iron supplements, oral calcium supplements, or buffered medications [52].

Regarding gastrointestinal motility-based interactions, the diabetes treatments lixisenatide,
semaglutide, dulaglutide, and albiglutide included label recommendations based on their
potential for delayed gastric emptying. Semaglutide delays gastric emptying and has the
potential to impact the absorption of concomitantly administered oral medication. An
absorption-based study was conducted to evaluate the effect of delayed gastric emptying
caused by semaglutide (1 mg once a week subcutaneously for 4weeks) on the PK of acetamin-
ophen (1500 mg single dose with a standard meal) in obese, nondiabetic subjects. A 23% and
27%decrease in Cmax andAUC0–1h of acetaminophenwas observed, while the AUC0–5h of acet-
aminophen was not affected, suggesting a delay only in the early postprandial phase, but no
delay over the total postprandial period. Further DDI studies were conducted to evaluate the
effect of delayed gastric emptying by semaglutide on the PK of the following drugs from
II. Drug metabolism enzymes, transporters and drug-drug interaction
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different BCS classes, drugs with an NTR, and those commonly co-prescribed in patients with
type 2 diabetes: atorvastatin, digoxin, metformin, warfarin, and oral contraceptives. Results in-
dicate that delayed gastric emptying due to semaglutide has no clinically relevant effect on the
PK of these drugs; therefore, no label recommendations are required when these drugs are
coadministered with semaglutide. However, caution should still be exercised when concomi-
tant oral drugs are administered. According to the drug label, semaglutide causes a delay in
gastric emptying and therefore may impact the absorption of concomitantly orally adminis-
tered drugs [53].

In all, 24 drugs had absorption-based DDI studies with no effect (defined as a <20% de-
crease or 25% increase in victim AUC), which were mostly investigated for pH dependency
with PPIs, H2RAs, or antacids. In addition to clinical trials, population PK modeling (with
concomitant acid-reducing agents included in covariate analyses) was used as a tool to rule
out absorption-based DDIs for six NMEs (eliglustat, lenvatinib, venetoclax, rucaparib,
safinamide, and ribociclib), and PBPKmodeling of gastric pH and its impact on drug absorp-
tion was used in the evaluation of two NMEs (panobinostat and ribociclib).
7 Conclusion

The mechanistic analysis of PK-based DDI data contained in the 2013–2017 NDA reviews
found that, not surprisingly, CYP3A was the major contributor to large clinical DDIs involv-
ing new drugs as substrates and/or perpetrators. Regarding transporter-mediated DDIs,
OATP1B1/1B3 played a significant role in drug interactions with AUC changes �5-fold,
which were observed mainly with anti-HCV drugs. Overall, the prevalence of oncology
and antiviral drugs (often as FDC products) in these large interactions highlights the contin-
uous challenge of managing DDIs in these patient populations. In addition to metabolism-
and transporter-mediated drug interactions, the evaluation found that absorption-based
DDIs are now investigated more systematically and 14 drugs had label recommendations
based on alterations of drug absorption, with binding/chelation mechanisms accounting
for the majority of these interactions. Finally, PBPK modeling continues to establish itself
as a critical tool in drug interaction evaluation, allowing the assessment of multiple and/
or complex clinical scenarios, including the effects of genetic variations.
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1 Introduction

Prediction and characterization of drug absorption, distribution, metabolism, excretion,
and toxicity (ADMET) in humans are important for safe and effective drug development. Tra-
ditionally, allometric scaling has been used to predict human drug disposition using in vivo
preclinical pharmacokinetic (PK) data [1]. Although allometric scaling is simple and success-
ful for drugs which are primarily eliminated unchanged, its application is limited for drugs
that are extensively metabolized and actively transported across cell membranes, due to in-
terspecies differences in drug metabolizing enzymes and transporters (DMET) proteins [2].
To overcome these limitations, in vitro to in vivo extrapolation (IVIVE) [3, 4], which can also
employ physiologically based pharmacokinetic (PBPK) modeling [5, 6], is considered a better
alternate to predict drug disposition in humans. However, there can bemarked differences in
DMET protein expression in tissues compared to in vitro models (e.g., cell lines), making
quantification of DMET proteins a prerequisite for accurate scaling of in vitro data.

In the last decade, quantitativeproteomics has emergedas apromising tool to fill the knowl-
edge gap in protein expression and aid in better translation and in vivo prediction of drug dis-
position. One of the major kinetic model used to describe drug metabolism and transport is
Michaelis-Mentenkinetics (v¼Vmax * [S]/(Km+[S] andVmax¼kcat*[E]).Major assumptions
in IVIVE is that substrate-binding characteristics (Km) and catalytic efficiency (kcat) remain
unchangedbetween systems (e.g., invitro to invivo) but changes in expression influenceVmax
(Fig. 1).While shifts inKmare commonly seen in drug-drug interactions (DDI)with adifferent
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FIG. 1 Mechanisms of change in activity for DMET
proteins. Protein abundance alters Vmax, whereas sub-
strate affinity (Km) is affected by changes in the protein
structure (active site). Cytochrome P450 2C19 is shown
as an example (https://www.ncbi.nlm.nih.gov/pro
tein/P33261.3).
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substrate, changes in Kmof a substrate resulting from inherent protein structural changes due
to polymorphisms or posttranslational modifications (PTMs) are less commonly observed
(Fig. 1). Conversely, many different factors affect enzyme levels ([E]) that lead to changes in
Vmax, ranging from genetic to epigenetic aspects such as polymorphisms to environmental
exposure (Fig. 1). Changes in kcat are also infrequently observed, and kcat can only be deter-
mined with the knowledge of protein expression. Thus, [E] is used as an intersystems scaling
factor (e.g., in vitro to in vivo), and accuratemeasurement of [E] is crucial in obtaining reliable
scaling and predictions [7]. Similarly for transporters, it is important to quantify active trans-
porters that are localizedon themembrane (vs internalized transporterswhich are inactive) for
accurate IVIVE and scaling factors. Methods such as immunohistochemistry, surface
biotinylating, andconfocalmicroscopyhavebeenapplied todeterminemembrane localization
[8–10].

Historically, mRNA levels have been used as surrogate measurements for proteins, but
have limitations such as lower stability as well as posttranscriptional regulations and down-
stream events, which may inaccurately reflect true protein expression and activity. Indeed,
poorer correlation between mRNA levels and activity has been shown [11], and remains a
major limitation of using mRNA in IVIVE [12]. Traditionally, direct protein measurements
are commonly performed using immunoassay-based techniques, such as Western blotting
or enzyme-linked immunosorbent assay (ELISA). While these techniques offer semiquantita-
tive sensitivity and selectivity, they require specific antibodies, retain possibility of cross-
reactivity, have low throughput, and show poor reproducibility, leading to inadequate
quality assurance [13]. Mass spectrometry (MS)-based quantitative proteomics addresses
these hurdles with high selectivity, reproducibility, and throughput [12]. Hence, MS-based
quantitative proteomics allows for extrapolation between different systems, such as scaling
from recombinant enzymes or transporter overexpressing cells or vesicles to the human liver,
thus connecting in vitro protein abundance scaled to in vivo expression and enabling IVIVE.
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In addition, MS-based quantitative proteomics is applicable in high-throughput analysis of
proteins in big sample cohorts, thus can be used in determining interindividual variability
[14]. It has been well established that interindividual variability arising from genetic differ-
ences such as single nucleotide polymorphisms (SNP) and copy number variation (CNV)
have significant clinical impacts on drug disposition [15]. Furthermore, epigenetic regulation
such as DNA or histone modification has also been shown to affect drug response [16]. While
such modifications does not always result in changes in protein expression, quantitative pro-
teomics facilitates better characterization of interindividual variability, as it measures the end
product of the central dogma (i.e., functional enzyme or transporter), yielding good correla-
tion between protein expression and activity [17, 18].

Quantitative proteomics is an emerging field, andmany groups are applying this approach
in the ADMET field. However, employed techniques require appropriate training and exper-
tise to address multiple technical challenges, which are often unavailable in conventional
ADMET laboratories. In particular, significant interlaboratory variabilities have been
reported [19–22], which are attributed to differences in sample preparation, protein digestion
protocols, standardization tools, and analysis [23]. The aim of this chapter is to provide an
overview of the basic principles, methodology, and applications of quantitative proteomics,
with a focus on targeted LC-MS/MS-based multiple reaction monitoring (MRM) analysis, in-
cluding discussion on technical challenges and recommended best practices.
2 Basic workflow of DMET quantitative proteomics

Quantitative proteomics relies on selective quantification of a unique (proteotypic or sur-
rogate) peptide of a protein in a biological sample by LC-MS/MS. Two main quantification
approaches in proteomics are targeted and untargeted proteomics. Targeted proteomics mea-
sures prespecified protein or peptide targets of interest using stable isotope-labeled (SIL) or
tagged standards, while untargeted or global proteomics is a label-free approach in measur-
ing the sample proteome with no labeled standards, and rely on computational strategies for
quantification [24]. Targeted proteomics is more commonly used in the field of ADMET than
untargeted or global proteomics, due to limited number of target proteins and simpler oper-
ation of the technique, and requires proteotypic peptides which are prospectively selected.
The basic targeted proteomics workflow (Fig. 2) includes the following steps: (i) selection
of proteotypic peptide, (ii) biological sample preparation, (iii) protein digestion using prote-
ases such as trypsin, (iv) desalting and peptide enrichment before LC-MS analysis, (v) LC sep-
aration of peptides, (vi) MS quantification, and (vii) quantitative data analysis. The following
section provides discussion of these individual steps.
2.1 Selection of proteotypic peptides

Proteotypic peptide refers to a unique peptide fragment that is not present in any other
proteins in the biological sample and is used as a surrogate for the protein of interest. Selection
of proteotypic peptides utilizes several in silico or experimental methods and applies opti-
mized criteria to ensure that selected peptides are representative of target proteins and re-
main unaffected by technical variability (Fig. 3).
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2. Sample procurement

3. Sample pretreatment

4. Protease digestion

5. Desalting and peptide
enrichment

6. LC-separation

7. MS acquisition and
data analysis

1. Proteotypic peptide
selection

Tissue/cell homogenate or subcellular fractions

In-solution/filter-aided/gel-aided sample prep, subcellular
fractionation, immuno-enrichment

Trypsin, Trypsin+Lys C, Chymotrypsin

Solid phase extraction, immuno-enrichment

Liquid chromatography (nano/micro/conventional)

MRM and Skyline or vendor specific software 

in silico (Uniprot, SRMatlas, Skyline) and or experimental

FIG. 2 Typical targeted LC-MS/MS quantitative analysis workflow. Multiple variations and approaches exist for
each workflow step.
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Peptide uniqueness is the most important criteria to allow selective quantitative measure-
ment of the protein without any contamination or crosstalk with other proteins. In addition,
other factors such as localization, stability (unstable residues), solubility, MS response,
LC-retention, and digestion efficiency of the peptide need to be considered. A peptide with
potential change in sequence due to posttranslational modification (PTM) and
nonsynonymous (or missense) SNPs is usually excluded, unless intentionally included to as-
sess the impact of SNP or PTM on protein expression. An example of a transmembrane pro-
tein, organic anion transporting polypeptide 1B1 (OATP1B1) is shown in Fig. 3. Potential
experimental peptide candidates selected in silico are highlighted in blue. These peptides
are then screened for localization, as transmembrane regions have lower peptide extraction
and digestion efficiency, while extracellular regions are more prone to glycosylation. Peptide
candidates are further examined to eliminate those with known or predicted PTMs, unstable
peptides containing methionine that are prone to oxidation, ragged ends (i.e., the presence of
RR, KK, RK, or KR) that are susceptible to missed cleavages, and nonsynonymous SNP var-
iants with amino acid changes. Uniqueness is confirmed with an online database tool such as
MS-Homology, and more than one unique peptide is selected whenever possible, as it allows
for examining peptide correlation to solidify confidence in quantitation. However, in case of
transporters (e.g., OATP1B1), large transmembrane localization and high degree of PTMs of-
ten limit the number of available proteotypic peptides.
2.2 Sample procurement, homogenization, and protein extraction

Collection of high-quality cell or tissue samples is important. Sample quality can be
influenced by pathology (scarred, fatty, or healthy), time (from surgery to storage), and
long-term storage conditions. Sample preparation differs depending on the type of stored
II. Drug metabolism enzymes, transporters and drug-drug interaction



FIG. 3 A representative example of proteotypic peptide selection for OATP1B1. Identified experimental peptides
(filled in blue) are screened for uniqueness, stability (unstable residues, e.g., C andM), posttranslationalmodifications
(PTM), genetic variants, cellular localization (i.e., extracellular, intracellular, transmembrane), and ragged ends (e.g.,
RR) to identify ideal unique proteotypic peptides.
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tissue, i.e., fresh, frozen, formalin-fixed paraffin-embedded (FFPE), or optimal cutting tem-
perature (OCT) compound-embedded tissue. Anatomical localization of the tissue sample
and tissue-specific characteristics can also influence protein quantification. Some tissues
are fairly homogeneous (e.g., liver), while others exhibit regional expression of DMET pro-
teins. In the kidney, drug transporters are primarily expressed in proximal tubules in the cor-
tex. Region-specific expression of DMEs (e.g., CYP3A4) and transporters (e.g.,
P-glycoprotein) in the intestine is also widely recognized [25–27]. In order to control for tech-
nical variability while addressing regional variability, the use of tissue cell-specific markers is
suggested (e.g., aquaporin 1 for renal proximal tubular cells and villin for mature
enterocytes).

The choice of tissue homogenization or cell lysis technique depends on the sample type
(e.g., fixed or freshly frozen) and available sample volume. Completeness and consistency
in homogenization and maximum recovery of proteins should be optimized. Typical homog-
enization methods include manual cryogenic grinding, mechanical bead or rotary homoge-
nization, sonication, and reagent-based methods (e.g., Mem-PER Kit) [28–30]. In DMET
proteomics, membrane protein recovery in microsomes or membrane fractions is highly
II. Drug metabolism enzymes, transporters and drug-drug interaction
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dependent on homogenization method [29]. DMET proteins are localized in specific cell com-
partments, mostly the endoplasmic reticulum (ER), thus homogenization or cell lysis should
be complete to ensure good recovery.

In general, the simplest approach in sample preparation should be used to avoid technical
variability, but fractional/protein enrichment is oftentimes necessary to achieve better sensi-
tivity. Proteomic quantifications of subcellular fractions are commonly required due to the
widespread use of enriched subcellular fractions for in vitro assays. If subcellular fraction en-
richment occurs during sample processing such as microsomal isolation, fractional recovery
(e.g., milligram of protein recovered per gram of liver, MPPGL) should be established. Total
protein quantification should first be performed in enriched fractions or tissue homogenate,
and is commonly measured using bicinchoninic acid (BCA), Lowry, or Bradford assays [31].
However, protein loss can occur during protein enrichment, which requires estimation in the
form of loss or recovery factors [32]. For example, scaling factors are used for IVIVE, which
describe membrane protein per gram tissue [e.g., microsomal protein per gram liver/kidney
(MPPGL/MPPGK)]. As these scaling factors are estimated based on total protein yield
relative to tissue mass (mg total protein per gram liver/kidney), large technical variability
is observed in these scalars [33]. Enrichment of transporters can be performed using
sucrose-gradient ultracentrifugation or reagent-based membrane extraction methods. For
example, transporter data are generated using commercially available membrane extraction
kits to produce consistent data. Microsomal and cytosolic proteins can also be extracted and
enriched from cell systems using commercial kits [27]. For transporter quantification, purified
plasma membrane fractions can be generated using gradient ultracentrifugation or
biotinylation methods [9, 34].
2.3 Protein extraction and digestion methods

Protein solubilization and denaturation is performed prior to proteolytic digestion, and
utilizes detergents [e.g., sodium dodecyl sulfate (SDS) or deoxycholate], MS-compatible
products (e.g., Rapigest or ProteaseMax), or chaotropic agents (e.g., urea). Denatured proteins
are subsequently reduced using dithiothreitol (DTT) and alkylated with iodoacetamide
(IAA). Denatured, reduced, and alkylated proteins are precipitated or extracted using
chloroform-methanol or acetone to remove detergents/salts that might interfere with the pro-
tein digestion [35, 36]. The extracted protein is then digested using protease enzymes, typi-
cally trypsin. Protease: protein ratios and incubation times are optimized for maximum
digestion efficiency. Trypsin: protein ratio generally ranges from 1:10 to 1:100, with typical
digestion times of 4–18h. Protein digestions are generally performed using in-solution
methods, but gel-aided (GASP) and filter-aided (FASP) sample preparation methods are also
utilized as an effort toward digestion optimization [37, 38].
2.4 Post-digestion processing

Digestion is generally stopped using an acidic buffer. Desalting is usually necessary to re-
move buffers before chromatography to minimize ion suppression and interference in the
mass spectrometer to yield better detection. Desalting can also be accomplished by using
II. Drug metabolism enzymes, transporters and drug-drug interaction
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desalting resins or solid-phase extraction [39]. Spiking of stable isotope-labeled (SIL) peptide
is done at this stage, which can serve as internal standards [14] or calibrators [24]. In targeted
MRM proteomics, SIL peptides are generally added after digestion to address other post-
digestion processing variables, matrix effect, and variable MS sensitivity. Immuno-
enrichment using anti-peptide antibodies is utilized to further increase sensitivity, and is
performed post-digestion for peptides (SISCAPA, iMALDI, and immune-SILAC) and pre-
or post-digestion for proteins [40].
2.5 Peptide separation using liquid chromatography (LC)

Due to the limited number of target proteins in DMET proteomics, peptide separation is
achievable on a conventional-LC system. However, nano- and micro-LC with or without ion
mobility are used for more efficient separation, particularly when protein identification is
desired. LC separation is predicted using peptide hydropathy [14]. Exogenous peptide
standards, such as iRT peptides (Biagnosys, Beverly, MA), can be used to calibrate retention
time. Peptide separation is necessary to avoid matrix effect or interference due to an isobaric
peptide. For instance, two peptides differing only leucine and isoleucine cannot be
distinguished based on the MRM method but can be chromatographically resolved.
Carboxylesterase (CES) 1 has a tryptic peptide differing only in the leucine position from
CES4’s isoleucine, which can lead to false positive results (Fig. 4A).

Labile PTMs (e.g., gamma-glutamyl carboxylation) can undergo in-source fragmentation
leading to both modified and unmodified peptides, which exhibit similar parent ion and MS
fragmentation pattern and should be separated by LC. This is illustrated with peptide
NISVPETVK in Fig. 4B, which harbors a glutamic acid (E) and show three peaks with
matching fragmentation patterns. Typically, a reverse-phase column is used for tryptic pep-
tide (6–25 amino acids) separation.
FIG. 4 Examples of confounding factors in proteotypic peptide selection. (A) Peptides differing only by leucine
(L) and isoleucine (I) (e.g., CES1 and CES4) cannot be distinguished based on MRM and requires LC separation.
(B) Labile peptides with PTM-prone residues such as gamma-carboxylated glutamate (E) are susceptible to
in-source ionization. Retention time shift indicates different carboxylation states and multiple common fragments
confirm peptide identity, NISVPEYVK.
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2.6 Mass spectrometry (MS) analysis of peptide signal

Different MS acquisition approaches are utilized depending on the type of protein quan-
tification approaches (targeted or untargeted). Targeted proteomics uses triple-quadrupole
MS instruments, which requires selection of surrogate peptides prior to data acquisition.
Targeted proteomics using multiple reaction monitoring (MRM) is the most common ap-
proach used in drug development because of its simple operation; however, only a limited
number of proteins (10–100) can be simultaneously quantified by this approach. Fragmenta-
tion pattern of a peptide generally results in y and b ions as shown in Fig. 5A. The b ions ex-
tend from the amino (N)-terminus and y ions from the carboxyl (C)-terminus. In MRM
proteomics, preselected precursor ions are filtered in the first quadrupole (Q1) after ioniza-
tion, and fragmented to their corresponding product ions in Q2. The product ions are subse-
quently filtered in Q3 and measured. This results in a quantitative detection overtime that
produces a signal in the chromatogram (Fig. 5B). Targeted proteomics can also utilize a
high-resolution mass spectrometry (HR-MS) platform, e.g., parallel-reaction monitoring
(PRM) or high-resolution MRM (MRM-HR), where all product ions are measured for speci-
fied precursor ions or ion ranges. In general, MRM acquisition is more sensitive, while PRM
acquisition offers more precision and selectivity [23].
2.6.1 Untargeted MS acquisition approaches

Common MS acquisition approaches employed for untargeted proteomics are data-
independent (DIA) and data-dependent acquisition (DDA) approaches. MS acquisition for
untargeted proteomics requires HR-MS instruments, such as Orbitrap or time-of-flight
(TOF). Although HR-MS platforms are less sensitive for low-abundant proteins compared
to MRM, these methods can be used for simultaneous quantification of 100–1000s of proteins
in a biological sample [41].
2.7 Protein quantification approaches

Protein quantification can be achieved by label-free or label-based methods. Label-free
method is a simpler approach, where ion intensities in a test and control samples are com-
pared assuming that matrix effect remains minimal or consistent across samples. However,
successful protein quantification is difficult with label-free methods, as it demands high-
resolution and high-accuracy data as well as optimal use of software tools. Key limitations
of label-free method arise from both sample and instrumentation, such as matrix effect,
run-to-run variability, and retention time shift. These can be addressed with isotope dilution
methods using external standards, by adding synthetic stable isotope-labeled (SIL) peptides
or labeled proteins. Fig. 6 shows an example of peptide quantification using spike-in method
with SIL. Signal of these fragment ions of a nonlabeled (native) proteotypic peptide,
corresponding SIL peptide, and an overlay of nonlabeled and SIL are shown in Fig. 6A–C,
respectively. The SIL peptide signal can be used in two ways. First, as a calibrator to calculate
absolute peptide abundance if concentration of SIL peptide is known, and second, as an in-
ternal standard to generate a more accurate quantitation across a dynamic range, if
nonlabeled peptides are used as external single or multipoint calibrators [42].
II. Drug metabolism enzymes, transporters and drug-drug interaction
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Various protein quantificationmethods utilize isotope dilutionwith external spiked-in SIL
peptides or proteins, such as absolute quantification (AQUA) peptides, quantitative
concatemers (QconCAT), and protein standards for absolute quantification (PSAQ). In
AQUA, a known quantity of a purified SIL peptide standard is added to the sample, allowing
quantitation of proteins. QconCAT is a modification of the AQUA method that employs
concatenated peptide sequences taken from target proteins to generate artificial proteins as
spiked-in calibrators or internal standards. Multiple proteotypic peptides are assembled in
a single artificial protein for multiplexed quantification, which addresses inter-sample vari-
ability in protease digestion. Absolute quantification generated from AQUA or QconCAT as-
sumes complete and uniform protein digestion. Thus, if the digestion efficiency is incomplete
or different between target proteins and concatemer, the measured values will underestimate
true abundance. This drawback is perhaps the key reason for the observed interlaboratory
variability in protein abundance [19–22]. Thus, PSAQ, in which purified labeled proteins
are used as spiked-in calibrators, is considered the best approach for accurate measurements.
However, purified labeled proteins are not readily available for most DMET proteins.
II. Drug metabolism enzymes, transporters and drug-drug interaction
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In biological multiplexed proteomics, metabolic or chemical isotope labeling is routinely
used to address variability in protease digestion and MS ionization. For example, in stable
isotope labelingwith amino acids in cell culture (SILAC), cells are cultured in both nonlabeled
and SIL culture media to metabolically incorporate SIL amino acids [43, 44]. The nonlabeled
and SIL samples are extorted and pooled before digestion andMS analysis. SILACmethod is
highly precise and can be used to assess protein induction [45]. Other multiplexing ap-
proaches such as isobaric tags for relative and absolute quantitation (iTRAQ) or tandemmass
tag (TMT) utilize commercially available kits for covalently tagging primary amine groups of
peptides [46]. Table 1 summarizes commonly employed isotopic or tagging methods, and
Fig. 7 shows the points of labeling addition in a general workflow timeline.
TABLE 1 Common approaches for peptide labeling and quantification/calibration.

Abbreviation Definition Description References

SILAC Stable isotope labeling by
amino acids in cell culture

Stable isotope labels are introduced in cell culture
to be incorporated metabolically into proteins

[47–49]

SILAM Stable isotope labeling in
mammals

Completemetabolic labeling of all proteins in live
mammals (rodents) with SIL nitrogen (15N) as an
internal standard

[50, 51]

TAQSI Targeted absolute quantitative
proteomics with SILAC
internal standards

Uses full-length native proteins that are labeled
and unlabeled. Unlabeled full-length proteins are
used as calibrators

[52]

TMT Tandem mass tags Multiple peptides are chemically labeled post-
digestionwith isobaric chemical tag variantswith
the same molecular structure and mass (2-plex,
6-plex, 10-plex, 11-plex). Fragmentation yields
unique reporter ions. (Vendor Thermo Fisher)

[53–55]

iTRAQ Isobaric tags for relative and
absolute quantification

Multiple peptides are chemically labeled post-
digestionwith isobaric chemical tag variantswith
the same molecular structure and mass (2-plex,
3-plex, 4-plex, 8-plex). Fragmentation yields
unique reporter ions. (Vendor AB Sciex)

[55–57]

mTRAQ Mass differential tags for
relative and absolute
quantification

Non-isobaric tags that target primary amines are
used for quantification by comparing unlabeled
and SIL peptide signals from tagged peptides

[58, 59]

SIL/AQUA Stable isotope labeled/absolute
quantification

Stable isotope labeled peptides unique to the
target protein used as internal standards for
LC-MS proteomics

[60]

QconCAT Quantitative concatemers Stable isotope labeled set of peptides unique to
target proteins concatenated in a single protein
used as internal standards for digestion and
LC-MS proteomics

[61, 62]

PSAQ Protein standards for absolute
quantification

Stable isotope labeled version of the target
protein used as internal standard for sample
preparation and LC-MS proteomics

[63, 64]

Refer to Refs. [13, 65] for an in-depth comprehensive review on comparison of different approaches
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3 Factors affecting DMET protein quantification

Multiple factors affect protein quantification, such as sample loss during preparation, di-
gestion efficiency, protein or peptide stability, calibrator purity, matrix effect, sample quality,
and biological variables like SNPs or PTMs. Subcellular fractions (e.g., microsomes or mem-
brane fractions) are commonly used matrices in DMET proteomics. However, as previously
discussed, sample loss during subcellular fractionation or protein extraction introduces
sample-to-sample variability. We recently reported that microsomal preparation is affected
by both the homogenization method as well as sample type, e.g., fatty vs normal liver tissue
[29]. In particular, luminal proteins of ER (e.g., calreticulin) and mitochondria (e.g., hsp60)
were significantly enriched in cytosolic fractions as they were released during homogeniza-
tion, while they were retained with the membrane fraction during protein extraction [29].
Also, relative recovery of the membrane fraction differed between cells and tissue samples.
Similarly, membrane extraction can result in a significant loss of proteins in centrifugation,
and as high as 47% loss of microsomal proteins have been reported [32]. Differential loss
of microsomal proteins from sample-to-sample would retain technical variability that is
unrelated to biological or interindividual variability, unless corrected. Accounting for these
procedural losses while retaining enrichment using recovery factors is necessary for accurate
scaling of in vitro data. In addition, an underlying assumption in quantitative proteomics is
that 100% of peptide is released and digested. However, this cannot be confirmed without a
purified protein standard, which is not routinely available [14].While digestion efficiency can
be optimized, it cannot be guaranteed. Sample enrichment can also affect quantification,
which can be addressed by using marker proteins for different cell compartments, e.g.,
calnexin, calreticulin, and Na+/K+ ATPase as markers for ER membrane, ER lumen, and
plasma membrane, respectively [29]. Protein or peptide stability is another concern that
should be controlled in proteomics analysis. Long-term stability, benchtop stability, and
autosampler stability should be assessed for individual peptides used for standardization
II. Drug metabolism enzymes, transporters and drug-drug interaction
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and calibration during method validation. Absolute quantity of calibrators is generally mea-
sured by amino acid analysis. Matrix effect also influences peptide MS signal; however, this
can be controlled using SIL labeled standards. If a proteotypic peptide contains cysteine res-
idue, complete or consistent alkylation iswarranted. Effects of SNPs and PTMs should be con-
sidered prospectively during proteotypic peptide selection. For example, a high-frequency
nonsynonymous SNP in UGT2B15 (rs1902023 or *2) results in change in the 85th amino acid
(Y85D) from tyrosine to aspartate, which could lead to erratic data [35]. A peptide distinct
from this region SVINDPVYK allows quantification of UGT2B15 irrespective of the SNP.
The use of fixed (e.g., FFPE or OCT-compound embedded) tissue generally affects peptide
ionization in mass spectrometry [66–68]. Other characteristics of tissue such as fatty, scarred,
or fibrous can also influence protein quantification due to unrepresentative sampling, unless
documented [69].
4 Optimized quantitative analysis approaches

4.1 Use of multiple peptides

Ideally, two or more prototypic peptides should be used to gain confidence in proteomics
results. Particularly, a single peptide can be affected by a rare or unknown SNP, PTM, or pep-
tide stability, as discussed above. If more than one peptide is used, correlation between pep-
tides will confirm quantitative differences in the protein levels across samples (Fig. 8A). If a
single peptide is chosen for quantification and is affected by SNP, PTM, or stability, one can
expect misleading results as shown in Fig. 8B for SNP-containing peptide in UGT2B15.
4.2 Use of multiple product ions

Multiple fragments of a peptide are measured for optimized quantification, as illustrated
with fragment correlations for ADH1C proteotypic peptide GAIFGGFK (Fig. 8A inset). Con-
sistency in fragmentation pattern between labeled and SIL peptides confirm any interference,
and if any interference is noted, the fragment can be removed from analysis (Fig. 8C).
4.3 Inclusion of a positive control sample

Inclusion of a positive control sample (e.g., a pool of individual control samples) in each
batch of experiment is advantageous. All the data can be normalized by individual day pos-
itive control sample, which increases the robustness by controlling for interday variability.
Interday variability arises from many small shifts in sample processing and instrument plat-
form, such as slight changes in buffer, protease lot, LC column performance, and electrospray
tips [14]. Quality control (QC) normalization where the same pooled QCs samples are in-
cluded with each batch processing is especially useful in a large number of samples, where
processing and analysis is carried out overtime. It is also a useful tool to relatively gauge re-
sults across different laboratories, partly accounting for technical interlaboratory variabilities.
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FIG. 8 Considerations in optimization of DMET protein quantification. (A) Correlation between different proteotypic peptides and multiple product
ions (inset) provides visual confirmation for specificity. (B) Peptides with nonsynonymous SNP can confound quantification. (C) Product ions should be
assessed for interference and removed. (D) Retention time and fragmentation pattern from SIL peptide helps to identify the correct peak. (E) Percent
relative standard deviation (% RSD) decreases with additional normalization, indicating better control for technical and instrumental variabilities.
(F) Principal component analysis (PCA) from samples analyzed on three different days. Black dots show technical variability from multiday processing
of quality controls (QC), while red dots indicate biological variability.
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4.4 Calibration curve, surrogate matrix, and LLOQ

Establishing analytical sensitivity, accuracy, and precision are important in constructing
an acceptable assay range for measurement within the linear range of response [24]. How-
ever, unpredictable matrix effects exist between the peptide and complex biological matrices,
and are highly dependent on the type of matrices. A surrogate matrix, such as albumin can be
used to generate a calibration curve of nonlabeled peptide standards, or SIL peptides can be
spiked into samples to produce a calibration curve that is sample-matrix matched [70]. Incor-
poration of matrix effect in quantification is especially important in determining lower limit
of quantification (LLOQ) [23].

Most DMET proteins are of low abundance; therefore, the LLOQ should be established.
This parameter is determined using multiple measurements (typically six to eight) of serial
dilutions of the analyte in an appropriate matrix, until measured amounts are too low to yield
consistent quantification (e.g., CV�20%). Selectivity, or lack of interference, should be care-
fully examined in the diluent matrix before use. Signal-to-noise (S/N) ratio of>5 is aminimal
consideration for method validation [23].
4.5 SIL peptide and exogenous protein internal standards

SIL peptides address sample-to-sample instrumental variability, i.e., matrix effect, MS sen-
sitivity, retention time shift (Fig. 8D), as well as post-digestion technical variability. Addition
of exogenous protein internal standards such as bovine serum albumin provides additional
control over technical variability, including predigestion variability, sample processing, and
instrumentation. Three-step normalization process, which combines SIL peptides [area ratios
(AR)], exogenous proteins [ratio of ratios (RoR)], and pooled QC (%), adds confidence and
robustness in data quantification. This is shown by subsequent decrease in relative standard
deviation (% RSD) with additional normalization (Fig. 8E).
4.6 Optimized practices in targeted quantitative proteomics

Optimized experimental protocols and controls are required to address different method-
ological variables [14]. Processing and analysis of triplicates on separate days incorporates
interday assay variability. Addition of exogenous proteins such as BSA during processing
addresses experimental (e.g., protease digestion) reproducibility. Inclusion of pooled QCs
in each batch helps account for interday reproducibility. SIL peptide as internal standard con-
trols for instrumental measurement reproducibility. Examining correlation among multiple
fragments and peptides increases confidence in quantification. Generation of calibration
curve considering matrix effects allows for accurate and precise measurements. Data quality
can be further assessed using principal component analysis (PCA) to assess biological and
technical variability and confirm QC standards. For example, QCs processed on different
days should form a close cluster, with degree of deviation indicating technical variability
(Fig. 8F).
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5 Applications of quantitative DMET proteomics

Applications of quantitative proteomics are broad and promising in multiple areas of drug
metabolism and pharmacokinetics (DMPK) and are widely utilized in DMET protein quan-
tification (Table 2).
TABLE 2 Application of LC-MS/MS proteomics in quantification of DMET proteins.

Tissue

Protein

family Proteins quantified Ref.

Liver Phase
I enzymes

CYP1A2, CYP2A6, CYP2B6, CYP2C8, CYP2C9, CYP2C18, CYP2C19,
CYP2D6, CYP2E1, CYP2J2, CYP3A4, CYP3A5, CYP3A7, CYP3A43,
CYP4A11, CYP4F2

[69, 71–78]

Phase II
enzymes

UGT1A1, UGT1A3, UGT1A4, UGT1A6, UGT1A9, UGT2B4, UGT2B7,
UGT2B10, UGT2B15, UGT2B17

[18, 69, 75,
77–85]

Transporters ABCA8, ABCB1, ABCB3, ABCB4, ABCB11, MATE1, ABCC1, ABCC2,
ABCC3, ABCC4, ABCC5, ABCC6, ABCA6, ABCA8, ABCG2, ABCG11,
SLC22A18, OAT2, OAT7, OATP1B1, OATP1B3, OATP2B1, OCT1,
NTCP, MCT1, ENT1, CNT1

[20, 42, 70,
75, 86–95]

Intestine Phase
I enzymes

CYP1A1, CYP1A2, CYP1B1, CYP3A4, CYP3A5, CYP3A7, CYP2B6,
CYP2C8, CYP2C18, CYP2C9, CYP2C19, CYP2D6, CYP2E1, CYP2J2,
CYP2S1 CYP4A11, CYP51A1

[96–99]

Phase II
enzymes

UGT1A1, UGT1A3, UGT1A4, UGT1A6, UGT1A7, UGT1A8, UGT1A9,
UGT1A10, UGT2B4, UGT2B7, UGT2B15, UGT2B17

[78, 80,
96–99]

Transporters ABCB1, ABCC2, ABCC3, ABCC4, ABCC5, ABCC6, ABCG2, ABCG8,
OATP1A2, OATP2A1, OATP2B1, OATP1B3, OATP3A1, OATP4A1,
OCT1, OCT3, OCTN1, SLC6A6, CNT2, SLC22A18, GLUT4, GLUT5,
PEPT1, PEPT2, ASBT, SGLT1

[25, 26,
97–101]

Kidney Phase
I enzymes

CYP4A11, CYP51A1 [77]

Phase II
enzymes

UGT1A1, UGT1A4, UGT1A6, UGT1A7, UGT1A8, UGT1A9, UGT1A10,
UGT2B7

[77, 78, 80,
81, 102]

Transporters ABCB1, ABCC2, ABCC4, OAT1, OAT2, OAT3, OAT4, OCT2, OCTN2,
SLC22A13, SLC22A18, MCT1, LSC7A8, SLC27A2
MATE1, SGLT2

[77, 103]

Brain Phase
I enzymes

CYP1B1, CYP2U1 [104]

Transporters SLC1A2, SLC1A3, SLC1A4, SLC2A1, SLC2A3, SLC2A14, SLC3A2,
SLC6A12, SLC7A1, SLC7A5, SLCA15A2, SLC16A1, SLC16A2,
SLC19A1, SLC21A9, SLC21A11, SLC27A1, SLC29A1, SLC29A4,
SLC47A1, ABCA2, ABCA8, ABCB1, ABCC4, ABCG2

[104–107]

Lung Transporters ABCB1, ABCC2, ABCG2, OCT2, OCT3, OATP2B1, OATP1A2,
OATP2A1, OATP4C1, OCTN1, OCTN2, PEPT2

[108]
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5.1 Characterization of in vitro and in vivo models

In vivo translation of clearance data that is generated using recombinant proteins or
overexpression systems (transporter expressing cell lines or vesicles) requires protein abun-
dance information.Moreover, it is commonly noticed that endogenous transporter expression
in cell lines (e.g., MDCKII or HEK293 cells) can confound data analysis [109, 110]. Proteomic
characterization in these systems can screen for otherDMETproteins thatmay confoundassay
results and provides confidence in model systems and data extrapolation [111].
5.2 In vitro to in vivo extrapolation (IVIVE) of drug clearance

Assuming Vmax is directly proportional to protein abundance and Km remains constant
between in vitro models and in vivo (Fig. 1), the ratio of protein expression in tissues and
in vitro models can be utilized as a scaling factor for IVIVE. Reliability of UGT proteomic
quantification in liver microsomeswas demonstrated by high correlation between protein ex-
pression and activity [79]. Similarly, significant correlation between UGT protein abundance
and activity in human kidney microsomes has been shown, which was used to predict renal
glucuronidation [112]. Successful IVIVE was reported for OCT2 transporter in predicting
metformin renal clearance by incorporating plasmamembrane abundance [113]. Mechanistic
in vitro transporter data can be scaled up to predict in vivo disposition, as illustrated with
testosterone glucuronide and efflux transporters MRP2 and MRP3 [114]. Although
proteomics-informed IVIVE is promising, it is important to address sample preparation dif-
ferences and the nature of the in vitro model. For example, for IVIVE efflux transport from
vesicles, the %inside out should be measured experimentally to account for inactive trans-
porters [114]. In overexpressing cells, a significant fraction of transporter could be present
intracellularly (i.e., in trafficking process), which should be characterized to avoid overpre-
diction of drug clearance [8, 9, 113]. These examples illustrate that proteomics-informed ab-
solute scaling factor (ASF) approach can be used for accurate IVIVE, when consistency in
sample extraction, recovery, and digestion are experimentally confirmed [14].
5.3 Interspecies differences in protein expression

Allometric scaling of clearance data is often unsuccessful when metabolism or transport
processes are involved. For example, unexpected lower bioavailability of raloxifene in
humans (2%) compared to rats (39%) was attributed to expression of UGT1A10 in the human
intestine [115]. Tenofovir-associated nephrotoxicity is mediated in concert by OAT1 uptake
andMRP4 efflux [116], and interspecies differences in transporters are associated with signif-
icant differences in the kidney toxicity. Therefore, to obtain accurate and representative allo-
metric scaling, it is important to characterize interspecies differences in homologous aswell as
nonhomologous proteins. Interspecies differences in Km can be examined using in vitro
models (recombinant enzymes or transporter overexpressing vesicles and cells), as reported
withOAT1 and antiviral drugs [117]. Vmax scaling from animal to human requires estimation
of protein abundance data, as reported for hepatobiliary transporters in human, dog,monkey,
and rat [86].
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5.4 Differential tissue and regional protein distribution

Accurate PBPK modeling requires quantitative knowledge of DME abundance across dif-
ferent tissues. For instance, if a drug is a substrate of UGT2B17, which is highly variable and
primarily expressed in human intestine, high intestinal first pass metabolism is expected [27].
MK7246, an oral drug candidate for asthma treatment, was discontinued during clinical
development due to poorly predicted variability in PK, which was retrospectively attributed
to UGT2B17 variability [118]. Similarly, fraction metabolized by individual enzymes in dif-
ferent tissues varies depending on the regional expression. Quantitative proteomics can be
used to characterize differential tissue abundances of DMET proteins. For instance, UGT1A
composition and abundance are significantly different between human liver, kidney, and in-
testine [80], whichwould lead to differential fractionmetabolized by individual UGT1As (fm)
and tissue-specific drug-drug interaction potential. Differential regional expression within
tissue can also be addressed with proteomics. UGT1A1 intestinal expression shows an
increasing trend from duodenum to jejunum, while decreasing in ileum to below limit of
quantification in colon [119]. These are important factors to incorporate into modeling, espe-
cially in delayed or modified absorption or with substantial enterohepatic recycling.
5.5 Subcellular localization of proteins

Although immunolocalization using imaging methods is ideal for subcellular localization
of DMET proteins (particularly transporters), it requires selective and sensitive antibodies.
Quantitative proteomics does not rely on antibodies and thus provides a better alternative
for characterization of subcellular localization of DMET proteins. The localization of DMET
proteins is essential for selecting an optimum in vitro model and for IVIVE. This application
requires the use of subcellular marker proteins. As an example, in quantifying transporter
expression, Na+/K+ ATPase can be used as a plasma membrane marker along with
biotinylation to discern cellular transporter localization [9]. Differential recovery and enrich-
ment for calreticulin as an ER luminal marker can aid in determining the proper system to use
in investigating CES, an ER lumen-residing protein [29].
5.6 Interindividual variability and precision medicine

Precision medicine strives to address interindividual variability in drug response to attain
maximum effectiveness and safety in patients, thus improving health-care quality [120].
Interindividual variability arises from numerous factors from genetic differences to
epigenetic changes that impacts protein abundance levels, as mentioned above. Nongenetic
factors affecting DMET protein abundance include age, sex, disease, ethnicity, environment
(e.g., diet, smoking), and pregnancy. Progress is being made toward predicting
interindividual variability using physiologically based pharmacokinetic and pharmacody-
namic (PBPK/PD) modeling. However, a knowledge gap still exists in quantifying popula-
tion protein abundance levels and effects of different contributing factors, especially in
complex physiological states such as organ dysfunctions and orphan populations such as
pregnant women or children. DMET proteomics can fill in the knowledge gap by character-
izing abundance levels across different populations. For example, UGT2B17 showed a
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162-fold variability in liver protein abundance, with correlating highly variable activities
[121], which can be used to predict variable PK.Ontogeny proteomics data can also be utilized
in modeling to better predict accurate doses for children [35]. Exosomes are an emerging area
of interest. Coined as liquid biopsies, exosomes are promising noninvasive tools for individ-
ual “fingerprinting” to assess interindividual variability, and proteomic quantification plays
an essential role [122, 123]. It should be noted that protein quantification by mass spectrom-
etry cannot be confirmed as absolute quantification, due to possibility of incomplete extrac-
tion, recovery, and digestion. Nevertheless, as long as there is confidence in consistency
across samples in extraction, recovery, and protein digestion, the data acquired by quantita-
tive proteomics can be used to generate absolute scaling factor (ASF) for accurate
translation [14].
5.7 Drug-drug interaction (DDI) potential (induction/suppression)

Quantitative proteomics can be used to predict CYP/UGT/transporter induction. The
main advantage of this approach is that the induction potential of drug for all proteins can
be determined simultaneously, with the potential for better understanding of complex DDIs.
Williamson et al. were able to quantify robust proteomic increases upon induction in CYP
isoforms 1A2, 2B6, 3A4, and 3A5, which correlated well with mRNA changes [124]. Particu-
larly, SILAC approach is useful for predicting induction of several DMEs and transporters
simultaneously.
5.8 Drug/metabolite-protein interactions

Electrophilic functional groups in a drug or its reactive metabolite can covalently bind to
endogenous proteins and nucleic acids, leading to idiosyncratic interactions and toxicity.
Such interactions can be characterized using quantitative proteomics. Nitrotryptophan,
which results from interaction with reactive nitrogen species (RNS) has been quantified using
proteomics [125], which may further serve as a biomarker of RNS-mediated damage. Prote-
omics has been utilized to identify modified drug-protein adducts in vivo, formed by various
xenobiotics including acetaminophen, penicillin, diclofenac, and carbamazepine [126].
Investigation into these phenomena can provide better insight into mechanisms of idiosyn-
cratic adverse drug reactions and drug toxicity. LC-MS/MS proteomics is sensitive for
targeted analysis of protein-drug adducts, whereas HR-MS allows structural identification
of site of protein modification. Furthermore, HR-MS data can be analyzed using software
tools (e.g., Kojak) for high-throughput de novo identification of modified residues by drugs
or metabolites [127].
6 Conclusion

Quantitative DMET proteomics is an emerging and expanding field that supports drug
discovery and development research. It allows accurate measurements of DMET protein
levels, which is important for improved application of in vitro data and prediction of
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interindividual variability. Here, we outline a general quantitative proteomics workflow,
with a focus on targeted MRM-based proteomics. A typical workflow starts with proteolytic
peptide selection, followed by sample treatment and processing, protease digestion, peptide
enrichment, and ending in LC-separationwithMS acquisition. Each step requires careful con-
sideration of different factors that can affect the quality of proteomics data. These factors can
be addressedwith different optimization approaches, such as examination ofmultiple unique
peptides and product ions, careful validation of calibration curve in surrogate matrix, use of
tissue and subcellular marker proteins, and adoption of multiple quality control layers for
normalization, i.e., pooled QCs, SIL peptides, and exogenous standards. DMET proteomics
application is presently increasing in IVIVE, DDIs, and characterization of experimental
models, and shows potential in precision medicine, particularly in characterizing
interindividual variability. Although mentioned only in brief here, untargeted proteomics
and DIA approaches yield comprehensive data, and further hold promising applications
in investigating systems-based biology and pharmacology [128, 129].
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[8] V. Kumar, T.B. Nguyen, B. Tóth, V. Juhasz, J.D. Unadkat, Optimization and application of a biotinylation
method for quantification of plasma membrane expression of transporters in cells, AAPS J. 19 (2017)
1377–1386, https://doi.org/10.1208/s12248-017-0121-5.

[9] V. Kumar, L. Salphati, C.E.C.A. Hop, G. Xiao, Y. Lai, A. Mathias, X. Chu, W.G. Humphreys, M. Liao,
S. Heyward, J.D. Unadkat, A comparison of total and plasma membrane abundance of transporters in
suspended, plated, sandwich-cultured human hepatocytes versus human liver tissue using quantitative
targeted proteomics and cell surface biotinylation, Drug Metab. Dispos. 47 (2019) 350–357, https://doi.org/
10.1124/dmd.118.084988.

[10] A. Crowe, W. Zheng, J. Miller, S. Pahwa, K. Alam, K.-M. Fung, E. Rubin, F. Yin, K. Ding, W. Yue, Character-
ization of plasmamembrane localization and phosphorylation status of organic anion transporting polypeptide
II. Drug metabolism enzymes, transporters and drug-drug interaction

http://www.ncbi.nlm.nih.gov/pubmed/9336307
https://doi.org/10.1124/dmd.115.065920
https://doi.org/10.3109/03639045.2013.831439
https://doi.org/10.1016/j.dmpk.2014.10.001
https://doi.org/10.1016/j.dmpk.2014.10.001
https://doi.org/10.1038/clpt.2012.65
https://doi.org/10.1586/ecp.13.4
https://doi.org/10.1002/prca.201400147
https://doi.org/10.1208/s12248-017-0121-5
https://doi.org/10.1124/dmd.118.084988
https://doi.org/10.1124/dmd.118.084988


379References
(OATP) 1B1 c.521 T>C nonsynonymous single-nucleotide polymorphism, Pharm. Res. 36 (2019) 101, https://
doi.org/10.1007/s11095-019-2634-3.

[11] R. Jamwal, B.J. Barlock, S. Adusumalli, K. Ogasawara, B.L. Simons, F. Akhlaghi, Multiplex and label-free rel-
ative quantification approach for studying protein abundance of drug metabolizing enzymes in human liver
microsomes using SWATH-MS, J. Proteome Res. 16 (2017) 4134–4143, https://doi.org/10.1021/acs.
jproteome.7b00505.

[12] B. Prasad, J.D. Unadkat, Optimized approaches for quantification of drug transporters in tissues and cells by
MRM proteomics, AAPS J. 16 (2014) 634–648, https://doi.org/10.1208/s12248-014-9602-y.

[13] F. Calderón-Celis, J.R. Encinar, A. Sanz-Medel, Standardization approaches in absolute quantitative proteomics
with mass spectrometry, Mass Spectrom. Rev. 37 (2018) 715–737, https://doi.org/10.1002/mas.21542.

[14] D.K. Bhatt, B. Prasad, Critical issues and optimized practices in quantification of protein abundance level to
determine interindividual variability in DMET proteins by LC-MS/MS proteomics, Clin. Pharmacol. Ther.
(2017), https://doi.org/10.1002/cpt.819.

[15] S.-F. Zhou, J.-P. Liu, B. Chowbay, Polymorphism of human cytochrome P450 enzymes and its clinical impact,
Drug Metab. Rev. 41 (2009) 89–295, https://doi.org/10.1080/03602530902843483.

[16] V.M. Lauschke, L.Milani,M. Ingelman-Sundberg, Pharmacogenomic biomarkers for improveddrug therapy—
recent progress and future developments, AAPS J. 20 (2018) 4, https://doi.org/10.1208/s12248-017-0161-x.

[17] A. Cie�slak, I. Kelly, J. Trottier, M. Verreault, E. Wunsch, P. Milkiewicz, G. Poirier, A. Droit, O. Barbier, Selective
and sensitive quantification of the cytochrome P450 3A4 protein in human liver homogenates throughmultiple
reaction monitoring mass spectrometry, Proteomics 16 (2016) 2827–2837, https://doi.org/10.1002/
pmic.201500386.

[18] B. Achour, A. Dantonio, M. Niosi, J.J. Novak, J.K. Fallon, J. Barber, P.C. Smith, A. Rostami-Hodjegan, T.
C. Goosen, Quantitative characterization of major hepatic UDP-glucuronosyltransferase enzymes in human
liver microsomes: comparison of two proteomic methods and correlation with catalytic activity, Drug Metab.
Dispos. 45 (2017) 1102–1112, https://doi.org/10.1124/dmd.117.076703.

[19] M.D. Harwood, B. Achour, S. Neuhoff, M.R. Russell, G. Carlson, G.Warhurst, A. Rostami-Hodjegan, In vitro-in
vivo extrapolation scaling factors for intestinal P-glycoprotein and breast cancer resistance protein: part I: a
cross-laboratory comparison of transporter-protein abundances and relative expression factors in human intes-
tine and Caco-2 cells, Drug Metab. Dispos. 44 (2016) 297–307, https://doi.org/10.1124/dmd.115.067371.

[20] C.Wegler, F.Z. Gaugaz, T.B. Andersson, J.R. Wi�sniewski, D. Busch, C. Gr€oer, S. Oswald, A. Nor�en, F. Weiss, H.
S. Hammer, T.O. Joos, O. Poetz, B. Achour, A. Rostami-Hodjegan, E. van de Steeg, H.M. Wortelboer,
P. Artursson, Variability in mass spectrometry-based quantification of clinically relevant drug transporters
and drug metabolizing enzymes, Mol. Pharm. 14 (2017) 3142–3151, https://doi.org/10.1021/acs.
molpharmaceut.7b00364.

[21] J. Bad�ee, B. Achour, A. Rostami-Hodjegan, A. Galetin, Meta-analysis of expression of hepatic organic anion-
transporting polypeptide (OATP) transporters in cellular systems relative to human liver tissue, Drug Metab.
Dispos. 43 (2015) 424–432, https://doi.org/10.1124/dmd.114.062034.

[22] B. Achour, J. Barber, A. Rostami-Hodjegan, Expression of hepatic drug-metabolizing cytochrome p450 enzymes
and their intercorrelations: a meta-analysis, Drug Metab. Dispos. 42 (2014) 1349–1356, https://doi.org/
10.1124/dmd.114.058834.

[23] B. Prasad, B. Achour, P. Artursson, C.E.C.A. Hop, Y. Lai, P.C. Smith, J. Barber, J.R. Wisniewski, D. Spellman,
Y. Uchida, M.A. Zientek, J.D. Unadkat, A. Rostami-Hodjegan, Toward a consensus on applying quantitative
liquid chromatography-tandemmass spectrometry proteomics in translational pharmacology research: awhite
paper, Clin. Pharmacol. Ther. 106 (2019), https://doi.org/10.1002/cpt.1537.

[24] V. Vidova, Z. Spacil, A review on mass spectrometry-based quantitative proteomics: targeted and data inde-
pendent acquisition, Anal. Chim. Acta 964 (2017) 7–23, https://doi.org/10.1016/j.aca.2017.01.059.

[25] M. Drozdzik, D. Busch, J. Lapczuk, J. M€uller, M. Ostrowski, M. Kurzawski, S. Oswald, Protein abundance of
clinically relevant drug transporters in the human liver and intestine: a comparative analysis in paired tissue
specimens, Clin. Pharmacol. Ther. (2019), https://doi.org/10.1002/cpt.1301.

[26] M. Drozdzik, C. Gr€oer, J. Penski, J. Lapczuk, M. Ostrowski, Y. Lai, B. Prasad, J.D. Unadkat, W. Siegmund,
S. Oswald, Protein abundance of clinically relevantmultidrug transporters along the entire length of the human
intestine, Mol. Pharm. 11 (2014) 3547–3555, https://doi.org/10.1021/mp500330y.
II. Drug metabolism enzymes, transporters and drug-drug interaction

https://doi.org/10.1007/s11095-019-2634-3
https://doi.org/10.1007/s11095-019-2634-3
https://doi.org/10.1021/acs.jproteome.7b00505
https://doi.org/10.1021/acs.jproteome.7b00505
https://doi.org/10.1208/s12248-014-9602-y
https://doi.org/10.1002/mas.21542
https://doi.org/10.1002/cpt.819
https://doi.org/10.1080/03602530902843483
https://doi.org/10.1208/s12248-017-0161-x
https://doi.org/10.1002/pmic.201500386
https://doi.org/10.1002/pmic.201500386
https://doi.org/10.1124/dmd.117.076703
https://doi.org/10.1124/dmd.115.067371
https://doi.org/10.1021/acs.molpharmaceut.7b00364
https://doi.org/10.1021/acs.molpharmaceut.7b00364
https://doi.org/10.1124/dmd.114.062034
https://doi.org/10.1124/dmd.114.058834
https://doi.org/10.1124/dmd.114.058834
https://doi.org/10.1002/cpt.1537
https://doi.org/10.1016/j.aca.2017.01.059
https://doi.org/10.1002/cpt.1301
https://doi.org/10.1021/mp500330y


380 12. Quantifying drug metabolizing enzymes and transporters
[27] H. Zhang, A. Basit, D. Busch, K. Yabut, D.K. Bhatt, M. Drozdzik, M. Ostrowski, A. Li, C. Collins, S. Oswald,
B. Prasad, Quantitative characterization of UDP-glucuronosyltransferase 2B17 in human liver and intestine
and its role in testosterone first-pass metabolism, Biochem. Pharmacol. 156 (2018) 32–42, https://doi.org/
10.1016/j.bcp.2018.08.003.

[28] S. Goldberg, Mechanical/physical methods of cell distribution and tissue homogenization, Methods Mol. Biol.
1295 (2015) 1–20, https://doi.org/10.1007/978-1-4939-2550-6_1.

[29] M. Xu, N. Saxena, M. Vrana, H. Zhang, V. Kumar, S. Billington, C. Khojasteh, S. Heyward, J.D. Unadkat,
B. Prasad, Targeted LC-MS/MS proteomics-based strategy to characterize in vitro models used in drugmetab-
olism and transport studies, Anal. Chem. (2018), https://doi.org/10.1021/acs.analchem.8b01913.

[30] V. Kumar, B. Prasad, G. Patilea, A. Gupta, L. Salphati, R. Evers, C.E.C.A. Hop, J.D. Unadkat, Quantitative trans-
porter proteomics by liquid chromatographywith tandemmass spectrometry: addressingmethodologic issues
of plasma membrane isolation and expression-activity relationship, Drug Metab. Dispos. 43 (2015) 284–288,
https://doi.org/10.1124/dmd.114.061614.

[31] C.V. Sapan, R.L. Lundblad,N.C. Price, Colorimetric protein assay techniques, Biotechnol. Appl. Biochem. 29 (Pt
2) (1999) 99–108. http://www.ncbi.nlm.nih.gov/pubmed/10075906. (accessed May 3, 2019).

[32] M.D. Harwood, M.R. Russell, S. Neuhoff, G. Warhurst, A. Rostami-Hodjegan, Lost in centrifugation: account-
ing for transporter protein losses in quantitative targeted absolute proteomics, Drug Metab. Dispos. 42 (2014)
1766–1772, https://doi.org/10.1124/dmd.114.058446.

[33] Z.E. Barter, M.K. Bayliss, P.H. Beaune, A.R. Boobis, D.J. Carlile, R.J. Edwards, J.B. Houston, B.G. Lake, J.
C. Lipscomb, O.R. Pelkonen, G.T. Tucker, A. Rostami-Hodjegan, Scaling factors for the extrapolation of in vivo
metabolic drug clearance from in vitro data: reaching a consensus on values of humanmicrosomal protein and
hepatocellularity per gram of liver, Curr. Drug Metab. 8 (2007) 33–45. http://www.ncbi.nlm.nih.gov/
pubmed/17266522. (accessed August 14, 2019).

[34] G.E. Schaller, Isolation of Endoplasmic Reticulum and Its Membrane, Humana Press, New York, NY, 2017,
pp. 119–129, https://doi.org/10.1007/978-1-4939-6533-5_10.

[35] D.K. Bhatt, A. Mehrotra, A. Gaedigk, R. Chapa, A. Basit, H. Zhang, P. Choudhari, M. Boberg, R.E. Pearce,
R. Gaedigk, U. Broeckel, J.S. Leeder, B. Prasad, Age- and genotype-dependent variability in the protein abun-
dance and activity of six major uridine diphosphate-glucuronosyltransferases in human liver, Clin. Pharmacol.
Ther. (2018), https://doi.org/10.1002/cpt.1109.

[36] E.Y. Dotsey, K.-M. Jung, A. Basit, D. Wei, J. Daglian, F. Vacondio, A. Armirotti, M. Mor, D. Piomelli, Peroxide-
dependent MGL sulfenylation regulates 2-AG-mediated endocannabinoid signaling in brain neurons, Chem.
Biol. 22 (2015) 619–628, https://doi.org/10.1016/j.chembiol.2015.04.013.

[37] R. Fischer, B.M. Kessler, Gel-aided sample preparation (GASP)-a simplified method for gel-assisted proteomic
sample generation from protein extracts and intact cells, Proteomics 15 (2015) 1224–1229, https://doi.org/
10.1002/pmic.201400436.

[38] J.R. Wi�sniewski, Quantitative evaluation of filter aided sample preparation (FASP) andmultienzyme digestion
FASP protocols, Anal. Chem. 88 (2016) 5438–5443, https://doi.org/10.1021/acs.analchem.6b00859.

[39] A. Eshghi, C.H. Borchers, Multiple reaction monitoring using double isotopologue peptide standards for pro-
tein quantification, Methods Mol. Biol. 1788 (2018) 193–214, https://doi.org/10.1007/7651_2017_112.

[40] T. Bostr€om, J.O. Takanen, S. Hober, Antibodies as means for selective mass spectrometry, J. Chromatogr. B
1021 (2016) 3–13, https://doi.org/10.1016/J.JCHROMB.2015.10.042.

[41] G. Rosenberger, C.C. Koh, T. Guo, H.L. R€ost, P. Kouvonen, B.C. Collins, M. Heusel, Y. Liu, E. Caron,
A. Vichalkovski, M. Faini, O.T. Schubert, P. Faridi, H.A. Ebhardt, M. Matondo, H. Lam, S.L. Bader, D.
S. Campbell, E.W. Deutsch, R.L. Moritz, S. Tate, R. Aebersold, A repository of assays to quantify 10,000 human
proteins by SWATH-MS, Sci. Data 1 (2014) 140031, https://doi.org/10.1038/sdata.2014.31.

[42] B. Prasad, R. Evers, A. Gupta, C.E.C.A. Hop, L. Salphati, S. Shukla, S.V. Ambudkar, J.D. Unadkat,
Interindividual variability in hepatic organic anion-transporting polypeptides and P-glycoprotein (ABCB1)
protein expression: quantification by liquid chromatography tandem mass spectroscopy and influence of ge-
notype, age, and sex, Drug Metab. Dispos. 42 (2013) 78–88, https://doi.org/10.1124/dmd.113.053819.

[43] S.-E. Ong, B. Blagoev, I. Kratchmarova, D.B. Kristensen, H. Steen, A. Pandey, M. Mann, Stable isotope labeling
by amino acids in cell culture, SILAC, as a simple and accurate approach to expression proteomics, Mol. Cell.
Proteomics 1 (2002) 376–386. http://www.ncbi.nlm.nih.gov/pubmed/12118079. (accessed May 4, 2019).
II. Drug metabolism enzymes, transporters and drug-drug interaction

https://doi.org/10.1016/j.bcp.2018.08.003
https://doi.org/10.1016/j.bcp.2018.08.003
https://doi.org/10.1007/978-1-4939-2550-6_1
https://doi.org/10.1021/acs.analchem.8b01913
https://doi.org/10.1124/dmd.114.061614
http://www.ncbi.nlm.nih.gov/pubmed/10075906
https://doi.org/10.1124/dmd.114.058446
http://www.ncbi.nlm.nih.gov/pubmed/17266522
http://www.ncbi.nlm.nih.gov/pubmed/17266522
https://doi.org/10.1007/978-1-4939-6533-5_10
https://doi.org/10.1002/cpt.1109
https://doi.org/10.1016/j.chembiol.2015.04.013
https://doi.org/10.1002/pmic.201400436
https://doi.org/10.1002/pmic.201400436
https://doi.org/10.1021/acs.analchem.6b00859
https://doi.org/10.1007/7651_2017_112
https://doi.org/10.1016/J.JCHROMB.2015.10.042
https://doi.org/10.1038/sdata.2014.31
https://doi.org/10.1124/dmd.113.053819
http://www.ncbi.nlm.nih.gov/pubmed/12118079


381References
[44] S.-E. Ong, M. Mann, A practical recipe for stable isotope labeling by amino acids in cell culture (SILAC), Nat.
Protoc. 1 (2006) 2650–2660, https://doi.org/10.1038/nprot.2006.427.

[45] A.K. Macleod, T. Zang, Z. Riches, C.J. Henderson, C.R. Wolf, J.T.-J. Huang, A targeted in vivo SILAC approach
for quantification of drugmetabolism enzymes: regulation by the constitutive androstane receptor, J. Proteome
Res. 13 (2014) 866–874, https://doi.org/10.1021/pr400897t.

[46] P.L. Ross, Y.N. Huang, J.N. Marchese, B. Williamson, K. Parker, S. Hattan, N. Khainovski, S. Pillai, S. Dey,
S. Daniels, S. Purkayastha, P. Juhasz, S. Martin, M. Bartlet-Jones, F. He, A. Jacobson, D.J. Pappin, Multiplexed
protein quantitation in Saccharomyces cerevisiae using amine-reactive isobaric tagging reagents, Mol. Cell.
Proteomics 3 (2004) 1154–1169, https://doi.org/10.1074/mcp.M400129-MCP200.

[47] M. Mann, Functional and quantitative proteomics using SILAC, Nat. Rev. Mol. Cell Biol. 7 (2006) 952–958,
https://doi.org/10.1038/nrm2067.

[48] X. Chen, S. Wei, Y. Ji, X. Guo, F. Yang, Quantitative proteomics using SILAC: principles, applications, and de-
velopments, Proteomics 15 (2015) 3175–3192, https://doi.org/10.1002/pmic.201500108.

[49] Y. Reinders, D. V€oller, A.-K. Bosserhoff, P.J. Oefner, J. Reinders, Testing suitability of cell cultures for SILAC-
experiments using SWATH-mass spectrometry, Methods Mol. Biol. (2016) 101–108, https://doi.org/
10.1007/978-1-4939-3341-9_8.

[50] N. Rauniyar, D.B. McClatchy, J.R. Yates, Stable isotope labeling of mammals (SILAM) for in vivo quantitative
proteomic analysis, Methods 61 (2013) 260–268, https://doi.org/10.1016/j.ymeth.2013.03.008.

[51] D.B. McClatchy, J.R. Yates, Stable isotope labeling in mammals (SILAM), Methods Mol. Biol. (2014) 133–146,
https://doi.org/10.1007/978-1-4939-0685-7_8.

[52] X.Wang, Y. Liang, L. Liu, J. Shi, H.-J. Zhu, Targeted absolute quantitative proteomics with SILAC internal stan-
dards and unlabeled full-length protein calibrators (TAQSI), Rapid Commun. Mass Spectrom. 30 (2016)
553–561, https://doi.org/10.1002/rcm.7482.

[53] H. Erdjument-Bromage, F.-K. Huang, T.A. Neubert, Sample preparation for relative quantitation of proteins
using tandem mass tags (TMT) and mass spectrometry (MS), Methods Mol. Biol. (2018) 135–149, https://
doi.org/10.1007/978-1-4939-7659-1_11.

[54] L. Zhang, J.E. Elias, Relative protein quantification using tandem mass tag mass spectrometry, Methods Mol.
Biol. (2017) 185–198, https://doi.org/10.1007/978-1-4939-6747-6_14.

[55] R. Moulder, S.D. Bhosale, D.R. Goodlett, R. Lahesmaa, Analysis of the plasma proteome using iTRAQ and
TMT-based isobaric labeling, Mass Spectrom. Rev. 37 (2018) 583–606, https://doi.org/10.1002/mas.21550.

[56] S. Aggarwal, A.K. Yadav, Dissecting the iTRAQ data analysis, Methods Mol. Biol. (2016) 277–291, https://doi.
org/10.1007/978-1-4939-3106-4_18.

[57] C. Evans, J. Noirel, S.Y. Ow, M. Salim, A.G. Pereira-Medrano, N. Couto, J. Pandhal, D. Smith, T.K. Pham,
E. Karunakaran, X. Zou, C.A. Biggs, P.C. Wright, An insight into iTRAQ: where do we stand now? Anal.
Bioanal. Chem. 404 (2012) 1011–1027, https://doi.org/10.1007/s00216-012-5918-6.

[58] U.-B. Kang, J. Yeom, H. Kim, C. Lee, Quantitative analysis of mTRAQ-labeled proteome using full MS scans,
J. Proteome Res. 9 (2010) 3750–3758, https://doi.org/10.1021/pr9011014.

[59] J. Yeom, M.J. Kang, D. Shin, H.K. Song, C. Lee, J.E. Lee, mTRAQ-based quantitative analysis combined with
peptide fractionation based on cysteinyl peptide enrichment, Anal. Biochem. 477 (2015) 41–49, https://doi.
org/10.1016/j.ab.2015.03.005.

[60] A.N. Kettenbach, J. Rush, S.A. Gerber, Absolute quantification of protein and post-translational modification
abundance with stable isotope–labeled synthetic peptides, Nat. Protoc. 6 (2011) 175–186, https://doi.org/
10.1038/nprot.2010.196.

[61] D.M. Simpson, R.J. Beynon, QconCATs: design and expression of concatenated protein standards for
multiplexed protein quantification, Anal. Bioanal. Chem. 404 (2012) 977–989, https://doi.org/10.1007/
s00216-012-6230-1.

[62] K.B. Scott, I.V. Turko, K.W. Phinney, QconCAT, Methods Enzymol. (2016) 289–303, https://doi.org/10.1016/
bs.mie.2015.09.022.

[63] V. Brun, A. Dupuis, A. Adrait, M. Marcellin, D. Thomas, M. Court, F. Vandenesch, J. Garin, Isotope-labeled
protein standards: Toward absolute quantitative proteomics, Mol. Cell. Proteomics 6 (2007) 2139–2149,
https://doi.org/10.1074/mcp.M700163-MCP200.
II. Drug metabolism enzymes, transporters and drug-drug interaction

https://doi.org/10.1038/nprot.2006.427
https://doi.org/10.1021/pr400897t
https://doi.org/10.1074/mcp.M400129-MCP200
https://doi.org/10.1038/nrm2067
https://doi.org/10.1002/pmic.201500108
https://doi.org/10.1007/978-1-4939-3341-9_8
https://doi.org/10.1007/978-1-4939-3341-9_8
https://doi.org/10.1016/j.ymeth.2013.03.008
https://doi.org/10.1007/978-1-4939-0685-7_8
https://doi.org/10.1002/rcm.7482
https://doi.org/10.1007/978-1-4939-7659-1_11
https://doi.org/10.1007/978-1-4939-7659-1_11
https://doi.org/10.1007/978-1-4939-6747-6_14
https://doi.org/10.1002/mas.21550
https://doi.org/10.1007/978-1-4939-3106-4_18
https://doi.org/10.1007/978-1-4939-3106-4_18
https://doi.org/10.1007/s00216-012-5918-6
https://doi.org/10.1021/pr9011014
https://doi.org/10.1016/j.ab.2015.03.005
https://doi.org/10.1016/j.ab.2015.03.005
https://doi.org/10.1038/nprot.2010.196
https://doi.org/10.1038/nprot.2010.196
https://doi.org/10.1007/s00216-012-6230-1
https://doi.org/10.1007/s00216-012-6230-1
https://doi.org/10.1016/bs.mie.2015.09.022
https://doi.org/10.1016/bs.mie.2015.09.022
https://doi.org/10.1074/mcp.M700163-MCP200


382 12. Quantifying drug metabolizing enzymes and transporters
[64] G. Picard, D. Lebert, M. Louwagie, A. Adrait, C. Huillet, F. Vandenesch, C. Bruley, J. Garin, M. Jaquinod,
V. Brun, PSAQ™ standards for accurate MS-based quantification of proteins: from the concept to biomedical
applications, J. Mass Spectrom. 47 (2012) 1353–1363, https://doi.org/10.1002/jms.3106.

[65] O. Chahrour, D. Cobice, J. Malone, Stable isotope labelling methods in mass spectrometry-based quantitative
proteomics, J. Pharm. Biomed. Anal. 113 (2015) 2–20, https://doi.org/10.1016/J.JPBA.2015.04.013.

[66] P.P. Olszowy, A. Burns, P.S. Ciborowski, Pressure-assisted sample preparation for proteomic analysis, Anal.
Biochem. 438 (2013) 67–72, https://doi.org/10.1016/j.ab.2013.03.023.

[67] R.W. Sprung, J.W.C. Brock, J.P. Tanksley, M. Li, M.K. Washington, R.J.C. Slebos, D.C. Liebler, Equivalence of
protein inventories obtained from formalin-fixed paraffin-embedded and frozen tissue in multidimensional
liquid chromatography-tandem mass spectrometry shotgun proteomic analysis, Mol. Cell. Proteomics
8 (2009) 1988–1998, https://doi.org/10.1074/mcp.M800518-MCP200.

[68] P. Ostasiewicz, D.F. Zielinska, M. Mann, J.R. Wi�sniewski, Proteome, phosphoproteome, and N-glycoproteome
are quantitatively preserved in formalin-fixed paraffin-embedded tissue and analyzable by high-resolution
mass spectrometry, J. Proteome Res. 9 (2010) 3688–3700, https://doi.org/10.1021/pr100234w.

[69] B. Prasad, D.K. Bhatt, K. Johnson, R. Chapa, X. Chu, L. Salphati, G. Xiao, C. Lee, C.E.C.A. Hop, A. Mathias,
Y. Lai, M. Liao, W.G. Humphreys, S.C. Kumer, J.D. Unadkat, Abundance of phase 1 and 2 drug-metabolizing
enzymes in alcoholic and hepatitis C cirrhotic livers: a quantitative targeted proteomics study, Drug Metab.
Dispos. 46 (2018) 943–952, https://doi.org/10.1124/dmd.118.080523.

[70] A.K. Deo, B. Prasad, L. Balogh, Y. Lai, J.D. Unadkat, Interindividual variability in hepatic expression of the
multidrug resistance-associated protein 2 (MRP2/ABCC2): quantification by liquid chromatography/tandem
mass spectrometry, Drug Metab. Dispos. 40 (2012) 852–855, https://doi.org/10.1124/dmd.111.043810.

[71] M.Z. Wang, J.Q. Wu, J.B. Dennison, A.S. Bridges, S.D. Hall, S. Kornbluth, R.R. Tidwell, P.C. Smith, R.
D. Voyksner, M.F. Paine, J.E. Hall, A gel-free MS-based quantitative proteomic approach accurately measures
cytochrome P450 protein concentrations in human liver microsomes, Proteomics 8 (2008) 4186–4196, https://
doi.org/10.1002/pmic.200800144.

[72] C. Seibert, B.R. Davidson, B.J. Fuller, L.H. Patterson, W.J. Griffiths, Y. Wang, Multiple-approaches to the iden-
tification and quantification of cytochromes P450 in human liver tissue by mass spectrometry, J. Proteome Res.
8 (2009) 1672–1681, https://doi.org/10.1021/pr800795r.

[73] E. Langenfeld, U.M. Zanger, K. Jung, H.E. Meyer, K. Marcus, Mass spectrometry-based absolute quantification
of microsomal cytochrome P450 2D6 in human liver, Proteomics 9 (2009) 2313–2323, https://doi.org/10.1002/
pmic.200800680.

[74] H. Kawakami, S. Ohtsuki, J. Kamiie, T. Suzuki, T. Abe, T. Terasaki, Simultaneous absolute quantification of
11 cytochrome P450 isoforms in human liver microsomes by liquid chromatography tandem mass spectrom-
etry with in Silico target peptide selection, J. Pharm. Sci. 100 (2011) 341–352, https://doi.org/10.1002/jps.22255.

[75] S. Ohtsuki, O. Schaefer, H. Kawakami, T. Inoue, S. Liehner, A. Saito, N. Ishiguro, W. Kishimoto, E. Ludwig-
Schwellinger, T. Ebner, T. Terasaki, Simultaneous absolute protein quantification of transporters, cytochromes
P450, and UDP-glucuronosyltransferases as a novel approach for the characterization of individual human
liver: comparison with mRNA levels and activities, Drug Metab. Dispos. 40 (2012) 83–92, https://doi.org/
10.1124/dmd.111.042259.

[76] X. Liu, L. Hu, G. Ge, B. Yang, J. Ning, S. Sun, L. Yang, K. Pors, J. Gu, Quantitative analysis of cytochrome P450
isoforms in human liver microsomes by the combination of proteomics and chemical probe-based assay,
Proteomics 14 (2014) 1943–1951, https://doi.org/10.1002/pmic.201400025.

[77] K. Nakamura, M. Hirayama-Kurogi, S. Ito, T. Kuno, T. Yoneyama, W. Obuchi, T. Terasaki, S. Ohtsuki,
Large-scale multiplex absolute protein quantification of drug-metabolizing enzymes and transporters in hu-
man intestine, liver, and kidney microsomes by SWATH-MS: comparison with MRM/SRM and HR-MRM/
PRM, Proteomics 16 (2016) 2106–2117, https://doi.org/10.1002/pmic.201500433.

[78] M. Drozdzik, D. Busch, J. Lapczuk, J. M€uller, M. Ostrowski, M. Kurzawski, S. Oswald, Protein abundance of
clinically relevant drug-metabolizing enzymes in the human liver and intestine: a comparative analysis in
paired tissue specimens, Clin. Pharmacol. Ther. 104 (2018) 515–524, https://doi.org/10.1002/cpt.967.

[79] G. Margaillan, M. Rouleau, K. Klein, J.K. Fallon, P. Caron, L. Villeneuve, P.C. Smith, U.M. Zanger,
C. Guillemette, Multiplexed targeted quantitative proteomics predicts hepatic glucuronidation potential, Drug
Metab. Dispos. 43 (2015) 1331–1335, https://doi.org/10.1124/dmd.115.065391.

[80] D.E. Harbourt, J.K. Fallon, S. Ito, T. Baba, J.K. Ritter, G.L. Glish, P.C. Smith, Quantification of human uridine-
diphosphate glucuronosyl transferase 1A isoforms in liver, intestine, and kidney using nanobore liquid
chromatography–tandemmass spectrometry, Anal. Chem. 84 (2012) 98–105, https://doi.org/10.1021/ac201704a.
II. Drug metabolism enzymes, transporters and drug-drug interaction

https://doi.org/10.1002/jms.3106
https://doi.org/10.1016/J.JPBA.2015.04.013
https://doi.org/10.1016/j.ab.2013.03.023
https://doi.org/10.1074/mcp.M800518-MCP200
https://doi.org/10.1021/pr100234w
https://doi.org/10.1124/dmd.118.080523
https://doi.org/10.1124/dmd.111.043810
https://doi.org/10.1002/pmic.200800144
https://doi.org/10.1002/pmic.200800144
https://doi.org/10.1021/pr800795r
https://doi.org/10.1002/pmic.200800680
https://doi.org/10.1002/pmic.200800680
https://doi.org/10.1002/jps.22255
https://doi.org/10.1124/dmd.111.042259
https://doi.org/10.1124/dmd.111.042259
https://doi.org/10.1002/pmic.201400025
https://doi.org/10.1002/pmic.201500433
https://doi.org/10.1002/cpt.967
https://doi.org/10.1124/dmd.115.065391
https://doi.org/10.1021/ac201704a


383References
[81] J.K. Fallon, D.E. Harbourt, S.H. Maleki, F.K. Kessler, J.K. Ritter, P.C. Smith, Absolute quantification of human
uridine-diphosphate glucuronosyl transferase (UGT) enzyme isoforms 1A1 and 1A6 by tandem LC-MS, Drug
Metab. Lett. 2 (2008) 210–222. http://www.ncbi.nlm.nih.gov/pubmed/19356096. (accessed May 16, 2019).

[82] C. Sridar, I. Hanna, P.F. Hollenberg, Quantitation of UGT1A1 in human liver microsomes using stable isotope-
labelled peptides and mass spectrometry based proteomic approaches, Xenobiotica 43 (2013) 336–345, https://
doi.org/10.3109/00498254.2012.719089.

[83] Y. Sato, M. Nagata, A. Kawamura, A. Miyashita, T. Usui, Protein quantification of UDP-
glucuronosyltransferases 1A1 and 2B7 in human liver microsomes by LC-MS/MS and correlation with
glucuronidation activities, Xenobiotica 42 (2012) 823–829, https://doi.org/10.3109/00498254.2012.665950.

[84] Y. Sato, M. Nagata, K. Tetsuka, K. Tamura, A. Miyashita, A. Kawamura, T. Usui, Optimized methods for
targeted peptide-based quantification of human uridine 50-diphosphate-glucuronosyltransferases in biological
specimens using liquid chromatography-tandem mass spectrometry, Drug Metab. Dispos. 42 (2014) 885–889,
https://doi.org/10.1124/dmd.113.056291.

[85] J.K. Fallon, H. Neubert, T.C. Goosen, P.C. Smith, Targeted precise quantification of 12 human recombinant
uridine-diphosphate glucuronosyl transferase 1A and 2B isoforms using nano-ultra-high-performance liquid
chromatography/tandemmass spectrometry with selected reactionmonitoring, DrugMetab. Dispos. 41 (2013)
2076–2080, https://doi.org/10.1124/dmd.113.053801.

[86] L.Wang, B. Prasad, L. Salphati, X. Chu, A. Gupta, C.E.C.A. Hop, R. Evers, J.D. Unadkat, Interspecies variability
in expression of hepatobiliary transporters across human, dog, monkey, and rat as determined by quantitative
proteomics, Drug Metab. Dispos. 43 (2015) 367–374, https://doi.org/10.1124/dmd.114.061580.

[87] C. Ji, W.R. Tschantz, N.D. Pfeifer, M. Ullah, N. Sadagopan, Development of a multiplex UPLC-MRM MS
method for quantification of human membrane transport proteins OATP1B1, OATP1B3 and OATP2B1 in
in vitro systems and tissues, Anal. Chim. Acta 717 (2012) 67–76, https://doi.org/10.1016/j.aca.2011.12.005.

[88] L.M. Balogh, E. Kimoto, J. Chupka, H. Zhang, Y. Lai, Membrane protein quantification by peptide-based mass
spectrometry approaches: studies on the organic anion-transporting polypeptide family, J. Proteomics
Bioinform. 06 (2013) 1–8, https://doi.org/10.4172/jpb.1000285.

[89] N. Li, Y. Zhang, F. Hua, Y. Lai, Absolute difference of hepatobiliary transportermultidrug resistance-associated
protein (MRP2/Mrp2) in liver tissues and isolated hepatocytes from rat, dog, monkey, and human, Drug
Metab. Dispos. 37 (2009) 66–73, https://doi.org/10.1124/dmd.108.023234.

[90] N. Li, J. Palandra, O.V. Nemirovskiy, Y. Lai, LC�MS/MSmediated absolute quantification and comparison of
bile salt export pump and breast cancer resistance protein in livers and hepatocytes across species, Anal. Chem.
81 (2009) 2251–2259, https://doi.org/10.1021/ac8024009.

[91] J.K. Fallon, P.C. Smith, C.Q. Xia, M.-S. Kim, Quantification of four efflux drug transporters in liver and kidney
across species using targeted quantitative proteomics by isotope dilution NanoLC-MS/MS, Pharm. Res.
33 (2016) 2280–2288, https://doi.org/10.1007/s11095-016-1966-5.

[92] K.-W. Peng, J. Bacon, M. Zheng, Y. Guo, M.Z. Wang, Ethnic variability in the expression of hepatic drug trans-
porters: absolute quantification by an optimized targeted quantitative proteomic approach, Drug Metab.
Dispos. 43 (2015) 1045–1055, https://doi.org/10.1124/dmd.115.063362.

[93] L.Wang, C. Collins, E.J. Kelly, X. Chu, A.S. Ray, L. Salphati, G. Xiao, C. Lee, Y. Lai,M. Liao, A.Mathias, R. Evers,
W. Humphreys, C.E.C.A. Hop, S.C. Kumer, J.D. Unadkat, Transporter expression in liver tissue from subjects
with alcoholic or hepatitis C cirrhosis quantified by targeted quantitative proteomics, Drug Metab. Dispos.
44 (2016) 1752–1758, https://doi.org/10.1124/dmd.116.071050.

[94] A. Vildhede, E. Kimoto, A.D. Rodrigues, M.V.S. Varma, Quantification of hepatic organic anion transport pro-
teins OAT2 and OAT7 in human liver tissue and primary hepatocytes, Mol. Pharm. 15 (2018) 3227–3235,
https://doi.org/10.1021/acs.molpharmaceut.8b00320.

[95] A. Vildhede, C. Nguyen, B.K. Erickson, R.C. Kunz, R. Jones, E. Kimoto, F. Bourbonais, A.D. Rodrigues, M.V.
S. Varma, Comparison of proteomic quantification approaches for hepatic drug transporters: multiplexed
global quantitation correlates with targeted proteomic quantitation, Drug Metab. Dispos. 46 (2018) 692–696,
https://doi.org/10.1124/dmd.117.079285.

[96] C. Gr€oer, D. Busch, M. Patrzyk, K. Beyer, A. Busemann, C.D. Heidecke, M. Drozdzik, W. Siegmund, S. Oswald,
Absolute protein quantification of clinically relevant cytochrome P450 enzymes and UDP-
glucuronosyltransferases by mass spectrometry-based targeted proteomics, J. Pharm. Biomed. Anal.
100 (2014) 393–401, https://doi.org/10.1016/J.JPBA.2014.08.016.
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1 Introduction

In the past several years, the number of therapeutic modalities has increased dramatically
and now includes small molecules, antibodies, peptides, RNA therapeutics, gene therapies,
nanobodies, oncolytic viruses, and cell therapies. Although small molecule drugs (SMDs) are
still the most commonly used modality to treat human disease, alternative therapeutic mo-
dalities are fast growing due to the rapid advances in molecular biology, genetics, protein
engineering, cell biology, and major investments in applied sciences by the biotechnology
and pharmaceutical industry. In fact, among the top 10 best-selling therapeutics in 2018,
seven are monoclonal antibodies (mAbs): adalimumab, pembrolizumab, trastuzumab,
bevacizumab, rituximab, nivolumab, and ustekinumab [1]. Moreover, the unprecedented ef-
ficacy of chimeric antigen T cells (CAR-T) cell therapies in advanced liquid tumors attracts
more and more pharmaceutical companies to enter the cell therapy field. Two CAR-T ther-
apies have been approved by the FDA, axicabtagene ciloleucel for diffuse large B-cell lym-
phoma in 2017 and tisagenlecleucel for B-cell precursor acute lymphoblastic leukemia in
2017 (Table 1). After more than two decades, gene therapies are emerging as a promising mo-
dality to treat genetic diseases with the approval of voretigene neparvovec-rzyl in 2017 for
correction of an inherited abnormal gene expressed in the eye that leads to blindness [11].
The FDA approved nusinersen, an anti-sense oligonucleotide in 2016. It was the first drug
approved to treat children and adults with spinal muscular atrophy, a rare and often fatal
genetic disease affecting muscle strength and movement. More recently, the FDA approved
onasemnogene abeparvovec-xioi, a single-dose gene therapy for spinal muscular atrophy
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TABLE 1 New modalities approved or in clinical development in recent years.

Modality INN Trade name Indication Approved year

CAR-T therapy Axicabtagene
ciloleucel

Yescarta Diffuse large B-cell
lymphoma

20171

CAR-T therapy Tisagenlecleucel Kymriah B-cell acute
lymphoblastic
leukemia

20172

Gene therapy Voretigene
neparvovec-rzyl

Luxturna Blindness caused by
abnormal eye gene

20173

Anti-sense
oligonucleotide

Nusinersen Spinraza Spinal muscular
atrophy

20164

Gene therapy Onasemnogene
abeparvovec-xioi

Zolgensma Spinal muscular
atrophy

20195

SiRNA Patisiran Onpattro Transthyretin-
mediated amyloidosis

20186

Hepatitis B surface
antigen and CpG
oligonucleotide

Hepatitis B vaccine
(recombinant),
adjuvanted

HEPLISAV-B Two dose Hep
B vaccine

20177

Oncolytic virus Talimogene
laherparepvec (T-VEC)

Imlygic Recurrent melanoma 20158

mRNA encoded mAb Not applicable mRNA-1944 Multiple indications
anti-Chikungunya
virus

In early clinical
trials9

1. [2], 2. [3], 3 [4], 4. [5], 5. [6], 6. [7], 7. [8], 8. [9], 9. [10].
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(Table 1). SiRNA therapeutics, after overcoming some major hurdles during development,
finally have a proof of efficacy in certain areas, for example, with the approval of patisiran
in 2018, a therapy for the rare hereditary disease transthyretin-mediated amyloidosis in
adults (Table 1). A toll-like receptor-9 (TLR-9) agonist oligonucleotide CpG (cytosine and gua-
nine separated by only one phosphate group) was approved as an adjuvant for the hepatitis
B vaccine HEPLISAV-B (Table 1). In addition, mRNA therapeutics as vaccines and replace-
ment of protein therapeutics are entering clinical trials by Moderna. An oncolytic virus as
therapeutic has been realized by the approval of talimogene laherparepvec (T-VEC) for the
treatment of recurrent melanoma (Table 1). Each of these novel approaches have their unique
advantages for the treatment of disease and, therefore, leading pharmaceutical companies are
adoptingmodality agnostic approaches as a strategy to increase the success of drug discovery
and development to meet unmet medical needs.

An important trend occurring in the treatment of human disease is the increasing use of
combination therapies or polypharmacy, especially in oncology and in diseases of the elderly.
The combinations of SMDs targeting tumor mutations, chemotherapies, and checkpoint
blockade antibodies are becoming a norm in themanagement of cancer. Addition of oncolytic
viruses or other modalities in oncology settings may become more common. The ever-
evolving treatment options for human diseases make it critical to increase the understanding
II. Drug metabolism enzymes, transporters and drug-drug interaction
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FIG. 1 TP-DDI risk among different modalities. Different modalities could potentially be either a perpetrator or
victim through several different mechanisms.

3892 DDI mechanisms
of mechanisms causing potential drug-drug interactions (DDI) beyond the classical pharma-
cokinetic SMD-SMD interactions. The potential DDI that could be caused by the various mo-
dalities currently being explored and how they might interact with one another is depicted in
Fig. 1.

In this chapter, we focus on the major mechanisms of therapeutic protein-drug–drug
interactions (TP-DDI). We discuss the potential DDI between small molecules and protein
drugs,between twodifferentTPsandpotential interactionsbetweenknownandemerging the-
rapeutic modalities. Based on TP-DDI risk, clinical design considerations are also discussed.
2 DDI mechanisms

2.1 Major mechanisms of TP-DDI

The primary mechanisms behind clinically observed TP and SMD interactions involve dis-
ease state changes in cytokines, target physiology, immunogenicity, and cytokines as thera-
peutic interventions (Fig. 1).

Pro-inflammatory cytokines such as IL-6, IL-1β, TNF-α, IFN-γ, INF-α, and IFN-β can be el-
evated in autoimmune diseases, certain infections, or as a result of therapeutic interventions.
Some examples of disease states in which cytokines are increased include rheumatoid arthri-
tis (RA), psoriasis, Crohn’s disease, and some viral infections such as those caused by the in-
fluenza virus. In other cases, the goal of a therapeutic intervention is to increase the levels of
cytokines in the tumor environment, such as in immuno-oncology.
II. Drug metabolism enzymes, transporters and drug-drug interaction
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It is known that elevated pro-inflammatory cytokines suppress cytochrome P450 (CYP) en-
zymes and thus can potentially increase the exposure of SMD co-medications that are sub-
strates of CYP enzymes. Therapeutic interventions to correct these disease states can
decrease pro-inflammatory cytokine levels, thus increasing or normalizing CYP enzyme
and/or drug transporter activity, resulting in normalization of the exposure of a SMD. It
has been known for some time that infections can affect SMDmetabolism: for example, influ-
enza virus infection impairs clearance of theophylline, a CYP1A2 substrate [12, 13]. This phe-
nomenon is attributed to the IFNs released after the virus infection, which cause suppression
of CYP enzymes and, therefore, a reduction in the clearance of the CYP1A2 substrate theoph-
ylline [14]. In patients undergoing allogeneic bone marrow transplantation, pro-
inflammatory cytokine production (i.e., IL-6) correlated with a significant increase in cyclo-
sporine systemic exposure [15]. Therefore, disease states such as inflammation or infection
can impact metabolism of SMDs through cytokine release. Treatment of pro-inflammatory
disease states can reduce cytokine levels and normalize (increase) the metabolism of SMDs.
The hypothetical scenario where SMD metabolism is impacted by the disease state and how
treatment of the disease can alleviate this effect is depicted in Fig. 2.

Therapeutic targets can also play an important role in TP-DDIs. SMDs or TPs thatmodulate
the target levels can have an impact on the exposure of drugs that bind to the same target.
Many mAbs display target-mediated drug disposition in which changes in the amount of
available target can affect the observed systemic levels of a mAb (or a targeting fusion
TP). Therefore, if a second drugmodulates the available target of amAb, there can be an effect
on the mAb PK. There have been several reports illustrating such mechanisms, as discussed
in Section 3.3.
Disease states
Inflammation
Infection
Immune agonists

Inflammatory
cytokines

Drug level Normalization
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FIG. 2 Effect of inflammation and anti-inflammatory therapeutic proteins onCYP enzyme expression, activity, and
substrate concentrations. Disease states such as inflammation or infection can impact metabolism of SMDs through
cytokine release. Treatment of inflammatory disease states can reduce cytokine levels and normalize (increase) the
metabolism SMDs.

II. Drug metabolism enzymes, transporters and drug-drug interaction



3912 DDI mechanisms
Another well-known mechanism by which TP-DDI can occur is through immunogenicity.
If one drug either stimulates or suppresses the immune system, it is conceivable that the im-
munogenicity toward the TP could be altered relative to monotherapy. Stimulating the im-
mune system can lead to an increased antidrug antibody (ADA) response, which can lead
to reduced exposure of the TP and vice versa. For example, a mAb coadministered with
an immunosuppressant such as methotrexate may show a higher exposure due to a reduced
ADA response, as discussed in Section 3.2.

Therapeutic cytokines have been used in the treatment of a variety of human diseases. For
example, IL-2 and interferons are being used in the treatment of cancer and autoimmune dis-
eases. These exogenously administered cytokines can also affect CYP enzyme levels [16].

In general, SMDs as a perpetrator of TP-DDIs act through modulating immunogenicity or
target biology to change the PK of TPs. TPs as perpetrators typically change CYP enzymes and
drug transporters through the modulation of cytokine levels. TPs can also be a perpetrator by
changing the target levels of a second TP.
2.2 In vitro effects on CYP enzymes and transporters

Historically, the emphasis in the field of TP-DDIs has been on cytokines and cytokinemod-
ulators. In vitro studies in cultured human hepatocytes have shown that pro-inflammatory
cytokines in general do reduce the expression of cytochrome P450 enzymes and drug trans-
porters in hepatocytes isolated from humans and preclinical species, although the extent of
effects is not the same for all enzymes and transporters [17–21], suggesting that multiple
mechanisms could be at play.

Various mechanisms have been described that may be involved in the inflammation-
mediated effects on drug-metabolizing enzymes and transporters. These have been described
in numerous reviews previously [22–27] and are summarized briefly below:

(i) Nuclear factor (NF) κB-mediated cross talk with the pregnane X receptor (PXR) has been
implicated in CYP gene expression regulation, and a direct interaction with NF κB (p65
subunit) with the DNA-binding domain of retinoic X receptor (RXR) and constitutive
androstane receptor (CAR) has been demonstrated [28, 29]. An inflammation-induced
effect has been postulated on the subcellular localization of RXR [30], which could be
important because RXR is a partner in the heterodimeric transcription factors PXR, CAR,
farnesoid X receptor (FXR), liver X receptor (LXR), and the peroxisome proliferator-
activated receptor (PPAR).

(ii) A change in nitric oxide (NO)-dependent ubiquitination and subsequent proteasomal
degradation has been implicated in cytokine-dependent degradation of CYP enzymes
such as rat CYP2B1, although non-ubiquitin-dependent degradation has been observed
as well for CYP2C22 [31]. The latter suggests the involvement of another proteolytic
pathway. The effect of NO on CYP levels has mostly been studied in rodents [32], but
recent work has shown that cellular NO—as is produced during infection and
inflammation—can cause CYP2B6 enzyme degradation in human hepatocytes [33]. It is
interesting that the NO-dependent mechanism is specific for CYP2B6 protein, because,
although CYP3A4 mRNA was affected more strongly by a pro-inflammatory stimulus
than CYP2B6, CYP3A4 protein was affected less [34].
II. Drug metabolism enzymes, transporters and drug-drug interaction
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Further work is needed to determine which other mechanisms are involved in the regula-
tion of individual human drug-metabolizing enzymes and transporters and which of these
are clinically relevant.

Unexpected effects of non-small molecule therapeutics other than cytokine modulators
have been described. For instance, it was shown that several nontherapeutic oligonucleotides
(ON) with a phosphorothioate linkage caused inhibition of almost all CYP and uridine-
glucuronosyltransferase (UGT) enzymes when tested in human liver microsomes, whereas
no such inhibition was observed for oligonucleotides containing phosphodiester linkages.
Most potent inhibition was observed for CYP1A2 with IC50 values between 0.8 and 4.2μM
[35]. In several cases, time-dependent inhibition of CYP enzymes was observed as well. How-
ever, no inhibition of the same enzymes was observed in cultured human hepatocytes, except
for weak inhibition of CYP2C19. Overall, these data indicate that the inhibition measured in
microsomes has no clinical significance [35, 36]. In another example, four 20-ribose-modified
phosphorothioates antisense oligonucleotides (PS-ASOs), including one GalNAc conjugate,
were reported neither to inhibit nor induce any of the investigated CYP enzymes in vitro
[37]. The lack of in vitro metabolism by human liver microsomes as well as inhibition of
the major CYP enzymes has been shown for mipomersen [38], and for eteplirsen which also
lacks in vitro induction potential of CYP enzymes [39]. Inhibition of drug transporters was
also studied in recombinant cell lines expressing transporters, and although inhibition was
observed, IC50 values were high and not deemed of clinical significance [40]. In the subse-
quent work by the same group, the 13 base oligonucleotide imetelstat, a telomerase inhibitor
with a N30-P50 thio-phosphoramidate backbone to increase stability and a palmitoyl tail at the
50-position to enhance cellular permeability [41], was studied in cultured human hepatocytes.
Assessment of the inhibition of both CYP and UGT enzymes by imetelsat demonstrated that
inhibition was weak and not of clinical significance [40]. In another study, transporter inter-
actions were evaluated using a panel of nine uptake and efflux transporters (P-gp, OAT1,
OAT3, OCT1, OCT2, OATP1B1, OATP1B3, BCRP, and BSEP) and the results showed that
20-ribose-modified PS-ASO was not a substrate nor an inhibitor of the transporter panel, in-
dicating that interactions between ASOs and SMDs on the transporter level in the clinical set-
ting are unlikely [42].

In vitro studies to assess the effects of cytokines and cytokine modulators on absorption,
distribution, metabolism, and excretion (ADME) genes have been mainly conducted in pri-
mary cultured human hepatocytes (for reviews see Refs. [22, 43]). Although studies in hepa-
tocytes have been instrumental in identifying the effect of these agents on CYP enzymes and
transporters [18, 21, 44, 45], it has not been possible to extrapolate findings from in vitro to the
clinic. Factors contributing to the difficulty to extrapolate data obtained in hepatocytes to in
vivo are [16]: (i) the mechanisms contributing to downregulation of ADME genes are incom-
pletely understood. Therefore, inclusion of positive controls representative for each pathway
is not feasible; (ii) isolated hepatocytes are not representative for the disease state. Thismay be
a reason why cytokine concentrations used in vitro typically are supraphysiological; and
(iii) although studies in plated hepatocytes are employed routinely across the pharmaceutical
industry and academia, there remains a substantial inter-lab variability [22]. This makes com-
parisons of data between labs difficult; (iv) in inflammatory disease states, the levels of more
than one cytokine are increased. Currently, there is no experience in studying the interplay of
multiple cytokines in vitro; and (v) the effect of cytokines can be indirect by the activation of
II. Drug metabolism enzymes, transporters and drug-drug interaction



3933 TP-DDI observed in clinical studies
immune cells resident in the liver such as Stellate and Kupffer cells. Some progress regarding
the latter point has been made by the establishment of a micropatterned hepatocyte-Kupffer
cell coculture model supported by mouse fibroblasts [46]. Hepatocytes in this model are vi-
able for multiple weeks and it could be demonstrated that more physiologically relevant cy-
tokine concentrations could be used to elicit an effect on CYP and transporter expression.
Overall, it was concluded that hepatocyte:Kupffer cell cocultures were a more robust
in vitro system than hepatocytes alone. Coculture systems are a first step toward a more pre-
dictive in vitro model, but in their current form are still not representative for the complexity
of the immune system and disease states.
3 TP-DDI observed in clinical studies

3.1 Cytokine-dependent interactions

3.1.1 Cytokines and therapeutic proteins targeting cytokines

The dosing of cytokines in the clinic such as IFNα, INFα2b, IL-2, IL-10, and IL-6 has been
shown to decrease clearance of SMDs, as has been reviewed by Lee et al. [20]. Effects were
typically in the rangeof 12%–81%.A specific example is a study inhealthy subjects,which found
that following dosing with PEG-IFN α2a, theophylline (CYP1A2 substrate) clearance was
reduced by 20% with no effect on substrates of CYP2C9, CYP2C19, CYP2D6, or CYP3A4 [47].

Patients with diseases characterized by inflammation tend to show elevated pro-
inflammatory cytokines such as TNF-α, IL1β, and IL-6, which can lead to reduced CYP
and transporter expression and activity. Upon dosing with a mAb which targets a pro-
inflammatory cytokine, the CYP expression is expected to be normalized and return to levels
observed in healthy subjects as shown in Fig. 2 [43].

In rheumatoid arthritis (RA), where inflammation is characterized by elevated serum
C-reactive protein (CRP) levels, the area under the curve (AUC) of simvastatin decreased
by 43% and 54.7%, following treatment with the anti-IL-6RmAbs tocilizumab and sarilumab,
respectively [48, 49]. Following treatment with an anti-IL-6 mAb (sirukumab) for 3weeks, the
probe substrates of midazolam (CYP3A4), omeprazole (CYP2C19), and S-warfarin (CYP2C9)
showed AUC reductions of �35%, �41%, and �18%, respectively [50] (Table 2). The de-
creased exposure of SMDs correlated with reduced CRP levels, following treatment to reduce
inflammation. In the tocilizumab study, the mean CRP levels changed from 40 to 50mg/L at
baseline to 3mg/L (close to upper limit of normal) from week 1 through week 4 following
tocilizumab treatment. In the sarilumab study, the mean serum CRP levels were elevated
at baseline (22.1mg/L) and decreased to 5.9mg/L on day 15. In the sirukumab study, mean
CRP levels were 25.3mg/L and decreased to 0.7mg/L through 6weeks after sirukumab
administration.

The effects of cytokine modulation leading to changes in CYP enzyme levels were thought
to potentially be a concern in other inflammatory diseases such as psoriasis [59]. Data are now
available from dedicated TP-DDI studies in autoimmune diseases like psoriasis, atopic der-
matitis, and multiple sclerosis. TP-DDI has been assessed between anti-cytokine mAbs (anti-
IL-23: tildrakizumab, risankizumab, guselkumab) and anti-cytokine receptor mAbs (anti-
IL4R: dupilumab; anti-IL-2R: daclizumab) and SM probe cocktails monitoring CYP1A1,
II. Drug metabolism enzymes, transporters and drug-drug interaction



TABLE 2 Clinical studies in which a therapeutic protein (TP) was tested for effects on small molecule drugs (SMDs).

TP

TP

modality Target Population SM

AUCinf geometric

mean ratioa (90%

CI)

Timepoint post-

TP treatment Reference

PEG-IFN α2a Small
protein

Healthy
subjects

Theophylline 1.24 (1.05–1.47) 22days following
4 doses every
7days

[47]

Tolbutamide No change1

Mephenytoin No change1

Debrisoquine No change1

Dapsone No change1

Tocilizumab mAb IL-6R Rheumatoid
arthritis

Simvastatin 0.43 (0.34–0.55)2 1weeks [48]

0.61 (0.47–0.78)2 5weeks

Sarilumab mAb IL-6R Rheumatoid
arthritis

Simvastatin 0.547 (0.472–0.633) 7days [49]

Sirukumab mAb IL-6 Rheumatoid
arthritis

Caffeine 1.34 (0.84–2.15) 3weeks [50]

S-warfarin 0.82 (0.73–0.92)

Omeprazole 0.59 (0.34–1.02)

Midazolam 0.65 (0.47–0.89)

Denosumab mAb RANKL Osteoporosis Midazolam 1.02 (0.96–1.09) 16days [51]

Dupilumab mAb IL-4 receptor α Atopic
dermatitis

Caffeine 1.12 (0.87–1.45)2 36days [52]

S-warfarin 0.90 (0.83–0.98)2

Omeprazole 1.00 (0.83–1.12)2

Metoprolol 1.29 (1.10–1.51)2

Midazolam 0.98 (0.87–1.09)2

Daclizumab mAb IL-2R Multiple
sclerosis

Caffeine 1.03 (0.93–1.14)2 7days after 3rd
dose of TP
Q4 weeks

[53]

S-warfarin 1.00 (0.95–1.06)

Omeprazole 1.00 (0.88–1.13)

Dextromethorphan 1.01 (0.76–1.34)3

Midazolam 1.01 (0.89–1.15)



Tildrakizumab mAb IL-23p19 Psoriasis Caffeine 1.14 (1.01–1.28) 57days [54]

S-warfarin 1.07 (0.98–1.17)

Omeprazole 0.96 (0.77–1.19)

Dextromethorphan 1.20 (1.00–1.45)

Midazolam 1.11 (0.94–1.32)

Risankizumab mAb IL-23p19 Psoriasis Caffeine 1.03 (0.90–1.19) 7days after 4th
dose of TP
Q4 weeks

[55]

S-warfarin 0.93 (0.90–0.97)

Omeprazole 0.94 (0.82–1.07)

Metoprolol 1.01 (0.92–1.10)

Midazolam 1.01 (0.94–1.09)

Secukinumab mAb IL-17A Psoriasis Midazolam 0.97 (0.85–1.09) 7days after 5th
dose of TP
Q1weeks

[56]

Belatacept CTLA-4-
IgG1 Fc
fusion

CD80 and CD86 on
antigen-presenting
cells

Prevention of
transplant
rejection

Caffeine 1.002 (0.914–1.098) 7days [57]

Losartan 1.016 (0.938–1.101)

Omeprazole 1.227 (1.093–1.379)

Dextromethorphan 1.031 (0.885–1.200)

Midazolam 0.968 (0.892–1.049)

Exenatide GLP-1
peptide

GLP1-R Healthy
subjects

Acetaminophen AUC (0�12 h) 1h [58]

0.77

Tmax sevenfold
later

Caffeine and theophylline are substrates of CYP1A2; losartan, tolbutamide, and S-warfarin are substrates of CYP2C9; omeprazole and mephenytoin are substrates of CYP2C19;

dextromethorphan, metoprolol, and debrisoquine are substrates of CYP2D6; midazolam and dapsone are substrates of CYP3A4, simvastatin and its active metabolite simvastatin acid are

a substrate of CYP3A4 and OATP1B1.

1: mean effect ratio not calculated; 2: AUClast; 3: 12-h urine dextromethorphan to dextrophan ratio.
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CYP2C9 CYP2C19, CYP2D6, and CYP3A4; in summary, no reductions in SMD exposures
were observed [52–55, 60] (Table 2). In addition, three programs looked at the effects on
midazolam. The exposure of midazolam was unaffected by treatment with an anti-RANKL
mAb, denosumab [51] or with an anti-IL-17A mAb [56], but was shown to increase by 24% in
the presence of the anti-IL-17R mAb brodalumab for unexplained reasons [61].

These studies showing no effect on SMDs suggest that it is important to consider if treat-
ment with a given TP induces notable changes in cytokine levels and if those changes affect
the tissues, which express CYPs. If the cytokine effects are limited to the local tissues such as
the skin, CNS, or intestine, there may be minimal to no effect on hepatic CYP expression.
A study in ulcerative colitis patients which evaluated changes in intestinal CYP mRNA ex-
pression rather than CYP enzyme activity observed minimal change in expression following
treatment with an anti-α4β7 and αEβ7 integrin heterodimer mAb, etrolizumab [62].

In the ulcerative colitis study [62], baseline mean IL-6 and CRP levels were higher than in
healthy subjects (Table 3), but lower than has been observed in patients with RA (CRP
40–54mg/L [48, 64] and IL-6 50–58pg/mL [48, 64, 65]). For psoriasis, both the tildrakizumab
and secukinumab TP-DDI trials showed single-digit baseline levels of CRP (mg/L) and IL-6
(pg/mL) (Table 3).

Taken together, these results suggest that in psoriasis or ulcerative colitis, where the base-
line serum pro-inflammatorymarkers of CRP and IL-6 are lower than in RA, there may not be
enough systemic inflammation in the disease state to reduce expression of CYP enzymes.
Hence, when cytokinemodulatorymAbswere used as treatment for local inflammation, such
as in psoriasis, little to no TP-DDI effect was observed on the coadministered substrates of
CYP enzymes [54, 56] (Table 2). Several authors have suggested that these pro-inflammatory
molecules such as CRP or IL-6may be potential biomarkers for those at risk for inflammation-
related changes in CYP activity [16, 23, 59, 62, 70]; however, currently there are no cutoff con-
centrations defined, which would suggest a probable risk for TP-DDIs. Literature values for
IL-6 in disease populations are known to be variable [71, 72]; therefore, it continues to be im-
portant to collect inflammation biomarker data in TP-DDI studies to build relationships be-
tween the baseline levels of inflammation andmeasurable treatment effects on CYP enzymes.

Another consideration in estimating the risk of a TP-DDI is whether the cells in which
CYPs are expressed (e.g., hepatocytes) have receptors for the targeted cytokine. If hepatocytes
TABLE 3 Baseline mean serum CRP and IL-6 concentrations in different disease populations.

Population CRP (mg/L) Reference for CRP IL-6 (pg/mL) Reference for IL-6

Healthy <3.11 1: [56] 0.4–7.31 1: [62]

Ulcerative colitis 14–182 2: [63] 8–121 1: [62]

Psoriasis 4.363; 8.564;
3.2–5.24

3: [54], 4: [56] 2.63; 2.5–3.34 3: [54], 4: [56]

Rheumatoid
arthritis

40–505; 546; 25.37 5: [48], 6: [64], 7: [50] 505; 58.46; 3.57;
52.78

5: [48], 6: [64], 7: [50], 8:
[65]

Crohn’s disease 53.99; 1010 9: median [66], 10: median
[67]

611; 7.712 11: median [68], 12: [69]
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or immune cells in the liver (e.g., Kupffer and Stellate cells) do not express a receptor to in-
teract with the targeted cytokine, they are not capable of showing a direct regulation of he-
patic CYPs. This is the case for IL-23R [45, 46]. While indirect mechanisms of targeted
cytokines affecting CYP gene expression are hypothetically possible, they are less plausible
and have not been observed to have an effect for tildrakizumab [54] and guselkumab [60].

3.1.2 Immunomodulatory therapeutic proteins

In addition to cytokines which have been administered as therapeutic interventions and
mAbs which neutralize cytokines, there are other TPs which modulate the immune system
by affecting the regulatory steps involved in the recognition of antigen presenting cells by
T cells. As some of these TPs can increase pro-inflammatory cytokine levels, they also have
the potential for DDIs with SMDs through downregulation of CYP enzymes [70].

One such example is blinatumomab, which is an antibody fragment lacking an Fc domain
and targeting both CD19 on tumor cells and CD3 on T cells. This class of molecules is referred
to as bi-specific T-cell engagers (BiTEs). Blinatumomab was approved as a second-line treat-
ment for Philadelphia chromosome-negative relapsed or refractory acute lymphoblastic leu-
kemia. It causes transient increases in liver enzymes andhigh levels of inflammatory cytokines
in the firstweek of treatment [73]. Blinatumomab step dosingwas associatedwith lower levels
of cytokine release and lower mean body temperature. Before blinatumomab infusion, all
measured cytokines were below the LOD of 20pg/mL. Within the first hours after infusion
start in cycle 1, levels of IL-2, IL-6, IL-10, TNF-α, and IFN-γ, but not IL-4, increased rapidly,
reaching peak mean concentrations after 2h (TNF-α), 6h (IL-2), or 24h (IL-6, IL-10, and
IFN-γ) before returning to baseline levels at the end of the first week of treatment. The concen-
tration was at or higher than 1ng/mL for IL-6, IL-10, and INFγ for 3–4days, which would be
sufficient to suppress CYP3A4 activity completely in cultured human hepatocytes [22, 73].

In human hepatocytes, blinatumomab showed no effect on CYP activities, whereas a cy-
tokine cocktail showed in vitro suppression of CYP3A4, CYP1A2, and CYP2C9 activities
[74]. A physiologically based pharmacokinetic (PBPK) model was developed to predict the
impact on CYPs. The predicted suppression of hepatic CYP activities was <30%, and IL-6–
mediated changes in exposure to sensitive substrates of CYP3A4, CYP1A2, and CYP2C9were
less than twofold and lasted <1week [74]. Although DDIs have not been specifically inves-
tigated, the blinatumomab package insert acknowledges the potential for DDIs with SMDs
and states: “No formal drug interaction studies have been conducted with BLINCYTO. Ini-
tiation of BLINCYTO treatment causes transient release of cytokines that may suppress
CYP450 enzymes. The highest drug-drug interaction risk is during the first 9 days of the first
cycle and the first 2 days of the second cycle in patients who are receiving concomitant
CYP450 substrates, particularly those with a narrow therapeutic index. In these patients,
monitor for toxicity (e.g., warfarin) or drug concentrations (e.g., cyclosporine). Adjust the
dose of the concomitant drug as needed” [75].

A second example of a TP which modulates the immune system is belatacept, which is
designed to block T-cell activation. Belatacept is an immunosuppressive fusion protein
containing the extracellular domain of human cytotoxic T lymphocyte antigen 4 (CTLA-4)
and the constant-region fragment of IgG1. Belatacept is approved for the prevention of organ
rejection in Epstein-Barr virus positive kidney transplant recipients. A probe cocktail TP-DDI
study with belatacept showed no major alterations in the levels of several cytokines
II. Drug metabolism enzymes, transporters and drug-drug interaction
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(TNFα, IFN-γ, IL-2, IL-6, IL-10, and IFNα), and no clinically relevant PK effects on substrates
of CYP1A2, CYP2C9, CYP2C19, CYP2D6, or CYP3A4 [57] (Table 2). Analysis of the effect of
belatacept on TNF-α, INF-γ, IL-2, IL-6, and IL-10 showed no change from baseline. Mean INF-
α levels demonstrated a 15% decrease on day 4 that appeared to be driven by a small number
of outlier values.
3.2 Immunogenicity-dependent interactions

Immunogenicity often leads to reduced TP exposure; hence, one mechanism by which a
SMD can affect TP exposure is by reducing immunogenicity. This immunogenicity-
dependent DDI is exemplified in the treatment of RA by anti-TNFα TPs and methotrexate
(MTX; an immunosuppressant SMD). MTX is often used in the treatment of RA and several
anti-TNF antibodies such as infliximab, adalimumab, and golimumab [76–78] have shown
higher exposure in RA patients in the presence of MTX than in its absence (Table 4). The in-
creased exposure of anti-TNF TPs in the presence of MTX has been attributed to immunosup-
pressing ability of MTX via reduction of ADA to the TPs. A competing hypothesis has been
proposed in which MTX lowered the expression of FcγR, which could potentially affect the
PK of mAbs [83]. A recent publication suggests that the TP-DDI with MTX can mostly be at-
tributed to reduced immunogenicity and immunogenicity-mediated clearance [80].
Cynomolgus monkeys were dosed with both golimumab and MTX at higher doses
(1.1mg/kg) than are typically used for autoimmune diseases. The MTX treatment led to a
delay in both the incidence and time of onset of ADA to golimumab. There was no observed
effect of MTX on golimumab PK prior to the onset of ADA and no effect on Fcγ1R expression.
In addition, data from the GO-REVEAL trial in psoriatic arthritis patients [84] were included
to show that MTX lowered the incidence of ADA, and subjects who did not receive MTX had
on average a �30% lower trough golimumab concentrations. Importantly, in the ADA
TABLE 4 Clinical studies in which a therapeutic protein (TP) exposure was monitored for changes when a
small molecule drug (SMD) was coadministered.

TP

TP

modality Target SM Population Measure of difference Reference

Infliximab mAb TNFα Methotrexate Rheumatoid
arthritis

30% Decreased clearance
of TP in combo

[79]

Adalimumab mAb TNFα Methotrexate Rheumatoid
arthritis

1.8 Median trough TP
combo/TP mono

[77]

Golimumab mAb TNFα Methotrexate Rheumatoid
arthritis

1.4 Trough TP combo/TP
mono

[78]

Rituximab mAb CD20 Ibrutinib CLL/SLL 2–3 Mean trough TP
combo/TP mono

[81]

Olaratumab mAb PDGFRα Doxorubicin
paclitaxel/
carboplatin

Soft tissue
sarcoma

No difference in model
derived CL or V1 between
mono or combo therapy

[82]

CLL, chronic lymphocytic leukemia; SLL, small lymphocytic lymphoma; PDGFRα, platelet-derived growth factor receptor-α.
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negative subjects, the mean trough concentrations were comparable with and without MTX
treatment, suggesting that the presence of ADA resulted in lower trough concentrations and
that the observed TP-DDI is primarily modulated through a reduction in immunogenicity.
3.3 Target-dependent interactions

The PK of TPs can be affected by high concentrations of their target ligand; hence, drugs
which can change the target ligand concentration may also lead to TP-DDIs. One example is
that the treatment with statins was associated with a�20% reduction in the anti-PCSK9 mAb
evolocumab Cmax and AUC as compared to without statins [85, 86]. A similar reduction in
exposure was observed with another anti-PCSK9 mAb, alirocumab [87, 88]. The observation
that this TP-DDI is target related is supported by studies, which have shown that statin treat-
ment upregulates PCSK9 concentrations [89, 90], which then leads to reduction in anti-PCSK9
mAb exposure.

Another example of a target-mediated effect on PK was in a study with an anti-placental
growth factor (PlGF) mAb (RO5323441) and an anti-vascular endothelial growth factor
(VEGF) mAb bevacizumab in patients with glioblastoma [91]. Both PlGF and VEGF are soluble
growth factors, which can bind to VEGF receptors (VEGFR) to stimulate angiogenesis. Mono-
clonal antibodies which bind these growth factors, therefore, inhibit angiogenesis. In early clin-
ical studies, itwasobserved that the exposure ofRO5323441,whenadministered in combination
withbevacizumab,was�50%higher relative tomonotherapy,while the bevacizumab exposure
wasnot affected (Table 5).The authors attribute this observation to a target-trappingmechanism
through VEGFR-1. It is known that VEGF has a higher affinity for VEGFR-1 than does PlGF. In
addition, the affinity of PIGF for VEGFR-1 is higher than for themAb (RO5323441). The hypoth-
esis for the TP-DDI is that in the absence of bevacizumab, endogenous VEGF would occupy
VEGFR-1 and PlGF would be bound by RO5323441. In the presence of bevacizumab, VEGF
would complex with bevacizumab and, therefore, VEGFR-1 would be available for binding
by PlGF. In this situation, PlGF would be bound to the receptor (trapped) resulting in higher
concentrations of unbound RO5323441, which would have reduced clearance compared to
the PlGF-RO5323441 complex. Supporting this hypothesis is the observation of an inverse rela-
tionship of RO5323441 clearance with bevacizumab exposure [91].
TABLE 5 Clinical studies in which a therapeutic protein (TP-1) was tested for effects on a second therapeutic
protein (TP-2).

TP-1 TP-1 target TP-2

TP-2

target Population

AUC ratio TP-1 combo/

TP-1 mono (TP-1 dose) Reference

MINT1526A Integrin α5 β1 Bevacizumab VEGF Solid tumors 1.26 (15mg/kg) [92]

RO5323441 PlGF Bevacizumab VEGF Glioblastoma �1.5
(625, 1250, 2500mg)

[91]

MEDI3617 Angiopoietin-
2

Bevacizumab VEGF Solid tumors 0.93 (1500mg) [93]

VEGF, vascular endothelial growth factor; PlGF, placental growth factor.
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The combination of bendamustine with rituximab (BR) is indicated for lymphoma. In a
clinical trial (HELIOS), BR plus ibrutinib, a Bruton’s tyrosine kinase inhibitor (BR-I) was
compared with BR plus placebo in subjects with previously treated relapsed/refractory
chronic lymphocytic leukemia or small lymphocytic lymphoma. Lavezzi et al. (2019) [81]
reported that systemic rituximab exposure was higher with BR-I vs BR; mean trough serum
concentrations were two to threefold higher in the first three cycles and 1.2- to 1.7-fold higher
subsequently (Table 4). The effect of ibrutinib on the PK of rituximab was attributed to the
rapid target elimination (CD20 positive B cells), leading to decreased rituximab clearance [81].

Lastly, the Fc domain of mAbs interacts with the neonatal Fc receptor (FcRn). The FcRn is a
critical determinant of IgG’s homeostasis and FcRn-mediated recycling of IgG ensures a long
half-life of IgG [94]. Treatments with mAbs that block the Fc-FcRn interaction are expected to
increase the clearance of endogenous IgG and exogenously administered therapeutic anti-
bodies. It was demonstrated that an experimental autoimmune myasthenia gravis model
in rats can be effectively treated by FcRn blocking antibodies [95]. Currently, several anti-
FcRn mAbs are in clinical development for the treatment of autoantibody-mediated autoim-
mune diseases. It has been shown that the reduction of endogenous IgG by FcRn blocking
mAbs can be up to 80% of baseline levels [96, 97]. It is conceivable that therapeutic IgG an-
tibodies coadministered with FcRn blocking agents could have greatly reduced half-life and
exposure and therefore should be coadministered with caution.
3.4 Other interactions

3.4.1 Interactions based on physiology

Several other TP-DDI interactions have been observed that are not easily categorized by
the previously discussed mechanisms. One example includes the glucose-dependent
insulinotropic peptide (GLP-1) receptor antagonists such as exenatide and dulaglutide
[98]. In the case of coadministration of exenatide with acetaminophen, the exposure of the
latter decreased [58] (Table 2). This was thought to be due to delayed gastric emptying
[99], resulting in slower absorption (delayed Tmax and reduced Cmax).

An additional mechanism of interaction could be through the pharmacodynamic effects of
angiogenesis inhibitors. Mouse studies have shown that the angiogenesis inhibitors
bevacizumab and soranefib decreased the distribution of an anti-carcino embryonic antigen
(CEA) mAb to the tumors of SCID mice bearing CEA-expressing tumors [100, 101]. In the
same studies, no changes in the plasma PK of the anti-CEA mAb were noted when
co-dosed with the angiogenesis inhibitors. The observation of no alterations in PK has been
supported by clinical studies of bevacizumab dosed in combination with other mAbs such as
MEDI3617 (an anti-angiopoietin-2mAb) [93] orMINT1526A (an anti-α5β1 integrinmAb) [92].
In these studies, the plasma PK ofMEDI3617 orMINT1526Awas not affected by co-treatment
with bevacizumab; although, there was no investigation of drug levels in the tumors in
humans (Table 5).

3.4.2 Interactions based on binding to proteoglycans

One example of an interaction based on proteoglycan binding is that of palifermin,which is
a 140 amino acid recombinant human keratinocyte growth factor. When palifermin was
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administered with heparin, the mean AUC of palifermin was �fivefold higher than without
[102]. Several hypotheses for this observation have been described and may contribute. Hep-
arin is known to protect growth factors from proteolysis [103], growth factors complexedwith
heparin are more slowly cleared than uncomplexed growth factors [104], and heparin can
compete with growth factors for binding to cell surface proteoglycans and subsequent uptake
and clearance [105].

3.4.3 Interactions of antibody-drug conjugates

Special consideration should be appliedwhen studying antibody-drug conjugates (ADCs),
as therapeutic modalities consisting of a mAb covalently bound to a SMD (usually a cytotoxic
agent) through a chemical linker. ADCs are designed to selectively deliver a potent cytotoxic
agent to tumor cells via tumor-specific or over-expressed cell surface antigens. After binding
to the cell surface antigen, the ADC is internalized by tumor cells and undergoes lysosomal
degradation, leading to the release of the cytotoxic agent. While the mAb exposure is not
likely to be affected by coadministered SMDs, the ADC-released cytotoxic agents could be
affected. Unconjugated cytotoxic agents formed via proteolytic degradation and/or
deconjugation from ADC are expected to behave like SMDs that could be metabolized and
excreted by CYPs and transporters. DDIs may still occur through modulation of important
elimination pathways. In addition, ADCs are taken up preferentially by the liver, and as a
result, interactions with phase 1 and 2 enzymes are possible [106, 107].

One example of an ADC program which investigated possible DDIs is brentuxumab
vidotin, which is an ADC in which the antibody targets CD30 and the conjugate is
monomethyl auristatin E (MMAE) [108]. For this drug, the ADC was not affected by either
a CYP3A4 inhibitor or inducer. The PK of midazolam was also tested but found not to be af-
fected by brentuximab vedotin. However, when the strong CYP3A4 inhibitor ketoconazole
was coadministered, the MMAE component showed a 34% increase in AUC.
Coadministration of the ADC with rifampin (a potent CYP3A4 inducer) reduced exposure
to MMAE by approximately 46% [108]. In patients taking concomitant strong CYP3A4 inhib-
itors, closemonitoring for adverse reactions is recommended due to the increased exposure of
MMAE (brentuxumab vidotin label [108a]). These DDI results were also predicted by a PBPK
model for brentuximab vedotin [109].
4 Potential DDI between emerging modalities

In this section, the major ADME properties of several new modalities and potential DDI
with other modalities will be discussed.
4.1 Oligonucleotide and mRNA-based drugs

Several oligonucleotide-based drugs have been successfully developed and approved in-
cluding fomivirsen for the treatment of CMV infections in 1998 (withdrawn in the EU in 2002
and the United States in 2006), pegaptanib for neovascular (wet) age-related macular degen-
eration in 2004, mipomersen for homozygous familial hypercholesterolemia in 2013,
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nusinersen for spinal muscular atrophy in 2016, and eteplirsen for Duchenne muscular dys-
trophy in 2016. The first investigational mRNA-based therapy that encodes for VEGF-A
(AZD8601) has successfully completed a phase I clinical trial [110].

Natural oligonucleotides have poor ADME properties, because they are highly water-
soluble polyanionic macromolecules with poor plasmamembrane permeability and are read-
ily degraded by nucleases [111]. Following systemic administration, natural oligonucleotides
are rapidly cleared from the blood by the kidney and scavenger receptors on the hepatocyte
surface. Incorporation of phosphorothioate (PS) into oligonucleotides enhances plasma-
protein binding and stability toward nucleases. They also show improved tissue uptake as
well as increased affinity to complementary nucleic acids [111, 112]. Oligonucleotides are me-
tabolized by nucleases. Parent drug and nuclease generated smaller oligonucleotide frag-
ments are excreted via the urine.

Clinical studies conducted to investigate potential DDI between 20-ribose-modified
PS-ASOs and common co-medications in the target populations have demonstrated no clin-
ically relevant PK interactions [38, 113–118], consistent with the in vitro data (Section 2.2).

The innate immune system represents the first line of defense of a host cell to viral infec-
tions. It consists of intracellular and cell surface pattern recognition receptors (PRR) such as
cytoplasmic retinoic acid-inducible gene I (RIG-I)-like receptors (RLRs) and DNA sensors,
and membrane-bound toll-like receptors (TLRs) that recognize pathogen-specific structures
called pathogen-associated molecular patterns (PAMPs) [119]. Stimulator of interferon genes
(STING) is an important pathway that induces type I interferon production when cells are
infected with intracellular pathogens. PAMP recognition by PRRs typically results in rapid
induction of type I/III interferons (IFNs) and/or other inflammatory cytokines in the infected
cell. Agonists of these PRR pathways are attractive therapeutic modalities to enhance the in-
nate immune response for cancer treatment and are being developed as combination therapy
with immune checkpoint inhibitors, which typically enhance the adaptive immune response
[120–122]. The cGAS-STING pathway is a component of the innate immune system that func-
tions to detect the presence of cytosolic DNA and, in response, triggers expression of inflam-
matory genes that can lead to senescence or to the activation of defense mechanisms [122].

The end result of the activation of the innate immune pathway is the release of inflamma-
tory cytokines which, depending on circulating levels, could affect CYP activity. For compar-
ison in RA patients, baseline mean serum CRP levels were in the range of 40–54mg/L [48, 64]
and baseline mean serum IL-6 levels were in the range of 50–58pg/mL [48, 64, 65]. Although
checkpoint inhibitors such as anti-PD1 mAbs have revolutionized the treatment of cancer,
only about up to 30% of patients benefit. Expanding the efficacy of checkpoint inhibitors
by converting “cold tumors” to “hot tumors” has become vigorously pursued by many phar-
maceutical companies [123]. Innate immune modulators are the mainstream approach to
perform the task of turning “cold” tumors to “hot” tumors. Because most of these innate mo-
dalities are being developed for combination therapies with chemotherapeutic or targeting
agents, the potential for DDIs with coadministered drugs cannot be ignored.

The unmethylated CpG oligonucleotides found in bacterial and viral genomic DNAs are
potent TLR9 receptor agonists, which activate the innate immune system. CpG oligonucleo-
tides have been optimized as potent adjuvants for vaccine and anticancer therapeutics.
HEPLISAV-B is a combination of the TLR9 agonist SD-101 (a CpG oligonucleotide) and hep-
atitis B surface antigen to elicit an efficient immune response after just two doses [8]. Recently,
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SD-101has been used in combination with a checkpoint inhibitor pembrolizumab to treat ad-
vanced solid tumorswith a�78% objective response rate in anti-PD1 naı̈ve patients in a phase
1b trial [124]. SD-101 is a potent TLR agonist that can stimulate a strong IFN-α release from
plasmacytoid dendritic cells when administered intratumorally [125, 127]. It is not clear
whether the local injection elicits a systemic inflammatory cytokine release, however. There-
fore, it is not clear whether TLR9 agonists could affect CYP activity.
4.2 Cell-based therapies

Immune cell therapies such as CAR-T cell therapy are emerging as a highly efficacious
modality for some liquid tumors [128]. In CAR-T cell therapy, large numbers of T cells
targeting tumor surface antigens with immune-stimulating coreceptors are directly infused
to the patients, often causing inflammatory cytokine release, also known as cytokine release
syndrome (CRS) [126, 128]. CRS is the major side effect of CAR-T therapy and can range in
severity from low-grade symptoms to a high-grade syndrome associated with life-
threatening multi-organ dysfunction. Patients at high risk of severe CRS include those with
comorbidities, a high disease burden, and those who develop early onset CRSwithin 3days of
cell infusion. High serum levels of IL-6, soluble gp130, IFNγ, IL-15, IL-8, and/or IL-10 either
before or 1day after CAR-T-cell infusion are associated with subsequent development of se-
vere CRS [129, 130]. As experiencewith CAR-T therapy grows, CRS has become amanageable
toxicity with the use of steroids and anti-IL-6 mAbs [3, 126, 128, 129, 131]. Tisagenlecleucel (a
CAR-T cell therapy for the treatment of B-cell leukemia) induced CRS in 54 (79%) of the 68 pe-
diatric and young adult patients with relapsed/refractory acute lymphocytic leukemia, and
78 (74%) of the 106 adult patients with relapsed/refractory diffuse large B-cell lymphoma re-
ceiving tisagenlecleucel [3]. The inflammatory cytokine levels can range from<100pg/mL in
low-grade CRS to over 1000pg/mL in high-grade CRS [131]. Although the effect of CRS on
the PK of SMDs has not been reported, such an effect cannot be excluded. Interestingly, the
potential for DDIs related to CRSwas not discussed in the label, potentially because the CRS is
of short duration.
4.3 Oncolytic viruses

Oncolytic viruses (OVs) are replication competent viruses that selectively propagate in tu-
mor cells and/or in the immunosuppressive tumormicroenvironment [132, 133]. Introducing
an OV causes cellular damage, eventually inducing pro-inflammatory danger-associatedmo-
lecular pattern and PAMP responses, and promoting phagocytosis of dead or injured
virus-infected tumor cells [134]. Thus, a virus infection in a tumor typically ends up breaking
tolerance and eliciting innate and adaptive immune responses. Tumor lysis enables
reprogramming of the tumor microenvironment during this destructive phase in such a
way that it boosts systemic antitumor immunity, thereby providing an ideal accompaniment
to immune checkpoint blockade [135, 136]. OV’s potential for cancer therapy is exemplified
by talimogene laherparepvec (T-VEC), which is a genetically modified herpes simplex virus
type 1 designed to selectively replicate in tumors and produce granulocyte-macrophage
colony-stimulating factor (GM-CSF) to enhance antigen release, presentation, and systemic
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antitumor immune response [137]. The intratumoral injection of T-VEC into melanoma me-
tastases improved the durable response rate compared with subcutaneous GM-CSF in pa-
tients with advanced melanoma [138] in phase III trials. The durable and overall response
rate for T-VEC was 16% and 26%, respectively, leading to the FDA approval in 2015. When
combined with pembrolizumab, the objective response rate and complete response rate in-
creased to 62% and 33%, respectively [139].

OVs can be engineered to further increase their impact on tumor-immune system interac-
tions [140]. For example, the GM-CSF cistron inserted into T-VEC (HSV) and JX594 (vaccinia)
OVs drives the release of high concentrations of cytokines at sites of infection, which is con-
sidered beneficial for enhancement of dendritic cell recruitment, activation, and function.
Since OVs are generally administered locally, the cytokines induced may be limited and,
therefore, may not be high enough systemically to affect liver enzymes. However, this
may change for OVs that are administered intravenously.
4.4 Immunocytokines

Cytokines are immune regulatory proteins that can be categorized as pro-inflammatory/
anti-inflammatory or T helper cell 1 and 2 (Th1/Th2) cytokines. Several cytokines such as
IFN-α2B and IL-2 have been approved for cancer indications. IFN-α2B has been approved
as adjuvant treatment of completely resected high-risk melanoma patients and several refrac-
tory malignancies; high-dose interleukin-2 is approved for the treatment of metastatic renal
cell carcinoma and melanoma [141]. However, the systemic administration of these agents is
often associated with dose-dependent side effects (e.g., hypotension, flu-like symptoms, nau-
sea, and capillary leak), which prevents dose escalation to therapeutically active regimens. To
overcome these drawbacks, immunocytokines have been developed which are antibody-
cytokine fusion proteins with the potential to preferentially localize on tumor lesions and
to activate anticancer immunity at the site of disease [142]. The antibody portion of the fusion
protein can anchor cytokines to tumor-associated antigens to alleviate the systemic toxicity
effects while enhancing the immune response in the local tumor environment. Several
immunocytokines are in clinical development for the treatment of cancer. Two IL-2-based
immunocytokines (L19-IL2 and F16-IL2), featuring antibody fragments in non-covalent
diabody formats, have been tested in phase I and phase II clinical trials [142]. The L19 anti-
body is specific to the alternatively spliced extra domain-B of fibronectin, a marker of tumor
angiogenesis, while F16 recognizes the A1 domain of tenascin-C. It should be recognized that
although these molecules target tumors, they also distribute to the liver [143, 144], raising the
possibility of affecting CYP enzyme levels.
5 Risk assessment and strategies to evaluate potential TP-DDI

5.1 Risk assessment

A risk assessment of the probability and impact of a potential TP-DDI is important to
perform in the early stage of drug development, because it provides a framework to create
a supportive DDI assessment strategy.Mechanism of action (MOA) and target biology should
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be considered, which cytokines may be affected by treatment and what is the expected mag-
nitude of the effect and, if any of the co-dosed drugs could affect the same target. For cytokine
effects on CYP downregulation, it is worth establishing whether hepatocytes or Kupffer cells
have receptors for the targeted cytokine. The lack of a receptor for the targeted cytokine sug-
gests that changing cytokine levels are less likely to have a direct effect on hepatocytes or
Kupffer cells. Interrelated with MOA is the context of the target population and disease se-
verity. For some indications such as psoriasis or RA, there may be existing TP-DDI data for
use in estimating the likelihood of an effect in these populations. In estimating the impact of a
potential TP-DDI, it is important to consider what medications will be co-dosed in patients.
Drugs which have a narrow therapeutic window for safety or efficacy, that also are CYP or
transporter substrates, have the highest potential to be impacted from a TP-DDI perspective.

Three drug development scenarios were described in the 2012 FDA draft DDI guidance in
which an in vivo assessment of DDI should be performed:

• when an investigational TP is a cytokine or cytokine modulator,
• when a TP will be used in combination with other drug products, and
• when there are known mechanisms or prior experience for a DDI, which are based on

mechanisms other than CYP or transporter modulation.

More recently, a regulatory perspective article on TP-DDI was published acknowledging
the challenges in this field [145]. The article recommends that during TP-DDI risk assessment,
at least the following should be considered and are shown graphically in Fig. 3:

• hypothesized mechanism for the interaction,
• disease type and severity (if mechanism is related to disease condition),
• biologic product type, and
• clearance pathways.
FIG. 3 Considerations for TP-DDI risk assess-
ment. Drug-drug interaction (DDI) risk assess-
ment considerations for a biologic product. The
interplay between the hypothesized mechanism
for the interaction, disease and its severity, bio-
logic product type, and clearance pathways, to-
gether, inform the potential risk for a DDI with
a biologic product. For example, understanding
if the biologic is a cytokine or cytokinemodulator
will inform the mechanism of the potential inter-
action and may guide which population to con-
sider in an evaluation, if one is needed.
Reprinted with permission from S.J. Schrieber, E.

Pfuma-Fletcher, X. Wang, Y.C. Wang, S. Sagoo, R.
Madabushi, et al., Considerations for biologic product

drug-drug interactions: a regulatory perspective, Clin

Pharmacol Ther 105 (2019) 1332–1334.
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Thus, the timing and the rigor of a DDI study can be tailored depending on the risk and the
development plan. If a risk is identified, it follows that the TP-DDI should be evaluated before
the product is administered to patients who are likely to take concomitant medications that
could interact with the investigational drug [146].
5.2 Exploratory studies to assess TP-DDI risk

Exploratory studies are generally conducted in patients during phase 1 or 2, as an arm of a
larger study. In oncology, this has been done as a separate arm in which the objective is to
monitor the PK of the TP in combination therapy compared to monotherapy; examples of
MEDI3617 or MINT1526A are discussed in Section 3.4.1. If a potentially meaningful change
in TP exposure is observed, a more definitive DDI study may be needed to fully characterize
the effect. It is also common to use a population PK model in late development, to rule out
potential effects of SMDs on TP exposure, an example of which is for an antiplatelet-derived
growth factor receptor-α (PDGFRα) mAb, olaratumab, in an oncology setting in combination
with chemotherapy [82].
5.3 Dedicated TP-DDI studies

A dedicated study requires robust PK sampling, and patient time in a phase 1 clinic. Stud-
ies are designed to be either estimation or hypothesis driven in nature. In an estimation study,
the samples size is smaller and depending on intersubject variability, may not be powered to
test a hypothesis, yet it still provides a measure of the magnitude of the TP-DDI. Alterna-
tively, a hypothesis-driven study is powered to test a predefined no-effect boundary, such
as 80%–125%, based on known intersubject variability. The disadvantage of a hypothesis-
driven study is that it may be more challenging to enroll enough patients to be well powered
and is less flexible. If the risk is considered high, it makes sense to assess the TP-DDI prior to
expanding to a larger population. If the risk is lower, one approach is to use a dedicated study
to rule out the possibility of a TP-DDI, for inclusion in the filing package.
5.4 Design of studies

If the TP has a long half-life, it is not practical to test for a TP-DDI effect in a crossover man-
ner. Often each side of a potential interaction (effects of TP on SMD vs effects of SMD on TP) is
tested separately. Approaches to testing effects of TP on SMDs include individual studies
with the TP and the specific SMDs that are commonly used in the target population or with
an SMD that is part of a combination therapy, as in oncology. For TPs with long half-lives,
single-sequence studies in the same subjects (SMD followed by TP+SMD) or parallel studies
(SMD vs SMD+TP) are often performed. When pro-inflammatory cytokine-related
downregulation of CYP enzymes is suspected and there is a concern regarding SMD metab-
olism via the CYP pathways, cocktail studies can be performed to investigate TP effects on
SMD probe substrates.

To investigate effects of a SMD on the PK of a TP, a population PK analysis is generally
used. The use of population PKmodeling as applied to TP-DDIs is discussed in a white paper
from the Population PK TP-DDI Working Group [147].
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5.5 Specific study considerations

DDI studies with TPs are generally performed in patients as opposed to healthy subjects,
because many of the effects are related to changes in cytokine levels or target levels, which
only occur in patients. Not enough is yet known to extrapolate from studies in healthy sub-
jects to patients. In terms of study specifics, it is sensible to use the same route of administra-
tion of that is planned for routine clinical use of the drug. Furthermore, the highest dose
expected to be used in clinical practice is generally tested to evaluate the largest possible ef-
fects. For TP treatment effects on inflammation, the TP should be dosed to a high enough ex-
posure for a long enough time period such that inflammation (as measured by effect on
disease state) is reduced in the patients, prior to dosing the SMD or probe cocktail. The ratio-
nale for choosing the time point of maximum inflammation suppression is that cytokine ef-
fects on CYP enzyme expression would be minimal and would be expected to show the
maximal change compared to the baseline disease state. If the disease affects systemic inflam-
mation, biomarkers such as IL-6 or CRP could be used to choose a treatment time point to
assess the SMD exposure. If the disease shows only local inflammation effects, an appropriate
measure of efficacy could be used to choose the TP treatment time point to assess SMD ex-
posure. For cocktail studies, genotyping is recommended, particularly for CYPs with high
genetic variability. Individuals who have genotypic data that precludes functional CYP en-
zymatic activity would typically be excluded from the DDI analysis. As the number of pa-
tients in a DDI study is generally small, poor metabolizers in a small data set can have
large effects on the overall analysis.
6 Conclusion and future perspectives

In the past decades, the use of biologics, especially mAbs, has experienced an exponential
growth and the combination with small molecules has been on the rise as well. As a result,
insights into the potential DDIs between biologics and SMDs have increased. Based on the
available data, it can be concluded that the SMD as a victim is generally explained by mod-
ulation of CYP enzymes, either by disease states such as infection and inflammation or by
drug treatment of the disease state. TP-DDIs with mAbs as victims in several cases are likely
caused by increased immunogenicity or mAb target modulation through an SMD or another
TP (Fig. 4). In most situations, the resulting DDIs are relatively small and do not require dose
adjustment. In support of this statement, several dedicated TP-DDI studies with immuno-
modulators have been conducted and no clinically meaningful DDIs were identified (Table 2)
which required dose adjustment.

Although the mechanistic understanding of DDIs including biologics has increased,
prospective quantitative predictions still need experimental investigation and verification.
Unlike for SMDs, this is mostly due to the absence of predictive in vitro assay systems rep-
resentative of the disease state, a limited understanding of disease biology or the mechanism
of action of the TP. The latter makes the generation and application of PBPKmodels challeng-
ing. In several cases discussed in this chapter, particularly in advanced cancer therapies,mod-
ulation of cytokine levels may be only transient or in the local tumor environment. It is
unknown whether coadministration of other drugs with these therapies could result in a
DDI, and this could benefit from more investigation. In cases where clinical DDI evaluations
II. Drug metabolism enzymes, transporters and drug-drug interaction
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are needed, the application of drug cocktails particularly at microdose levels may be a prac-
tical approach [148].

As more and more emerging therapeutic modalities are used in clinical practice (Fig. 4)
especially those that can cause significant release of inflammatory cytokines such as
immune-stimulating protein therapeutic and CAR-T cell therapy, it is possible that some
may have an impact on the metabolism of SMD and other modalities. Continued efforts
are needed to understand towhat extent DDIs will be an issue of clinical significance. Because
the underlying cause of DDIs in most cases will be related to the disease state, clinical trials to
assess DDI risk will need to be conducted in patients. Conduct of such trials in many cases
may not be feasible, because of the impact on patients and the long half-life of biologics. Prop-
erly designed population PK strategies, therefore, should be leveraged to assess the risk for
such interactions [147].
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1 Introduction

1.1 History of guidance on safety testing of drug metabolites

First discussions on metabolites in safety testing (MIST) dated back to the late 1990s and
early 2000s, when scientists from the pharmaceutical industry sponsored by the Pharmaceu-
tical Research and Manufacturers of America (PhRMA) exchanged their experience and
views on safety assessment of drugmetabolites intending to define practical and scientifically
based approaches to address contemporary issues in the safety evaluation of metabolites [1].
This committee suggested that metabolites that account for 25% or more of the total drug-
related material in human plasma should also be found in toxicology species at an equivalent
or greater exposure [1]. Rapidly, a response from scientists of the US Food and Drug Admin-
istration (FDA) followed, challenging the 25% threshold [2]. This inspired further discussion
of this complex topic, including refined proposals for the safety assessment of metabolites,
discussion of examples for drug metabolites causing toxicities [3–8], and a draft guidance
document by the FDA in 2005. In 2008, the FDA issued the final guidance document provid-
ing recommendations on how to deal with drug metabolites in safety testing for small mol-
ecule drugs [9]. This FDA guidance proposed a threshold for safety assessment for
metabolites comprising 10% or greater of the parent compound in the systemic circulation
at a steady state. For these metabolites, plasma levels should be in the same range in at least
one toxicology species. If this is not the case, additional safety studies with the metabolites
may be necessary. One year later, in 2009, broader regulatory agreement resulted in a guid-
ance document by the International Conference on Harmonization [ICHM3(R2)] [10] with a
different threshold for relevant human metabolites (10% or greater of total drug-related ma-
terial in circulation) (Fig. 1). Compared to the FDA MIST guidance, which focuses on safety
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FIG. 1 Decision tree for the safety
assessment of drug metabolites.
Modified from FDA, Guidance for In-
dustry: Safety Testing of Drug

Metabolites, Food and Drug Adminis-

tration, US Department of Health and
Human Services, Center for Drug

Evaluation and Research, Silver Spring,

MD, 2016.
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testing of metabolites, the ICHM3 guidance on “nonclinical safety studies for the conduct of
human clinical trials and marketing authorization for pharmaceuticals” encompasses a far
broader scope, and the MIST topic is covered only in a small paragraph, therefore the level
of detail is much lower. An ICHM3(R2) Q&A document issued in 2012 provided further
important information [11] on concrete requirements for the safety assessment of metabolites,
for example, that “characterization of metabolite toxicity would generally be considered ad-
equate when animal exposure is at least 50 percent of the exposure seen in humans” [11]. In
2012, the Chinese Food andDrug Administration (CFDA) issued a guidance document on the
safety assessment of metabolites, which is largely in agreement with the FDA guidance [12].
The appearance of these guidance documents was followed by intense discussions between
scientist from the pharmaceutical industry about the right strategies for appropriate MIST
assessment with regard to type, range, and level of detail of required metabolism studies
as well as of their optimum timing during drug discovery and development [13–22]. Finally,
in 2016, the FDA issued a revision of the MIST guidance that formally adopted the ICH
threshold for relevant human metabolites (Fig. 1).
III. Strategy related to drug metabolism and safety
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1.2 Summary of the metabolites in safety testing (MIST) guidance

TheMIST guidance documents define recommendations onwhen and how to characterize
the safety of human drugmetabolites [9–11]. Safety assessment is warranted for major human
metabolites that exceed 10% of total drug-related systemic exposure at steady state in humans
receiving therapeutic doses of the drug. This is typically based on plasma exposure (AUC of
drug concentration in plasma), however, Cmax may be used if more appropriate [9]. Safety
coverage should be assured for all major human metabolites in at least one species used in
general toxicity, reproductive toxicity, and carcinogenicity studies, respectively. For this,
the human exposure at steady state at the to-be-marketed dose (based on the parent drug,
time to a steady state of metabolites might be different) is comparedwith exposure in animals
receiving the dose corresponding to the no-observed-adverse-effect level (NOAEL). For
disproportionate human metabolites, i.e., metabolites that are not adequately covered in an-
imals, additional safety studiesmight be necessary, including direct administration of theme-
tabolite in toxicology studies or the use of alternative toxicology species. According to ICHM3
(R2), the characterization of metabolite toxicity would generally be considered adequate
when animal exposure at MTD is at least 50% of the exposure seen in humans [11]. However,
when a metabolite represents the majority of the total human exposure to drug-related
material, the metabolite in animals should exceed that in humans, because this metabolite
constitutes the bulk of human exposure [11]. Not all disproportionate human metabolites re-
quire safety assessment per se. Most phase II metabolites (conjugates) are pharmacologically
inactive and can be considered not to be toxic. The safety assessment of drug metabolites
needs to be addressed with the authorities on a case-by-case basis and depends on whether
they possess a structural alert (e.g., acyl-glucuronides), are unique to humans or pharmaco-
logically active, circulate at high levels, and/or possess long half-lives [23].
2 Technological approaches for MIST assessment

According to theMIST guidance documents, humanmetabolites exceeding 10% of the total
drug-related material in circulation at steady state require evaluation to ensure coverage in
safety studies. The question whether a human metabolite is major or not is, therefore, impor-
tant in drug development projects. It is crucial to address this as early as possible to have suf-
ficient time for structural identification, metabolite synthesis, development of bioanalytical
methods to monitor exposure in animal studies, and for adequate safety evaluation. Discov-
ery of a major human metabolite in advanced stages of drug development could result in sig-
nificant delays of projects. Typically, a methodology based on high-resolution mass
spectrometry (HRMS) is used as early as possible in the drug development process (utilizing
in vitro assays in hepatic microsomes, hepatocytes, and recombinantly expressed drug-
metabolizing enzymes). For early metabolite profiling and estimating whether a metabolite
might be MIST relevant or not, HRMS plays an important and decisive role and many fit-for-
purpose methods have been developed and described in the literature for assessing metab-
olite level in humans or animals in the absence of reference compounds [17–19, 24–29].
However, it is important to keep in mind that several limitations of HRMS exist mainly
due to matrix effects, potential differences in ionization, or extraction efficacies between
III. Strategy related to drug metabolism and safety
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(unknown) metabolites and parent drug. Therefore, HRMS data generated without using ref-
erence compounds need to be carefully evaluated and interpreted. Recommendations and
approaches addressing these factors are, e.g., calibrators or using a mixed plasma approach,
which will be discussed later. Mass spectrometry-based methods that are a core part of MIST
assessment strategies are complemented by additional technologies [30] such as nuclear mag-
netic resonance (NMR) spectroscopy, HPLC-radiometric detection, and accelerator mass
spectrometry (AMS) [31, 32] (Fig. 2). An emerging technology that sparked interest in the
pharmaceutical industry is cavity ring-down spectroscopy (CRDS) [33].
FIG. 2 Technologies that play important roles for the identification and quantification ofMIST relevantmetabolites
are radio-HPLC andHPLC-HRMS. NMR spectroscopy could be crucial for the definitive structure elucidation of me-
tabolites. Accelerator mass spectrometry (AMS) is a complementary technology to generate radio metabolite profiles
at very low levels of circulating radioactivity. Cavity ring-down spectroscopy (CRDS) is a promising quantitative
technology currently explored by some pharmaceutical companies.
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2.1 High-performance liquid chromatography separation and radiometric
detection

Historically, HPLC linked to radiometric detection has been used as the method of choice
to create drugmetabolite (radio) profiles [30].With the advent of sensitive and sophisticated
HRMS instruments, followed by the broad acceptance of approaches using non-labeled
compounds, radiometric metabolite profiling became gradually less important. However,
radiometric methods still play a role in MIST assessment, because radiochromatograms
are used for quantitative determination, and radioactivity enables mass balance in all ex-
traction steps and HPLC column recoveries. Therefore, radiometric detection ensures that
all relevant drug-related material is identified.

Radiometric detection can be performed either online by a radio detector connected
directly to the HPLC or offline by liquid or solid scintillation counting (LSC/SSC) for the
measurement of the collected fraction. Multiwell microtiter plates are especially suited
as they can be placed directly into commercially available fraction collectors and SSC plate
readers without further sample handling steps [34, 35].

Since retention times are mostly unaffected by the radioactive label, these studies can
provide distinct coordinates for further LC-MS and LC-NMR analysis of the unlabeled
compound.
2.2 High-resolution mass spectrometry

The increasing performance of modern mass spectrometers, especially in terms of reso-
lution, has influenced many scientific research areas including drug metabolism studies
[36, 37]. In the recent years, HPLC radio detection has been largely replaced with high-
resolution mass spectrometry as the main method of choice for drug metabolite profiling.
High-resolution mass spectrometry is able to distinguish mass differences with sub-ppm
accuracy enabling the detection and characterization of low abundant analytes in complex
biological matrices such as serum, plasma, or tissue homogenates. As a rule of thumb, MS
instruments are considered as “high-resolution” instruments when the mass analyzer ex-
ceeds >10,000 full-width at half-maximum resolution. The most widely used analyzers are
orbitrap [38, 39], FTMS, or time-of-flight mass analyzers [40].

The strategy in early drug metabolite identification by HRMS commonly relies on an on-
line separation by reverse-phase liquid chromatography and electrospray ionization [17]. The
applied MS methods at this stage are largely untargeted and may include different precursor
ion fragmentation strategies depending on the capabilities of the instrument. The most in-
tense ions are selected for selective fragmentation (DDA, TopN) or the instrument alternates
between two different collision energies for an unselective acquisition of full mass range scans
in so called all-ion-fragmentation methods (AIF, MSE, DIA, SWATH). Post-acquisition soft-
ware is then required to align the retention time coordinates of the precursor ions and the
corresponding fragment ions to extract useful mass spectral information to allow for metab-
olite identification. The elemental formula and accurate mass of the unchanged (parent) drug
is known and serves as a starting point to calculate possible masses of drug metabolites by
changing the elemental composition introduced by known biotransformations. Unexpected
III. Strategy related to drug metabolism and safety
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metabolites, however, are difficult to account for and might still require radioactive labeling
of the drug. Often, this step is undertaken at a later stage in a human ADME study.

HRMS can also be used to compare metabolite profiles from different biological matrices
and to assess the qualitative metabolism across species as well as for relative exposure com-
parisons. These approaches will be explained later.
2.3 Nuclear magnetic resonance spectroscopy

NMR spectroscopy is a valuable tool for understanding and characterizing drug metabo-
lism. Its key strength is the capability to elucidate unambiguously the chemical structure of
metabolites. The technique is based on measuring local distortions of a magnetic field
induced by atomic nuclei possessing a spin, such as 1H, 13C, 15N, or 19F. This enables the struc-
tural elucidation of metabolites based on the molecular formula, which is usually determined
by HRMS and quantification of parent and metabolites. The most commonly deployed NMR
approaches in drug metabolism studies rely on 1H NMR and for fluorinated molecules 19F
NMR [41, 42]. The advantage of 19F NMR is that spectra of fluorine containing drugs or me-
tabolites could be acquired with almost no interfering background signals in biological ma-
trices, because endogenous fluorinated compounds are virtually absent.

Combining offline HPLC with NMR spectroscopy enables the isolation of major metabo-
lites from in vitro experiments for determining the exact site of biotransformation. Structure
elucidation by NMR spectroscopy typically requires quantities of the metabolite in the range
of 10–100μg. To achieve this often biosynthesis from the parent drug needs to be scaled up in
an accessible and human relevant in vitro system. In particular, it is important to ensure that
the metabolite elucidated actually corresponds to the metabolite formed in humans in vivo.
This could be particularly challenging when the in vivo metabolite is human specific and if
the availability of biocatalysis systems (e.g., recombinant enzymes) is limited [43].

Using cryoprobe technology, which cools down the sample before NMR analysis to
�253°C, it leads to a significant increase in both sensitivity and throughput. This method-
ology has been successfully applied to drug metabolites in human plasma. The observed
limit of quantification was reported at 10ng/mL [44]. Those findings demonstrate that
the power of NMR is not only limited to the structural characterization of purified metab-
olites but also readily applicable to early quantitative metabolite analysis [41, 44, 45]. In
contrast to mass spectrometry, where the molecular composition influences the detectabil-
ity (see below), the NMR response of atomic nuclei is directly comparable, even between
structurally different molecules [45].

An example of how a drug metabolism study can benefit from NMR is the study of
GW766994. The major circulating metabolite in humans, which compromised 74% of drug-
relatedmaterial in plasma aftermultiple dosing, was only discovered byNMR. It was initially
detected by neither LC-MS nor radio-HPLC due to loss of the radiolabel. This example high-
lights the benefit of using multiple orthogonal analytical technologies [44, 46].

Similar to LC-MS, there are applications of LC-NMR, including an in-line chromatographic
separation [47]. The advantage is a continuousmeasurement ofmultiple analyte without frac-
tionation and injection protocols. The disadvantages are the limitation to analytical scale
HPLC and lower injection amounts which correspond to lower sensitivity. While NMR is
III. Strategy related to drug metabolism and safety
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a powerful and valuable tool to elucidate the structure of drug metabolites, in order for
LC-NMR to become more important in drug metabolism studies, technological improve-
ments in sensitivity need to occur.
2.4 Accelerator mass spectrometry and cavity ring-down spectroscopy

Accelerator mass spectrometry allows the very sensitive measurement of 14C and other
radioisotopes in an analytical sample. The technology is based on sample graphitization
followed by combustion and detection of the ratio between 14C and 12C by accelerating ions
to extraordinarily high kinetic energies in a nuclear particle accelerator where they reach
several percents of the speed of light. An array of guiding magnets and gaseous ionization
detectors (silicon surface-barrier detectors, ionization chambers, and/or time-of-flight tele-
scopes) allow separating the compound of interest from matrix inferences and counting
14C atoms at femtomolar levels [32]. This incredible sensitivity far exceeds any other radio-
analytical method, such as liquid or solid scintillation counting. AMS applies to several ele-
mental isotopes. However, human mass balance studies are almost exclusively carried out
with 14C labeled compounds [48, 49]. In the context of drug metabolism studies AMS is
applied in two different ways: first, AMS is used for the direct analysis of total 14C in a sample
(e.g., plasma) and second, for the analysis of specific 14C containing analytes which are iso-
lated by a separate offline separationmethod (e.g., HPLC). There have been efforts to propose
harmonized guidelines for such quantitative bioanalytical methods combining LC with
AMS [49].

An example of how AMS can add unique data to a drug metabolism study is the profiling
of dalcetrapib [35]. This prodrug undergoes rapid conversion in vivo to its pharmacologically
active metabolite M1. However, due to the chemical properties of M1, there are several dif-
ferent variants collectively termed the dalcetrapib active form, all of which undergo further
metabolism on their own. In the human mass balance study, radio-HPLC lacked the sensitiv-
ity to detect low abundant metabolites. To overcome that limitation, an “LC + AMS” analysis
was performed. This led to the identification of over 80 metabolites, however, none of them
beingmajor according to theMIST guidelines. Without AMS, it would have not been possible
to confirm the absence of a metabolite exceeding 10% of drug-related material in circulation
for this highly metabolized drug.

The limiting factors of AMS are the demanding infrastructure for the instrument, the ex-
pensive acquisition, and high operating costs. An initiative at the ETH Z€urich to reduce the
footprint of AMS instruments led to the development of a benchtop AMS instrument, which
is commercially available [50]. So far, it was mainly used for radioisotope dating; however,
reports are evaluating the application in drug metabolism studies [51].

An alternative technology not yet widely used but of great interest to the drug metabolism
community is the quantification of 14C by cavity ring-down spectroscopy (CRDS) [52–54].
Recent developments in laser and optical detector technology have enabled this spectroscopic
method to emerge as an alternative to AMS. CRDS appears to overcome some of the limita-
tions of AMS and might enable sufficiently sensitive 14C measurements without extensive
requirements for laboratory infrastructure as for AMS. The 14C labeled analyte is vaporized
to 14CO2 and injected into an optical cavity, linedwith highly reflectivemirrors. The laser light
III. Strategy related to drug metabolism and safety
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passes through the cavity and gets gradually absorbed by the gaseous sample. After shutting
off the laser, the “ring-down” event manifests as the time it takes for the laser light to decay in
the cavity. The composition of the sample influences this decay rate and allows for the quan-
tification of the gas concentration. Recently, a successful application of CRDS has been
reported for a drug disposition study [33]. With time and commercialization of the technol-
ogy, it is expected to encounter CRDS data in MIST assessments as well.
2.5 Post-acquisition software tools for metabolite identification

There are several post-acquisition software tools available to facilitate the interrogation of
mass spectrometry data and the detection of metabolites in complex matrices, including
plasma, urine, feces, and bile. These tools are available within most software packages of
high-resolution mass spectrometers. Chapters 2 and 3 provide detailed insights into this
topic. We will briefly discuss mass defect filtering (MDF), background subtraction, and the
advantages of using MS/MS spectra to identify metabolites.

MDF is an application for discriminating masses of drug-related metabolites (originating
from expected and unexpected biotransformations) from potential false-positive analytes in
complex biological matrices. It is based on the assumption that most metabolites have delta
mass differences within 250mDa of the parent drug decimals. As a rule of thumb, however,
common phase I and phase II metabolites typically fall within the 50mDa range. Mass spec-
trometry analysts typically apply multiple MDFs to identify potential various classes of
metabolites. For further reading, Zhang and coworkers provided a detailed description of
the use of MDF for drug metabolite identification by high-resolution mass spectrometry [55].

Background subtraction is another technique often employed to enable the detection of
metabolites in complex matrices [37, 56–59]. In a control sample, the most likely baseline is
estimated in a small-time window by defining what is expected to be the highest and lowest
intensity values for the background. Then, the estimated and regressed baseline is subtracted
from the spectrum of interest containing the analyte and or analyte-related elements. Al-
though this technique is very useful, special care must be taken so that metabolites with
relatively low abundances are not discarded [37].

The use of software to facilitate the interpretation of MS/MS spectra is also a widely
employed approach. Many software tools allow for the prediction of fragment ions of both
parent drug and respective putativemetabolites and have algorithms based on chemical frag-
mentation rules, isotope patterns, and accurate mass of fragment ions, based on molecular
formulae, just to name a few. By comparison of MS fragmentation fingerprints of the parent
drug and the metabolite, the conservation of characteristic molecular fragments or their shift
after metabolic alteration assists the regional identification of drug biotransformations.

The process of metabolite identification has become largely facilitated and partly auto-
mated by cheminformatics approaches such as knowledge-based metabolite prediction
using, for example, Meteor, MetaDrug, MetaSite, and StarDrop. Software-guided approaches
like Mass-MetaSite have been introduced for the automated ranked output of metabolite
structures based on the combination of metabolite prediction and interrogation of analytical
mass spectrometric data. These approaches are encouraging developments moving away
from a sample focused compound-per-compound approach to automated, structure-driven
III. Strategy related to drug metabolism and safety
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generic workflows for metabolite identification and structural characterization and are espe-
cially valuable for the early phases of drug discovery. Still, unsupervised metabolite identi-
fication cannot compete with or replace expert user manual data interpretation [60].
2.6 Semiquantitative and quantitative assessment of metabolite coverage

In early development, routine quantification of themetabolite is extremely beneficial for the
optimization of a drug. Unfortunately, reference standards and radioisotope labeled com-
pounds are typically not available at such early stages of a project. There is a great need for
a semiquantitative approach that provides sufficient quantitative accuracy to allowmeaning-
ful decisions during drug development. The routinely appliedHRMSmethodwould provide
a perfect tool for this challenge. Unfortunately, the mass spectrometric signal response of ion-
ized analytes is not truly quantitative. Several factors can influence the detectability and peak
area of a compound byMS [61]. First, the ionization efficiency through electrospray ionization
can vary even for structurally similarmolecules. Second, the ability to traverse through the ion
optics and subsequent effect on the detector may differ. Third, the biological background of
co-eluting matrix molecules may influence both ionization and ion transfer. Lastly, the chem-
ical composition of the mobile phase is known to greatly modify all these factors. Empirical
findings have shown that the response factor variation of parent and metabolites may range
from 0.01 to almost 10-fold [61]. Obviously, this error margin complicates quantitative
assessment.

Despite limitations, HRMS has proved to be a valuable tool to assess metabolite coverage
invitro andpreclinical animal studies in a semiquantitativemanner [30]. Todo so, the integrated
peak area of the metabolite is normalized to the peak area of the parent molecule [61]. This re-
sults in a semiquantitative overview of the metabolite profile and can support early decision-
making. However, the inherent inaccuracy of this method should be always kept in mind.
2.7 Calibrator approaches

Closely related to the comparison ofMS responses ofmetabolite and parent is the use of the
UV response signal for the same purpose. Similarly, as described above, the percentage of the
metabolite is estimated based on the UV responses of metabolites and parent drug. It relies on
the assumption that there is a linear relationship between absorbance and concentration for
each analyte of interest. This approach is however compromised by the likely non-equimolar
response of drug and metabolites as well as the unknown extraction recovery. Besides, many
other non-related components may be present in the complex matrix with a similar retention
time and absorbance wavelength which may induce potential estimation errors. Another
drawback is the poor sensitivity provided by UV detection. However, in certain cases where
certain molecules absorb at a particular frequency which differentiates them from back-
ground noise and/or matrix interferences, this can be a very powerful tool to identify
drug-related metabolites.

Another method available for the semiquantitative determination of metabolites is by the
14C calibrator approach [27, 28]. Assuming radioactive standards of parent drug are available,
and several metabolites are generated in vitro or in vivo, the concentration of metabolite(s)
III. Strategy related to drug metabolism and safety



FIG. 3 14C-calibrator approach:
14C-metabolites are generated in vitro
(e.g., by human or animal liver micro-
somes or hepatocytes) or in vivo (e.g.,
excreta or plasma from animal ADME
studies).Aresponsefactor (RF) isderived
from the ratio of the MS signal response
(metabolite/parent) to the absolute
amount determined by the radioactive
signal response (metabolite/parent).
TheMS signal in the humanplasma sam-
ple is corrected using the response factor
to estimate the concentration of
metabolite(s).
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can be estimated based on the response factor from the ratio of radioactivity response
(metabolite/parent) to the corresponding MS response (metabolite/parent) [27] (Fig. 3). This
approach improves the accuracy of metabolite estimation compared to the integration of MS
peaks. However, for many drug candidates, the generation of all human metabolites in suf-
ficient amounts for such calibration is challenging and in many cases not feasible.
2.8 Mixed-matrix approach for direct comparison of metabolite levels in human
and animal plasma samples and AUC pooling

The exposure of metabolites in nonradioactive studies can be analyzed by direct compar-
ison of MS responses in animal versus human plasma. For matrix effects to be compensated,
human plasma samples can be mixed with blank animal plasma and vice versa [17, 24–26]
(Fig. 4A). Besides, for MIST assessment purposes, typically AUC-pooled plasma samples
of the human multiple ascending doses (MAD) at the anticipated therapeutic dose cohort
are analyzed. MS peak areas are then compared between human AUC-pooled plasma
samples [62, 63] and animal AUC-pooled plasma samples from relevant toxicological studies
(Fig. 4B). The exposure achieved at the MTD in the animal study could be compared to the
maximum exposure in humans at the therapeutic dose. However, depending on the type of
toxicity observed at the MTD in animals (case by case, e.g., when considered not monitorable
in humans or posing unacceptable risks), comparing exposure at the NOAEL dose might be
warranted. This approach enables an overall perspective of themetabolic profile of the cohort
being studied and not necessarily individual subjects. The “Hamilton” AUC-pooling
III. Strategy related to drug metabolism and safety



FIG. 4 (A) Cross species comparison by cross
spiking of human and animal plasma samples to com-
pensate for matrix effects. Human plasma samples are
mixed with blank animal plasma and vice versa.
(B) Hamilton AUC-pooling approach: aliquots of
plasma samples from different pharmacokinetic time
points are pooled in a time-proportionate manner to
yield one sample in which the parent drug andmetab-
olite concentrations are proportional to the AUC.
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approach is considered robust and reproducible and is often adopted by metabolite profiling
scientists carrying out MIST assessments [62, 63] (Fig. 4B).
2.9 Bioanalytical methods

Once all metabolites have been cataloged, a rapid, robust, and the highly quantitative
method is needed for major human metabolites to efficiently analyze samples from late-stage
pharmacokinetic studies. LC-MS is the method of choice, and the availability of reference
compounds for both parent and metabolites allows absolute quantification through calibra-
tion of the ion response. The instrument of choice is most often a triple-quadrupole MS (QqQ)
or quadrupole ion trap (Q-Trap) instrument. They offer adequate specificity and sensitivity
and can be operated at higher sampling rates than, e.g., HRMS instruments, and thus acquire
more data points per chromatographic peak. Chapter 1 further details the bioanalysis of
drugs and metabolites.
3 A typical MIST strategy

Supporting drug development programs regarding theMIST guidance, the key challenge
for drugmetabolism scientists is to find out whichmetabolites represent greater than 10% of
drug-related systemic exposure at steady state as early as feasible to prevent development
III. Strategy related to drug metabolism and safety



FIG. 5 Throughout all typical stages of preclinical and clinical development of a small molecule drug candidate,
drug metabolism studies are employed with the goal to characterize the relevant human drug metabolites as early as
possible. The most important studies informing theMIST assessment are highlighted in bold boxes. The understand-
ing of metabolism as well as the required level of detail, e.g., for metabolite structure identification increases as the
drug advances from clinical candidate to medicine.
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and marketing delays [9]. For this reason, metabolite safety assessment needs to be consid-
ered throughout the different stages of drug discovery and development. Pharmaceutical
companies need to develop strategies for how and when to assess metabolite coverage
and safety [13, 14, 16–22, 30].

Wewill describe here a typicalMIST assessment strategy in three stages: (1) before entering
into human studies, (2) during Phase 1 studies, and (3) before the start of Phase 3 clinical
studies (Fig. 5). In addition to these generic considerations, of course, there are project-specific
considerations for each development compound depending on characteristics, like potency of
the compound, experiences with compounds from similar chemical classes, and the acquired
knowledge in preclinical studies about potency and safety. Also, for certain serious therapeu-
tic indications, like life-threatening or serious diseases (e.g., advanced cancer, resistant HIV
infection, and congenital enzyme deficiency diseases) without current effective therapy, dif-
ferent strategic considerationsmay apply and should be evaluated on a case-by-case basis [10,
11, 64, 65].
3.1 Stage 1. Before entering human studies

Before a new drug candidate is administered to a human, its metabolism is typically
studied in vitro (human and animals) and in vivo (animals) to support the selection of
the animal species used in toxicity studies based on the likelihood of coverage of expected
human metabolites. A variety of in vitro systems are available, ranging from recombinant
enzymes, subcellular fractions like S9 or liver (or less routinely applied, gut, kidney, or
III. Strategy related to drug metabolism and safety
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lung) microsomes to hepatocytes [66]. A typical approach would compare the metabolism
of a drug candidate in human liver microsomes and cryopreserved hepatocytes with the
metabolism observed in animal species which are used for safety testing. Following
LC-MS analysis, metabolites are identified and compared across species (Fig. 6). In some
cases, already at this stage, full structure elucidation of metabolites by (bio)synthesis
and NMR might be warranted. The in vitro metabolite profiles are then further compared
to in vivo animal plasma metabolite profiles to establish a qualitative in vitro-in vivo cor-
relation. When translating this information to human, however, one has to keep in mind
that differences across species in the plasma metabolite pattern can be due not only to dif-
ferent formation of metabolites (which would be covered by the in vitro experiments) but
also to different clearance of the metabolites from circulation, different rate of efflux from
liver to blood, and different volume of distribution [67]. Additionally, the metabolite pat-
tern observed in human hepatic preparations might be very valuable to qualify which
FIG. 6 Typical MIST strategy, starting with in vitro and animal in vivo metabolite assessment. The key stage for
MIST assessment of a new drug candidate is in clinical Phase 1 when human plasma samples become available (from
first-in-human SAD and MAD studies) for identification and assessment of human circulating metabolites. 1ICH
Q&A: “… when a metabolite composes the majority of the total human exposure, it is appropriate for exposure to
the metabolite in animals to exceed that in humans.”
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metabolites are formed, but the quantitative correlation between in vitro and in vivo
plasma metabolites in humans is often poor. Therefore, a reliable quantitative prediction
of MIST-relevant circulating human metabolites from standard in vitro and animal in vivo
data is currently not feasible. Another complicating factor is the increase of low-clearance
compounds in pharmaceutical portfolios [68], which makes metabolite identification and
evaluation of metabolite relevance more challenging.

Still, the assessment of the in vitro drug metabolism early on increases the likelihood of
choosing the right species for safety studies that form the metabolites that are relevant to
human.
3.2 Stage 2. During Phase 1 human clinical studies

Phase 1 human clinical studies are key for MIST assessment of a new drug candidate
because plasma samples from Phase 1 clinical studies offer the first opportunity for human
circulating metabolites to be identified (Fig. 6). By combining HRMS data-acquisition with
post-acquisition software and data-mining technologies, plasma metabolites are identified,
typically in single and/ormultiple ascending dose studies (SAD andMAD) in human healthy
volunteers. Potential human-relevant metabolites are identified, and metabolite exposure at
steady state at the anticipated therapeutic dose level is assessed in comparison to metabolite
exposure in animals (MTD group). To avoid delays in drug development, key decisions for
metabolite safety assessment have to be made at this stage, even though it often remains chal-
lenging to determinewhether ametabolite exceeds 10%of drug-relatedmaterial and usually a
combination of different methods needs to be applied on a case-by-case basis.

Typically, the first important step is to get an overview of the main drug-related com-
ponents in circulation in humans from the SAD study. Most useful for HRMS are samples
from the highest dose cohort and metabolite identification could be performed on cross-
subject plasma pools representative of the study population for individual time points.
When later time points are included in the analysis, metabolites with an longer half-live
might be observed.

The identification and peak integration of all relevant metabolites by HRMS will then be
extended to AUC-pooled plasma samples originating from the human MAD at the antici-
pated therapeutic dose cohort. Despite the limitations of HRMS described above, this enables
the drug metabolism scientist to get an overview of the metabolite profile. Subsequently, the
semiquantitative determination of metabolites is refined, for example by the 14C calibrator
approach [27, 28]. This approach improves the accuracy of metabolite estimation compared
to the integration ofMS peaks. Besides, the exposure of metabolites is analyzed by direct com-
parison of MS peak areas in animal versus human plasma. For matrix effects to be compen-
sated, human plasma samples can be mixed with blank animal plasma and vice versa [17,
24–26]. Other technologies like NMR might be also considered at this stage [44, 46]. Once
all relevant metabolites have been cataloged, absolute quantities of all major human metab-
olites in circulation are determined by bioanalytical quantitation using authentic reference
standards if needed.

In general, total metabolite concentrations are considered for exposure assessment and
safety coverage should ultimately be assured for all major human metabolites (>10% of
III. Strategy related to drug metabolism and safety
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drug-related systemic exposure) in at least one species used in general toxicity, reproduc-
tive toxicity, and carcinogenicity, respectively. For disproportionate human metabolites
that are not adequately covered in safety studies carried out in nonclinical species, addi-
tional safety studies might be necessary. These can be either safety studies with the drug
candidate in additional animal species that form the metabolite at adequate exposure
levels, or safety studies where the disproportionate metabolite is synthesized and directly
administered to the animals. Alternatively, the parent compound could be fortified with an
appropriate amount of the synthesized metabolite to achieve higher systemic exposures of
the metabolite in animals. Apart from the regulatory compliant demonstration of adequate
metabolite exposure in nonclinical species, appropriate follow-up activities concerning
clearance pathways and drug-drug interaction (DDI) potential of metabolites need to be
defined upon the availability of human metabolite exposure data. The FDA draft guidance
on in vitro DDI studies suggests that circulating metabolites at 25% of parent exposure for
metabolites that are less polar than the parent drug and at 100% of parent exposure for me-
tabolites that are more polar than the parent drug should be evaluated for in vitro DDI po-
tential as inhibitor [69].
3.3 Stage 3. Before the start of Phase 3 human clinical studies

According to the FDA and ICH guidance, demonstration of adequate metabolite cover-
age in nonclinical species is required before exposing large numbers of human subjects or
long treatment durations (typically before Phase 3). Consequently, by the end of Phase 2, all
necessary metabolite assessments should be completed. The human metabolism package is
complemented with the human radiolabel ADME study which is typically conducted dur-
ing Phase 2. The human radiolabel ADME study provides all details on the fate of the total
drug-related material. Comprehensive metabolite profiles are obtained in human plasma
and excreta, and it is ensured that no metabolites have escaped identification. Even though
the human radiolabel ADME study is typically a single-dose study, it can under certain
situations still confirm which metabolites exceed 10% of systemic exposure [21]. Besides,
the human radiolabel ADME study delivers important and definitive information on the
major biotransformation pathways for drug elimination. Together with the knowledge
which enzymes are responsible for these major pathway this is critical information to de-
fine the required clinical DDI program [69]. Further reading on important key aspects as
well as limitations of radiolabel ADME studies in drug development could be found in
a review of Penner et al. [70].
4 Metabolite safety assessment beyond the MIST guidance documents

The MIST guidance documents provide information on circulating plasma metabolites
formed by phase I metabolism. Under the assumption that conjugate-formation is typically
enhancing excretion and is not generating pharmacological or toxicological relevant metab-
olites, only limited regulatory guidance exists for such metabolites. However, also such me-
tabolites may elicit safety concern, and conjugated and excretory metabolites may lead to
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kidney or bile duct toxicity and warrant safety assessment [9, 71]. One example is the stable
glucuronide metabolite of gemfibrozil which would not per se fall under MIST assessment
considerations according to the current regulatory guidance documents. This metabolite,
however, was linked to severe safety issues (including fatalities) by inhibiting cerivastatin
clearance via CYP2C8 and, to a lesser extent, by inhibiting the organic anion transporter
[72, 73], resulting in significant DDI issues.

Reactive metabolites typically are not found in circulation due to their reactivity and con-
sequently short half-lives. In some cases, downstream detoxification products of reactive me-
tabolites like glutathione conjugates and their corresponding cysteinylglycine, cysteine, or
N-acetylcysteine conjugates may be detected in excreta. Since there is circumstantial evidence
that chemically reactive metabolites play a key role for the manifestation of drug-induced id-
iosyncratic toxicities, such as drug-induced liver injury (DILI), skin rashes, and blood dyscra-
sias, most pharmaceutical companies use in vitro screens to minimize the risk of chemically
reactive metabolite formation of new drug candidates [74–78].
5 Conclusion and future outlook

The purpose of any MIST effort must be the evaluation of human circulating metabolites
with regard to safety and efficacy. Therefore, a comprehensive understanding of the meta-
bolic fate of newmedicines is required to assure appropriate safety profiling before the intro-
duction into a vulnerable patient population. Based on considerations such as dose, duration
of treatment, target indication, and clinical benefit, this assessment should be based on indi-
vidual cases rather than on the technical availability of sophisticated tools or stringent rules.
Also, numerous case examples have been shared between pharmaceutical companies, acade-
mia, and regulators highlighting the importance of such case-by-case evaluations [9, 23, 30,
79]. Besides, considerations such as contribution to pharmacological activity and potential
drug-drug interactions might become drivers for MIST assessment based on absolute rather
than relative exposures, for example, a 10% metabolite of a highly potent drug administered
at 1mg daily dose is less likely to elicit off-target DDI compared to a 10%metabolite of a high
dose drug administered at 100 mg because in the latter situation it might be more likely that
the metabolite reaches concentrations relevant for DDI. Also, consideration such as differ-
ences in plasma protein binding between metabolites and species may influence the safety
evaluation of human metabolites.

To elicit a pharmacological or toxicological response at a biochemical target, a drug must
reach the target tissue first. In the context of MIST, plasma is considered as a surrogate for
relevant drug and metabolite concentrations in tissues. However, in some cases the pharma-
cokinetic behavior of metabolites might differ significantly compared to the parent drug, e.g.,
metabolite formation might be restricted to certain tissues, metabolites might accumulate in a
certain tissue, plasma protein binding, and transporters properties might be different, etc.
Over the past years, in situ mass spectrometry-based imaging technologies emerged, which
enable discreet localization of drugs and their metabolites in tissue. Mainly MALDI-HRMS
imaging proved to be a powerful technology to provide information on drug and metabolite
distribution within target and off-target tissues [80, 81]. Related attempts, e.g., based on
III. Strategy related to drug metabolism and safety
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DESI-MS or secondary-ion mass spectrometry (SIMS), currently undergo rapid develop-
ments and might allow potentially even spatial resolutions down to the single-cell level in
the near future [82]. Onemajor limitation of tissue imaging in the context of safety assessment,
however, remains the restriction to animal tissue inmany cases, and the very limited access to
human tissue biopsies.
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1 Introduction

Metabolism is one of the major mechanisms of drug elimination from the body [1]. Met-
abolic pathways are mediated by a large variety of enzymes, albeit P450 and UGT play major
roles in the biotransformation of most drugs [2]. The products of drug-metabolizing enzymes
(DME), metabolites, in most cases pose little risk due to insignificant pharmacological and
toxicological consequences compared to the active drug [3]. At the same time, it is valuable
to identify, monitor, quantitate, and elucidate the mechanism of metabolite formation. Tra-
ditionally radioisotopes were used for these metabolism studies [4, 5]. While there are certain
metabolism experiments still carried out with radiolabel material such as mass balance stud-
ies [6], there has been an interest in using stable isotopes for this purpose. Metabolism studies
using stable label have been enabled by the technological advances of mass spectrometry [7].
Here, we discuss a strategy for using stable-label isotopes as an approach for assessing me-
tabolite formation. This involves using in vitro or in vivo approaches depending on the ap-
propriateness of the system and shows case examples to elucidate the mechanism of
metabolites formation. In the case of deuterated drugs (Section 3), one of its utility is improv-
ing the metabolic clearance [7, 8]. Such efforts have already resulted in the discovery of a new
marketed drug called deutetrabenazine (trade nameAustedo). These approaches and consid-
erations allow us to expand our understanding of the properties of deuterated drugs and their
metabolic fate.
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440 15. The use of stable isotopes in drug metabolism studies
2 Use of stable labels for metabolite detection and identification

2.1 Stable labels and their application

Stable isotope labeling allows for dissectingmany types of metabolism studies. The typical
isotopes for this purpose are deuterium (2H or D), carbon-13 (13C), nitrogen-15 (15N), and
oxygen-18 (18O). For the most part, these isotopes are considered not to alter the rate and sites
of metabolism. This is not entirely true as demonstrated in deuterated drugs (Section 3) and in
some special cases carbon-13 (see niacin case study; Fig. 4). The use of a stable label allows for
monitoring and quantitating drug material. A seminal article by Baillie described methods
and demonstrated its utility [7].
2.1.1 Beyond typical choices of isotopes

Besides the typically enriched stable isotopes mentioned, there are other isotopes that
could be considered. For the stable labels discussed thus far, it may require specialized syn-
thetic methods for isotope enrichment in the drugmolecules. For the extended list of isotopes
included in Table 1, there is no need for extra synthetic steps as these stable isotopes have a
large natural abundance. These include boron, chlorine, and bromine atoms. Sulfur-34 could
be considered but the limitation is its low natural abundance. With the extended list, the one
shortcoming with these isotopes is that they may not be present in every molecule and, there-
fore, can’t be used like the original set described. However, for the molecule that includes
them, this could be an impactful tool to consider.
TABLE 1 Stable isotopes that could be used in metabolism studies [9].

Stable isotope Natural abundance (%) Isotope mass (Da) Spin

2H (deuterium) 0.0115 2.014102 +1

13C 1.109 13.003355 �1/2

15N 0.4 15.000109 1/2�
18O 0.2 17.999161 0

33S 0.75 32.971459 3/2+

34S 4.25 33.967867 0

10B 19.9 10.012937 3+

11B 80.1 11.009305 3/2�
35Cl 75.76 34.968853 3/2+

37Cl 24.24 36.965903 3/2+

79Br 50.69 78.918338 3/2�
81Br 49.31 80.916290 3/2�
From IUPAC: https://iupac.org/what-we-do/periodic-table-of-elements/.
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4412 Use of stable labels for metabolite detection and identification
2.1.2 Types of studies in drug metabolism

The other consideration is the placement of the label. There are several options based on the
type of study. Label could be:

• placed in the compound of interest,
• the incubation media being studied (H2

18O, and D2O),
• the soluble gas as in the case of 18O2,
• post-incubation for examining exchangeable hydrogens or hydroxyl moieties with D2O or

H2
18O,

• in the trapping agents such as GSH and in GST reactions, and
• in the cofactor as in the case of NADPD (compared to NADPH).

Placement of a stable label in the compound of interest has become a commonplace and has
shown useful in the detection and identification of metabolites. For example, a stable label
was used as a tracer for the antimalarial drug KAF156 for detection and identification of
its polar metabolites [10]. Additional case study examples are discussed in the next section.

Tracing the incorporation of hydrogen or oxygen atoms in the molecule following metab-
olism is an important application in the metabolism studies. For example, both P450 enzymes
and aldehyde oxidase (AO) oxidize heteroaromatic rings. The source of the oxygen atom is
from air O2 molecule in the case of P450 and from the water molecule in the case of AO. Be-
sides the typical inhibitors of such enzymes, labeled H2

18O or 18O2 could be used for the iden-
tification of metabolic pathways and mechanisms. The next section will discuss additional
case studies using isotopes for drug metabolism studies.
2.2 Cases studies

The following case studies are to demonstrate the utility of stable labels. Here, we will only
highlight the relevant aspects in a very succinct manner. For more details, we refer the reader
to the original articles.

2.2.1 Vismodegib and oxidative pyridine ring cleavage

Vismodegib (GDC-0449; Vismo) is a first in class, orally administered Hedgehog pathway
inhibitor that was approved in 2012. It is currently approved for the treatment of advanced
basal-cell carcinoma but there are other indications being explored [11, 12]. Vismo has a very
slow clearance from the body that allows for prolonged exposure, which is beneficial for sus-
taining the mechanism of action [13, 14]. Many thoughtful studies were performed to dissect
the various ADME properties of thesemolecules that are beyond the scope of this review [15].
One of the sites of metabolismwas involved in ring cleavage of pyridine, and incorporation of
stable labels in this ring allowed to better understand this reaction (Fig. 1) [16, 17].

Themajormetabolitesofvismoare formedbyaromaticoxidation followedbyglucuronidation
[16]. In addition, therewere three significantmetabolites thatwere formed as a result of pyridine
ring cleavage: mainly M9, M13, and M18. These metabolites were formed by the hepatic cyto-
chrome P450 enzymes from various species. A stable-labeled vismowas synthesized to address
themechanismof formation of thesemetabolites. This compound ([13C2,

15N]-labeledvismo) had
III. Strategy related to drug metabolism and safety



(A)

(B)

(C)

FIG. 1 (A) Use of stable label in Vismo to determine the source of each stable label and their fate in each metabolite.
(B) Vismo metabolism to M18 in the presence of H2

18O. (C) M18 conversion to M13 in the presence of H2
18O.

442 15. The use of stable isotopes in drug metabolism studies
one15Natomatthenitrogenpyridinewith its twoneighboringcarbonatomsbeing13Catoms(C-2
and C-6) (Fig. 2A). Inmetabolism studies, M18 retained all three labels, M9 retaining two labels,
andM13 retained only one label as determined bymass spectrometry. The loss of carbon atoms
observed in bothM9 andM13was from the C-6 position of pyridine. Interestingly, the source of
thenitrogenatomin theamideofM9was fromthepyridinenitrogenatom.This studyallowedus
to understand that the scission of the carbon-carbon bond.

Other studies also confirmed the presence of aldehyde intermediates. Evidence for the for-
mation of aldehydes was observed using methoxyamine trapping agent, as well as
H2

18O. The incubationwith vismowith livermicrosomes in the presence of H2
18O incorporated

only one oxygen atom fromwater intoM18 (Fig. 1B). This suggests that the other oxygen atoms
(mainly two atoms) come from O2, which is consistent with the source of oxygen in the P450
metabolism. The other open question was to address if M18 was the precursor of M13 and
M9. This was examined by taking the extracts and drying down and resuspending in
H2

18O. In theprocess,M13wasgeneratedwith two 18O that confirmedbut noor little conversion
to M9 was observed (Fig. 1C). Here, H2

18O allowed for dissecting the metabolism process by
P450 plus the subsequent conversion steps.

2.2.2 Using H2
18O and D2O to understand tofacitinib metabolism

Tofacitinib is a janus kinase (JAK) inhibitor that is for the treatment of rheumatoid arthritis,
psoriatic arthritis, and ulcerative colitis. It is hepatically metabolized, where two of the me-
tabolites areM2 (alcohol) andM4 (acid) (Fig. 2A). They are formed as a result of oxidation and
III. Strategy related to drug metabolism and safety



(A)

(B)

FIG. 2 (A) Tofacitinibmetabolism by P450 in the presence ofH2
18O to formMX intermediate that is further reduced

to M2 or oxidized to M4. (B) Tofacitinib labeling with deuterium oxide (D2O) through fast exchange prior to P450
oxidative decyanation to MX.

4432 Use of stable labels for metabolite detection and identification
loss of the nitrile moiety. In vitro studies using human liver microsomes show that a geminal
diol intermediate of tofacitinib, MX, by oxidation by P450 at the α-carbon to the nitrile [18].
MX was further reduced or oxidized to the respectively M2 (alcohol) and M4 (acid). The en-
zymes involvedwere characterized to be aldo-keto reductase 1C1, aldehyde oxidase, and pos-
sibly CYP3A4. Stable-label studies using H2

18O and D2O suggested the source of oxygen in
MX was from water in the media. But this was due to rapid water exchange with MX in the
media prior to reduction to M2. In case of deuterium, one was incorporated in M2 as a result
of tofacitinib rapid exchange of two deuterium atoms from D2O onto methylene position
prior to oxidation and loss of cyanide (Fig. 2B). After the formation of MX, one deuterium
was retained and no longer exchanged with water. This deuterium, therefore, was retained
in M2 after reduction.
2.2.3 Stable-labeled glutathione as a trapping agent for detection of reactive
metabolites

The formation of reactive metabolites is considered as one of the contributors to hepatotox-
icity [19, 20]. The major class of enzymes involved are typically, but not limited to, cytochrome
P450 enzymes. Reactive metabolites are formed as one of the products during metabolism and
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are typically electrophilic in nature. For reactive metabolite screening, nucleophile agents such
as glutathione are used for trapping the reactive electrophiles. Many factors contribute to the
detection of the trapped molecules, which includes the chemical lability of the reactive metab-
olite, the compatibility of themolecular orbitals (GSH is a soft nucleophile and efficiently reacts
with soft electrophiles such as acrylamides or quinone methides), and the stability of the
resulting conjugate. The trapped reactive metabolites could be separated and detected using
LC-MS/MS [21, 22]. For more specificity, Yan et al. [23] added stable-labeled GSH (called
GSX, γ-glutamylcystein-glycin-13C2-

15N) that allowed for ease of identification. GSX included
two 13C and one 15N on the glycine moiety (Fig. 3). Co-incubation with equal concentrations of
both labeled and non-labeled GSH resulted in the formation of two trapped reactive metabo-
lites with a mass difference of 3Da (Fig. 3). GSX can be used as a marker to minimize artifacts
and be assured of the GSH-related conjugates. This was examined in the series of halogenated
aniline to examine themechanism of ipso formation [22]. This method is now further refined to
take advantage high-resolution mass spectrometry to provide specificity and sensitivity for
identifying and elucidating glutathione conjugates [24].
2.2.4 A disconnect between endogenous and [13C]-labeled niacin

Nicotinic acid (niacin) metabolism in cells is well established [25]. Investigations in niacin
metabolism pose complexity due to the presence of endogenous level of niacin and all its
metabolites. In order to dissect niacin metabolic pathway, fully [13C]-labeled niacin was
studied in human and rat hepatocytes (unpublished report). For the fully labeled niacin,
the metabolites observed are nicotinamide and nicotinuric acid (Fig. 4; Table 2). On the other
hand, endogenous niacin (unlabeled) is M1, N-methyl-2-pyridone-5-carboxamide (2PY),
and N-methyl-4-pyridone-5-carboxamide (4-PY), which were the result of modification on
the pyridine ring. No endogenous niacin itself was detected. Metabolic switching and
concentration-dependent metabolism possibly explain the difference observed. Therefore,
one has to consider the potential changes in metabolism that could take place once using
stable-label tracers.
FIG. 3 Formation of reaction metabolites that could react with GSH or GSX. GSH is the natural glutathione (GSH)
and GSX is γ-glutamylcystein-glycin-13C2-

15N with 3Da higher molecular weight that could aid in glutathione con-
jugate identification.
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FIG. 4 (A) Niacin metabolites observed from fully 13C labeled niacin incubated with human and rat hepatocytes
after 3h. For niacin and all the relatedmetabolites, the niacin has 13C labeled that are not shown. (B) The niacin-related
endogenous metabolites and note no niacin was detected.

TABLE 2 Relative abundance of niacin and its metabolites from rat and human hepatocytes after 3h of
incubation.

Incubation

Labeled niacin Endogenous (unlabeled)

Niacin Nicotinamide Nicotinuric acid Nicotinamide 2-PY 4-PY M1

Human hepatocytes@3h 43 37 20 89 2 9 <1

Rat hepatocytes @3h 81 11 8 92 4 2 2

4453 Deuterated drugs
3 Deuterated drugs

3.1 Deuterium in drug design

The deuterium isotope was discovered back in 1931 by Harold Urey [26], and one of the first
forms of bulk production was in the form of deuterium oxide (deuterated water; D2O) [27]. For
over 60years, enzymologists/biochemists have been utilizing the heavy isotope to elucidate en-
zymereactionsmechanisms.Oneof theearliestuses for incorporationofandutility intosmallmol-
ecules drugs began was in 1961, by deuteration of morphine to monitor biological response [28].

The natural abundance of deuterium is only 0.0115% of the total hydrogen atom (mainly 1H)
[9]. The availability of deuterium-enriched synthetic compounds has exponentially increased
over the last several decades, allowing for broad incorporation of deuterium into the ever-
expandingchemical space.Readersaredirectedelsewhere formore in-depthreviewsonchemical
sources and synthetic techniques [29, 30].

Deuterium has proven utility in elucidating chemical and enzyme reactionmechanisms by
slowing rates of carbon-hydrogen (CdH) bond cleavage reactions in organic compounds
[31]. The inherent decrease in reactivity stems from the increase in nominal mass of deute-
rium (compared to 1H) resulting in a mass increase of �100%. In comparison, 12C to 13C is
only �8% increase in mass. The resulting shorter bond length and lower vibrational fre-
quency (electronic polarizations) leads to a lower zero-point energy and higher activation en-
ergy for C-D bond cleavage than the corresponding CdH bond [31, 32]. The effective change
III. Strategy related to drug metabolism and safety
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in rates of reaction is termed a primary kinetic (deuterium) isotope effect (KIE or DIE),
expressed as the ratio of the rates of non-deuterated to deuterated bond cleavage as described
in the following equation.

KIE¼ kH=kD (1)

Here, kH is the observed rate of reaction of the non-deuterated substrate and kD is for the

deuterated substrate. The primary KIE for simple CdH vs C-D abstraction reactions has a
theoretical limit of �9 at 37°C in the absence of quantum mechanical tunneling [33, 34].
Secondary isotope effects from adjacent atoms can affect the rate of CdD bond cleavage
as well, though to a lesser extent. Low atomic purity (isotopic) reagents and low-efficiency
labeling reactions can result in suboptimal isotope purity of substrates/products. Signifi-
cant impurities in deuterium substrate stocks may lead to partially masked isotope effects,
particularly with low-turnover compounds. Isotopic purity of the deuterium label should
be kept as high as possible, preferably >98% to avoid underestimating isotope effects
in vitro [35]. Most commercial sources provide deuterium purity of 98% or higher, but
consideration of the synthetic reactions involved in deuterium incorporation is crucial
for high purity substrates.

In general, deuterated drugs have been widely used as internal standards for bioanalytical
quantitation by LC-MS. For this purpose, labeling sites of deuterium are chosen for the ease of
synthesis, limited chromatographic retention shifts, and optimal mass shift (usually >5Da to
avoid satellite ion interference). For a metabolism experiment, deuterium must be strategi-
cally placed at sites of oxidation. In addition to the modulation of metabolic stability
(discussed below), deuterium has utility as a probe to confirm sites of oxidation, in terms
of deuterium/hydrogen abstraction (Fig. 5). The loss of a deuterium label is also indicative
of site of metabolism.

Toxicity is always a concern when using exogenous substances in biological systems. D2O
in humans has an estimated half-life of�10days [36] and it is fairly safe in biological systems.
It’s been reported that in vitro, cells can survive in 50% deuterium oxide, and preclinical spe-
cies (rats) can survive in up to �15% total deuterium replacement (fish 30%). This leaves a
large in vivo safety window for incorporation into drugs that are expected to release very
low levels of D2O.

Using deuterated drugs to study and modulate rates of metabolism has been of great in-
terest to many enzymologists and drug metabolism scientists [28]. Taking advantage of the
unique increased bond strength to detect differences in certain reaction rates without chang-
ing the substrate/drug structure is the most powerful utility of the stable isotope. This has
been an invaluable tool to investigate reaction mechanisms of many classes of enzymes, both
for endogenous and exogenous substrates. Incorporation into molecules to assist in describ-
ing rate-determining steps of enzymes, change metabolic properties, as well as confirm met-
abolic structures have been indispensable.

While the utility of deuterium in drug metabolism studies is not a new concept [28],
designing drugs with deuterium for discovery and development has only been recently
recognized as an important potential strategy to improve the metabolic stability, PK,
and safety of drug candidates [37–39]. Incorporation of deuterium into previously
approved drugs has been of major scrutiny in terms of acquiring new patent [40, 41].
Under 35 USC §103:
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FIG. 5 Identification of site of oxidative metabolism on quinolone using deuterium. Loss of deuterium after oxi-
dation indicates that is the site of metabolism.

4473 Deuterated drugs
A patent for a claimed invention may not be obtained, notwithstanding that the claimed invention is not
identically disclosed as set forth in section 102, if the differences between the claimed invention and the prior
art are such that the claimed invention as a whole would have been obvious before the effective filing date of
the claimed invention to a person having ordinary skill in the art to which the claimed invention pertains. Pat-
entability shall not be negated by the manner in which the invention was made [42].

The term “obviousness” is used to protect rights on existing patents, where deuterium substi-
tution at metabolic soft spots (sites of oxidation) is not considered “new” technology. Certain
companies likeConcertPharmaceuticalswhosebusinessmodel is thedevelopmentofdeuterated
versions of drugs face this challenge. Unless there is clear biological benefit when compared to
non-deuterated old drugs or specific scientific data to support nonobvious difference presented,
companies applying for patents through a “deuterium switch” face major challenges [40, 41].

Despite the legal battles stemmed from“rehashes” of olddrugs, the useof deuterium for clin-
ical drug design has been gaining much attention in the past decade. Several companies that
presented deuterated drugs as their business model have gained significant attention
(Auspex, Concert Pharmaceuticals, Duteria Pharmaceuticals, DeuteRx, Protia, Retrotope)
[29]. By 2014, two licensing or acquisitions deals were reported for approximately $3.5 billion
each [43]. Teva acquired Auspex Pharmaceuticals, and Otsuka Pharmaceutical bought Avanir,
which was partnered with Concert at the time. It is important to distinguish that novel deute-
rium containing drugs do not face this challenge, as the chemical matter has no direct compar-
ison. Table 3 summarizesmanyof the current clinical candidates that contain deuterium, aswell
as their current status in development. Case studies of deuterated versions of old drugs will be
discussed later in this chapter.
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TABLE 3 Deuterated drugs in development.

Compound Marketed version Indication Company

Deuterium

substitution Clinical benefit

Clinical

status

Deutetrabenazine
(Austedo)

Tetrabenazine Huntington’s
disease, tardive
dyskinesia

Teva –OCD3 Lower dose/
frequency

Approved

CTP-543 Ruxolitinib Hair loss Concert Cydopentane Improved metabolic
stability

Phase II

VX-561 (CTP-656) Ivacator
(Kaylydeco)

Cystic fibrosis Vertex –C(CD3)3 Lower dose/
frequency

Phase II

AVP-786 Dextromethorphan Dementia Avanir/Concert –OCD3, ¼NCD3 Higher bioavailability,
lower Quinidine
co-dose

Phase II/
III

DRX-065 Pioglitazone NASH DeuteRx α-Carbon Enantiomeric
stabilization

Phase I

ALK-001 Retinyl acetate Stargardt
disease,
mascular
degeneration

Alkeus
Pharmaceuticals

Methyl -CD3 Reduce toxic
metabolite

Phase III

SD-560 Pirfenidone Idiopathic
pulmonary
fibrosis

Auspex Benzyl -CD3 Increased plasma half-
life

Preclinical

SD-1077 Levodopa Parkinson’s
disease

Auspex/Teva α,β-Carbons Lower dose/
frequency

Preclinical

RT001 Linoleic acid Freidreich’s
ataxia

Retrotope Allylic -CD2- Lower lipid
peroxidation

Phase II

BMS-986165 Novel Psoriasis BMS Amide -CD3 Slow demethylation Phase III

CT-730 Apremilast Inflammation Celgene/Concert Improved PK Phase I

M9831 (VX-984) Novel Solid tumors Merck KGaA/
Vertex

Aromatic C-D Lower aldehyde
oxidase metabolism

Phase I

PCS 499 (CTP-499) Active metabolite
of pentoxifylline

Chronic kidney
disease

Concert/Processa
Pharmaceuticals

Aliphatic -CD2

and -CD3

Metabolically stable
active metabolite of
pentoxifylline

Phase II
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3.2 Relevant drug-metabolizing enzymes for utilizing kinetic isotope effects

3.2.1 Cytochrome P450 metabolism

One of the most widely studied class of enzymes using deuterium are of the cytochrome
P450 superfamily ofmonooxygenase enzymes, particularly for their broad substrate coverage
and importance in drug discovery. As P450s have been responsible for >50% of drug metab-
olism to date [2, 44], there has been much effort in designing experiments to probe and mod-
ulate the general reaction mechanisms of these enzymes. In particular, CdH abstraction
reactions are of high interest for deuterium studies involved in determining rate-limiting
steps of enzyme catalysis. These reactions are also important and increasingly studied for
other enzymes such as aldehyde oxidase and monoamine oxidase, which are discussed later.

Belowshows thegenerallyacceptedscheme formostP450-catalyzedCdHoxidation reactions
involved in various aliphatic and aromatic hydrocarbons (Fig. 6) [35]. For a significant KIE to be
observed for adeuterated substrate, theC-H/Dabstractionmust at least bepartially rate limiting.
In termsofP450metabolism, the rate-determiningstepmustbe involved in substrateoxidationby
the activated complex termed “compound I” (Cpd I) [44]. The hydrogen/deuterium abstraction
step occurs through a radical intermediate, which is followed by oxygen rebound (Fig. 7A).

If the rate-determining step is determined by anything other than C-H/D abstraction, such
as electron transfer (Fig. 7B) or substrate/product binding (or substrate inhibition [45]), the
intrinsic KIE will be reduced or masked completely. In general, the lower contribution of
C-H/D abstraction on the rate-determining step, the more an intrinsic deuterium isotope ef-
fect will be masked. Medicinal chemistry design and experimental setup are both important
factors involved in determining the potential for using a KIE to design novel drugs, or to
solve/investigate a metabolism question for drug discovery.

Substituting hydrogen for deuterium on aromatic/allyl systems and on basic alkyl amines
most often does not observe any significant KIE. This is because of the single-electron transfer
(SET)-type mechanisms that dominate these reactions for P450 oxidation (Fig. 7B). CYP-
catalyzed oxidation of aromatic rings involves generation of an arene-epoxide intermediate,
FIG. 6 General CYP P450 catalytic mechanism for substrate (RH) oxidation.
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FIG. 7 Representative oxidation reactions catalyzed by P450 enzymes. (A) Hydrogen atom abstraction for carbon
oxidation reactionmechanism of aliphatic hydrocarbon. (B) Single-electron transfer initiatingN-dealkylation reaction
mechanism of basic alkyl amines. (C) Aryl hydroxylation reaction mechanism for aromatic rings.

450 15. The use of stable isotopes in drug metabolism studies
which undergoes intramolecular hydride (deuteride) shift, commonly known as the “NIH
shift” [46] (Fig. 7C). The absence of a direct H/D-abstraction step results in little to no change
in rate of oxidation (no DIE), and occasionally observe an inverse isotope effect that is instead
generally dependent on enzyme [33, 47]. ForN-dealkylation (by P450) of basic amines, a one-
electron abstraction from the nitrogen lone pair is most often rate determining. The loss of
hydride (deuteride) via radical shift follows, but the overall KIE again is masked resulting
in very minimal observed isotope effect (KIE�2) [48, 49]. Conversely, N-dealkylation of am-
ides normally results in a large isotope effect (KIE�7). This is the case for clinical candidate
III. Strategy related to drug metabolism and safety



FIG. 8 Metabolism of deuterotetrabenazine.

4513 Deuterated drugs
d3-Enzalutamide (Fig. 8), and results from the strong delocalization of the nitrogen lone pair
(reduced basicity) leading to predominant hydrogen atom transfer (HAT) mechanism in
CdH abstraction [50]. More extensive reviews can be found elsewhere [33, 35, 51]. Other
non-P450 enzymes investigated with deuterium-labeled drugs include monoamine oxidase,
aldehyde oxidase, and dehydrogenases [52, 53]. Each have been shown to have significant
observed isotope effects (KIE>5) and are discussed below.

3.2.2 Monoamine oxidase metabolism

Mechanistic studies of the twohumanmonoamineoxidase enzymes (MAO-AandMAO-B),
which catalyze N-dealkylation reactions of endogenous and exogenous alkyl-amine sub-
strates, have shown large KIE depending on the isoform and substrate used (KIE¼�6–12)
[54]. Mixed literature reports have reported MAO activity can proceed through a SET or a
HAT mechanism, depending on the substrate [55, 56]. But several definitive studies provide
strong evidence of hydrogen/deuterium abstraction as rate limiting [54]. D-Tyramine (Fig. 9),
which is metabolized by MAO, contains two deuterium atoms alpha to the primary amine.
This compound has been reported to have increased efficacy presumably due to decreased
metabolic clearance by MAO [57].

3.2.3 Aldehyde oxidase metabolism

Aldehyde oxidase (AO) metabolism has been of increasing importance for drug discovery
efforts. Trends to resolve P450 metabolic liabilities have led to increasing abundance of drugs
candidates with heterocyclic aromatic amines, which are common substrates for AO. Deute-
rium isotope studies with AO substrates have shown observed KIE values of up to �5 for
aromatic hydroxylation reactions of heterocyclic amines. Extensive studies with deuterated
carbazeran and zoniporide (Fig. 9) are reported in the literature with observed in vitro KIE of
up to�5 across multiple species [58]. Both compounds have shown little to no change in half-
life (t1/2) in vivo, presumably because of competing elimination pathways. Interestingly, the
D-carbazeran was reported to have significantly higher Cmax in guinea pig leading to higher
AUC (�22-fold increase in both) for oral dose, with very minimal change in the rat (DIE<2).
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FIG. 9 Examples of deuterated drugs reported in literature. Deuterium atoms are labeled in red to indicate site of
metabolism addressed.

452 15. The use of stable isotopes in drug metabolism studies
The increased exposure was hypothesized to result from decreased first-pass metabolism in
the gut. D-Zoniporide showed very minimal isotope effects in vivo (KIE<1.7). This study el-
egantly shows the importance of understanding major clearance pathways involved in the
elimination of potential deuterated drugs for discovery.
3.3 Case studies: Deuterated versions of old drugs

Several clinical candidates are currently being investigated as other potential therapies
containing deuterium. Table 3 summarizes examples of compounds investigated for PK im-
provements of previously approved drugs as well as novel drug candidates. Deutetra-
benazine (Austedo, Fig. 8) was the first deuterated drug to be approved by the FDA.
Approved in April 2017 for the treatment of Huntington’s chorea and tardive dyskinesia.
Tetrabenazine is administered as an isomeric mixture, acting on vesicular monoamine
transporter-2 (VMAT-2) protein in the brain [59–61]. Tetrabenazine’s efficacy results from
rapid first-pass metabolism by carbonyl reductase to the major active circulating metabolites
(Fig. 8). These are then further metabolized by P450 2D6 to O-desmethyl metabolites.
Deutetrabenazine was developed to increase stability of the active metabolites by lowering
O-demethylation by P450 2D6. Initial phase 1 crossover study with deuterated and non-
deuterated tetrabenazine showed almost twofold increase in half-life and exposure for the
deuterated drug, with only a slight increase in Cmax [60, 62], ultimately resulting in a lower
and less frequent dosing regimen compared to tetrabenazine.
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Here, we present case studies for when the deuterated drug strategy was employed. The ex-
amples discussed only include deuterated version of previous drugs, which allow for compar-
isonofPKandmetabolismbetweendeuteratedandnon-deuterated forms.Asmentionedearlier,
the advantage of using deuterium to solve metabolism issues is that presumably the physical
chemical properties are not altered significantly.Meaning only themetabolic properties affected
would change, resulting in differences in eithermetabolic clearance, half-life, bioavailability, ex-
posure, toxicity, DDI potential, or any of the aforementioned ADME-related properties.

3.3.1 Lowering clearance

Ivacaftor was the first drug approved for the treatment of cystic fibrosis (CF) with patients
with mutations in cystic fibrosis transmembrane conductance regulator (CFTR). Ivacaftor has
a human half-life of �11h and is predominantly oxidized at the t-butyl group by P450 3A en-
zymes into an alcohol and furthermore to a carboxylic acid, which appears in the systemic cir-
culation. A deuterated version (VX-561, previously CTP-656, Fig. 9) was developed to slow
metabolic clearance allowing for improvedPKanddosing [63]. Substitutionof the t-butyl group
with deuterium resulted in greater than threefold increase in exposure from ivacaftor to VX-561
and an increase in half-life from 11 to 15h, respectively. The phase 1 crossover study showed
VX-561 had improved PK compared to ivacaftor, and perhaps could enable once-daily dosing.

3.3.2 Improving bioavailability

AVP-786 is an investigational combination drug therapy containing a deuterated dextrome-
thorphan (Fig. 9) and quinidine. Quinidine was originally used as a P450 2D6 inhibitor to im-
prove bioavailability for dextromethorphan (AVP-923). Unfortunately quinidine has been
shown to increase the QT interval [64]. In attempts to improve bioavailability of dextromethor-
phan, and lower the dose of quinidine, selective deuteration of dextromethorphan at theO– and
N-methyl groups was examined. This led to lower clearance and higher bioavailability in com-
parison with dextromethorphan, allowing the use of significantly lower doses of quinidine that
potentially lowers its toxicity.

3.3.3 Mitigating reactive metabolite formation/drug-drug interaction

CTP-347 is the deuterated version of paroxetine (Fig. 9). Paroxetine is a selective serotonin
reuptake inhibitor for the treatment of major depressive disorder, social anxiety disorder, and
premenstrual dysphoric disorder. Paroxetine is metabolized by P450 2D6, but also irrevers-
ibly inhibits the enzyme through a mechanism-based inactivation (MBI). Oxidation of the
methylene carbon results in the formation of a reactive carbene metabolite that inactivates
the enzyme. Therefore, its use is associated with drug-drug interactions with other drugs me-
tabolized by P450 2D6 [65]. Substitution of themethylene hydrogenswith deuterium resulted
in approximately eightfold decrease in the rate of inactivation of P450 2D6 in vitro, as mea-
sured by tamoxifen metabolism [66]. Phase 1 clinical studies with CTP-347 in single and mul-
tiple ascending dose were performed with healthy female volunteers [67]. Subjects dosed
with CTP-347 retained greater P450 2D6 activity (measured by dextromethorphan metabo-
lism) at similar doses compared to paroxetine. Interestingly, the decrease in MBI resulted
in faster clearance of CTP-347 compared to paroxetine, most likely resulting from the retained
P450 2D6 activity. This was the first clinical study describing the utility of deuterium substi-
tution to alleviate drug-drug interactions in humans.
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3.3.4 Slowing chiral inversion

Pioglitazone (Actos) is amarketed drug known for its racemicmixture (1-to-1) of two phar-
macologically different enantiomers. The enantiomers are capable of chiral inversion, making
isolation and selective administration difficult. The (R)-enantiomer shows efficacy for the
treatment of nonalcoholic steatohepatisis (NASH), while the (S)-enantiomer is associated
as a proliferator-activated receptor gamma (PPARγ) agonist, responsible for side effects in-
cluding weight gain and edema [68]. Deuteration of the (R)-enantiomer slows the chiral in-
version, allowing for isolation of a single enantiomer (DRX-065, Fig. 9) for administration of
drug devoid of the side effects associated with the (S)-enantiomer [69]. This allows for a
greater therapeutic window compared to non-deuterated pioglitazone.
3.4 How deuterium should be assessed in drug discovery?

The examples thus far described seem to have beneficial improvements upon deuterium
substitution. Proper utilization of deuterium to solve PK issues requires prior knowledge of
major metabolic clearance pathways in vivo. Without informed chemistry design, a deuter-
ated drug candidate has very low hope of PK improvement, and thus low chance of clinical
success. Imatinib is a potent tyrosine kinase inhibitor used for chronic myeloid leukemia, as
well as gastrointestinal stromal tumors [70]. Imatinib is extensively metabolized to a less po-
tent N-demethylated metabolite by CYP3A and 2C8 enzymes with a <5h half-life in rat [71].
To improve stability and low clearance, a N-trideuteromethyl group was incorporated (D3-
Imatinib, Fig. 9). In vitro experiment in human and rat liver microsomes (HLM and RLM)
resulted in low observed isotope effects (kH/kD<1.5 for intrinsic clearance, kH/kD¼�3
for N-demethylation, estimated from metabolite percent abundance). As discussed earlier,
one generally observes low KIE for N-dealkylation of basic amines due to high contribution
of SET-type reactionmechanisms (Fig. 7) as opposed toHAT [48]. This (alongwith competing
metabolic pathways) resulted in even lower observed KIE for metabolic stability. When stud-
ied in vivo, essentially no KIE was observed, and was most likely masked due to non-
microsomal or non-hepatic clearance pathways negating the minor KIE expected. This is a
good example where informed chemistry design and knowledge of clearance pathways
would predict low utility of deuterium for PK improvement.

When in vitro metabolic data are available (specifically type of drug-metabolizing en-
zymes involved) and metabolic clearance expected to be important, general trends in terms
of in vitro KIE to help guide deuterated drug design. As we know certain metabolic reactions
will bemore sensitive to deuterium incorporation than others, in vitro stability andmetabolite
identification data are essential for productive placement of deuterium on a molecule. As
mentioned above, this depends on both the substrate structure and the enzyme involved
in its metabolism. Fig. 10 summarizes the general enzymatic CdH oxidation reactions and
expected KIE trends. To summarize, compounds metabolized by alkyl CdH oxidation
andO-dealkylation reactions make good candidates for KIE studies. Conversely, if oxidation
of π-systems (aromatic/desaturated) and/or N-dealkylation of basic amines are primary
routes of metabolic clearance, these will be poor candidates for deuterium substitution to
slow P450 metabolism through a KIE. It is important to remember which enzyme reaction
mechanisms involve a rate-determining CdH abstraction (HAT vs SET, Fig. 7) to predict
if any significant KIE is to be observed.
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FIG. 10 General trends for in vitro KIE for deuterium replacement at specific sites of metabolism.
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Exceptions to these rules do exist, most often for non-P450 oxidation reactions. Monoamine
oxidase enzymes will catalyze N-dealkylation reactions through a different mechanism than
P450. There is evidence supporting MAO oxidation proceeds through a hydride transfer-type
mechanism, and reported to have high KIE (�10) [54, 72]. Aldehyde oxidase has also been
shown to be affected by deuterium substitution of aromatic CdH bonds adjacent to heterocy-
clic aromatic nitrogen atoms (pyridines, etc.). Reported values of KIE¼�5 in vitro are typically
reported [58], although there is increasing evidence supporting different kinetic parameters ob-
served for AOmetabolism compared to the more well studies drug-metabolizing enzymes like
P450 [45].

If one compares the intrinsic clearance (CLint) and hepatic clearance (CLH) to hepatic blood
flow (QH) (Eq. 2), a rough prediction of the overall effects of deuterium substitution on in vivo
clearance and exposure can be estimated (assuming metabolism is a major route of metabolic
clearance) [58]. For orally dosed drugs, if CLint≫QH then a KIE on the Clint may be observed
on the hepatic extraction ratio (first pass), which results in an increase in AUC and Cmax, but
not in system half-life. Conversely, if CLint≪QH then a KIE on the Clint will be observed as an
increase in systemic half-life,AUC, andCmax (Fig. 11). In addition, asCLH approaches liver blood
flow, the kinetic isotope effect onCLHwill decrease,meaning largerKIEwill be observedon com-
pounds with low/moderate stability. It is important to note that while not all compounds may
benefit fromachange inclearanceorAUC,deuteriumcanstill beuseful todirector altermetabolic
pathwayswhilenotnecessarilyhaving large impactsonoverall clearance [39, 58, 66, 73, 74].This is
the case of CTP-347, where a reduction in mechanism-based inactivation was apparent.

CLH ¼QH�Clint
QH +Clint

(2)
FIG. 11 Theoretical comparison of hydrogenated and deuterated drugs as a function of CLint in reference to blood
flow (KIE¼7). At higher CLint values, the observed KIE decreases. Figure recreated from R. Sharma, et al., Deuterium

isotope effects on drug pharmacokinetics. I. System-dependent effects of specific deuteration with aldehyde oxidase cleared drugs,
Drug Metab. Dispos. 40 (3) (2012) 625–34.
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4 Conclusions and future perspectives

In conclusion, stable isotope-labeled drugs have played an important role as a tool to better
understand drug metabolism. Stable isotopes are widely used in academia and industry as
markers to identify sites of metabolism and elucidate reaction mechanisms, as well as tracers
to monitor and identify administered drug and resulting metabolites in vivo. Utilizing stable
isotopes to confirm reaction mechanisms facilitate the expansion of drug metabolism sci-
ences. As newmodalities and structure designs are routinely used, a thorough understanding
of how each new molecule is metabolized is crucial for productive drug design and knowl-
edge of distribution and toxicity for all drug-related material. In the case of deuterated drugs,
they are used as internal standards for quantitation, probes to elucidate metabolic reactions,
and as substitutes to help optimize pharmacological or toxicological properties of drugs. The
latter has already been showcased with the approval of deutetrabenazine, with several more
candidates in the clinic to follow. Deuterium substitution of metabolic soft spots has been
shown to help with various aspects of drug metabolism. This includes improvement in met-
abolic stability, as observed in changes in bioavailability, Cmax, AUC, and half-life, as well as
mitigation of reactive/toxic metabolites. Each are dependent on the chemical structure, en-
zymes involved, and routes of elimination to predict the utility of deuterium substitution
in drug design. Identification of potential metabolic “soft spot” candidate structures can in-
form chemists in the discovery phase of A thorough understanding of metabolic clearance
mechanisms, and how it relates to total clearance of drug (metabolism and excretion) will ul-
timately be needed to confidently predict if a new deuterated drug will have any significant
benefit when moving a candidate into the clinic. Understanding the utility of these tools will
facilitate the design ofmetabolism studies and solving the challenging problems of the future.
This could include but not limited to: elucidation of enzymatic metabolic reactions, prelim-
inary detection of metabolites without radioactive material, studying in vitro in vivo discon-
nects and species differences, as well as expand techniques useful for drug design. The ability
to change a molecules nominal mass and/or stability, without significantly altering physical
chemical properties is the greatest strength of these techniques, useful to expand our toolbox
for ADME sciences and drug design.
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1 Introduction

A chiral compound refers to a molecule having a chiral center or an asymmetric center in
themolecular structure, wherein enantiomers are those stereoenantiomers which are not spa-
tially overlapping and aremirror images of each other. This pair of compounds is like a pair of
human left and right hands with chirality, and the source of chiral is Greek Chiro. Those
stereoenantiomers which are not enantiomers are referred to diastereomers. In nature, a pair
of enantiomers may be present in different amounts, some of which exist only as a single en-
antiomer. For example, the amino acids constituting the protein are all L-amino acids, and the
monosaccharides constituting the polysaccharide and the nucleic acid are D-monosaccha-
rides. Many other natural chiral small molecules also exist primarily as one enantiomer,
and this phenomenon is known as chiral preference. Chiral preference makes biological
macromolecules or their constituent units such as nucleic acids, proteins, polysaccharides,
receptors, and ion channels present asymmetric properties. These asymmetric properties also
allow enzymes to catalyze specific chiral substrates, and receptors to bind only to specific chi-
ral ligands. The different pharmacological activities of the enantiomers of a chiral drug can be
expressed in different terms: the enantiomer with high affinity (affeu) or high activity with the
receptor is called the eutomer; the enantiomer with low affinity (affdis) or low activity with
the receptor is called the distomer [1]. The ratio of the affinity or activity of these two enan-
tiomers is named eudisimic ratio, ER¼affeu/affdis, which is the magnitude of the systematic
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stereoselectivity. In addition, the difference in the value between the logarithm of enantiomer
affinities is called superior/inferior index. About 60% commonly used drugs have one or
more chiral centers, and many herbal active ingredients have several chiral centers.
2 Regulatory considerations on developing chiral drugs

At present, drug regulatory agencies in the United States, Canada, the European Commu-
nity, Japan, and China have developed technical guidelines for the registration of chiral
drugs, which require pharmacology, toxicology, and pharmacokinetics study of each enan-
tiomer when reporting new drugs with chirality. There are many similarities in the require-
ments of different countries, but they focus on different aspects.

Chiral drugs also need to fit the specific requirements set for single optical enantiomers,
and single optical enantiomers which are further developed from the listed racemates except
meeting the requirements of general new drugs [2–4]. As for a single optical enantiomer, it is
necessary to provide the information of bio-stability in vivo. If the optical enantiomer is
formed in vivo, it is treated as a metabolite and noted in drug development. In preclinical
evaluation study, the metabolism and distribution of optical enantiomers should be studied
adopting stereoselective detectionmethods. If the enantiomer is stable in that no racemization
or optical configuration conversion occurs, stereoselective detection methods are unneces-
sary. The stereoselective detection should be utilized in animal experiments for pharmacoki-
netic studies to demonstrate the acute toxicity and long-term toxicity test results of
enantiomeric drugs. As for the doses, routes of administration, and animal species used in
the study, they should be the same as those selected in toxicity test. For a single optical en-
antiomer which is further developed from the listed racemates, if sufficient bridging studies
are performed, some experiments do not have to be repeated since the listed racemates
already provide a lot of information. However, the important pharmacological activities of
enantiomers such as potency, specificity, maximal effect, bioequivalence, etc. should be stud-
ied. For racemic compounds, if there is a significant change in the toxicity of the drug, tox-
icological study should be performed on different enantiomers to determine if only one of
the enantiomers is toxic. Toxicological studies of enantiomers usually include long-term
toxicity studies with repeated doses (up to 3months). If there is no difference between the
toxicological profiles of the single enantiomer and its racemate, there is no need for further
studies. If the single enantiomer is more toxic, further investigations are needed to consider
drug effects.

In China, “Provisions for Drug Registration” [5] and the technical guidance [6] have been
promulgated to regulate and guide the research and development of chiral drugs. For optical
enantiomer R&D, the collected data and related literature comparisons between the racemate
and/or single enantiomers should be reported to reflect the rationality of study design.When
the safety range of racemate is small and/or the available data may indicate that the unex-
pected toxicity of a single enantiomer increases significantly, the toxicity of racemate and sin-
gle enantiomer repeated administration (usually less than 3months) or other toxicological
research data (such as reproductive toxicity) should be provided. The development of chiral
drugs should first consider the safety of the drug, and also to develop an enantiomer that is
effective with significantly reduced toxicity, enhanced efficacy, improved pharmacokinetics,
or any combination above.
III. Strategy related to drug metabolism and safety
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3 Stereoselectivity in pharmacodynamics

The pharmacological effects of chiral drugs are achieved through strict chiralmatching and
molecular recognition with macromolecules in vivo, presenting differences in mechanism
and binding force. When the drug enantiomer binds on different receptors or receptor sub-
units, it may produce different pharmacological effects or toxic-side reactions. Although
some drugs act on the same receptor, the drug enantiomers may also have different interac-
tions on the receptor, and exert different pharmacological effects. In vivo, there are various
factors resulting in changes of pharmacodynamic activity between enantiomers. And this
diversity in enantiomeric efficacy between chiral drugs is very complex and can be roughly
divided into the following cases: case1, selective competitive antagonism; case2, enantiomers
have the opposite effects; case3, one enantiomer has side effects; case4, different biological
activities; case5, complementarity of enantiomeric effects; case6, the biological activity of a
drug is produced by single enantiomer; case7, different action targets present different char-
acteristics; and case8, same biological activity.
3.1 Selective competitive antagonism

S-isoprenaline is a β1 receptor agonist, while its R-enantiomer acts as a competitive antag-
onist of S-isoprenaline with approximately equivalent affinity. S-methadone significantly
attenuates the effects of its R-enantiomer on contraction and respiration. Benzopyridine
analgesic drug, picenadol, R-enantiomer of picenadol is an agonist of opioid receptor, having
a comparative activity with morphine, while the S-enantiomer of picenadol is a blocker of
opioid receptors, the activity of which is 1/10 of that of naloxone [7].
3.2 Enantiomers have the opposite effects

Dobutamine is a cardiotonic drug. Its S-enantiomer is a receptor agonist, whileR-enantiomer
is a receptor agonist. In addition, some enantiomers of dihydropyridine calcium channel
blockershaveanoppositeeffectonchannel functionwhenusedtotreatanginaandhypertension,
suchasnivaldipine, amlodipine, andniguldipine.TheirS-enantiomer is astrongactivator for the
L-formvoltage-dependent calcium channel, while theR-enantiomer is a blocker. These drug en-
antiomershaveoppositestereo-configurationrequirements forchannelbinding, thus interacting
with different calcium channel states can lead to open (activate) or shut down (inactivate) the
calcium channel [8].
3.3 One enantiomer has side effects

Ketamine is a non-barbital central nervous system (CNS) depressant, and the anesthesia or
analgesic effects exerted by its S-(+)-enantiomer are two to four times stronger than that by its
R-(�)-enantiomer. What’s more, the R-(�)-enantiomer of ketamine excites the CNS to pro-
duce spirit symptom [9]. The activity of the D-form of ethambutol, an antituberculosis drug,
is more than 200 times stronger than that of its L-form, and its toxicity is much lower as well.
The levo-enantiomer of the anthelmintic drug tetramisole exerts its anthelmintic effect
through inhibition of succinate dehydrogenase in worm muscles, thus causing continuous
III. Strategy related to drug metabolism and safety
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contraction leading to paralysis or the parasite. But for the dextro-enantiomer of tetramisole, it
causes side effects such as vomiting for the host.
3.4 Different biological activities

Dextropropoxyphen is an analgesic, but levopropoxyphen is a cough suppressant. The two
enantiomers of timolol have their own therapeutic effects, the S-enantiomer of timolol treats
cardiovascular disease, while the R-enantiomer focuses on treating glaucoma [10]. Spearmint
oil and caraway oil are a pair of enantiomers. The former one has antispasmodic, treating
colic, and antibacterial effects. The latter one can resist dizziness (vertigo), earache, and
strengthen liver function, especially has a prolactin effect on breast-feeding women. And
the smell of those two drugs is also different [11].
3.5 Complementarity of enantiomeric effects

The β-receptor blockade effect of S-(�)-propranolol is about 100 times stronger than that of
R-(+)-propranolol, but theR-form can inhibit the sodium channel, so the antiarrhythmic effect
of using racemate is better than that of using only individual enantiomer [12]. The
R-enantiomer of the antihypertensive drug indacrinone has a diuretic effect, but it has the side
effect of increasing uric acid in the blood, while the S-enantiomer of indacrinone promotes
uric acid excretion and reduces the side effects of the R-enantiomer. The combination of these
two enantiomers can take advantage of each other and avoid side effects. Further studies have
illustrated that the therapeutic effects are best when the ratio of S- to R-enantiomer is 1:4 or
1:8.
3.6 The biological activity of a drug is produced by single enantiomer

Only S-enantiomer of α-methyldopa has hypotensive effect; (+)-dopa has no physiological
effect, while (�)-dopa can treat Parkinson’s disease. As for vigabatrin, only the S-enantiomer
is a GABA transaminase inhibitor. Only S-enantiomer of amlodipine has antihypertensive
activity, whileR-enantiomer has no effects [13]. Furthermore, the S-enantiomer of amlodipine
can increase the therapeutic efficacy by two times with greatly reducing toxic side effects
simultaneously. The antihistamine effect of R-enantiomer of chlorpheniramine is 100 times
stronger than that of the S-enantiomer.
3.7 Different action targets present different characteristics

The effects of S- andR-enantiomer of β-receptor partial agonists befunolol and carteolol are
the same, both targeted on the guinea pig ciliary body. But in the right aorta and trachea, the
effect of the S-enantiomer is 10 times stronger than that of the R-enantiomer. This result in-
dicates that the β-receptor has no stereoselectivity in the ciliary body and it has stereose-
lectivity in tissues such as right aorta and trachea [14].
III. Strategy related to drug metabolism and safety
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3.8 Same biological activity

S-(+)- and R-(�)-propafenone exert equal effects on the sodium channel-dependent anti-
arrhythmic class 1 activity [15]. Flecainide is a chiral drug used to treat class I antiarrhythmia.
S-(+)- and R-(�)-flecainide have similar electrophysiologic effects and similar pharmacoki-
netics [16]. Therefore, flecainide is administrated as a racemate.
4 Stereoselectivity in pharmacokinetics and ADME properties

Due to the interaction between chiral drugs and biological macromolecules such as drug-
metabolizing enzymes, transporters, and proteins, the pharmacokinetic properties of enan-
tiomers, including absorption, distribution, metabolism, and excretion (ADME) can be
stereoselective. The concentration of enantiomers in plasma may be significantly different
when racemates are administered. Therefore, the stereoselectivity of the chiral drug pharma-
cokinetics process should be taken into consideration during the evaluation of chiral drug
pharmacokinetic parameters or determination of chiral drug plasma concentration-effect
relationship [17].
4.1 Stereoselectivity of chiral drug absorption and transport

Drugs are absorbed into the body by passive transport or active transport [18]. For the pas-
sive transport process, the level and speed of drug absorption depends on the liposolubility of
the drug. Because of the small difference in water solubility and fat solubility between the
chiral drug enantiomers, solubility generally does not lead to stereoselectivity between the
two enantiomers. However, the crystal form of certain drug racemates may differ from their
single enantiomer, thus causing a difference in their dissolution rate at the administration site.
As for a chiral drug whose absorption process relies on a carrier or undergoes an active pro-
cess, its absorption exhibits significant stereoselectivity [19]. The important drug transporters
include efflux transporters: P-gp, BCRP, MRPs, MATEs and uptake transporters: OATs,
OCTs, OATPs, etc. [20].

Transport protein mainly mediates the exchange of chemical materials across lipid mem-
branes, often able to stereoselectively recognize different enantiomeric substrates. An early
study found that L-dopa is actively absorbed in the intestine mainly through the amino acid
transport system, and its absorption rate is much higher than that of D-dopa, which is
transported by simple diffusion [21]. There are several efflux transporters including P-gp
and MRP participating the absorption and efflux of cetirizine, which showed enantios-
electivity in the transmembrane process. R-cetirizine significantly increased the efflux ratio
of rhodamine-123 and doxorubicin in a fashion indicative of the upregulation of P-gp and
MRP activities. However, S-cetirizine played a role of an inhibitor for P-gp and MRP. Ranit-
idine modified the absorption of cetirizine enantiomers, suggesting that the potential drug-
drug interaction would significantly change the cetirizine pharmacokinetics [22].

Drug-drug interactions can be mediated by drug transporters, and even cause significant
changes in drugADME. Grapefruit juice (GFJ) has been shown to interact withmany drugs in
a variety ofways, resulting in drug loss of efficacy or toxic side effects. Itsmechanism of action
III. Strategy related to drug metabolism and safety
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is mainly by inhibiting intestinal CYP3A and P-gp, but also by inhibiting organic anion trans-
port polypeptide (OATPs) to affect the role of other drugs. After a single oral administration
of 60-mg fexofenadine tablets in 14 healthy subjects (control group), the plasma concentration
of R-fexofenadine was always higher than the concentration of the S-fexofenadine, and the
R/S ratio of AUC0–24h was about 1.58. In the grapefruit juice group (GFJ group), all pharma-
cokinetic parameters of the two enantiomers changed except t1/2 and tmax. The plasma con-
centration was significantly decreased and the R/S ratio of AUC0–24h raised to 1.96. This is
because fexofenadine is a substrate for the organic anion transporter OATP2B1, which is
inhibited by grapefruit juice, therefore, it has an effect on the stereoselective absorption of
fexofenadine [23].

Transdermal permeability of L-norgestrel (L-NG) and DL-norgestrel (DL-NG) was investi-
gated by using Valia-Chien double-compartment permeation cells. The results showed that
the permeation rates of DL-NG through intact skin were significantly higher than those of
L-NG (P<0.01). The permeation rates between L-NG and DL-NG were no significant differ-
ence in the skins without stratum corneum [24].
4.2 Stereoselectivity of chiral drug distribution

Some chiral drugs have stereoselective plasma protein or tissue binding, which can affect
the distribution of their enantiomers in body.

4.2.1 Stereoselectivity of interaction between chiral drugs and plasma proteins

The differences in the binding force and affinity of chiral drug enantiomers to the proteins
result in a stereoselective effect when they bind to plasma proteins. The binding process of
drugs and plasma proteins mainly involves human serum albumin (HSA) and α1-acid
glycoprotein (AGP). HSA primarily binds acidic drugs, and AGP binds alkaline drugs. But
the amount of AGP is only 3% of HSA, and AGP is significantly increased in the disease state.
The two enantiomers of the same drug sometimes exhibit different binding properties toward
two proteins [25].

The AGP-mexiletine–binding profile exhibited enantioselectivity (R>S) to that in human
plasma, whereas HSA-mexiletine interaction was selective for the S-enantiomer over the
R-enantiomer at pH7.4. AGP variants and recombinant fragments of HSA have been applied
to study enantiomer-binding properties. The study indicated that mexiletine had the highest
binding affinity for F1-S, which is a variant of AGP. Based on the computational studies,
residues such as Arg90, Leu79, Ser89, and Phe89 showed an energy difference of more than
�0.35kcal/mol between the enantiomers (Fig. 1) [26]. The standard HSA ligands digitoxin,
phenylbutazone, and diazepam selectively bind to DOM I, DOM II, and DOM III, respec-
tively. For the chiral drugs, R-ketoprofen showed a higher binding affinity toward DOM
III than S-ketoprofen, whereas S-mexiletine bound to DOM II with a greater affinity than
R-mexiletine [27].

4.2.2 Stereoselectivity of interaction between chiral drugs and tissues

Due to the stereoselective environment provided by cell membranes and phospholipids in
biological tissues, chiral drugs distribution in different tissues may also have
III. Strategy related to drug metabolism and safety



FIG. 1 The binding modes of R-/S-mexiletine with AGP. (A) Cavity of hAGP fitted with mexiletine enantiomers;
(B) superimposed structures of hAGP binding with mexiletine enantiomers; (C and D) binding pocket residues in-
teract with mexiletine enantiomers. Yellow, R-mexiletine and green, S-mexiletine [26].
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stereoselectivity. The thiazolidinedione antidiabetic drug pioglitazone has been proved to be
a potential drug for the treatment of Alzheimer’s disease.When themousewas administrated
racemic pioglitazone, the R-enantiomer concentration is 146.6% of S-enantiomer concentra-
tion in brain tissue, while in plasma the former concentration was 67.7% lower than the latter.
Further studies have found that P-gpmay act as a stereoselective barrier to block pioglitazone
from entering brain tissue, and administration of R-enantiomer can increase drug concentra-
tion in brain tissue better than administration of racemic, thereby improving the efficacy [28].

There are also existing differences caused by stereoselectivity when chiral drugs passing
through the placental barrier. After intravenous injection of 0.25mg salbutamol, the drug con-
centration in maternal blood and fetal umbilical cord blood of cesarean section was deter-
mined. It was found that the concentration of R-enantiomer in the maternal blood was
nearly one time lower than that in the fetal umbilical cord blood; while the concentration
of S-enantiomer concentrations was similar; however, the R/S-enantiomeric ratio in fetal um-
bilical cord blood was higher than that in maternal blood [29].
III. Strategy related to drug metabolism and safety
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4.3 Chirality in drug metabolism

Various subtypes of CYP, including CYP1A2, 2B6, 2C9, 2C19, 2D6, 3A4, etc., have been
found to show stereoselective metabolism for various chiral drugs. The metabolic process
of chiral drugs is complex. Usually, multiple metabolic pathways metabolize individual en-
antiomer of drugs with different stereoselective states, and the selective balance of various
enzymes involved in metabolic processes leads to differences in the intrinsic clearance rate
of drugs. For example, propranolol has a wide range of metabolic pathways, all showing
stereoselectivity. The selectivity for N-dehydroxylation and parahydroxylation in human
is R-enantiomer > S-enantiomer, and the selectivity for deamination and glucuronidation
is S-enantiomer > R-enantiomer. Overall, the S-enantiomer predominates in plasma.
Tetrahydropalmatine (THP) was preferentially metabolized by human liver microsome
(HLM). The inhibition of fluvoxamine (inhibitor of CYP1A2) on metabolism of (+)-THP
was greater than that of (�)-THP; the metabolic rate of (+)-THP was 5.3-fold of (�)-THP in
recombinant human CYP1A2. (�)-THP, but not (+)-THP, significantly inhibited the activity
of CYP2D6. (+)-THPwas preferentiallymetabolized byCYP1A2, whereas CYP3A4/5 contrib-
uted equally to metabolism of (�)-THP or (+)-THP [30].

Human uridine diphosphate glucuronosyltransferases (UGTs) are a very important en-
zyme that catalyzes phase II conjugation reaction in human. Stereoselective glucuronidation
of propafenone and its β-blocker analogs propranolol, terbutaline, atenolol, esomolol, and
sotalol were observed in human recombinant UGT1A9, and S-enantiomers of these drugs
glucuronidated by human UGT1A9 were much faster than their antipodes [31]. The selective
α1-adrenergic receptor blocker naftopidil (NAF) racemate has a low oral bioavailability (9% in
rats and 18% in humans). The oral bioavailability of S-NAF is twice than that of R-NAF, prob-
ably because the glucuronidation of S-NAF is half of that occurred inR-NAF [32]. To study the
stereoselective glucuronidation， carvedilol (CARV) incubated with three Chinese liver
microsomes. The results showed that the values of Km and Vmax for S-CARV and R-CARV
enantiomers were 118�44μmol/L, 2500�833pmol/(min�mg protein) and 24�7μmol/L,
953�399pmol/(min�mg protein), respectively. The results suggested that there was a signif-
icant stereoselective glucuronidation of CARV enantiomers, which might partly explain the
enantioselective pharmacokinetics of CARV [33].

Metabolic processes tend to be competing. When drugs are involved in multiple metabolic
pathways, the two enantiomers may have different preferences for different metabolic path-
ways. Different metabolic processes may have opposite substrate stereoselectivity, and their
differences in metabolic clearance rates are manifested by the selectivity of different meta-
bolic pathways. For example, S-warfarin is mainly subjected to 7-hydroxylation metabolism
in human, while R-warfarin mainly undergoes 6-hydroxylation metabolism and ketone-
reductive metabolic reaction. If the drug can be metabolized by more than one pathway,
the stereoselectivity of its intrinsic clearance reflects the selectivity balanced results of various
enzymes. In addition, if several isozymes are metabolized to produce the same product, each
isozymemay also exhibit different stereoselectivity [34]. For example, propranolol undergoes
4-hydroxylation reaction under the action of two different isoenzymes, but only one exhibits
stereoselectivity, and for the glucuronidation of flurbiprofen, two isoenzymes showed the op-
posite stereoselectivity.
III. Strategy related to drug metabolism and safety
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Polymorphisms of drug-metabolizing enzymes result in stereoselectivity for metabolism
of certain chiral drugs, complicating metabolic drug clearance. CYP2C8.4 and CYP2C9.10
showed significantly lower activity and CYP2C8.3 showed significantly higher activity
toward both R- and S-fluoxetine (FLX) compared with the wild type, while CYP2C9.3,
CYP2C9.13, and CYP2C9.16 showed significantly lower activity only toward R-FLX (Fig.2).
Five CYP2C9 variants and CYP2D6.1 exhibited significantly stereoselective kinetic profiles
prior to R-FLX, and CYP2C8.3 showed a slight stereoselectivity. Interestingly, obvious sub-
strate inhibition was observed in the CYP2C9 wild type and its three variants only in the case
of R-FLX (Fig.2). Together, these findings suggest that CYP2C9 and CYP2D6 polymorphism
may play an important role in the clearance of FLX and also in the stereoselective kinetic pro-
files of FLX enantiomers [35]. Flurbiprofen (FPF), available commercially as a racemic mix-
ture, is a propionic acid derivative of nonsteroidal anti-inflammatory drugs (NSAIDs).
UGT1A9.2 (C3Y) exhibited a higher Vmax (3.2-fold), Km (2.1-fold), and intrinsic clearance
(1.6-fold) toward S-FPF than UGT1A9.1 (wild type) did. UGT1A9.3 (M33T) almost lost the
catalytic activity to FPF. A significantly stereoselective difference on the glucuronidation
of rac-FPF was seen between the two variants compared with the wild type of UGT1A9 [36].

The metabolism of different subtypes of drug-metabolizing enzymes to chiral drugs pre-
sents different degrees of stereoselectivity. And the interaction between different enantiomers
of chiral drugs also affects the binding ability between drugs and enzymes. Generally, if the
drug metabolism process involves the process of ketone reduction, halogenation, prochiral
substituent oxidation, hydrolytic metabolism, etc., this drug may have product stereose-
lectivity, and its main feature is the appearance of a chiral center during the metabolic
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process. Tivantinib is an orally effective targeted antitumor drug, and the metabolism of the
drug and its four major metabolites in vitro were studied. It was demonstrated that CYP2C19
can catalyze the formation of M5, the hydroxylated metabolite of tivantinib, but have no cat-
alytic activity for M4, the stereoenantiomer of M5. CYP3A4/5 has catalytic activity for the
formation of both M4 and M5. On the other hand, the alcohol dehydrogenase (ADH) tends
to catalyze M4 to become the ketone metabolite M6, rather than M5. Therefore, during the
metabolism process of tivantinib, CYP2C19 has stereoselective hydroxylation effect, and
the catalytic oxidation of ADH has obvious substrate stereoselectivity [37].
4.4 Stereoselectivity of chiral drug excretion

The kidney is themain organ for drug excretion. Except for glomerular filtration, the active
secretion of the renal tubules, the active and passive reabsorption processes all show stereose-
lectivity, which makes the renal clearance rate of certain drugs present a certain level of
stereoselectivity. And there are various reason accounting for the drug stereoselective
excretion.

The formation and elimination of the metabolites of methamphetamine (MA), amphet-
amine (AMP), and p-hydroxymethyl amphetamine (pOH-MA) showed significant enantios-
electivity. The formation of S-AMP (7%) was approximately three times larger than that of
R-AMP (2%), and the excretion of S-MA (42%) was lower than that of R-MA (52%). The uri-
nary excretion of S-pOH-MA was slightly higher than that of R-pOH-MA. The drug enzyme
CYP2D6, which mediates this transformation, has a better affinity to the S-enantiomer of the
analog of MA, MDMA. And it can be speculated that this phenomenon may come from the
stereoselective characteristic during the process of MA conversion to AMP, causing the lack
of R-MA converting to R-AMP and R-pOH-MA. It was reported that the propranolol
glucuronidation of the side chain undergoes stereoselective excretion in 16 adult Chinese
Han volunteers in urine after an oral administration of 20-mg racemic propranolol. The re-
sults showed the elimination rate constant k of S-propranolol glucuronide was less than that
of R-propranolol glucuronide; and the elimination half-life (t1/2), Tmax and the cumulative
excretion amount (Xu0–24) of R-propranolol glucuronide were significantly less than that of
S-propranolol glucuronide [38]. The mechanism of enantioselective excretion of propranolol
enantiomers is that UGT1A9 prefers catalyzing S-enantiomer to form S-propranolol glucuro-
nide. The CLint ratios of S-enantiomer to R-enantiomer are 3.8 times and 6.5 times for racemic
propranolol and individual enantiomers, respectively. Therefore, there are the enantiomer-
enantiomer interactions between S- and R-propranolol in glucuronidation [39].
4.5 Methods for studying chiral drug interactions

In some cases, chiral drugs and other drugs aremetabolized by the samedrug-metabolizing
enzymes or transported by the same transporters. The models of liver microsomes, human
recombinant drug-metabolizing enzymes, transgenic cells expressing human drug trans-
porters can be applied to study chiral drug interactions. In vitro studies of the interaction be-
tween enantiomers have the following methods:
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(1) Individual enantiomer is incubated with enzyme to obtain enzyme kinetic parameters.
The Segel’s method was used to estimate the overall reaction rate, which was later compared
with the actual measured racemic reaction rates. If the measured value is less than the esti-
mated value, showing that there exists inhibition between the enantiomers. Conversely, there
may be competitive activation. (2) Isotope-labeled GC/MS combined technique was utilized.
When the interaction of amphetamine was studied by deuterium-labeled GC/MS method, it
was found that S-amphetamine or its metabolite inhibited themetabolism of R enantiomer, so
the stereoselectivity R>S of individual incubation changes into S>R of racemate incubation.
(3) The enzymatic kinetic parameters of enantiomers obtained from racemate incubation are
determined by chiral chromatography, and later those results are compared with the enzy-
matic kinetic parameters of the individual enantiomer. Or using a mixture of unequal
amounts of enantiomers to measure the concentration of each enantiomer after incubation
by chiral chromatography to determine IC50 or plot a Dixon plot to determine Ki. In the study
of metabolic drug interactions in vitro, IC50 and Ki are two important parameters. IC50 value
can be used to evaluate the inhibition ability of the drug. It is generally considered that if IC50

value is <1μM, the drug has strong inhibition effect on the enzyme, and if the IC50 value is
>50μM, the inhibition effect is very weak [40].

In vitro studies can focus on a certain chiral process and, therefore, they are relatively simple.
But when applying the data into in vivo study, it should be cautious. Studies in vivo always
involve multiple chiral processes, and it is complicated to study the chiral drug interactions
occurred at different stages, so combining the results from in vitro studies is necessary. Enan-
tiomeric separation of the parent drugs or metabolites and the acquisition of a single enantio-
mer are the main constraints for the study of chiral drug interactions. The interaction of chiral
drugs is very complicated, and only when the stereochemical factors are measured can they be
reasonably explained. For example, the β-receptor blocker carvedilol interacts with digoxin,
amiodarone, CsA, nicardipine, nifedipine, fluoxetine, and other drugs, some of which are
resulting from inhibiting P-gp-mediated transport, and thus regulating the blood levels of
coadministered drugs, and others are resulting from metabolic interactions [41].
5 Stereoselectivity in toxicity

The pharmacological activities, metabolic processes, and toxicity are different between
enantiomers of chiral drugs in humans. Therefore, the safety of chiral drugs has become a
hot spot in new drug research [42].
5.1 Toxicity of chiral drugs

The toxicity of a drug involves many factors, such as selectivity to the receptor, ADME of
drug, and its metabolites. Thus, between racemate and enantiomer, enantiomer and enantio-
mer, toxicity can vary widely and often results in the unexpected adverse reactions.
Felodipine is a chiral drug, and its adverse reactions are different due to diversity in the
pharmacokinetics of S- and R-enantiomer. The incidence of adverse reactions of R-enantio-
mer, such as headache and facial flushing, is higher than the S-enantiomer and the racemate.
There are significant differences in the toxicity of different enantiomers in human (Table 1).
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TABLE 1 Examples of toxicity differences between enantiomers in human [43].

Drug S-enantiomer R-enantiomer

Tetramisole Insecticide Vomiting

Penicillamine Antiarthritis Potential carcinogenic toxicity

Ethambutol Antituberculotic Blindness

Thalidomide Sedative Teratogenic

Fenfluramine Appetite suppressant Dizziness and hypnosis
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5.2 Enantiomeric biotransformation increases toxicity

R-(�)-deprenyl is a potent MAO-B inhibitor for anti-Parkinson’s disease and antidepres-
sants, while S-(+)-deprenyl has only weak activity on MAO-B. S-(+)-methyl amphetamine
and S-(+)-amphetamine which are produced metabolically can cause side effects of central
excitability, but the R-form of both metabolites has only week effects on central nervous sys-
tem. Therefore, R-(�)-enantiomer was selected for clinical studies [44]. The local anesthetic
effects of two enantiomers of the local anesthetic, prilocaine, are similar. The hydrolysis of
S-prilocaine is slow, but the R-(�)-prilocaine can be rapidly hydrolyzed to produce toluidine,
which can cause methemoglobinemia with hematologically toxicity [45].
5.3 Chiral inversion increases toxicity

Commonly used nonsteroidal anti-inflammatory drugs (NSAIDs) undergo chiral inver-
sion in vivo. For example, the eutomer of ibuprofen is S-(+)-ibuprofen, but R-(�)-distomer
with low activity can transfer into highly active S-(+)-ibuprofen. Due to individual differences
and other reasons, it is difficult to control the effective dosage when using the NSAIDs race-
mate; especially when the renal function is weakened, and the S-(+)-eutomer is easily accu-
mulated in the body, causing toxic side effects by inhibiting renal cyclooxygenase and
increasing renal ischemia [46].
5.4 Toxicity or adverse reactions are inseparable from pharmacological activity

Some side effects of racemic drugs are the extension from pharmacological actions. Devel-
opment of single active enantiomer with less toxicity by evaluating the toxicity of racemates
and optical enantiomers can reduce the side effects of the drug. Phencynonate is an anti-
motion sickness drug and has weak central inhibition function. However, during clinical
use, adverse reactions such as central inhibitionwere still found in a few patients. Subsequent
research has showed that it is because the R-enantiomer of phencynonate is an active enan-
tiomer, which has stronger affinity with M receptor compared with the racemate, while the
S-enantiomer is an inert enantiomer with no pharmacodynamic activity [47].
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5.5 Active enantiomers are potentially toxic

In the development of chiral drugs, the routine method is to compare the toxicity between
the racemate and its optical enantiomers in order to obtain a single enantiomer with less tox-
icity. However, it should be noted that even a single enantiomer separated from the racemate
may have an unexpected toxic effect. During the development of the blood pressure lowering
drug, labetalol, it was found that RR-labetalol is the most potent enantiomers of pharmaco-
logical activity and does not undergo inversion in vivo. But unfortunately, the liver toxicity of
RR-labetalol is also increased when the pharmacological activity is enhanced [48]. When the
S-enantiomer of fenfluramine, a weight-loss drug, was marketed in the United States, it was
taken for granted that its clinical toxicity was significantly lower than that of fenfluramine.
However, after 1year, it was also withdrawn due to severe toxic side effects [49].

The talidomide teratogenic event that shocked theworld is a typical example of enantiotoxic
toxicity. According to the studies, both R- and S-enantiomers of talidomide have sedative
effects, and S-thalidomide has immunosuppressive effects. The oral experiments in New
Zealandwhite rabbits showed no difference in teratogenic toxicity between the individual en-
antiomersand their racemates,whereas themice tests foundthat theenantiomerswere20 times
more toxic than the racemates. It had also been reported that in SWS and Natal rats tests,
S-thalidomide is teratogenic but the result was not compared to its racemate. Therewere stud-
ies raisingobjections to theaboveexperiments, and focusingon thepurityofusedenantiomeric
and the interconversion between enantiomers. In addition, studies on the hydrolysis products
of thalidomide have shown that its metabolite, phthalimidoglutamic acid, especially its S-en-
antiomer, was associated with the teratogenicity [50].
6 Chiral inversion mechanisms

There are mainly two mechanisms causing racemization during the metabolic processes,
and they are usually related to epimerization [51]. One mechanism is that the existence of a
reversible-binding group causes epimerization of the binding intermediate; the other mech-
anism is that the opposite reaction results of two metabolic pathways cause epimerization;
finally, both ofmechanisms leading to one enantiomer transforming into another enantiomer.
6.1 Chiral metabolic inversion of nonsteroidal anti-inflammatory drugs

When the metabolism of 2-phenylpropionic acid was studied as early as 1922, it was found
that therewasmetabolic inversion, but thephenomenonwas not gotten enough attention. Later,
it was observed that even the patient tookR-(�)-ibuprofen, the ibuprofen in the urine appeared
tobe right handed. Based on the studyof ibuprofen homologs, some scholars haveproposed the
enantiomeric transformation mechanism of ibuprofen: Coenzyme A synthase stereoselectively
converts R-(�)-ibuprofen to CoA thioester, forming an intermediate between α position-acetyl
and the highly acidic methine group. At this position, epimerization of deprotonation and
reprotonation can occur, followed by hydrolysis to produce S-(+)-ibuprofen. S-(+)-ibuprofen
is excreted as a glycine conjugate, while R-(�)-ibuprofen is not a substrate of glycine
N-acetyltransferase. InactiveR-(�)-ibuprofen acts as aprodrugof activeS-(+)-ibuprofen to exert
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effects in racemate [52].Not allNSAIDs chiral transformation has the same susceptibility as ibu-
profendoes, and therateof transformationmayvary.When the transformationrate is fast,R-(�)-
ibuprofen acts as a prodrug; when the transformation is slow, the R-(�)-enantiomer is an
unwanted impurity andmay cause side effects. Somepeople have evaluated the bioequivalence
of 150mgS-(+)-ibuprofenwith200mgracemate, and clinical trials have shown that taking lower
dosesofS-(+)-ibuprofen can reduce themetabolic burdenandmaintain therapeutic efficacy [53].

In addition, mandelic acid (MA) is generally used as a biological indicator of occupational
exposure to styrene, which is classified as a class of hazardous environmental pollutants. It
was found to undergo one-directional chiral inversion (S-MA to R-MA) inWistar and SD rats
in vivo (Fig. 3) [54].

6.2 Inversion of the opposite metabolic pathway

Stereochemical inversion was primarily occurred in two opposite metabolic processes:
oxidation and reductionmechanisms, such as alcohol-ketone conversion catalyzed by alcohol de-
hydrogenase.When a chiral secondary alcohol is oxidized to a ketone, usually one enantiomer is
preferentially oxidized (substrate stereospecificity); whereas in ketone reduction process, hydro-
gen is preferentially bound to the carbonyl side (product stereospecificity). These two processes
are controlled by different mechanisms, and end in the chiral transformation of alcohol [55] .

During the reduction of the ketone by alcohol dehydrogenase, the pre-R hydrogen is pref-
erentially converted from the dihydronicotinamide group of the NADH or NADPH coen-
zyme to form the S-alcohol. The ketone undergoes self-rearrangement in the transition
state to minimize interaction between the substituent and the enzyme. The ratio of R- and
S-alcohol formation depends on the relative size of the substituents and the presence of other
chiral centers in the substrate. The antiepileptic drug, stiripentol, is clinically used as a race-
mate, and undergoes one-way inversion in the body. After S-(�)-stilpentyl alcohol was ga-
vage administered to rats, only the S-(�)-stiripentol enantiomer was found in the blood.
The S-enantiomer and the R-enantiomer can both be found in the blood after gavage admin-
istration of the R-(+)-stiripentol enantiomer. And after the intravenously or intraperitoneally
administration of R-(+)-stiripentol, there is no S-(�)-stiripentol in blood, indicating that the
site of inversion is in the gastrointestinal tract. When the chiral centers are labeled with 3H
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FIG. 3 The probable mechanism of chiral inversion of S-MA [54].
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and 18O, 3H remains and the 18O partial disappears after chiral inversion. So, the gastric acid
and gastrointestinal enzyme systems may be involved in this inversion reaction [56].

Chiral sulfoxide compounds such as flosequinan also have stereochemical inversions.
These compounds are first reduced by reductase to the corresponding achiral sulfide or
amine and then oxidized by a monooxygenase to form an enantiomer. The above chiral in-
version phenomenon is more complicated than other conventional metabolic pathways
(oxidation, glucuronidation, and deglucuronation) [57]. The dose absorption rate-dependent
kinetics and kinetic interactions between the two enantiomers complicate the assessment of
the inversion degree. A teratogenic drug like thalidomide, maybe caused by thalidomide it-
self, has a two-way chiral chemical inversion in vivo. Thus, it is very difficult to assess the
differences in toxicity intensity of each enantiome.
7 Stereoselective analytical methods

Chiral drug metabolism and pharmacokinetics is very complicated involving chiral inver-
sion and chiral interactions so it is essential to assess enantiomer and/or its metabolites
ADME using stereoselective analytical methods. The experimental results from the non-
stereoselective analytical methods that cannot separate the enantiomers of chiral drug will
be misinterpreted and misleading. There are many stereoselective methods published for
bioanalytical assay, such as HPLC, GC, CE, MS, and immunoassay [58]. The most popular
technique is chiral chromatography [59].
7.1 High-performance liquid chromatography

HPLC is predominant technique for separation and determination of chiral drug enantio-
mers with indirectly or directly models [60]. The indirect way is achieved by chiral derivati-
zation reagents (CDRs), while the direct way is achieved by chiral mobile phase additives
(CMPAs) or chiral stationary phases (CSPs) [61–63]. After the separation, enantiomers are
usually detected by ultraviolet (UV), fluorescence (FL), or mass spectrometry (MS) [64–66].

7.1.1 Chiral stationary phases

CSPs have been widely applied to separate and analyze enantiomers of chiral drugs and
their metabolites in plasma, urine, and liver microsomes [67]. The numerous CSPs were avail-
able commercially including polysaccharide-based and macrocyclic antibiotic CSPs popu-
larly used in HPLC/LC-MS [68–72].

Yuet al. [65]developedamethod to separate andquantify the enantiomersof apotent selective
5-HT1B/1D receptor partial agonist, S-zolmitriptan, and its antipode in rat liver microsomes by
using a narrow-bore enantioselective normal-phase Chiralpak AD-H column with hexane-
isopropanol-triethylamine asmobilephase (Fig. 4).Hefnawyet al. [73] developedamethod tode-
termine the enantiomers of bisoprolol inhumanplasmausing a teicoplaninmacrocyclic antibiotic
CSPwithapolar ionicmobilephase(PIM)consistingofmethanol-glacialaceticacid-triethylamine.
Thehumanplasma samplewas treatedbySPEprior toHPLCanalysis.Geditz et al. separated (+)-
and (�)-mefloquineand their carboxymetabolite indriedbloodspots successfullybyaquinidine-
based zwitterionic chiral stationary phase column, CHIRALPAK ZWIX(�)[74].
III. Strategy related to drug metabolism and safety



FIG. 4 Chromatograms of extracted rat hepatic microsomal incubate. (A) Blank sample; (B) blank microsomal incubate with racemic zolmitriptan and
diphenytrizol (internal standard); and (C) sample after incubating for 5min. The peak at 6.8min is the internal standard, the peak at 9.6minR-zolmitriptan,
and the peak at about 12.3min S-zolmitriptan [65].
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7.1.2 Chiral mobile phase additives

CMPAs can provide a simple and economical method for the chiral separation in some
cases. This method employs a conventional achiral column andmobile phase, which has been
added a chiral selector. CMPAsmethod is more versatile, cheaper, and flexible alternative for
enantioseparations [62].

CMPAs are classified into the following types: ligand exchangers [75], macrocyclic
antibiotics [76], cyclodextrins, etc. [77]. Hatami and Farhadi [78] successfully separated
ketoprofen enantiomers in human and rat plasma, using hollow-fiber-based liquid-phase
microextraction for sample treatment and vancomycin as a CMPAwith an achiral C8 column.
Ritter et al. developed a chiral HPLC method for analysis of (+)/(�)-catechin from sulfated
and glucuronidated metabolites in human plasma. After plasma was pretreated with
solid-phase extraction (SPE), a PM-γ-cyclodextrin column was used with HPLC-coulometric
electrode-array detection (CEAD) system. The result indicated that (+)-catechin and
(�)-catechin showed enantiomeric difference in human plasma after consumption of a cocoa
drink [79].

However, the CMPAs can only be used to the enantiomers formed diastereomers, some
chiral additives interfere with detection and are difficult to remove from LC system, which
may impair chromatographic column.

7.1.3 Chiral derivatization reagents

CDRs can react with hydroxyl, amino, carboxyl, and sulfhydryl group of chiral drugs so as
to enhance increase the resolution and chromatographic response of enantiomers. There are
various kinds of CDRs available commercially, such as acylating reagents, thiocyanic acid,
o-phthalaldehyde (OPA), esters reagents, glucuronic acid, etc. [80–83]. Nagao et al. [84] used
novel CDRs (PyT-C and PyT-N) for chiralmetabolomics identification using high-throughput
liquid chromatography and electrospray-ionization mass spectrometry, and the proposed
procedure using PyT-C and PyT-N has been applied to human saliva detections. Sun et al.
established a RP-HPLC with fluorescence detector for determination of hepatoma-associated
DL-amino acids enantiomers in HCC patients’ plasma samples using O-phthaldialdehyde
(OPA) and N-isobutyryl-L-cysteine (NAC) as CDRs and demonstrated that the concentration
of DL-threonine, alanine, tyrosine, valine, andmethionine enantiomers has a close relationship
with HCC [81]. Yu et al. [85] developed an LC/MS/MS method based on an isotope discrim-
ination mass spectroscopy solution (IDMSS) technique to determine the enantiomers of
fluoxetine and norfluoxetine in a CYP2C9 incubation mixture simultaneously. This method
has short analysis time, higher resolution, and lower limit of quantification than conventional
chiral separation methods.

However, the CDRs, this indirect methods are only suitable to the chiral drugs containing
the functional groups to be derivatized. In addition, the derivatization refers to an increase of
operation procedures and more errors, and it has to be checked that there is no racemization
of enantiomer under the reaction conditions.

7.2 Gas chromatography

Chiral gas chromatography is an important technique of chiral chromatography. This anal-
ysis method also can be divided into two ways, CDRs and chiral stationary phases (CSPs)
[86, 87].
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7.2.1 Chiral stationary phases

GC CSPs were classified as peptide CSPs, bis-amides CSPs, chiral crown ether CSPs,
cyclodextrins CSPs, cellulose CSPs, and chiral-metal CSPs. Among those CSPs, cyclodextrin
derivatives CSPs have dominated the field of chiral GC separation [88].

Isoherranen et al. developed a chiral GC/MS method for the analysis of levetiracetam and
its enantiomer in dog plasma and urine. This pair of enantiomer was separated on a chiral
cyclodextrin capillary column and detected by ion trap mass spectrometry. The method
was successfully applied to a pharmacokinetic study of levetiracetam and ®-α-
ethyl-2-oxo-pyrrolidine acetamide in a dog [89].

7.2.2 Chiral derivatization reagents

GCCDRsand itsderivatizationreactions require that thegeneratedcorrespondingderivatives
mustbevolatile. ThecommonlyusedCDRs includecarboxylic acidderivatives, amines, alcohols,
isothiocyanates, etc. [90]. Tao et al. developed a method for separating chiral phenethylamine
agents on an achiral capillary gas chromatography by pre-column chiral derivatization with
S-(�)-N-(fluoroacyl)-prolyl chloride. This method is simple, flexible, and economic for the
analysis of chiral amine drug enantiomers in biological fluids and has been used to determine
S-(+)-methamphetamine in human forensic samples and to analyze enantiomers of amphet-
amine and fenfluramine in rat liver microsomes [86]. Ding et al. established a GC/MS method
for the separation and determination of lactic acid and 2-hydroxyglutaric acid enantiomers by
chiral derivatization with L-menthol and acetyl chloride. This method was successfully applied
to assay of those two pair enantiomers in mouse plasma. The results indicated that D-lactic acid
concentration in type 2 diabetes mellitus mouse were significantly higher than that in normal
mice, suggesting that D-lactic acid may serve as an indicator for type 2 diabetes mellitus [91].

7.3 Supercritical fluid chromatography

SFC has been used to separate enantiomers of chiral drug in bioanalysis. In comparison to
HPLC, chiral SFC separation providesmore selective cavity effects of inclusion-type chiral sep-
aration phases. Combining SFC with different detectors, especially MS, allows for straightfor-
ward use in chiral trace analyses in bioanalysis [92]. Themerits of SFC are faster analysis speed,
wider polarity compatibility, higher column efficiency, lower cost, and environment-friendly
mobile phase. SFC can be used as an alternative to HPLC for many drug substances [93].

An enantioselective SFC-MS/MS assay was validated and applied to separate and simul-
taneously analyzed oxcarbazepine and its chiral metabolites, S- and R-licarbazepine, concen-
trations in beagle dog plasma in a pharmacokinetic study [94]. Coe et al. developed a
semiautomated liquid extraction SFC-MS/MS method with high throughput and was ap-
plied to R/S-warfarin drug-drug interaction study in clinical human plasma with rapid turn-
around of sample analysis [95].

7.4 Capillary electrophoresis

Capillary electrophoresis (CE) is also used to analyze chiral drugs and their metabolites
have shown the advantages of high resolving capability, minimum solvent, and reagent con-
sumption, which are suitable for analysis of biological samples [96].
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CE prefers employing CSPs and chiral selectors, such as cyclodextrins, polysaccharides de-
rivatives, macrocyclic antibiotics, proteins, etc. Because the sensitivity of UV detector is low,
CE/MS has been regarded as a useful hyphenation technique for analysis of polar ionogenic
metabolites in biological samples, such as metabolomics [97]. A method for identifying
ecstasy and methadone in plasma was developed using CE-ESI/MS, which was finally suc-
cessfully applied to quantitation of ecstasy and methadone in real cases obtained from tox-
icology [98]. Sandbaumh€uter et al. studied pharmacokinetics of ketamine and three
metabolites in Beagle dogs plasma under sevoflurane vs medetomidine comedication by
using enantioselective CE with highly sulfated γ-cyclodextrin as chiral selector. The concen-
trations of S- and R-ketamine, S- and R-norketamine, (2S,6S)- and (2R,6R)-hydroxynor-
ketamine, and S- and R-DHNK were determined. Stereoselectivities were observed for
6-hydroxynorketamine andDHNK, but not for ketamine and norketamine [99]. A CEmethod
for the enantioselective analysis of cis- and trans-dihydrotetrabenazine (diHTBZ) was devel-
oped by using tris-phosphate buffer (pH2.5) containing 1% (w/v) carboxymethyl-β-CD as
background electrolyte. The studies of in vitro metabolism in human liver microsomes
(HLMs) and in vivo pharmacokinetics showed a stereoselective metabolism and kinetic
profile [100].
7.5 Immunoassay

Immunoassay is based on the specific-binding reaction between antigen and antibody
(Ab), and is usually used in qualitative and quantitative analysis of biological samples, such
as blood, saliva, urine, as well as hormones and cytokines. Due to the specificity and high
affinity of the antigen-antibody reaction, immunoassay also has the characteristics of high
specificity and high sensitivity. What’s more, Abs are chiral molecules and the binding be-
tween chiral drugs and Abs may involve stereoselective interactions, so Abs have the
potential to recognize drug enantiomers [101]. Stereoselective immunoassay is sensitive,
specific, fast, and economical [102]. Due to the high specificity of the antigen-antibody
reaction, the enantiomer can be determined without prior separation, and directly gotten
from the biological sample complexes, with only dissolution and dilution. However,
stereoselective immunoassay is largely neglected in the application of chiral drugs analysis.
And because each chiral drug needs a specific antibody, the development of a new
immunoassay method becomes more complex [103]. Besides, antibodies may react with
compounds whose structure is similar to the target compounds, such as drug metabolites.
So immunoassay is expected to be applied for preliminary screening and clinical tests [104].

For rapid and feasible on-site test of R- and S-ketamine (KT), enantioselective anti-KT an-
tibodies (Ab) were prepared. These antibodies exhibited practical performances in compet-
itive enzyme-linked immunosorbent assay systems. The Ab exhibited the highest
enantioselectivity, and cross-reactivity with the R- and S-enantiomer was 1.3% and 1.7%,
respectively [105]. Shen et al. successfully developed polyclonal antibodies to to detect
S- and R-styrene oxide protein adducts inWI-38 cells and provided a powerful tool for inves-
tigating the biochemical mechanism of cytotoxicity induced by styrene (Fig. 5) [103].
III. Strategy related to drug metabolism and safety
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FIG. 5 The enantioselectivity of antisera numbers 1254 and 1257 was assessed by Western blot analysis [103].
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8 Conclusion

Chiral drugs arewidely used, and playing an important role in treating diseases. However,
the enantiomers of a chiral drug generally present different pharmacodynamics and pharma-
cokinetics in biological systems. Especially, for the ADME processes, drug metabolism is the
most relevant process with stereoselectivity due to the involvement of the enzymatic system
and transporters. Therefore, assessing stereoselectivity in drug metabolism is of great signif-
icance whether for chiral pharmaceutical research or for rational use of chiral drug.

Although assessing stereoselectivity in drug metabolism is highly challenging in compar-
ison to typical achiral assays, chiral bioanalytical assays for individual enantiomers and/or
their metabolites are necessary. Chiral chromatography is still the most popular method in
chiral drug analysis. CSPs are preferred to be used owing to the high speed, reproducibility,
and simplicity of the analysis; and CMPAs and CDRs are also used frequently for their low
cost. The novel techniques or hyphenation techniques may be helpful for chiral drug study.
For example, LC, GC, CE, SFC coupled with tandem mass spectrometry (MS/MS), electroki-
netic chromatography [106], two-dimensional (2D) chromatography [107] and isotope
discrimination mass spectroscopy [85], etc. have been used for analysis of enantiomers in
studying drug metabolism and pharmacokinetics.
References

[1] M.E. Bunnage, J.P. Mathias, A. Wood, D. Miller, S.D.A. Street, Highly potent and selective chiral inhibitors of
pde5: an illustration of pfeiffer’s rule, Bioorg. Med. Chem. Lett. 18 (23) (2008) 6033–6036.

[2] U.S. Food andDrug Administration, FDA’s policy statement for the development of new stereoisomeric drugs.
U.S. Food and Drug Administration Regulatory Guidelines, 1992.

[3] European Union, Investigation of chiral active substance. European Union Guideline, 1993.
[4] The Minister of Health, Guidelines for industry stereochemical issues in chiral drug development. Health

Canada Guidelines Document, 2000.
[5] SFDA of China, Provisions for drug registration, Order 28, 2007.
[6] SFDA of China, The Technical Guidance for Study on Chiral Drug Quality Control, 2006.
[7] R.B. Carter, L.A. Dykstra, Effects of picenadol (ly150720) and its stereoisomers on electric shock titration in the

squirrel monkey, J. Pharmacol. Exp. Ther. 234 (2) (1985) 299–306.
[8] H. Reuter, H. Porzig, S. Kokubun, B. Prodhom, Calcium channels in the heart - properties and modulation by

dihydropyridine enantiomers, Ann. N. Y. Acad. Sci. 522 (1988) 16–24.
III. Strategy related to drug metabolism and safety

http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0010
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0010
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0015
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0015
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0020
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0025
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0025
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0030
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0035
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0040
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0040
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0045
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0045


481References
[9] K. Zhang, K. Hashimoto, An update on ketamine and its two enantiomers as rapid-acting antidepressants,
Expert. Rev. Neurother. 19 (1) (2019) 83–92.

[10] G.C. Chiou, Development of d-timolol for the treatment of glaucoma and ocular hypertension, J. Ocul.
Pharmacol. 6 (1) (1990) 67–74.

[11] J. Titus, H.U. Siehl, K.P. Zeller, S. Berger, D. Sicker, The enantiomeric carvone of krause mint and caraway: no
disputes about taste, Chemie. Unserer. Zeit. 51 (2) (2017) 96–105.

[12] K. Stoschitzky,W. Lindner, Specific and nonspecific effects of beta receptor blockers: stereoselectively different
properties exemplified by (r)- and (s)-propranolol, Wien. Med. Wochenschr. 140 (6–7) (1990) 156–162.

[13] J. Dalal, J.C. Mohan, S.S. Iyengar, J. Hiremath, I. Sathyamurthy, S. Bansal, et al., S-amlodipine: an isomer with
difference-time to shift from racemic amlodipine, Int. J. Hypertens. 2018 (2018) 8681792.

[14] K. Koike, T. Horinouchi, I. Takayanagi, Comparison of interactions of r(+)- and s(�)-isomers of beta-adrenergic
partial agonists, befunolol and carteolol, with high affinity site of beta-adrenoceptors in the microsomal frac-
tions from guinea-pig ciliary body, right atria and trachea, Gen. Pharmacol. 25 (7) (1994) 1477–1481.

[15] K. Stoschitzky, W. Klein, G. Stark, U. Stark, G. Zernig, I. Graziadei, et al., Different stereoselective effects of
(r)- and (s)-propafenone: clinical pharmacologic, electrophysiologic, and radioligand binding studies, Clin.
Pharmacol. Ther. 47 (6) (1990) 740–746.

[16] J.K. Smallwood, D.W. Robertson, M.I. Steinberg, Electrophysiological effects of flecainide enantiomers in
canine purkinje fibres, Naunyn Schmiedeberg’s Arch. Pharmacol. 339 (6) (1989) 625–629.

[17] Q. Zhou, T.W. Yao, S. Zeng, Effects of stereochemical aspects on drug interaction in pharmacokinetics, Acta
Pharmacol. Sin. 23 (5) (2002) 385–392.

[18] Y. Wang, J. Cao, X. Wang, S. Zeng, Stereoselective transport and uptake of propranolol across human intestinal
caco-2 cell monolayers, Chirality 22 (3) (2010) 361–368.

[19] Q. Zhou, L.S. Yu, S. Zeng, Stereoselectivity of chiral drug transport: a focus on enantiomer-transporter inter-
action, Drug Metab. Rev. 46 (3) (2014) 283–290.

[20] USFDA, In vitro metabolism- and transporter-mediated drug-drug interaction studies (Guidance Draft), 2017.
[21] D.N. Wade, P.T. Mearrick, J.L. Morris, Active transport of l-dopa in the intestine, Nature 242 (5398) (1973)

463–465.
[22] Y. He, Y. Liu, S. Zeng, Stereoselective and multiple carrier-mediated transport of cetirizine across caco-2 cell

monolayers with potential drug interaction, Chirality 22 (7) (2010) 684–692.
[23] Y. Akamine,M.Miura, H. Komori, I. Tamai, I. Ieiri, N. Yasui-Furukori, et al., The change of pharmacokinetics of

fexofenadine enantiomers through the single and simultaneous grapefruit juice ingestion, Drug Metab.
Pharmacokinet. 30 (5) (2015) 352–357.

[24] G.S. Chen, S.J. Gong, R.R. Zhou, X.J. Xie, Transdermal permeability of l- and dl-norgestrel through human skin
in vitro, Acta Pharmacol. Sin. 12 (5) (1991) 437–440.

[25] Q. Shen, L. Wang, H. Zhou, H.D. Jiang, L.S. Yu, S. Zeng, Stereoselective binding of chiral drugs to plasma
proteins, Acta Pharmacol. Sin. 34 (8) (2013) 998–1006.

[26] L. Yu, Y. Hong, L. Li, Y. Jin, M. Zheng, H. Jiang, et al., Enantioselective drug-protein interaction between
mexiletine and plasma protein, J. Pharm. Pharmacol. 64 (6) (2012) 792–801.

[27] D. Shi, Y.X. Jin, Y.H. Tang, H.H.Hu, S.Y. Xu, L.S. Yu, et al., Stereoselective binding ofmexiletine and ketoprofen
enantiomers with human serum albumin domains, Acta Pharmacol. Sin. 33 (5) (2012) 710–716.

[28] K.L. Chang, H.N. Pee, S. Yang, P.C. Ho, Influence of drug transporters and stereoselectivity on the brain pen-
etration of pioglitazone as a potential medicine against Alzheimer’s disease, Sci. Rep. 5 (2015) 9000.

[29] D.W. Boulton, J.P. Fawcett, T.M. Fiddes, Transplacental distribution of salbutamol enantiomers at caesarian
section, Br. J. Clin. Pharmacol. 44 (6) (1997) 587–590.

[30] S.Y. Sun, Y.Q. Wang, L.P. Li, L. Wang, S. Zeng, H. Zhou, et al., Stereoselective interaction between tetrahydro-
palmatine enantiomers and cyp enzymes in human liver microsomes, Chirality 25 (1) (2013) 43–47.

[31] S. Xie, S. Zeng, Stereoselective glucuronidation of propafenone and its analogues by human recombinant
ugt1a9, Chem. Pharm. Bull.(Tokyo) 58 (6) (2010) 879–883.

[32] X. Liu, L. Zhu, B. Huang, J. Huang, Y. Cai, L. Zhu, et al., Poor and enantioselective bioavailability of naftopidil
enantiomers is due to extensive and stereoselective metabolism in rat liver, J. Pharm. Biomed. Anal. 132 (2017)
165–172.

[33] L.Y. You, C.N. Yu, S.G. Xie, S.Q. Chen, S. Zeng, Stereoselective glucuronidation of carvedilol by Chinese liver
microsomes, J Zhejiang Univ Sci B 8 (10) (2007) 756–764.
III. Strategy related to drug metabolism and safety

http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0050
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0050
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0055
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0055
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0060
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0060
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0065
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0065
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0070
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0070
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0075
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0075
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0075
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0075
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0080
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0080
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0080
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0085
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0085
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0090
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0090
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0095
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0095
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0100
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0100
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0105
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0110
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0110
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0115
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0115
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0120
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0120
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0120
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0125
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0125
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0130
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0130
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0135
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0135
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0140
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0140
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0145
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0145
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0150
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0150
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0155
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0155
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0160
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0160
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0165
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0165
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0165
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0170
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0170


482 16. Assessment of stereoselectivity in drug metabolism
[34] B. Testa, Types of stereoselectivity in drug metabolism: a heuristic approach, Drug Metab. Rev. 47 (2) (2015)
239–251.

[35] Z. Wang, S. Wang, M. Huang, H. Hu, L. Yu, S. Zeng, Characterizing the effect of cytochrome p450 (cyp) 2c8,
cyp2c9, and cyp2d6 genetic polymorphisms on stereoselective n-demethylation of fluoxetine, Chirality 26 (3)
(2014) 166–173.

[36] H. Wang, L. Yuan, S. Zeng, Characterizing the effect of udp-glucuronosyltransferase (ugt) 2b7 and ugt1a9 ge-
netic polymorphisms on enantioselective glucuronidation of flurbiprofen, Biochem. Pharmacol. 82 (11) (2011)
1757–1763.

[37] Y. Nishiya, D. Nakai, Y. Urasaki, H. Takakusa, S. Ohsuki, Y. Iwano, et al., Stereoselective hydroxylation by
cyp2c19 and oxidation by adh4 in the in vitro metabolism of tivantinib, Xenobiotica 46 (11) (2016) 967–976.

[38] L.J. Luan, Q. Shao, J.Y. Ma, S. Zeng, Stereoselective urinary excretion of s-(�)- and r-(+)-propranolol glucuro-
nide following oral administration of rs-propranolol in Chinese han subjects, World J. Gastroenterol. 11 (12)
(2005) 1822–1824.

[39] L. Yu, M. Qian, Y. Liu, T. Yao, S. Zeng, Stereoselective metabolism of propranolol glucuronidation by human
udp-glucuronosyltransferases 2b7 and 1a9, Chirality 22 (4) (2010) 456–461.

[40] C.L. Crespi, D.M. Stresser, Fluorometric screening for metabolism-based drug-drug interactions, J. Pharmacol.
Toxicol. Methods 44 (1) (2000) 325–331.

[41] K. Fukumoto, T. Kobayashi, K. Komamura, S. Kamakura, M. Kitakaze, K. Ueno, Stereoselective effect of
amiodarone on the pharmacokinetics of racemic carvedilol, DrugMetab. Pharmacokinet. 20 (6) (2005) 423–427.

[42] S. Mane, Racemic drug resolution: a comprehensive guide, Anal. Methods (UK) 8 (42) (2016) 7567–7586.
[43] S. Zeng, Chiral Pharmacology and Chiral Pharmaceutical Analysis, Science Press, 2008.
[44] K. Magyar, B. Szende, V. Jenei, T. Tabi, M. Palfi, E. Szoko, R-deprenyl: pharmacological spectrum of its activity,

Neurochem. Res. 35 (12) (2010) 1922–1932.
[45] A.N. Tran, J.Y. Koo, Risk of systemic toxicity with topical lidocaine/prilocaine: a review, J. Drugs Dermatol.

13 (9) (2014) 1118–1122.
[46] H. Ikuta, A. Kawase, M. Iwaki, Stereoselective pharmacokinetics and chiral inversion of ibuprofen in adjuvant-

induced arthritic rats, Drug Metab. Dispos. 45 (3) (2017) 316–324.
[47] L.Y. Wang, Y. Wang, J.Q. Zheng, B.H. Zhong, H. Liu, S.J. Dong, et al., Pharmacological profiles of an anticho-

linergic agent, phencynonate hydrochloride, and its optical isomers, Acta Pharmacol. Sin. 26 (5) (2005) 527–532.
[48] E. Riva, T. Mennini, R. Latini, The alpha- and beta-adrenoceptor blocking activities of labetalol and its rr-sr

(50:50) stereoisomers, Br. J. Pharmacol. 104 (4) (1991) 823–828.
[49] Benfluorex: EU marketing authorisation finally withdrawn, Prescrire Int. 19 (109) (2010) 206.
[50] M. Lukamowicz-Rajska, C. Mittmann, M. Prummer, Q. Zhong, J. Bedke, J. Hennenlotter, et al., Mir-99b-5p

expression and response to tyrosine kinase inhibitor treatment in clear cell renal cell carcinoma patients,
Oncotarget 7 (48) (2016) 78433–78447.

[51] V. Wsol, L. Skalova, B. Szotakova, Chiral inversion of drugs: coincidence or principle? Curr. Drug Metab. 5 (6)
(2004) 517–533.

[52] J.M.Mayer, Stereoselective metabolism of anti-inflammatory 2-arylpropionates, Acta Pharm. Nord. 2 (3) (1990)
197–216.

[53] G. Geisslinger, O. Schuster, K.P. Stock, D. Loew, G.L. Bach, K. Brune, Pharmacokinetics of s(+)- and
r(�)-ibuprofen in volunteers and first clinical experience of s(+)-ibuprofen in rheumatoid arthritis, Eur. J. Clin.
Pharmacol. 38 (5) (1990) 493–497.

[54] L.B. Gao, J.Z.Wang, T.W. Yao, S. Zeng, Study on themetabolicmechanism of chiral inversion of s-mandelic acid
in vitro, Chirality 24 (1) (2012) 86–95.

[55] K. Itoh, K. Hoshino, A. Endo, T. Asakawa, K. Yamakami, C. Noji, et al., Chiral inversion of rs-8359: a selective
and reversible mao-a inhibitor via oxido-reduction of keto-alcohol, Chirality 18 (9) (2006) 698–706.

[56] C. Tang, K. Zhang, F. Lepage, R.H. Levy, T.A. Baillie, Metabolic chiral inversion of stiripentol in the rat. Ii.
Influence of route of administration, Drug Metab. Dispos. 22 (4) (1994) 554–560.

[57] E. Kashiyama, T. Yokoi, M. Odomi, Y. Funae, K. Inoue, T. Kamataki, Cytochrome p450 responsible for the
stereoselective s-oxidation of flosequinan in hepatic microsomes from rats and humans, Drug Metab. Dispos.
25 (6) (1997) 716–724.

[58] Z. Shen, C. Lv, S. Zeng, Significance and challenges of stereoselectivity assessing methods in drug metabolism,
J. Pharm. Anal. 6 (1) (2016) 1–10.
III. Strategy related to drug metabolism and safety

http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0175
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0175
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0180
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0180
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0180
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0185
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0185
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0185
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0190
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0190
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0195
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0195
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0195
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0195
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0200
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0200
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0205
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0205
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0210
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0210
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0215
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0220
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0225
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0225
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0230
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0230
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0235
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0235
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0240
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0240
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0245
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0245
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0250
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0255
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0255
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0255
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0260
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0260
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0265
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0265
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0270
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0270
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0270
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0270
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0275
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0275
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0280
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0280
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0285
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0285
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0290
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0290
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0290
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0295
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0295


483References
[59] M.L. Williams, I.W. Wainer, Role of chiral chromatography in therapeutic drug monitoring and in clinical and
forensic toxicology, Ther. Drug Monit. 24 (2) (2002) 290–296.

[60] S. Batra, R. Bhushan, Bioassay, determination and separation of enantiomers of atenolol by direct and indirect
approaches using liquid chromatography: a review, Biomed. Chromatogr. 32 (1) (2018), https://doi.org/
10.1002/bmc.4090.

[61] D. Borg, E. Kolb, C. Lantigua, R. Stripp, Chiral analysis of methamphetamine in oral fluid samples: a method to
distinguish licit from illicit drug use, J. Anal. Toxicol. 42 (1) (2018) 25–32.

[62] L. Yu, S.Wang, S. Zeng, Chiralmobile phase additives in hplc enantioseparations,MethodsMol. Biol. 970 (2013)
221–231.

[63] C. Calderon, C. Santi, M. Lammerhofer, Chiral separation of disease biomarkers with 2-hydroxycarboxylic acid
structure, J. Sep. Sci. 41 (6) (2018) 1224–1231.

[64] Y. Lushan, Z. Su, Determination of mitiglinide in rat plasma by high-performance liquid chromatographywith
uv detection, J. Chromatogr. B Anal. Technol. Biomed. Life Sci. 834 (1–2) (2006) 204–207.

[65] L. Yu, T. Yao, S. Ni, S. Zeng, Determination of zolmitriptan enantiomers in rat liver microsomes by chiral high
performance liquid chromatography with fluorescence detection, Biomed. Chromatogr. 19 (3) (2005) 191–195.

[66] N. Balaji, B.B. Gabani, U. Todmal, S.P. Sulochana, N.K. Saini, R. Chandran, et al., Enantioselective lc-esi-ms/ms
determination of dropropizine enantiomers in rat plasma and application to a pharmacokinetic study, Biomed.
Chromatogr. 33 (3) (2019) e4434.

[67] M. Protti, A. Vignali, T. Sanchez Blanco, J. Rudge, F. Bugamelli, A. Ferranti, et al., Enantioseparation and
determination of asenapine in biological fluid micromatrices by hplc with diode array detection, J. Sep. Sci.
41 (6) (2018) 1257–1265.

[68] M.C.O. Souza,M.P.Marques, G. Duarte, V.L. Lanchote, Analysis of bupivacaine enantiomers in plasma as total
and unbound concentrations using lc-ms/ms: application in a pharmacokinetic study of a parturient with pla-
cental transfer, J. Pharm. Biomed. Anal. 164 (2019) 268–275.

[69] L.N. Sun, Y.W. Shen, Y.W. Ying, D. Li, T.F. Li, X.H. Zhang, et al., Stereoselective pharmacokinetics of (R)-(+)-
and (S)-(�)-rabeprazole in human using chiral LC-MS/MS after administration of rabeprazole sodium enteric-
coated tablet, Chirality 30 (12) (2018) 1277–1286.

[70] L. Luo, X. Wen, Y. Du, Z. Jiang, X. Guo, Enantioselective analysis of lansoprazole in rat plasma by lc-ms/ms:
application to a stereoselective pharmacokinetic study, Biomed. Chromatogr. 32 (11) (2018) e4345.

[71] R.S. Arafah, A.E. Ribeiro, A.E. Rodrigues, L.S. Pais, Improving the performance of nadolol stereoisomers’ pre-
parative separation using chiralpak ia by smb chromatography, Chirality 31 (1) (2019) 62–71.

[72] M.M. Hefnawy, Y.A. Asiri, N.Z. Al-Zoman, G.A. Mostafa, H.Y. Aboul-Enein, Stereoselective HPLC analysis of
tertatolol in rat plasma using macrocyclic antibiotic chiral stationary phase, Chirality 23 (4) (2011) 333–338.

[73] M.M. Hefnawy, M.A. Sultan, M.M. Al-Shehri, Enantioanalysis of bisoprolol in human plasma with a macro-
cyclic antibiotic hplc chiral column using fluorescence detection and solid phase extraction, Chem. Pharm.
Bull.(Tokyo) 55 (2) (2007) 227–230.

[74] M.C. Geditz, W. Lindner, M. Lammerhofer, G. Heinkele, R. Kerb, M. Ramharter, et al., Simultaneous quanti-
fication of mefloquine (+)- and (�)-enantiomers and the carboxymetabolite in dried blood spots by liquid chro-
matography/tandem mass spectrometry, J. Chromatogr. B Anal. Technol. Biomed. Life Sci. 968 (2014) 32–39.

[75] T. Alizadeh, A.N. Shamkhali, Chiral resolution of salbutamol in plasma sample by a new chiral ligand-
exchange chromatography method after its extraction with nano-sized imprinted polymer, J. Chromatogr.
B Anal. Technol. Biomed. Life Sci. 1009-1010 (2016) 96–106.

[76] L. Ramos, R. Bakhtiar, T.Majumdar, M. Hayes, F. Tse, Liquid chromatography/atmospheric pressure chemical
ionization tandem mass spectrometry enantiomeric separation of dl-threo-methylphenidate, (ritalin) using a
macrocyclic antibiotic as the chiral selector, Rapid Commun. Mass Spectrom. 13 (20) (1999) 2054–2062.

[77] J. Ye, G. Chen, S. Zeng, Enantiomeric separation of norgestrel by reversed phase high-performance liquid chro-
matography using eluents containing hydroxypropyl-beta-cyclodextrin in stereoselective skin permeation
study, J. Chromatogr. B 843 (2) (2006) 289–294.

[78] M. Hatami, K. Farhadi, Analysis of ketoprofen enantiomers in human and rat plasma by hollow-fiber-based
liquid-phase microextraction and chiral mobile-phase additive HPLC, Can. J. Chem. 91 (12) (2013) 1252–1257.

[79] C. Ritter, B.F. Zimmermann, R. Galensa, Chiral separation of (+)/(�)-catechin from sulfated and
glucuronidated metabolites in human plasma after cocoa consumption, Anal. Bioanal. Chem. 397 (2) (2010)
723–730.
III. Strategy related to drug metabolism and safety

http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0300
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0300
https://doi.org/10.1002/bmc.4090
https://doi.org/10.1002/bmc.4090
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0310
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0310
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0315
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0315
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0320
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0320
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0325
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0325
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0330
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0330
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0335
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0335
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0335
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0340
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0340
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0340
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0345
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0345
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0345
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0350
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0350
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0350
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0350
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0355
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0355
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0360
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0360
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0365
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0365
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0370
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0370
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0370
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0375
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0375
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0375
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0375
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0380
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0380
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0380
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0385
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0385
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0385
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0390
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0390
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0390
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0395
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0395
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0400
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0400
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0400
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0400


484 16. Assessment of stereoselectivity in drug metabolism
[80] X.L. Zheng, Q.Q. Yu, Y. Wang, S. Zeng, Stereoselective accumulation of propranolol enantiomers in k562 and
k562/adr cells, Chirality 25 (6) (2013) 361–364.

[81] H. Sun, X. Zhou, H. Wu, S. Wu, R. Luo, Determination of hepatoma-associated dl-amino acids enantiomers by
rp-hplc with fluorescence detector: application in patients with hepatocellular carcinoma, Ann. Clin. Lab. Sci.
48 (4) (2018) 490–495.

[82] H. Wang, J. Ji, S. Zeng, Biosynthesis and stereoselective analysis of (�)- and (+)-zaltoprofen glucuronide in rat
hepatic microsomes and its application to the kinetic analysis, J. Chromatogr. B 879 (24) (2011) 2430–2436.

[83] R.C. Moldovan, E. Bodoki, A.C. Servais, J. Crommen, R. Oprean, M. Fillet, (+) or (�)-1-(9-fluorenyl)ethyl
chloroformate as chiral derivatizing agent: a review, J. Chromatogr. A 1513 (2017) 1–17.

[84] R. Nagao, H. Tsutsui, T. Mochizuki, T. Takayama, T. Kuwabara, J.Z. Min, et al., Novel chiral derivatization re-
agents possessing a pyridylthiourea structure for enantiospecific determination of amines and carboxylic acids
in high-throughput liquid chromatography and electrospray-ionization mass spectrometry for chiral
metabolomics identification, J. Chromatogr. A 1296 (2013) 111–118.

[85] L. Yu, S. Wang, H. Jiang, H. Zhou, S. Zeng, Simultaneous determination of fluoxetine and norfluoxetine enan-
tiomers using isotope discrimination mass spectroscopy solution method and its application in the CYP2C9-
mediated stereoselective interactions, J. Chromatogr. A 1236 (2012) 97–104.

[86] Q.F. Tao, S. Zeng, Analysis of enantiomers of chiral phenethylamine drugs by capillary gas chromatography/
mass spectrometry/flame-ionization detection and pre-column chiral derivatization, J. Biochem. Biophys.
Methods 54 (1–3) (2002) 103–113.

[87] J. Mifsud, L.J. Sghendo, A novel chiral gc/ms method for the analysis of fluoxetine and norfluoxetine enantio-
mers in biological fluids, J. Pharm. Bioallied. Sci. 4 (3) (2012) 236–245.

[88] T.J. Ward, K.D. Ward, Chiral separations: a review of current topics and trends, Anal. Chem. 84 (2) (2012)
626–635.

[89] N. Isoherranen,M. Roeder, S. Soback, B. Yagen, V. Schurig,M. Bialer, Enantioselective analysis of levetiracetam
and its enantiomer r-alpha-ethyl-2-oxo-pyrrolidine acetamide using gas chromatography and ion trap mass
spectrometric detection, J. Chromatogr. B 745 (2) (2000) 325–332.

[90] N.R. Srinivas, W.C. Shyu, R.H. Barbhaiya, Gas chromatographic determination of enantiomers as diastereo-
mers following pre-column derivatization and applications to pharmacokinetic studies: a review, Biomed.
Chromatogr. 9 (1) (1995) 1–9.

[91] X. Ding, S. Lin, H. Weng, J. Liang, Separation and determination of the enantiomers of lactic acid and
2-hydroxyglutaric acid by chiral derivatization combined with gas chromatography and mass spectrometry,
J. Sep. Sci. 41 (12) (2018) 2576–2584.

[92] L.C. Harps, J.F. Joseph, M.K. Parr, Sfc for chiral separations in bioanalysis, J. Pharm. Biomed. Anal. 162 (2019)
47–59.

[93] R.Q. Wang, T.T. Ong, W.H. Tang, N. Siu-Choon, Recent advances in pharmaceutical separations with super-
critical fluid chromatography using chiral stationary phases, Trends Anal. Chem. 37 (2012) 83–100.

[94] Z. Yang, X. Xu, L. Sun, X. Zhao, H.Wang, J.P. Fawcett, et al., Development and validation of an enantioselective
sfc-ms/ms method for simultaneous separation and quantification of oxcarbazepine and its chiral metabolites
in beagle dog plasma, J. Chromatogr. B 1020 (2016) 36–42.

[95] R.A. Coe, J.O. Rathe, J.W. Lee, Supercritical fluid chromatography-tandem mass spectrometry for fast
bioanalysis of r/s-warfarin in human plasma, J. Pharm. Biomed. Anal. 42 (5) (2006) 573–580.

[96] E. Naghdi, A.R. Fakhari, Simultaneous chiral separation of tramadol and methadone in tablets, human urine,
and plasma by capillary electrophoresis using maltodextrin as the chiral selector, Chirality 30 (10) (2018)
1161–1168.

[97] R. Ramautar, G.W. Somsen, G.J. de Jong, Ce-ms formetabolomics: Developments and applications in the period
2012-2014, Electrophoresis 36 (1) (2015) 212–224.

[98] J. Schappler, D. Guillarme, J. Prat, J.L. Veuthey, S. Rudaz, Validation of chiral capillary electrophoresis-
electrospray ionization-mass spectrometry methods for ecstasy and methadone in plasma, Electrophoresis
29 (10) (2008) 2193–2202.

[99] F.A. Sandbaumhuter, R. Theurillat, R.N. Bektas, A.P.N. Kutter, R. Bettschart-Wolfensberger, W. Thormann,
Pharmacokinetics of ketamine and three metabolites in beagle dogs under sevoflurane vs. Medetomidine
comedication assessed by enantioselective capillary electrophoresis, J. Chromatogr. A 1467 (2016) 436–444.
III. Strategy related to drug metabolism and safety

http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0405
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0405
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0410
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0410
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0410
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0415
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0415
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0415
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0420
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0420
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0420
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0425
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0425
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0425
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0425
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0430
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0430
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0430
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0435
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0435
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0435
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0440
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0440
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0445
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0445
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0450
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0450
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0450
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0455
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0455
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0455
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0460
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0460
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0460
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0465
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0465
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0470
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0470
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0475
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0475
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0475
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0480
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0480
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0485
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0485
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0485
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0490
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0490
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0495
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0495
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0495
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0500
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0500
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0500


485References
[100] M.Z. Bocato, F. de Lima Moreira, N.C.P. de Albuquerque, C.M. de Gaitani, A.R.M. de Oliveira, In vitro
enantioselective human liver microsomal metabolism and prediction of in vivo pharmacokinetic parameters
of tetrabenazine by dllme-ce, J. Pharm. Biomed. Anal. 128 (2016) 528–537.

[101] P.A. Got, J.M. Scherrmann, Stereoselectivity of antibodies for the bioanalysis of chiral drugs, Pharm. Res. 14 (11)
(1997) 1516–1523.

[102] M.M. Cao, M. Li, X. Yan, M.H. Wang, Stereoselectivity of an enzyme-linked, immunosorbent assay for
s-bioallethrin, Anal. Methods 4 (2) (2012) 534–538.

[103] S. Shen, F. Zhang, S. Zeng, Y. Tian, X. Chai, S. Gee, et al., Development of enantioselective polyclonal antibodies
to detect styrene oxide protein adducts, Anal. Chem. 81 (7) (2009) 2668–2677.

[104] T. Minekawa, A. Kambegawa, K. Shindome, S. Takehara, H. Arakawa, The development of S-Equol diastereo-
isomer specific ELISA, Am. J. Anal. Chem. 3 (2012) 448–454.

[105] I. Morita, H. Oyama, Y. Kanda, M. Yasuo, A. Ito, M. Toyota, et al., Enantioselective monoclonal antibodies for
detecting ketamine to crack down on illicit use, Biol. Pharm. Bull. 41 (1) (2018) 123–131.

[106] Y.Q. Yao, B. Zhang, S. Li, J. Yu, X. Guo, Enantioselective analysis of pheniramine in rat using large volume
sample stacking or cation-selective exhaustive injection and sweeping coupledwith cyclodextrinmodified elec-
trokinetic chromatography, Talanta 192 (2019) 226–232.

[107] C.L. Hsieh, R. Koga, A. Furusho, T. Akita, M. Mita, T. Ide, et al., Enantioselective and simultaneous determi-
nation of lactate and 3-hydroxybutyrate in human plasma and urine using a narrow-bore online two-
dimensional high-performance liquid chromatography system, J. Sep. Sci. 41 (6) (2018) 1298–1306.
III. Strategy related to drug metabolism and safety

http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0505
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0505
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0505
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0510
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0510
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0515
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0515
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0520
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0520
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0525
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0525
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0530
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0530
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0535
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0535
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0535
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0540
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0540
http://refhub.elsevier.com/B978-0-12-820018-6.00016-8/rf0540


Identification and Quantification of Drugs, Metab

Enzymes, and Transporters

https://doi.org/10.1016/B978-0-12-820018-6.
C H A P T E R
17
Progress of derisking strategies for
drug-induced liver injury (DILI) in the

last two decades
Kaushik Mitra

Department of Drug Metabolism and Pharmacokinetics, Janssen Research and Development,

Springhouse, PA, United States
1 Introduction

Drug-induced liver injury (DILI) remains a major reason for the attrition of new chemical
entities during development [1–4]. Additionally, in multiple cases, post-marketing data on
approved drugs have unraveled statistically significant information on DILI cases and have
led to withdrawal (or restricted prescribing). Current hypotheses include four core, and
overlapping, mechanisms: (1) formation of reactive metabolites that can cause chemical
and oxidative stress and lead to protein modifications, (2) altered bile acid homeostasis from
inhibition of biliary transporters, (3) altered mitochondrial function, and (4) exerting innate
and adaptive immune response. Two additional mechanisms that have been considered to
play potential roles in DILI are lysosomal impairment via trapping of drug material [5]
and endoplasmic reticulum stress perpetuated by the endoplasmic reticulum (ER) unfolded
protein response (UPR) mechanism [6] (Fig. 1).
2 Challenges in predicting DILI

The assessment of DILI risk for new chemical entities continues throughout the process of
drug discovery, although the scope may change from hazard assessment to risk prediction in
terms of probability of success as the compounds get more mature. At early stages, the core
team working on a project may have a few structural scaffolds that they are basing their
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FIG. 1 Drug-induced liver injury (DILI) can be caused by various chemical insults (steps 1–5) and can present as an
array of different pathologies, dependent on the specific function of the liver that is impaired. Furthermore, recruit-
ment of the immune system (step 6) can result in a prolonged or altered pathological phenotype, adding further
complexity to the clinical presentation of the condition. Reprinted with permission from R.J. Weaver, E.A. Blomme, A.E.
Chadwick, I.M. Copple, H.H.J. Gerets, C.E. Goldring, A. Guillouzo, P.G. Hewitt, M. Ingelman-Sundberg, K.G. Jensen, S.

Juhila, U. Klingm€uller, G. Labbe, M.J. Liguori, C.A. Lovatt, P. Morgan, D.J. Naisbitt, R.H.H. Pieters, J. Snoeys, B. van de

Water, D.P. Williams, B. Kevin Park, Managing the challenge of drug-induced liver injury: a roadmap for the development
and deployment of preclinical predictive models, Nat. Rev. Drug Discov. 19 (2020) 131–148.
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molecules on, and it is important that the fundamental scaffolds are derisked for DILI at this
stage before other “druggability” parameters start to get optimized in. Impact at this point
may allow the team to deprioritize the more hazardous scaffolds without a significant hit
to timelines. Once a scaffold is rendered “safe,” the team then needs to keep monitoring
the smaller modifications that are being made during the optimization process to make sure
that a DILI liability is not creeping back in. Let’s put this dynamic workflow in perspective of
what “derisking” entails; but to get there, we need to first understand the fundamentals of
DILI etiology. The causative mechanism of DILI is complex, multifactorial, and not well un-
derstood. On a macroscopic level, there appear to be synergistic processes overlapping mul-
tiple biological pathways outlined above; additionally, DILI manifestation could be human
specific and, thus, often not predicted during the routine assessment of safety in animal
models. One could argue that even humans are not predictive of a generic clinical DILI signal
as, often enough, such adverse effects are not captured in early and smaller human trials.
These macroscopic challenges indicate the difficulty in the tools that can be implemented
for the derisking process but, at the least, conclude that one single approach is not going
to be sufficient. It thus follows that multiple platforms that look at the various biological pro-
cesses need to be assessed in parallel. Herein lies the most controversial dogma in DILI-
derisking circles: what is the predictability of these tools? If we were to run 50 test molecules,
comprising of an equal mix of DILI-positive and DILI-negative clinical compounds through a
given assay X, what would a binary outcome look like? As shown in Table 1, Result A is ideal,
where the assay X can pick out 88% of the DILI-positive molecules while allowing 92% of the
DILI-negative compounds to proceed. Result B indicates that assay X is not so great to pick
DILI-positive compounds (with a 52% success rate), but is excellent in keeping the good
III. Strategy related to drug metabolism and safety



TABLE 1 Three hypothetical outcome scenarios of any assay X, analyzing 50 compounds
with an equal mix of DILI-positive and DILI-negative compounds.

DILI

A B C

+ – + – + –

25 + 22 3 88% 13 12 52% 22 3 88% Sensitivity

25– 2 23 92% 2 23 92% 20 5 20% Specificity
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compounds in play (perhaps because the DILI observed in the clinic is not due to the biolog-
ical mechanism probed by assay X). Result C suggests that assay X can pick out 88% of the
DILI-positive compounds but fail miserably in selecting good compounds, allowing only 20%
of DILI-negative compounds to proceed.

It could be imagined then, by adding in assays Y and Z if the outcome of each assay looked
like Table 1, we would arrive at a multi-factorial assessment where, cumulatively, DILI-
positive compounds were identified with high success and the clean compounds not unnec-
essarily terminated. This, of course, is where science is progressing currently. But now, let us
take a look at a more microscopic and practical assessment parameter. The above tables were
created from algorithmic and empirical assessments of the data generated from assay Xwith a
binary readout. Is a binary readout from any of these tools such as a specific protein covalent
binding number, a Glu-Gal assay shift value or a transporter inhibition IC50, appropriate? It
makes sense that these values should be considered in light of the load of the drug-related
material hypothesized to be causative of the biology that drives assay X [7]. Total plasma Cmax

of the parent or metabolite (e.g., acyl glucuronide) is often considered as the appropriate
correlation parameter; however, one could argue that plasma concentrationsmight not reflect
the causative hepatic amount. Additionally, a school of thought exists in which free drug
concentrations, and not the total, is considered as the appropriate driver of toxicity, drawing
parallels from the free-drug hypothesis in pharmacology [8].
2.1 Bioactivation of drugs to reactive intermediates

Drugmetabolism is a way of removing drugs from the body by altering the chemical struc-
ture of the molecule. Occasionally, in the process of this conversion, the drug is changed into
electrophilic products that can react with endogenous biomolecules such as DNA and
proteins. The covalent protein-drug adduct can act as a hapten and trigger immune responses
that can elicit adverse effects [9]. The bioactivation and DILI liabilities can be investigated
using a multitude of experiments as described below.

2.1.1 Metabolite identification via trapping studies

The identification of reactive metabolites is perhaps most conveniently achieved through
an in vitro trapping study. This experiment involves the incubation of drugs in a meta-
bolically competent system, such as hepatocytes or NADPH-fortified liver microsomes, along
with exogenous nucleophiles such as glutathione, cyanide, and semicarbazide. The incu-
bation mixture is subsequently quenched, the protein and cell debris precipitated, and the
III. Strategy related to drug metabolism and safety
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supernate analyzed by LC–MS. The presence of adducts of the drugswith the trapping agents
suggests that the drug was metabolically converted to an electrophile that was then captured
by the nucleophilic head of the trapping agent, thus indicating the drug’s propensity to be
bioactivated. Besides, the analysis of the products provides valuable data regarding the moi-
ety in themolecule that is being converted into an electrophile; this information can be used to
dial out the electrophilic metabolite formation liability in subsequent molecules [10, 11].
2.1.2 Covalent binding studies in vitro and in vivo

Quantitative assessment of in vitro and in vivo covalent protein binding by reactive
metabolites of a new chemical entity provides a measure of its propensity to form electrophilic
intermediates. Merck used a target value of 50pmol-eq of compound covalently bound per mil-
ligram of protein, either in vitro or in vivo in the rat liver under standardized conditions [12]. For
compounds that surpassed the target value,metabolite identification studieswere typically used
to locate themoiety responsible forbioactivation.Once identified,modificationsweremade to the
scaffold to replace the offendingmoiety, and subsequent metabolism studies and covalent bind-
ing analyses were conducted on the newer molecules (Fig. 2) [13]. The compound with the least
amount of protein covalent binding, analyzed under identical experimental conditions,was then
recommended as the one with the least propensity to cause clinical DILI from a bioactivation
mechanism.Used as a tool for a structure–activity relationship, similar to and in conjunctionwith
optimization of other standard drugability parameters for a new chemical entity, this approach
provided a theoretical and mechanistic approach to derisking compounds for DILI.

The covalent binding approach suffered from a few challenges, the most practical one being
the need for radiolabeled compounds for the assay. In early discovery, where such an analysis
had themost impact, synthesis of a radiolabel was largely cost prohibitive. Typical radioisotope
usedwas tritium; unfortunately, there weremultiple cases where the tritium label would be re-
moved via metabolism, thus leading to a lower incorrect covalent binding value. In this situa-
tion, one could try to understand the mechanism of this tritium loss and, in the case that the
tritium loss was associated with a bioactivation mechanism, assume that all the drug material
with tritium loss was covalently bound. This would now provide an upper estimate of cova-
lently bound material. The compound could also be radiolabeled with 14C, a more expensive
and time-consuming effort. Another complication in covalent binding studies involves
pmol-eq/mg protein: 3870 1690 911 303 88
(human liver 
microsomes)

RO RO NRO NRO NRO

F

F Cl CF3

FIG. 2 Optimization of protein-binding reactivity via SAR studies and subsequent covalent-binding analysis.
Metabolite ID studies implicated an epoxidation mechanism at the phenyl ring as the causative step for the high
observed covalent binding (3870pmol-eq/mg protein). Subsequent changes to the molecule, attempting to impact
epoxidation throughmanipulation of the electronics of the ring, showed a steady decrease of covalent binding values.
Compound X, with the least amount of covalent binding, would be considered to carry the least hazard from reactive
metabolism [13].
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4912 Challenges in predicting DILI
situations where the molecules might be split into two parts via metabolism (such as hydro-
lysis, N- or O-dealkylation), thus leaving one part of the molecule without a radiolabel. Any
protein adduction by that piece would then not be captured in the net covalent binding value.
Apart from the cost and time issues with a radiolabel, large-scale synthesis of the material was
required for in vivo rat studies that could also be prohibitive early on in discovery. In terms of
predictivity of clinical DILI from covalent binding values, one would hypothesize that the clin-
ical dose of the drug and the subsequent deleterious body burden concentration, as well as the
pharmacokinetics of the drug or metabolite in question, would be key influencers. Lastly, and
perhaps most importantly, bioactivation of the drug and subsequent protein modification is
only the first step in the complex cascade that eventually leads to clinical DILI. It is well
established that not all drug molecules with high covalent binding cause clinical DILI, so there
certainly are biochemical differences in how the cells process this initial event of protein adduc-
tion.While the covalent binding approach forwardedbyMerck effectivelypickedoutmolecules
with a propensity to form reactive metabolites and modify proteins, it did not consider dose,
drug pharmacokinetics, the body burden of the reactive metabolite and the subsequent bio-
chemical response of the protein-drug adduct in the assessment of risk. Thus, it is not surprising
that the correlation of in vitro covalent binding values themselves with clinical DILI events was
not strong; but also, as expected, once corrected for clinical dose, an improved relationship was
observed [14, 15].
2.1.3 Reactive phase II conjugates of carboxylic acid-containing molecules

A specific area of interest in drug bioactivation and its role in adverse effects is for
molecules containing carboxylic acids. The –COOH group imparts critical pharmacological
properties to drug molecules. For pharmacological targets that prefer a carboxylic acid moi-
ety, it is difficult to find isosteres with comparative potency. Carboxylic acid drugs can form
acyl glucuronides (AG) or CoA thioesters, both reactive species that have the potential to
modify proteins. Acyl glucuronides can undergo direct addition with a protein nucleophile
by displacement of the glucuronic acid group (transacylation) or can undergo rearrangement
exposing an aldehyde moiety that can subsequently condense with a –NH2 residue of a
protein (glycation) [16, 17]. There is a fundamental difference between protein adducts
formed from transacylation vs glycation. In transacylation, the product is an amide and
the glucuronic acid moiety is no longer attached to the drug; in glycation, the adduct is a sec-
ondary amine where the ring-opened glucuronic acid moiety forms a distinct bridge (Fig. 3).
Note that CoA thioester intermediates may also lead to the same transacylation adducts,
hence it is not possible to track down the mechanistic source even if the drug-protein adduct
(A) (B)

FIG. 3 Protein-trappedproducts fromacylglucuronide(AG)orCoAintermediates:ProductA(amide) canbe formed
from both AG and CoA (transacylation), while product B (amine) can only be formed from AG via rearrangement
(glycation).
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is identified. It is also unclear if there are toxicological differences in how transacylated vs
glycated adducts are processed in the cell, and if one preferentially leads to adverse effects.

Trovafloxacin, an antibiotic that was withdrawn from the market due to hepatotoxicity, is
metabolizedmainly to its AG. In anUGT1A1-inducedHepG2 cell modelwhere trovafloxacin
AG was generated in situ, chemokine (C-X-C motif ) ligand 2 (CXCL2), a cytokine known to
be involved in DILI, was uniquely induced and cell viabilitywas compromised. Additionally,
an in vivo UGT1 knock-out mouse study showed significantly lower serum levels of alanine
aminotransferase than wild type, implicating further the importance of UGT1A1, and hence
the AG, in trovafloxacin-induced liver toxicity [18]. Another demonstration of the engage-
ment of an AG in toxicity is for zomepirac; however, interestingly, the toxicity is manifested
in the kidney and not in the liver. Zomepirac is cleared primarily through glucuronidation in
humans. In a mechanistic mouse model, significant increases in blood urea nitrogen (BUN)
and creatinine (CRE) were observed on zomepirac administration. When the zomepirac AG
concentrations were artificially elevated by pretreatment with tri-o-tolyl phosphate (TOTP, a
nonselective esterase inhibitor), proportionally higher values for BUN and CRE were noted,
associating AG accumulation in the kidney with in vivo toxicological outcome. Histopatho-
logical examination revealed vacuolation, infiltration of mononuclear cells, and oxidative
stress markers in the kidney of the mouse model [19]. In a similar in vivo study with
diclofenac (where AG is a known metabolite), it was shown that mice pretreated with the
UDP-glucuronosyltransferase inhibitor (�)-borneol exhibited significantly lower levels of al-
anine aminotransferase levels than in untreated mice. Furthermore, the levels of diclofenac
AG in plasma from borneol-treated mice were significantly lower than the untreated ones,
establishing a correlation of AG concentrations with hepatic enzyme elevation. Additionally,
the mRNA expression of chemokine (C-X-C motif ) ligand 1 (CXCL1), CXCL2, and the neu-
trophil marker CD11b were reduced in the livers of pretreated mice, as were the numbers of
infiltrated myeloperoxidase- and lymphocyte antigen 6 complex-positive cells. These results
elegantly showed the engagement of innate immunity and neutrophils, initiated by AG, in
acute liver injury in mice, and implicated a similar etiology in human DILI [20].

Hazard assessment of AG may be done through covalent binding similar to oxidative/
reductive metabolites; however, simpler approaches are available to analyze their reactivity.
Irrespective of the nature of the adduct, it is hypothesized that the chemical instability of AG
is an apt measure of its protein-modifying ability. Acyl glucuronides of 21 drugs (categorized
as “safe,” “warning,” and “withdrawn” in terms of their DILI risk) were analyzed in potas-
sium phosphate buffer (KPB), human serum albumin (HSA) solution, and human plasma. It
was found that there was a better correlation of the half-lives of AGs with DILI categorization
determined in KPB than those in HSA solution or human plasma. It was determined that a
threshold of the half-life of 3.6h provided a separation between DILI-positive and -negative
compounds [21]. It is now a standard procedure in many laboratories in early discovery to
assess the reactivity of AG via measurement of half-life in KPB buffer. An alternative
approach to quantitative assessment of acyl glucuronide reactivity involves the use of
35S-labeled cysteine as a trapping agent, selected over glutathione to leverage the free amino
group that forms a stable product through intramolecular rearrangement once the initial
cysteine sulfur-drug covalent association has been created. In a study of 13 compounds be-
longing to “safe” and “non-safe” (withdrawn, with a warning) categories, it was found that
the [35S]Cys assay can accurately bucket the “non-safe” drugs. This relatively easy method
III. Strategy related to drug metabolism and safety



4932 Challenges in predicting DILI
allows the early identification of potentially reactive AG without the need to synthesize the
standards [22].

In addition to the reactivity of AG, for a true assessment of risk, one needs to consider if
glucuronidation represents amajor pathway of elimination of the drug andwhether the AG is
in circulation such that other organs may be exposed to it as well (as in Zomepirac) [19]. The
one glaring blind spot in the assessment of risk from carboxylic acid-containing drugs is the
lack of knowledge around the CoA pathway, a product that is significantlymore reactive than
AGs. Although there are a few examples of detection of CoA intermediates by mass spectro-
metry, the presence of a CoA pathway for a drug is generally inferred from the presence of
downstream products such as taurine conjugates [23]. Note that the labeling of proteins by
drug-CoA intermediates has been clearly demonstrated, indicating the potential of this path-
way to be a liable factor in potential DILI outcomes [16, 17].

2.1.4 Glaxo Smith Kline multi-assay approach to assess DILI risk from bioactivation

Glaxo Smith Kline scientists have reported an approach to analyze liabilities in new can-
didates via the integration of data frommultiple bioactivation assays. The assays used are (1)
investigation of metabolism-dependent inhibition of CYP isoforms 1A2, 2C9, 2C19, 2D6, and
3A4, (2) GSH adduct formation in human liver microsomes, (3) [14C]-radiolabeled drug-
protein covalent binding studies in human liver microsomes, and (4) clinical dose. Assessing
a learning set of 223 marketed drugs (51%with clinical hepatotoxicity; 49% non-hepatotoxic),
it was found that 76% of drugs with a daily dose of<100mg were non-hepatotoxic; however,
drugswith daily dose�100mg or those demonstrating GSH adduction, significant P450 time-
dependent inhibition or covalent binding �200pmoleq/mg protein had approximately 65%
chance of triggering clinical DILI. Once dose was combined with the readouts from each
bioactivation assay, 80%–100% sensitivity was achieved [24].

2.1.5 Transcriptomics approach

The next milestone in assessing bioactivation-mediated DILI riskwould need to go beyond
the chemistry of reactive intermediates and visualize downstream cellular responses arising
from these initial proteinmodification events, with the hypotheses that the cellularmachinery
can select “bad” vs “benign” protein adducts. Research has been directed to assess cellular
stress in terms of toxicogenomic, proteomic, and metabolomic approaches, with the expecta-
tion that these readouts carry the potential of having insights, as a prelude to DILI, into the
perturbation of various biological networks resulting from oxidative stress or electrophile
exposure. These endpoints are hypothesized not only to successfully recognize early patterns
of change across a broad range of biological networks in response to adverse entities but,
guided by potential trigger mechanisms, can also “weed” out the truly deleterious com-
pounds from the benign ones. Along those lines, McMillian et al. have reported an oxidative
stress/reactive metabolite (OS/RM) signature to differentiate compounds with DILI liabili-
ties (Fig. 4).

These datawere generated from rats administeredwith a single dose of the drug (2/3 of the
reported LD50 from the Merck Index for most compounds) and necropsied at 24h. In study-
ing a database of a total of 97 DILI-positive and DILI-negative compounds, sensitivity and
specificity were 75% and 98%, respectively. It is to be noted that the statistical outcome relies
heavily on the classification of the drugs in the DILI categories, and it is known that there is
III. Strategy related to drug metabolism and safety
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FIG. 4 PCA-like plot derivedwith 70 gene responses shows the separation of several idiosyncratic hepatotoxicants
with OS/RM responsive genes into three subsets of hepatotoxicity (PPARα, OS/RM, andMA). Note that most tested
drugs fall in either the vehicle or the OS/RM category. Nimesulide and sulindac show OS/RM-like properties with
these signature genes, but also are detected by MA signature genes, between OS/RM and MA. Fenbufen and
diflunisal resembled PPARa agonists (possibly due to inhibition ofmitochondrial oxidative of endogenous fatty acids
with PPARα agonist activities). Several NSAIDs (indomethacin, flufenamic acid, flurbiprofen, and diclofenac) either
directly damage hepatocytes or increase endotoxin entry via damage to the gut and thus produce MA-like effects.
Reprinted with permission from A. Leone, A. Nie, J.B. Parker, S. Sawant, L.-A. Piechta, M.F. Kelley, L.M. Kao, S.J.
Proctor, G. Verheyen,M.D. Johnson, P.G. Lord,M.K.McMillian, Oxidative stress/reactive metabolite gene expression signature

in rat liver detects idiosyncratic hepatotoxicants. Toxicol. Appl. Pharmacol. 275 (2014) 189–197.
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some subjectivity in how these categorizations are made. However, the OS/RM gene expres-
sion approach broadly points to high success, indicating that compounds with a positive sig-
nature have a high likelihood of an idiosyncratic signal in the clinic, especially if the molecule
in question has a clinical daily dose of >50mg. More importantly, a compound clean in this
assay has a high probability of not having oxidative stress- or reactive metabolite-centered
concern in humans [25–27].

2.1.6 Immunomics approach

The pathogenesis of idiosyncratic DILI is often characterized by the indications of immune
engagement, such as rash, fever, and eosinophilia. Moreover, the presence of antibodies
directed against native or drug-modified proteins, hepatic cytotoxic CD8+ T-cells, and circulat-
ing drug specific-cells in patients support immune-based mechanisms for DILI [28]. Electro-
philic drugs or metabolites can covalently bind to intracellular proteins, forming haptens that
can induce drug-specific antibody or T-cell responses. Thus, the structure of epitopes formed
on proteins is key to decipher the drug-immune receptor interaction; this could then lead to bet-
ter design of molecular scaffolds. Fig. 5 shows a workflow for the identification of reactive me-
tabolites, their protein targets, andpotential immunogenic responses.Human serumalbumin is
III. Strategy related to drug metabolism and safety



FIG. 5 Characterization of drug-associated antigens. (A) Drug metabolism in the liver leads to the formation of
both stable and reactive metabolites; these metabolites can be characterized by advanced bioanalytical techniques
including LC–MS/MS andNMR. Drug protein adducts can be characterized by immunohistochemistry orWestern
blots using ADAs; the precise structure of epitopes can be determined by LC–MS/MS analysis. (B) Drug associated
antigenic peptides presented by specific HLA molecules can be characterized using immunopeptidomic studies;
peptides are eluted from antigen-presenting cells using immuno-affinity columns, followed by HPLC purification
and LC/MS/MS analysis.Reprinted with permission from S.-E Ali, J.C. Waddington, B.K. Park, X. Meng, Definition of the
chemical and immunological signals involved in drug-induced liver injury, Chem. Res. Toxicol. 33 (2020) 61–76.
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often modified by reactive small molecules; such adducts are known to activate both anti-drug
antibodies and drug-specific T-cells. However, the workflow described above is not conducive
to high throughput in early discovery, where a large number of compounds need to be assessed
with quick turnaround time; hence, the utility of this approach ismoremechanistic at this point.
However, it is clear thataccuracy in riskpredictionwill be significantlybolstered ifknowledgeof
the immune responses, resulting from an initial event of proteinmodification by a drug, can be
realized in a time frame that benefits the drug optimization cycle.
3 Mitochondrial impairment

Mitochondria play amajor role in producing cellular energy through fatty acid oxidation and
pyruvate oxidation, and formation of adenosine triphosphate (ATP) via oxidative phosphory-
lation. While multiple studies have shown that a large number of DILI-positive drugs have
mitochondrialperturbation,direct evidence linkingsuchmitochondrialdysfunction to theonset
of DILI is limited. This is primarily because of the lack of sensitive and specific translational and
mechanistic biomarkers; thus in vitro assays currently provide the strongest link toDILI [29, 30].

Two assays, glucose-galactose shift and SeaHorse, have been used to assess the risk of mi-
tochondrial toxicity in new chemical entities. Glucose-galactose shift assay is typically
conducted in human hepatocellular carcinoma cells, HepG2. Glucose in the HepG2 culture
media is replaced by galactose to force the reliance of ATP generation on mitochondrial ox-
idative phosphorylation rather than glycolysis, thus making the system more prone to mito-
chondrial toxicants. Using this system, mitochondrial toxicity is measured as a shift of IC50

values for the reduction of cellular ATP as a function of drug concentration. Modifications
to the classical Glu-Gal assay have recently been proposed, where the addition of
glutamine has been shown to provide greater predictive ability for mitotoxicants. In the ab-
sence of glucose, HepG2 cells were shown to have larger glutamine consumption as a bioen-
ergetics source. Based on this improved understanding of galactose and glutamine
metabolism in HepG2 cells, the assay was altered; the modified assay demonstrated 96% sen-
sitivity and 97% specificity in discriminating compounds with known mitochondrial toxicity
[31]. The SeaHorse assay is used to measure drug dependent decrease in the rate of oxygen
consumption by mitochondria. This assay, typically conducted in Hep G2 or isolated mito-
chondria, can also provide an understanding of the mechanism of mitochondrial toxicity,
such as inhibition of particular complexes in the electron transport chain.

In an analysis of 133 compounds of which 73 were hepatotoxic and 60 did not elicit any
organ toxicity, analysis of mitochondrial perturbation with the Glu-Gal assay showed a sen-
sitivity and specificity of 11%–63% and 100%–93%, respectively, under a normalized assay
condition of 1�–100� clinical Cmax, with highest sensitivity and specificity achieved at
100� clinical Cmax. It was also found that cLogP was the physicochemical parameter most
closely associated with mitochondrial toxicity [32]. Another multiparametric assay, designed
to assess the global health of mitochondria as a function of drug, investigated mitochondrial
membrane permeabilization (swelling), inner membrane permeabilization (transmembrane
potential), outer membrane permeabilization (cytochrome c release), and alteration of mito-
chondrial respiration in a dataset of 124 molecules (with 87 DILI-positive compounds and
III. Strategy related to drug metabolism and safety
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37 DILI-negative). Using a cutoff of C20 from any assay �200μM, the analysis showed a sen-
sitivity and specificity of 94%–92% and 51%–64%, respectively. When the analysis used a cut-
off of C20 from any assay �100� clinical Cmax, the 114 compounds (86 DILI positive, 28 DILI
negative) remaining in the analysis showed sensitivity and specificity of 94% and 36%,
respectively, showing a strong correlation in predicting suboptimal molecules [33]. Analysis
of mitochondrial toxicity is routinely used in early drug discovery, either as a stand-alone
assay or as a contributor to a hazard matrix as discussed later.
4 Transporter inhibition

Transporter proteins in the liver are involved in the transfer of drugs and endogenousmol-
ecules across membranes [34, 35] (Fig. 6). Influx of uptake transporters, expressed primarily
in the basolateral membrane of hepatocytes, carry molecules from the blood into the hepatic
cytosolic compartment. Efflux transporters that are expressed in the basolateral membrane
move molecules from the hepatic cytosol to blood, while those expressed at the apical (can-
alicular) membrane transport molecules from the cytosol to bile. Note that transporters (es-
pecially some uptake transporters), depending upon the physiological conditions, may be
able to conduct bidirectional transport.

Drugs often interact with andmodulate transporter activities, resulting in unexpected out-
comes such as in cholestatic DILI. Some drugs act as inhibitors of transporters, thus rendering
them inactive for the transfer of their endogenous substrates. Bile salt export protein (BSEP) is
engaged in the elimination of bile salts from the liver into the bile; effective drug-mediated
inhibition of BSEP would block that elimination pathway and lead to accumulation of bile
FIG. 6 Schematic figure of human hepatic and canalicular transport proteins. BSEP, bile salt export pump; MDR,
multidrug resistance; BCRP, breast cancer resistance protein; MRP, multidrug resistance-associated protein; NTCP,
Na+-taurocholate cotransporting polypeptide;OATP, organic anion-transporting polypeptide;OST, organic solute trans-
porter; OCTN, organic cation/carnitine transporter; OCT, organic cation transporter. Red, ATP-binding cassette (ABC)
transporters; green, P-type ATPase. Reprinted with permission from G. Pan, Roles of hepatic drug transporters in drug dispo-

sition and liver toxicity, in: X. Liu, G. Pan, (Eds) Drug Transporters in Drug Disposition, Effects and Toxicity. Advances in Ex-
perimental Medicine and Biology, 1141. (2019) Springer, Singapore, legend adjusted for context.
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salts in the liver, leading to cholestatic or other hepatocellular injuries. Fasiglifam (TAK-875),
a G-protein-coupled receptor 40 (GPR40) agonist indicated for type 2 diabetes, was termi-
nated in phase 3 due to adverse liver effects. In addition to reactive acyl glucuronides that
can modify proteins [16], it has been suggested that TAK-875 caused cholestatic liver injury
in the clinic by inhibiting hepatobiliary transporters, namely, BSEP, MRP2/3/4, NTCP, and
OATP [36, 37]. Other drugs carrying DILI liabilities in the clinical that have been shown to
inhibit BSEP are the antidiabetic drug troglitazone and its sulfated metabolite, tolvaptan [35].

Since BSEP inhibition has been implicated to contribute to DILI in multiple cases, it is
recommended that new chemical entities are ideally devoid of this liability (Fig. 7).
FIG. 7 DILI potential guided workflow to interpret and mitigate bile salt export pump (BSEP) inhibition in drug
discovery and/or early clinical development (phase I/II). The workflow is based on current knowledge and could be
consideredwhenmaking internal decisions on potential BSEP liabilities. The science has not evolved to a point where
a standardized decision tree can be constructed and used by regulators due to gaps in our knowledge. (i) *The
suggested cutoff values are based on limited published data and are intended to help focus the additional discussion.
Further research/justification is needed to reach the final consensus on the feasibility of the suggested approaches.
(ii) In the absence of clinical data, total concentration estimates may be from preclinical efficacy models or from other
early predictions of human pharmacokinetics. Total plasma steady-state drug concentrations (Css,plasma) correlation
to BSEP concentration of half inhibition (IC50) should be revisitedwhen relevant clinical data are available.When total
Css,plasma is not known, estimated or determined total peak plasma concentration (Cmax) data may be used instead.
(iii) A higher likelihood of drug-induced liver injury (DILI) is expected if one ormore DILI liabilities are flagged along
with BSEP inhibition. Figure reprinted with permission fromG. Pan, Roles of hepatic drug transporters in drug disposition and

liver toxicity, in: X. Liu, G. Pan (Eds) Drug Transporters in Drug Disposition, Effects and Toxicity. Advances in Experimental
Medicine and Biology, 1141. (2019) Springer, Singapore, legend adjusted for context.
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The proactive evaluation of BSEP inhibition in vitro, in a high-throughput screening manner
as described in Fig. 7, during early discovery stages may allow the finding of scaffolds that
will not carry the hazard. It is important though that the in vitro IC50s be considered in the
context of in vivo exposures. Other transporters such as multidrug resistance-associated pro-
tein 2 (MRP2), multidrug resistance protein 3 (MDR3), intestinal apical sodium-bile acid
transporter (ASBT), and organic solute transporter (OST)α/β are all engaged in the transport
of drugs and endogenous molecules and have been implicated as causative mechanisms for
DILI. Also, many drugs inhibit multiple transporters, including BSEP, so it becomes difficult
to point to a specific transporter as the culprit in the case of these drugs [35–38].
5 Overarching derisking approaches independent of mechanism

The identification of compounds that can cause clinical DILI follows a spectrum of analysis
that progresses from hazard (or, liability) assessment to the prediction of whether that haz-
ards will translate into clinical risk. Because of the multiple potential contributors to DILI, an
assay looking into one contributing parameter may successfully identify a hazard, but it will
not be able to predict the overall risk. Thus, there need to bemultiparametric approaches with
multiple assays and analyses that provide a conglomerate of readouts and increases the
possibility of success of a risk prediction [39, 40].
5.1 Dose, exposure, and physiochemical properties

The dose of a particular drug plays a critical role in DILI due to a higher body burden of the
offending entity. It is generally considered that doses>50–100mg aremore prone to DILI [41]
if other liability parameters are also applied. Exposure, instead of dose, has also been consid-
ered as a measure of the threshold of DILI risk. Using a database of 125 drugs (70 DILI-
positive, 55 DILI-negative) from the Food and Drug Administration Liver Toxicity Knowl-
edge Base, it was calculated that human plasma Cmax total�1.1μM alonewas quite successful
in differentiating DILI-positive drugs from benign ones, with a sensitivity and specificity of
80% and 73%, respectively [7]. Using a compilation of 1036 FDA-approved drugs [42], drugs
classified as “No DILI” (n¼163) were found to have lower dose and lipophilicity as well as
higher Fsp3 (fraction of carbon atoms that are sp3 hybridized) than the “Most DILI” (n¼163)
category. In addition, the impact of lipophilicity and Fsp3 appeared to be greater in the upper
20% spectrum of the dose range [43]. Fsp3 likely provides an estimate of metabolism that
would lead to reactive intermediates: greater sp3 character signifies benign metabolism. Note
that, in early stages of drug discovery when the impact of hazard assessment is most
pronounced, a correct clinical dose projection may not be available; thus, discovery teams
working on the program may not be able to fall back on the safety net of a low-dose drug
if it contains prominent hazards.

The role of dose and physicochemical properties in DILI propensity has been further quan-
titated in the “rule of two” that states that a high daily dose (>100mg/day) and lipophilicity
(Log P>3) enhance the risk of clinical DILI [44]. Another categorization of compounds
III. Strategy related to drug metabolism and safety
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utilizing physicochemical properties of molecules, reflected in their membrane permeability
rate and aqueous solubility, is called the biopharmaceutics drug disposition classification
system (BDDCS). It was determined that highly permeable compounds were extensively
metabolized, while drugs that had poor permeability were primarily eliminated unchanged
in the urine or bile [45]. BDDCS features can be used to assign compounds in four categories
regarding DILI risk, independent of dose considerations (Table 2). While this approach is not
considered to be sufficiently predictive of DILI risk for new drug candidates, it does provide
an early readout in terms of hazard assessment given that the input parameters are readily
available early on in a discovery program. Interestingly, it is shown that the BDDCS classi-
fication of compounds provides a similar benefit of analysis regarding BSEP inhibition as
well [45].
5.2 Multiparametric approaches

Acknowledging the multifaceted etiology of DILI, several approaches incorporating
multiple contributing parameters have been adopted by the pharmaceutical industry to
assess DILI risk for their compounds in the discovery pipeline.

5.2.1 European Federation of Pharmaceutical Industries and Associations (EFPIA)
three-tiered roadmap

A three-tiered roadmap incorporating a myriad of assays, as a holistic strategy to manage
human DILI risk, has been recently published by a group of pharmaceutical companies,
research enterprises, and academic partners belonging to the European Federation of Phar-
maceutical Industries and Associations (EFPIA) [4] (Fig. 8). This strategic vision integrates
various test systems, already established or in development, wherein the complexity
increases progressively from single-cell two-dimensional platforms to advanced three-
dimensional multicellular systems that incorporate tailored factors, such as those that are
genetic or disease-related and are known to influence clinical DILI outcomes. In addition
to laying out the tiers, the roadmap references the extensive bioanalytical tools that are
needed for a thorough analysis, as well as the functional correlation to physiology, pharma-
cology, and toxicology.

This roadmap serves the purpose of assembling the current thinking around causative fac-
tors of DILI using mechanistic models. Tier 1 studies identify hazards of bioactivation, drug
or bile acid accumulation due to transporter inhibition, mitochondrial toxicity, and markers
of oxidative stress and inflammation. Tier 2 extends these analyses into advanced liver cells
that are in more optimal physiological states. Tier 3, where many assays are still in the early
stages of development, allows the query of immune engagement as well the effect of specific
TABLE 2 BDDCS classification and DILI risk.

High solubility (≥0.3mg/mL) Low solubility (<0.3mg/mL)

High permeability, high metabolism Class 1: Moderate DILI risk Class 2: High DILI risk

Low permeability, low metabolism Class 3: Lower DILI risk Class 4: Data insufficiency
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biological variables [4]. The need to incorporate bioanalytical techniques such as
transcriptomics and metabolomics are becoming more apparent as we seek to look deeper
into cellular interpretations of assault [25–27, 46, 47].

5.2.2 Roche approach using a combination of assays

Roche has described an approach using a combination of assays covering potential DILI
mechanisms: generation of reactive metabolites (via analysis of CYP3A4 time-dependent in-
hibition and glutathione adduct formation), human BSEP inhibition, mitochondrial toxicity
assessments, and cytotoxicity readouts (in fibroblasts and human hepatocytes), calibrated
by dose and/or plasma exposure. Using a training set of 81 marketed or withdrawn com-
pounds with different binning categories for DILI (28, 10, 43 with severe, moderate and less
concern for DILI, respectively), overall sensitivity of 76%–79% and specificity of 81% was
achieved. The assay combination that gave the optimal predictivity in the test set was then
applied to an independent test set of 39 compounds (17 and 22 high and low-risk compounds,
respectively), providing a sensitivity of 82% and specificity of 76%. Interestingly, the GSH
adduct analysis was shown to be have the largest impact on the accuracy of prediction [48].

5.2.3 Astra Zeneca integrated in vitro hazard matrix and Bayesian machine learning
approach

Thompson et al. have reported a process where, prior to the nomination of a compound for
development, data from a Hepatic Liability Panel is combined with an estimated RM
(Reactive Metabolite) body burden to come up with a Hepatic In Vitro Hazard Matrix. The
Hepatic Liability panel is comprised of five quantitative in vitro readouts: (1) toxicity to THLE
cells (SV40 T-antigen-immortalized human liver epithelial cells) that do not have metabolic
capacity, (2) toxicity to a tailored THLE cell line that selectively expresses the P450 3A4 en-
zyme, (3) mitochondrial toxicity assessment in HepG2 cells in the glucose-galactose assay, (4)
inhibition of human BSEP, and (5) inhibition of rat MRP2 protein (multidrug resistance-
associated protein 2). The RM body burden is calculated using the level of in vitro protein
covalent binding of a radiolabeled drug in human hepatocytes adjusted for the predicted hu-
man dose and the extent ofmetabolism leading to covalent binding. Using a set of 36 drugs (27
with marked DILI concern and nine with low concerns) through this analysis, discrimination
was achieved with high specificity (78%) and sensitivity (100%) [49, 50].

To improve upon these metrics, Williams et al. forwarded a machine learning approach
using Bayesian calculations. This approach combines data from in vitro assays such
HepG2/C3A spheroid viability quantitated by the ATP-sensing titer, BSEP inhibition, mea-
surement of mitochondrial toxicity, and bioactivation (as a binary indicator of whether a
compound will form a reactive metabolite) with physicochemical assessments such as
cLogP and total drug Cmax. Using these analytical parameters in a diverse dataset (33
no/low-, 40medium-, and 23 high-severity DILI compounds), themodel demonstrated sen-
sitivity and specificity of 87% and 85%, respectively. By integrating both probability and
uncertainty from the data sources and allowing the weighting of the hepatotoxicity assays
for DILI severity, the Bayesian model translates hazards into a quantitative risk prediction
via a user-friendly web interface. The model also provides for the incorporation of newer or
improved assays as they become available, thereby enhancing machine learning and
narrowing down predictivity [51].
III. Strategy related to drug metabolism and safety
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5.2.4 Pfizer hepatic risk matrix (HRM) approach

Pfizer has forwarded an analysis that integrates the biological readouts of new drug
candidates into a 4-quadrant DILI hazard prediction matrix [6, 52]. This scoring system
integrates the physicochemical properties of a compound using the “Rule of Two Model”
[44] (i.e., dose and lipophilicity) or the “Partition Model” (dose, ionization state, lipophilicity,
and Fsp3 factor) [43] with biological vectors known to cause DILI (cytotoxicity, mitochondrial
dysfunction, and BSEP inhibition) and is based on safety margins in terms of clinical total
Cmax. The HRM provides a quantitative assessment summing up scores from cytotoxicity
readouts, mitochondrial dysfunction, and BSEP inhibition with those from the “Rule of
Two” or “Partition Model.” The HRM approach was applied to a 200-drug index from the
Liver Toxicity Knowledge Base, annotated as Most-DILI (79), Less-DILI (56), No-DILI (47),
and Ambiguous-DILI (18) concerns. Interestingly, it was found that adding other information
such as contributions from reactive and cytotoxic metabolites and non-BSEP transporter in-
hibition to the HRM had minimal impact in DILI prediction. Perhaps the lack of impact on
adding the biotransformation component may be explained by the fact the “Partition Model”
already incorporates the extent of metabolism via the Fsp3 factor. Both hybrid HRM scoring
systems not only successfully identified 70%–80% of the most-DILI-concern drugs but was
also able to stratify molecules in terms of incidence and severity of adverse hepatic
observations.
6 Summary

Derisking new chemical entities for DILI continues to remain a formidable challenge to the
pharmaceutical industry due to its complex etiology andmultiple causativemechanisms. The
science of risk assessment currently has two broad approaches: dividing up the actionable
causative factors (bioactivation, mitochondrial toxicity, and transporter inhibition) and
assessing each of these hazards independently; or, looking at overarching parameters that
influence each of those mechanisms, often weighted, and providing an overall one-stop
analysis (physicochemical properties, dose considerations, and weighted assessment of each
biological contribution). In many cases, in silico modeling a priori is assisting in predicting
liabilities such as bioactivation or BSEP inhibition. Assessment is ranging from IC50

determinations of receptor inhibition to multiple-omics approaches (transcriptomics,
metabolomics). The sophistication of in vitro systems (such as spheroids and advanced liver
platforms like HepatoPac) is providing approximations closer to in vivo scenarios that are
leading to readouts across species, with greater translatability from preclinical data into
the clinic. Machine learning approaches incorporating data from various methods are
allowing a steady improvement in probability and uncertainty vectors in the assessment.
The one underlying variable that needs further incorporation into both of the approaches
above is an improved understanding of the dose-toxicity relationship and, by extension,
an accurate handle of drug concentrations at the tissue of concern (e.g., liver for DILI) follow-
ing a clinical dose. Thinking is now also progressing into understanding the next layer of
sophistication where the variable of immunomics is brought in to separate “danger” events
from “benign” ones at an individual biology level. The field of DILI assessment has seen a
III. Strategy related to drug metabolism and safety
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radical growth spurt in the last two decades. More concerted approaches across the industry,
academia, and via consortia, might be useful to streamline efforts and push this science
around patient safety to even greater success.
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1 Background and introduction

The kidneys perform very important functions in the body by removal of waste products
andmaintenance of blood homeostasis. In healthy human adults, the kidneys receive approx-
imately 25% of the cardiac output to produce 1–2L of urine each day. Being the recipient of a
large cardiac output, the kidneys are also an important clearance organ of the body respon-
sible for the elimination of endogenouswaste products as well as drugs and their metabolites.
In fact, of the top 200 prescribed drugs in the United States in 2010, almost a third of them had
renal elimination (drugs are considered as renally eliminated when �25% of their absorbed
dose is excreted unchanged in urine), with over 90% of them being secreted and less than 10%
reabsorbed [1]. This elimination process is a combination of glomerular filtration, active
tubular secretion, and passive reabsorption. Considering the central role of renal drug dispo-
sition, drug-induced kidney injury (DIKI) accounts for 2%–10% of all safety-related candidate
drug attrition, with higher rates observed at clinical stages (Phase 3, approximately 9%) of the
drug development process [2–5]. Currently, in the absence of routine histopathology data,
drug-induced acute kidney injury (AKI) may be identified by monitoring for clinically rele-
vant elevations in blood urea nitrogen (BUN) and/or Serum Creatinine (SCr). However, the
predictivity for AKI using BUN and/or SCr is low for multiple reasons as highlighted by
Bonventre et al. [6]. Thus, there has been an urgent need to validate a second generation
of translatable and nephron-specific biomarkers to support the early diagnosis of DIKI.
Fig. 1A shows the nephron segment-specific biomarkers for AKI [7].
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FIG. 1 (A) Nephron segment-specific biomarkers and (B) solute handling in the glomerulus. Solutes in the serum
are freely filtered in the glomerulus (depicted in green and blue), while protein-bound metabolites or drugs (red) are
actively secreted via transporter proteins that are expressed in the proximal tubule epithelium. Vital solutes that are
filtered by the glomerulus can be reabsorbed by the proximal tubule cells from the luminal site (blue). Only drugs that
are filtered and not reabsorbed (green), or drugs that are actively secreted (red), are eliminated via the urine.
(C) Transporter mechanisms and location of transporters on the PTECs. Transport mechanisms at the membrane
of proximal tubule cells mediate active secretion from the interstitium or reabsorption from the glomerular filtrate
at the luminal site. The transport enzymes can be subdivided into SLCs, which are driven by the membrane potential
and/or electrochemical gradients, and ABC transporters that hydrolyze ATP to reveal the energy required for their
functionality. In addition, megalin and cubilin play an important role in the reabsorption of low molecular weight
proteins via receptor-mediated endocytosis. Figure adapted and reproduced with permission from M. Cárdenas-González,

M. Pavkovic, and V.S. Vaidya, Biomarkers of acute kidney injury, in Comprehensive Toxicology (third ed.), C.A. McQueen,
ed. Elsevier: Oxford (2018) 147–163; M.J. Wilmer, C.P. Ng, H.L. Lanz, P. Vulto, L. Suter-Dick, and R. Masereeuw, Kidney-

on-a-chip technology for drug-induced nephrotoxicity screening, Trends Biotechnol. 34 (2) (2016) 156–170 and Copyright

Elsevier.
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Among the >20 cell types of nephrons that can be potential targets of xenobiotic toxicity,
such as glomerular podocytes, mesangial cells, endothelial cells, the proximal tubule epi-
thelial cells (PTECs) have been most commonly associated with DIKI because of its myriad
of transporters and their inherent functions in handling of xenobiotics and endogenous sub-
strates. These transporters work in concert to move endogenous substrates, drugs, and/or
their metabolites from the blood side (basolateral) to the urine side (apical) and any imbal-
ance within this carefully orchestrated machinery leads to their accumulation within the
cells, which can eventually lead to cell death. These PTEC transporters are part of two
superfamilies of carrier proteins, viz., ATP-binding cassette (ABC) and solute carrier
(SLC) [1, 9–12]. While every transporter has its own specific importance in the maintenance
of homeostasis and drug disposition, the SLC family of transporters responsible for the up-
take of organic anions and cations at the basolateral side, namely SLC22A6 (OAT1),
SLC22A8 (OAT3), SLC22A2 (OCT2) as well as uptake and efflux transporters present at
the apical side, namely ABCB1 (P-gp), multidrug resistance-associated proteins 2 and 4
(ABCC2 (MRP2), ABCC4 (MRP4)), breast cancer resistance protein ABCG2 (BCRP), and
multidrug and toxin extrusion 1 and 2 (SLC47A1 (MATE1), SLC47A2 (MATE2K)), play a
crucial role in xenobiotic handling as they are known to interact with many renally secreted
drugs [1]. Fig. 1B–C shows the process of solute handling in the kidney and the location of
renal transporters on the PTECs [8]. Additionally, the apically located peptide transporters,
SLC15A1/2 (PEPT1/PEPT2), that mediate the absorption of drugs that contain certain
peptide-like structures, apically located urate transporter, SLC22A12 (URAT1), involved
in the maintenance of uric acid homeostasis, and sodium/glucose cotransporter 2, SLC5A2
(SGLT2), involved in glucose reabsorption, are important PTEC uptake transporters. Key
information related to substrates and inhibitors for PTEC-specific transporters has been
widely published previously [1, 13, 14].

The toxicity of many drugs can be ameliorated or exacerbated by selectively blocking the
transporters that are responsible for their uptake or efflux in the PTECs. The nephrotoxicity of
the chemotherapeutic cisplatin has been associated with renal accumulation determined by
its specificity for OCT2 and the MATE family of transporters [15]. Several genetic variants that
reduce the functionality of OCT2 can lower its uptake in the PTECs leading to a reduction in
cisplatin-inducednephrotoxicity [16]. Additionally, cimetidine, an inhibitor ofOCT2, offers sig-
nificant protection to cisplatin-induced injury without influencing its antitumor activity in pre-
clinicalmodels, although this strategywasnot amenable in the clinic asveryhigh concentrations
of cimetidinewere requiredwhich cannot be achievedwith regular dosing [17, 18]. Tenofovir, a
nucleotide antiviral, is taken up from the blood side via OAT1 and effluxed into the urine via
MRP4. Ritonavir, an inhibitor of MRPs, increases tenofovir-induced toxicity in patients when
taken in combination, compared to patients who were treated with tenofovir alone [19].

While small molecules are eliminated from the kidneys with the help of transporters, the
reabsorption of many soluble biomolecules is achieved with the aid of endocytic receptors,
megalin and cubilin, in conjunction with amnionless. These endocytic proteins are primarily
located at the apical surface of the PTECs and play an extremely important role in the
reabsorption and catabolism of biologically important substances like vitamins, hormones,
enzymes, etc. However, many aminoglycosides, including gentamicin, tobramycin, and neo-
mycin, cause PTEC toxicity through the megalin-cubilin receptor-dependent uptake leading
to their accumulation inside the cells. In fact, it has been shown that mice with genetic or
III. Strategy related to drug metabolism and safety
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functional megalin deficiency are protected from aminoglycoside nephrotoxicity [20, 21].
Additionally, drugs from newer modalities such as antisense oligonucleotides, siRNA ther-
apy, and teratogenic antibodies also accumulate in the PTECs via these megalin-cubilin
endocytic receptors and can lead to injury if they are present above a critical threshold beyond
the adaptation limit of the PTECs [22–26].

In addition to the excretion of xenobiotics, the kidneys can also be involved in metabolism,
in turn facilitating their elimination. This has been extensively described previously [27–29]
and includes oxidation, reduction, hydrolysis, and conjugation reactions, achieved by a com-
bination of both CYPs and non-CYP enzymes such as uridine-di phosphate-
glucuronosyltransferases (UGTs), esterases, glutathione-s-transferases (GSTs), and
sulfotransferases (SULTs) [30]. While most of these metabolism reactions lead to
detoxification of the xenobiotics, some reactions can lead to the formation of reactive metab-
olites that can cause injury to the PTECs. For example, glutathione, a strong nucleophile, can
get conjugated with soft electrophilic drugs and/or their metabolites in the liver. These glu-
tathione conjugates can then undergo further metabolism in the kidney by the action of
ectoproteins such as γ-glutamyltransferase and dipeptidases to form cysteine-S-conjugates
which are transported back into the cells to form mercapturic acids, a major detoxification
mechanism of many xenobiotics, before finally getting excreted out in the urine. However,
sometimes these cysteine-S-conjugates can be catalyzed by β-lyase to form highly reactive
thiols that can covalently bind to macromolecules in the cells to produce reactive oxygen
species (ROS) and eventually leading to PTEC death [27, 31].

The central role of the kidney in the transport,metabolism, andexcretionofdrugs andendog-
enous substrates cannot be overstated. Thus, themitigation of renal toxicity in the early stages of
drugdevelopmentbyscreeningcompounds inphysiologically relevant invitrokidneymodels is
anactive area of research among severalR&D institutions includingpharmaceutical companies.
This chapter highlights the evolution of these in vitro technologies and strategies starting with
discussion on simple two-dimensional (2D) in vitro platforms, followed by advanced three-
dimensional (3D) models such as kidney-on-a-chip, stem cell-derived models, and bioprinted
kidneymodels. Next, we discuss the different translational kidney biomarkers that can be used
for developing a bridge between the in vitro and in vivo studies and allowcross species compar-
ison. Finally, a discussion is presented on in silico strategies and the use of machine learning/
artificial intelligence (AI) for kidney safety assessment.
2 2D in vitro models for nephrotoxicity screening

Several studies have established 2D in vitro PTEC models to screen compounds that may
present nephrotoxic liabilities. Among these, the simplest model includes single transporter
transfected cell lines such as human embryonic kidney (HEK)-293. Zhang et al. transfected
HEK-293 with OAT1 and OAT3 to investigate the toxicity of nucleotide antivirals such as
adefovir, cidofovir, tenofovir, all of which are substrates for OAT1. The researchers showed
that HEK-293 OAT1 overexpression cell lines were the most sensitive to these compounds
while the wild-type HEK-293 or HEK-293 with other transporters either showed no or signif-
icantly less cytotoxicity [32]. They showed that this sensitivity in the HEK-293 OAT1
overexpressing cell line was the result of increased intracellular accumulation of these drugs,
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many ofwhichwere�10-fold higher in the cell than themedia underscoring the role of OAT1.
As antivirals have a very low permeability (low calculated logP values), cell models that lack
sufficient transporter expression may present discrepancies in the cytotoxicity of these com-
pounds in an in vitro setting when compared to their in vivo outcome. Thus, HK-2 cells, an
immortalized proximal tubule cell line lacking expression of several PTEC-specific trans-
porters, including OAT1/3, do not show toxicity to many compounds with a low permeabil-
ity and that are substrates for specific transporters [32, 33]. In the same study, it was also
interesting to note that even primary human PTECs at passage 3 expressed very low levels
of OCT2 compared to the human kidney, while OAT1/3 could not be detected among other
transporters via gene expression, suggesting that in conventional 2D static cultures primary
PTECs get rapidly dedifferentiated and lose amajority of the important transporters [32]. This
emphasizes the need for more advanced models that can be used in vitro to show clinical
predictivity.

A study by Huang et al. compared the sensitivity of HK-2 cells, cryopreserved PTECs (com-
mercially available), and freshly isolated PTECs (in-house) across six known nephrotoxicants
with both nonspecific endpoints such as enzymatic reduction of 3-[4,5-
dimethylthiazole-2-yl]-2,5-diphenyltetrazolium bromide (MTT assay), Alamar Blue
(Resazurin) assay as well as kidney injury biomarkers such as kidney injury molecule-1
(KIM-1), neutrophil gelatinase-associated lipcalin (NGAL), andmacrophage colony stimulating
factor (M-CSF) at the gene and protein level [34]. They concluded that biomarkers (KIM-1,
NGAL, M-CSF) provided higher sensitivity compared to nonspecific cytotoxicity endpoints
(MTT, Resazurin) and that HK-2 is not a suitable cell model for nephrotoxicity assessment. In
contrast, primary PTECs demonstrated a valid dose response formost compounds tested, espe-
cially with the biomarkers, KIM-1 and NGAL. Interestingly, freshly isolated PTECs showed an
even stronger response to the biomarkers, KIM-1 and NGAL, compared to cryopreserved
PTECs. Significantly lower background levels of these injury markers were seen in the freshly
isolated PTECs in comparison to cryopreserved PTECs, likely because of the higher passages
and repeated freeze–thaw cycles for the commercial cells that might lead to dedifferentiation.
These findings suggest that, when possible, freshly isolated PTECs should be chosen over
cryopreserved PTECs or HK-2 for better signal resolution of nephrotoxic compounds.

Researchershavealsoconditionally immortalizedPTECs(ciPTECs)by isolating thecells from
urine of a healthy volunteer [35] or kidney tissue [36] followed by transfection with the
temperature-sensitive SV40-T gene and subcloning. These cells proliferate at the “permissive”
temperature (33°C) and undergo growth arrest after transfer to the “nonpermissive” tempera-
ture (at 37°C),where theydifferentiate into renal epithelial cells toendogenously express several
apical and basolateral transporters, but OAT1/3 and SGLT2 appeared absent. Recently,
Nieskens et al. generated ciPTEC-OAT1 and ciPTEC-OAT3 cell lines and demonstrated dose-
dependent cytotoxicity to thenucleotideantivirals tenofovir, cidofovir, andadefovir, suggesting
that these ciPTEC overexpression cell lines can be promising platforms for nephrotoxicity
screening in the early stages of drug development [37]. In addition to the abovementioned cell
types, other studies using cell types in 2Dplatforms have also been used for screening and their
advantages/disadvantages have been reviewed extensively previously [8, 30, 38].

One of the main challenges in evaluating the different in vitro PTEC models and compar-
ing them (2D or 3D) is the limited validation. Very few studies include more than 20 com-
pounds for model validation, and hence it becomes extremely hard to draw reasonable
statistics or predictive power for the model. Limited reports comparing the nephrotoxic
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potential of 40 compounds across HK-2 cells, LLC-PK-1, primary PTECs, and stem cell de-
rived PTECs showed that the primary PTECs that express several transporters had the
highest predictivity, while HK-2 cells that lack many transporters showed the lowest
predictivity for the compound set investigated. Additionally, gene expression levels of
IL-6/IL-8 were more predictive than nonspecific biochemical endpoints such as ATP deple-
tion, GSH depletion, LDH leakage, and cell death [quantified by counting the number of nu-
clei by high content screening (HCS)] [38–41]. Another report compared the nephrotoxic
potential of 39 mechanistically distinct nephrotoxic compounds and concluded that heme
oxygenase 1 (HO-1) performed better than traditional endpoints for cell viability [42]. Fur-
thermore, a combination of HO-1 (immunofluorescence stain) with cell count (DAPI nuclear
stain) using logistical regression models led to further improvement in the predictivity of the
model. Recently Sj€ogren et al. used the ciPTEC-OAT1 overexpression cell line to screen
62 mechanistically different drugs across a range of human relevant therapeutic exposures
(Cmax) using HCS and an applied machine learning algorithm to identify PTEC-positive com-
pounds with very high accuracy [43]. Table 1 summarizes the predictivity metrics and end-
points analyzed across these different studies [39–43].

Nephrotoxicity is not only an issue with small molecules but also biotherapeutics have
been reported to cause kidney injury [44]. Among these are antisense oligonucleotides
[45], a promising therapeutic platform to treat a variety of genetic diseases, cancer, and viral
infections. Most oligonucleotides are excreted primarily via the urine, although slowly due to
TABLE 1 Predictivity metrics and endpoints analyzed across different validation studies.

Number of

compounds tested

Cell type used

in the study Endpoints

Sensitivity

(%)

Specificity

(%)

Accuracy

(%) AuROC Reference

Total¼41
Primary PTEC-
toxic: 22
Secondary PTEC-
toxic: 11
Non-nephrotoxic: 8

Primary PTEC IL-6/IL-8
expression

91.0 90.0 90.0 0.94 [39–41]

HK-2 50.0 79.0 65.0 0.71

LLC-PK1 64.0 74.0 69.0 0.73

Stem cell-
derived
PTEC

68.0 84.0 76.0 0.80

Primary PTEC ATP depletion 50.0 74.0 62.0 0.65

Stem cell-
derived
PTEC

48.0 79.0 63.0 0.65

Primary PTEC GSH depletion 45.0 74.0 60.0 0.60

Primary PTEC LDH leakage 64.0 58.0 61.0 –

Primary PTEC Cell death 42.0 95.0 69.0 –

Total¼39
Primary PTEC-
toxic: 24
Secondary PTEC-

Primary PTEC Cell number 70.8 100 78.1 0.88 [42]

ATP depletion 54.2 87.5 62.5 0.78

Dead cells 70.8 100 64.1 0.86
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TABLE 1 Predictivity metrics and endpoints analyzed across different validation studies—cont’d

Number of

compounds tested

Cell type used

in the study Endpoints

Sensitivity

(%)

Specificity

(%)

Accuracy

(%) AuROC Reference

toxic: 7
Non-nephrotoxic: 8

HO-1
concentration

75 100 81.3 0.89

HO-1+Cell
number

79.2 100 84.4 0.92

HO-1+ATP
depletion

67.7 87.5 71.9 0.90

HO-1+Dead
cells

79.2 100 84.4 0.90

Total¼62
Primary PTEC-
toxic: 20
Secondary PTEC-
toxic: 18
Non-nephrotoxic:
24

ciPTEC-OAT1 Membrane
integrity loss

55 87 72.7 – [43]

Mitochondrial
area
above or under
nucleus

50 96 75.0

Intensity of
cellular
F-actin staining

45 96 72.7

Nuclear size 30 96 65.9

Lowest TI
from above
parameters

75 100 88.6

Primary PTEC-toxic: compounds that are directly toxic to PTECs. Secondary PTEC-toxic: compounds that are nephrotoxic but not directly

PTEC toxic. Non-nephrotoxic: compounds that do not lead to renal toxicity at therapeutic exposures. TI: therapeutic interval, obtained by

dividing the 50% activity concentration (AC50) by therapeutic Cmax, TI¼AC50/Cmax.

Adapted and generated from K. Kandasamy, J.K.C. Chuah, R. Su, P. Huang, K.G. Eng, S. Xiong, Y. Li, C.S. Chia, L.-H. Loo, and D. Zink,

Prediction of drug-induced nephrotoxicity and injury mechanisms with human induced pluripotent stem cell-derived cells and machine learning

methods, Sci. Rep. 5 (2015) 12337; Y. Li, K. Kandasamy, J.K. Chuah, Y.N. Lam, W.S. Toh, Z.Y. Oo, and D. Zink, Identification of nephrotoxic

compounds with embryonic stem-cell-derived human renal proximal tubular-like cells, Mol. Pharm. 11 (7) (2014) 1982–90; Y. Li, Z.Y. Oo, S.Y.

Chang, P. Huang, K.G. Eng, J.L. Zeng, A.J. Kaestli, B. Gopalan, K. Kandasamy, F. Tasnim, and D. Zink, An in vitro method for the prediction of

renal proximal tubular toxicity in humans, Toxicol. Res. 2 (5) (2013) 352–365; M. Adler, S. Ramm, M. Hafner, J.L. Muhlich, E.M. Gottwald,

E. Weber, A. Jaklic, A.K. Ajay, D. Svoboda, S. Auerbach, E.J. Kelly, J. Himmelfarb, and V.S. Vaidya, A quantitative approach to screen for

nephrotoxic compounds In Vitro, J. Am. Soc. Nephrol. 27 (4) (2016) 1015–1028; A.-K. Sj€ogren, K. Breitholtz, E. Ahlberg, L. Milton,

M. Forsgard, M. Persson, S.H. Stahl, M.J. Wilmer, and J.J. Hornberg, A novel multi-parametric high content screening assay in ciPTEC-OAT1

to predict drug-induced nephrotoxicity during drug discovery, Arch. Toxicol. 92 (10) (2018) 3175–3190.
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high plasma protein binding. Unbound oligonucleotide can be filtered, followed by
reabsorption and proximal tubular accumulation, demonstrated by the presence of basophilic
granules in the cytoplasm.When exceeding critical threshold levels, oligonucleotide accumu-
lation may become associated with tubular dysfunction [46–49]. Antisense oligonucleotides
are suggested to be actively reabsorbed from the ultrafiltrate by receptor-mediated endocy-
tosis, most likely involving megalin-cubilin [50, 51]. Investigations to limit nephrotoxicity in-
clude conjugation of oligonucleotides to N-acetylgalactosamine (GalNAc), which improves
biodistribution toward the liver through asialoglycoprotein receptor (ASGPR) mediated
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uptake [52, 53]. However, this does not fully prevent their accumulation in the kidney and
nephrotoxicity assessment remains crucial in the preclinical selection of antisense
oligonucleotide-based candidate drugs. Using a PTEC-TERT1 cell line and fluorescently la-
beled antisense oligonucleotides, Sewing et al. investigated the effect of GalNAc conjugation
on the accumulation patterns of the compounds [22]. This study and other studies [22, 23]
from the same group nicely demonstrated the potential of this in vitro approach revealing
the molecular mechanism underlying the nephrotoxicity potency of the class of
biotherapeutics and mechanistically studying approaches to improve their safety.

Although a significant portion of kidney damage seems to be associated with PTECs,
the glomerular podocytes are also prone to injury because of the large blood flow that
is seen by these cells. In vitro studies of kidney glomerular epithelial cells have been
documented for several decades [54]. Within 12h of isolation from intact glomeruli, glo-
merular podocytes exhibit an increase in the number of free surface microprojections,
number of cytoplasmic lipid inclusions, and characteristics typical for glomerular epithe-
lial cells, and remain viable for several weeks at 37 °C. The glomerular endothelium
becomes thickened but also remains viable for several weeks at 37 °C. Surface epithelial
cells in both cortical and medullary regions become modified into a thin layer of viable
cells. The in vitro response of glomerular epithelial cells to xenobiotics may include: an
induced loss of cytoplasmic microtubules (e.g., vinblastine, colchicine), loss of podocyte
morphology, removal of the glomerular sialic acid surface coat inhibits the formation of
free surface microvilli and results in an early loss of podocyte foot processes (e.g., neur-
aminidase). Loss of podocyte foot processes may be induced by cations and attenuated by
cytochalasin B. Interestingly, no effect on viability or morphology of glomerular cells
(increased vacuolation) occurs following exposure to puromycin aminonucleoside
(PAN), except at very high concentrations of �300μg/mL (hallmark indicator/markers
for cultured glomerular epithelial cells). Uniquely so, rat glomerular epithelial cells in
culture express characteristics of the parietal, not visceral, epithelium [55]. Similar to
the in vivo and in vitro contexts, slices of rat kidney incubated with PAN (100 or
500μg/mL) resulted in significantly decreased numbers of microvilli on podocyte cell bod-
ies on days 1, 2, and 3, increased the number of glomeruli showing a flattening of podocyte
cell bodies and major processes on days 2 and 3, and increased the number of glomeruli
showing surface membrane blebbing on podocyte foot processes [56].

A conditionally immortalizedhumanpodocyte cell linewasdevelopedby transfectionwith
the temperature-sensitive SV40-T gene [57]. These cells express phenotypic podocytemarkers
(e.g., nephrin, podocin, CD2AP, and synaptopodin proteins; slit diaphragm markers: ZO-1,
alpha-, beta, and gamma-catenin and P-cadherin; upregulation of cyclin-dependent kinase
inhibitors, p27, p57, and cyclin D1 and downregulation of cyclin A). Based on the role of glo-
meruli, isolated podocytes in culturemay support in vitro assessment of glomerular toxicants.
Yet in vivo terminallydifferentiatedpodocytes aredifficult to bemaintained in culture invitro.
3 Emerging models for renal safety screening

Characteristics of PTEC and other renal cells, such as cobblestone morphology and expres-
sion of unique membrane transporters that support their function, can often be improved
when incorporated in an advanced in vitro model. In these advanced kidney models, the
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presence of flow and signaling betweenmultiple cells and cell types are crucial. In native kid-
neys, cells are embedded in an extracellular matrix (ECM) that provides amechanical support
and plays a key role in inter- and intracellular signaling and advances tissue organization and
regeneration. The ECM forms a depot for nutrients, gases, and essential molecules like
growth factors and cytokines, and consists of a basement membrane (BM) and the stromal
matrix (SM). The BM is a sheet-like scaffold residing fibronectin, laminin, proteoglycans
and collagens, in particular collagen type IV. The SM is composed of collagen I, proteogly-
cans, and glycosaminoglycans, which together form fibrous structures providing the major
structural support of the ECM. Further, the transmembrane receptor integrins mediate the
cell-ECM adhesion and signaling [58, 59].

Recently developed advanced in vitro models (including 2.5D) have incorporated these
ECM components, thereby providing support in cell adhesion, tissue structure, and function.
Moreover, the newly developed kidney models can be divided into four categories: (i) gel-
based cultures, allowing cells to grow in 3D structures, but lacking the influence of flow;
(ii) hybrid gel-based cultures under shear stress, allowing cells to form 3D structures and
exposing them to fluid flow from one side; (iii) membrane-based microfluidics, allowing cells
to grow in polarized, 2.5D (demonstrate cuboidal structure on semipermeable Transwell
inserts and higher degree of differentiation) [60] structures while being exposed to flow from
both sites; and (iv), hollow fiber membranes with flow, allowing cells to form tubule struc-
tures that can be perfused, as presented in a simplified scheme (Fig. 2, from [61]).

Gel matrices can provide mechanical support to cells that can then self-organize into 3D
structures that have been applied in nephrotoxicity screenings in high-throughput settings,
often using renal stress biomarkers (e.g.,ROS production) as endpoint indicators. This feature
of organizing into 3D structureswas first described forMadin-Darby Canine Kidney (MDCK)
cells that form so-called spheroids in collagen gels, with a clear basolateral-to-apical orienta-
tion [62]. These collagen gels are now often replaced by Matrigel that consists of a mixture of
collagens, proteoglycans, and growth factors derived from Engelbreth-Holm-Swarm mouse
sarcoma cells [63]. Its application was shown to be useful in studying embryonic stem cell
(ESC) and induced pluripotent stem cell (iPSC)-derived renal cell development [64, 65], as
well as renal PTEC (RPTEC)/TERT1 cells that self-assemble in this matrix to form polarized
3D tubular structures mimicking the proximal tubule [60]. More recently, it was shown that
adult stem cell-derived organoids can develop in tubular structures when grown inMatrigel,
comprising all cell types of the tubular segment [66]. While its application was shown to be
successful in 3D kidney modeling, the compositions of Matrigel change from batch to batch,
resulting in variable outcomes [67]. Attempts to fully replace Matrigel or other biological gels
into fully synthetic gels are currently part of ongoing research. Most often, combinations are
applied. Using immortalized human renal cortical cells (NKi-2) seeded in a 50:50 gel mixture
of Matrigel and rat tail collagen I in semipermeable Transwell plates, formation of 3D branch-
like structures was visible within 2 weeks and cultures maintained viability for up to 8weeks
[68]. The 3D cultures expressed several transport proteins, including OAT1, OAT4, MRP2,
and MRP4. To validate the model, clinically relevant endpoints of nephrotoxicity were used
upon exposures to drugs, including KIM-1 and NGAL, and enhanced sensitivity of this 3D
model over 2D cell cultures was demonstrated [68].

Natural polymers, such as alginate, or cell-derived gels, containing hyaluronic acid (HA)
and/or collagen mixtures, have been more often successfully used to engineer 3D kidney
models [69], some of them applied in drug toxicity screenings. The advantages of hydrogels
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FIG. 2 Three-dimensional models for studying kidney injury and repair processes. Cells grown on hollow fiber
permeable membranes (A) allowing implementation of flow and apical and basolateral compartments. Hollow fiber
models allow studying the functional role of PTEC in the clearance of metabolic wastes and are components of
bioartificial kidney device developments. Gel-based cultures (B) embedded in ECM-like gel, preserving apical
and basolateral phenotype and facilitating diffusion. Gel-based models allow for studying branching and drug tox-
icity screenings. Microfluidic membrane-based devices (C) consist of multiple channels separated by a permeable
membrane seeded with PTEC. Apical and basolateral compartments together with flow are implemented in this
model. Transcellular transport is facilitated by PTEC on permeable membranes. Microfluidic models allow to study
drug toxicity and kidney diseases. Microfluidic membrane-free devices (D) consist of multiple channels separated by
cells seeded on ECM-like structures (e.g., gel supports). Apical and basolateral compartments and flow are incorpo-
rated in this model, as well as the ability to study membrane-free transcellular transport. Reproduced with permission

from Ref. R. Masereeuw, J. Vriend, and M.J. Wilmer, Kidney-on-a-chip: technologies for studying pharmacological and thera-
peutic approaches to kidney repair, in Kidney Transplantation, Bioengineering and Regeneration, G. Orlando, G. Remuzzi, and

D.F. Williams, Editors. 2017, Academic Press. 1119–1133 and Copyright Elsevier.
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are that the viability and phenotype of kidney cells can be maintained for a prolonged culture
time, allowing also testing of chronic-like exposures to compounds [68, 70–74]. Gel-based sys-
tems are also compatible with coculturing for disease modeling, such as cisplatin-induced
renal fibrosis [75]. Furthermore, HA appeared to be useful in embedding freshly isolated mu-
rine proximal tubules to screen for nephrotoxicity under static culture conditions [70–72].
Tissue preserved well in this gel for up to 6 weeks without any significant phenotypical
changes [71]. Exposure to cisplatin or doxorubicin induced cytokines and KIM-1 levels,
suggesting tubulotoxicity [71, 72]. The disadvantages of gel-based cultures are the inability
to upscale significantly and the formation of hypoxic centers inducing necrosis, especially
for spheroid-like methods [76, 77]. The latter may be caused by the lack of flow, providing
the tissue with medium components such as nutrients and growth factors. Combining the
gel-based systems with flow will overcome these limitations.
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The renal epithelial cell experiences shear stress at the luminal side due to glomerular ul-
trafiltration. The importance of shear stress or flow in cell cultures was underscored by the
presence of a primary cilium that functions as a flow sensor of the cells through
mechanotransduction [78]. Most microfluidic devices for kidney modeling contain two or
more channels separated by permeable membranes or a gel, usually coated with ECM com-
ponents to advance cell adherence. The first microfluidic 3D kidney models described used
MDCK cells [79] or primary rat inner medullary collecting duct (IMCD) cells [80] to demon-
strate the advancements. Next, polydimethylsiloxane (PDMS) as a scaffold for a microfluidic
system was introduced using soft lithography, in which channels were coated with glass
covered fibronectin [81]. Using HK-2 cells, formation of calcium phosphate stones was stud-
ied. Applying microfluidics advanced cell viability, expression of membrane transporters
and sensitivity to nephrotoxic compounds when compared to static culture conditions [18,
79, 80, 82, 83]. Furthermore, PDMS and glass-based models have been used for optimizing
coating [82], membrane design [84], and drug screenings [18, 85, 86].

One of the first advanced biomimetic models of the kidney [organ-on-a-chip or microphy-
siological systems (MPS)] was developed by the Wyss Institute, consisting of a microfluidic
device containing two channels separated by a porous polyester membrane, coated with col-
lagen IV and seeded with primary human PTECs [18]. Applying flow clearly improved cell
morphology as cells became more cuboidal and showed increased expression levels of var-
ious membrane proteins important in cell polarization. Further, expression of cilia increased
when cells were grown under flow as compared to static cultures. As a platform for nephro-
toxicity testing, this kidney-on-a-chip model demonstrated susceptibility to OCT2-mediated
cisplatin [87]. Cells recovered from cisplatin-induced toxicity when cultured under drug-free
conditions for 4days following a 24h exposure, in line with clinical observations. Still, this
model does not fully recapitulate the 3D architecture of a renal tubule.

Weber et al. established a PDMS-based platform by first creating a master mold from ma-
chinable wax that was subsequently inverted using cast-molding in polyurethane to generate
multiple replica chips that were finally cast with PDMS. Two PDMS halves assembled formed
one chip, sandwiched in the center and filled with collagen type I gel from rat tails with
microfiber inserts that, after removal, leave a channel to be coated with collagen type IV
for primary human PTEC adhesion [88]. Culturing cells in this chip under flow showed tu-
bule structures with improved physiological characteristics, including glucose reabsorption,
vitamin D metabolism, and maintained tubular secretion function. After validation, the chip
proved to be transferable for drug toxicity screening (Nortis ParVivo microfluidic device,
Seattle, WA), but the reproducibility critically depends on the cell sources used [89].

These microfluidic systems have broad perspectives but also face some limitations. The
most often appliedmaterial for devices, PDMS, is easy to use and cheap, but adhesive to com-
pounds due to its porosity. This was demonstrated, for example, for fluoxetine [90] and
tetramethylrhodamine [91]. Coating of the membrane with parylene could partly overcome
this problem [92]. Furthermore, flow implemented using pumps and tubings makes chip sys-
tems more complicated in tissue cultures and requires additional investments to adjust.

Instead of flow through perfusion, fluidic conditions can also be created by leveling
through mechanical forces, a technique applied in OrganoPlates (Mimetas BV, Leiden, The
Netherlands), where shear stress is created by leveling on a rocker platform [93]. The plate
can consist of two or three channels separated by a phaseguide, which is used to establish
a gel support and advances tubule formation. Channels can function both as a gel or medium
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perfusion channel. These microtiter plates were shown to be suitable platforms for 3D cultur-
ing of renal PTECs and ciPTECs and were compatible with fluorescent assays and biomarker
assessments in drug interactions and toxicity testing, opening possibilities to use this plat-
form in high-throughput screening [94–96].

To even closer physiologic mimicry, advanced models can also incorporate two or more
cell types to create a coculture in which cross talk can be studied. For example, a coculture
of primary human umbilical vascular endothelial cells (HUVEC) and MDCK cells in sepa-
rated channels, constructed of a hydrogel mixture of collagen type I and alginate, was used
to study renal endothelial to epithelial diffusion [74]. Also, this model was used in a similar
setup to assess ifosfamide-induced nephrotoxicity [85]. Although treatment had no effect on
MDCK cells’ viability under static conditions, an inflammatory response was induced upon
ifosfamide exposure when biochips were used, again indicating that flow and a 3D environ-
ment increase the sensitivity to toxicants. When combined with a 3D liver model using
HepG2/C3a and HepaRG cells, MDCK cells responded with an increased sensitivity related
to the nephrotoxic metabolites formed by the liver cells [86]. Although the model is an excel-
lent tool to study nephrotoxicity under fluidic conditions, the lack of compartmentalization
dividing the apical side from the basal side limits this system to be suitable for transepithelial
transport. This was addressed using an integrated liver-kidney model, using HepG2 and rat
glomerular endothelial cells in a micromolded liver-kidney chip fabricated by soft lithogra-
phy [97]. The results demonstrated increased cytotoxicity in cocultures as compared to glo-
merular cells only. Additionally, using human primary liver cells and PTECs separately
cultured in the Nortis ParVivo microfluidic device and linked afterward, hepatocyte-specific
bioactivation of aristolochic acid I was demonstrated by an increased cytotoxicity of human
PTEC, as assessed by the formation of aristolactam adducts and release of kidney injury bio-
markers [98]. An interconnection of four organs-on-a-chip appeared possible, using cell cul-
ture inserts as models for human intestine, skin, and kidney, combined with a 3D-based
spheroid of liver cells, that maintained functionality for up to 28days in culture, suitable
for ADME studies and repeated dosing [99], although the tissues do not display their phys-
iological geometry. An even longer culture time was achieved using a 3D bio-printed device
[100]. In this approach, a convoluted proximal tubule on a chip was created by sacrificial
printing, by using a silicone gasket printed on a glass slide forming the outer border of the
3D tissue chip, in which an ECM layer of gelatin-fibrin hydrogel was deposited within the
gasket. On the ECM, a fugitive ink of Pluronic F127 was printed onto the ECM layer that ul-
timately could be liquefied and removed from the final 3D proximal tubule (PT) construct.
Directly after fugitive ink printing, metal hollow perfusion pins interfaced through the sili-
cone gasket were brought into contact with the printed ink. After printing, a second ECM
layer was deposited as a sandwich over the printed tubule. The metal pins were connected
to tubings to allow for cell seeding and perfusion, after removal of the fugitive ink. Human
primary and immortalized PTECs were used as cell sources and the chips were cultured for
up to 6days and formed a tissue-like polarized epithelium with a clear renal phenotype and
sensitivity toward nephrotoxicants [100]. The researchers took this approach even further by
printing a vasculature in close proximity, mimicking the vascularized convoluted tubule that
allows studying renal tubular reabsorption [101]. Although very versatile, one of the major
limitations of the current 3D bio-printed kidney platforms is their restricted throughput.

Cells cultured within or onto hollow fiber membranes were originally developed for use in
renal tubule assist devices (RAD) as bioartificial kidneys [102–106]. These bioengineered
III. Strategy related to drug metabolism and safety
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tubules mimic tubular structures and are capable of removing waste products that accumu-
late in the blood of kidney patients during kidney failure andmight function as renal replace-
ment therapy by improving current dialysis treatments [107, 108]. Seeding PTEC in a
permeable hollow fiber allows the formation of an apical side facing inward and the
basolateral side facing outward or vice versa when cells are cultured on the fibers and in-
crease the membrane surface area and epithelial barrier formation. Increased curvature of
hollow fibers might result in more mechanical stress and physiological resemblance, improv-
ing the PTEC function [104]. Adding an ECM to synthetic membranes appeared essential for
cell adherence and monolayer formation. This was pioneered by Oo et al. who used human
primary PTEC and hollow polyethersylfone (PES)/polyvinylpyrrolidone (PVP) fiber mem-
branes double-coated with a 3,4-dihydroxy-L-phenylalanine (DOPA) and a collagen IV layer
[103]. Cells were cultured in this bioreactor for up to 7days under perfusion, starting at day
three. Upregulated levels of renal-specific markers were shown compared to static conditions
[103]. A similar double coating strategywas usedwith ciPTEC and ciPTEC-OAT1 cultured on
hollow PES fibers, and demonstrated active OCT2-mediated transport as well as
transepithelial secretion of uremic toxins mediated by OAT1, MRP2/4, and BCRP [106,
107]. Also, a fibrin coating was used with human primary PTECs cultured inside a hollow
fiber [102]. Recently, nanofiber scaffolds fabricated by electrospinning poly-ε-caprolactone
(PCL) around needle templates were found suitable for ciPTEC-OAT1 and a murine induced
renal tubular epithelial cells (iREC) monolayer formation after biofunctionalization with
L-DOPA and collagen IV double coating [109]. Biomarker readouts from perfusates of hollow
fibers upon exposure to drugs or nephrotoxicants included ROS production, cytokines, and
epithelial barrier integrity [110]. The disadvantages of the production of such bioengineered
kidney tubules are the time demanding process and that the platform is not highly compatible
with large-scale drug screening. The great advantage, though, is the accessibility of both
basolateral and apical compartments, allowing for kinetic assessments.

In recent years, there has been a great interest to generate stem cell-derived kidney cells for
toxicology applications [39, 111–115]. Several independent labs have generated protocols
which tried tomimic in vivo nephrogenesis by using a cocktail of small molecules and growth
factors to generate kidney organoids which encompass several cells of the nephron, the func-
tional unit of the kidney [112, 114]. A key advantage of these kidney organoids is that these
in vitro models have the capacity to distinguish different types of nephrotoxins from each
other by looking at kidney cell-specific biomarkers, as multiple cell types of the nephron
are generated within these organoids. Additionally, by combining iPSCs and progress in ge-
netic engineering, researchers can alsomake genetic modifications to the cells which can have
tremendous applications in understanding the mechanism of toxicity or for discovering new
drug targets [116, 117]. Although stem cell models still require some improvements to make
them competitive with freshly isolated cells from the kidney, specifically for PTECs in terms
of transporter expression and function [115], the attractive features of stem cell-based models
such as the ability to incorporate patient/genetic diversity and greater flexibility make them
attractive platforms for a number of applications related to drug discovery.

A recently established novel technology to culture human kidney tubular epithelial
organoids, or “tubuloids,” from adult stem cells derived from either kidney tissue or urine
holds great promise as well [66]. These tubuloids represent proximal as well as distal nephron
segments and display active (trans-) epithelial transport function. They have been shown to
be very stable during long-term culture. Importantly, these tubuloids can be used for the
III. Strategy related to drug metabolism and safety
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modeling of an infectious kidney disease (BK virus), a malignancy (Wilms’ tumor), and a he-
reditary disease (cystic fibrosis) and are therefore suitable to develop personalized disease
models for studying pathogenetic mechanisms identifying novel therapeutic targets and
monitoring safe and effective treatment(s). Application of tubuloid-derived proximal tubule
cells in advanced in vitro models in monitoring tubular transport function was demonstrated
for both the OrganoPlate as well as hollow fiber membrane platforms [66, 95].

While it is challenging to maintain terminally differentiated podocytes in vitro, iPSCs-
derived podocytes may provide a robust and reproducible model for investigations [118].
The iPSC-derived podocyte-like cells exhibit typical podocyte-specific morphology and
markers (e.g., synaptopodin, podocin, nephrin, andWT-1).Notably, at 48hposttreatment,ma-
tured iPSC-derived podocytes were sensitive to doxorubicin toxicity, characterized by mor-
phological alterations and decreased cell viability. Additional investigations will help to
better understand the utilities for thismodel for detecting changes in solubleDIKI biomarkers.

On-chip models for mimicking the close interactions of the different cell types of the glo-
merulus have also been developed. This glomerulus-on-a-chip microfluidic device was used
to mimic hypertensive nephropathy [119]. The device consists of two channels lined by glo-
merular endothelial cells and podocytes maintained under fluid flow to emulate the glomer-
ular microenvironment in vivo; it was envisaged to support research investigations including
but not limited to candidate drug screening. Recently, stem cell-derived kidney cells were
directly differentiated into functional podocytes [118] based on modifications of previously
described protocols [120, 121]. The monolayers of iPSC-derived human podocytes exhibited
morphological, phenotypic, and functional (endocytosis of albumin) characteristics of
podocyte foot processes. These cells may serve as a novel tool for in vitro glomerular cell
(podocyte) toxicity studies and drug safety assessment (e.g., as has been described for doxo-
rubicin that inducedmorphological changes and cell viability reduction [118]). To date, novel
biomarker changes in these iPSC podocytes have not been reported.
4 Translatable kidney safety biomarkers

As noted in the Introduction, SCr and BUN represent conventional renal biomarkers that
are insensitive. Dose stopping criteria based on reference values may be leveraged to contex-
tualize monitorable increases in SCr concentrations. Early detection of DIKI during preclin-
ical studies includes the gold standard diagnostic method—multi-organ histologic
examination. Conversely, confirmations of nephrotoxic responses in human clinical studies
do not routinely includemicroscopic evaluation of renal biopsies. Therefore, in the absence of
alterations in sCr and/or BUN, next-generation DIKI biomarkers that are more sensitive than
SCr or BUN may be leveraged.

Soluble, nonqualified DIKI biomarkers are often simultaneously measured from rodents/
nonrodents’ biologicalmatrices. Nonclinical studies conducted as part of regulatory packages
for candidate drugs are defined within two guidances: International Conference on Harmo-
nization (ICH) M3(R2) [122] and ICH S7A [123]. The latter guidance recommends the inclu-
sion of sCr and BUN among other clinical pathology parameters (Table 2) for Investigational
New Drug (IND) Application-enabling GLP (good laboratory practice) 28-day (1-month)
nonclinical toxicology studies to eventually support clinical trials. Because nonclinical data
III. Strategy related to drug metabolism and safety



TABLE 2 Non-qualified and qualified kidney safety biomarker used during in vivo and/or
in vitro studies.

DIKI biomarkers routinely used in IND-enabling GLP 28-day nonclinical toxicology studies

Hematology
parameters

Red blood cells, hemoglobin, hematocrit, mean corpuscular volume, mean corpuscular
hemoglobin, mean corpuscular hemoglobin concentration, platelets, mean platelet volume,
white blood cells, white blood cells differential, reticulocytes

Serum
chemistry
parameters

Alanine aminotransferase, aspartate aminotransferase, sodium, potassium, chloride, calcium,
magnesium, phosphorus, glucose, cholesterol, triglycerides, gamma glutamyltransferase,
albumin, globulin, albumin/globulin ratio, cystatin c, total protein, urea nitrogen, creatinine

Qualitative
urinalysis
parameters

Color, clarity, specific gravity, protein, glucose, ketone, bilirubin, urobilinogen, blood,
microscopic examination of sediment, pH

Quantitative
urinalysis
parameters

Volume, creatinine, protein, gamma glutamyltransferase, N-acetyl glucosaminidase,
microalbumin, glucose, osmolality, calcium, chloride, magnesium, phosphorus, potassium,
sodium, urea

Qualified urinary DIKI biomarkers

Clusterin, cystatin C, kidney injury molecule 1, renal papillary antigen 1, beta 2 microglobulin, trefoil factor 3,
albumin, total protein

Non-qualified urinary DIKI biomarkers

Alpha 1 microglobulin, neutrophil gelatinase-associated lipocalin, osteopontin, calbindind28k, interleukin 18, alpha-
glutathione S-transferase, Mu gamma glutathione S-transferase, retinol-binding protein 4, tamm-horsfall protein
(uromodulin), liver-type fatty acid-binding protein

Nephron region and renal cell specificity for DIKI biomarkers

Nephron

Segment In Vitro Study In Vivo Study

Proximal tubule Transferrin
Immunoglobulin G
β2-microglobulin
α1-microglobulin
Clusterin
Cystatin C
Osteopontin
Retinol-binding protein 4
N-Acetyl-D-glucosaminidase
Alpha-glutathione S-transferase
Gamma-glutamyl transferase
Lactate dehydrogenase
Interleukin (�8, �18)
Neutrophil gelatinase-associated
lipocalin monocyte chemoattractant
protein-1
Granulocyte-macrophage colony-
stimulating factor Platelet-derived
growth factor-BB
Transforming growth factor-beta 1
Kidney injury molecule 1
Tissue inhibitor of metalloproteinase 2
Insulin-like growth factor binding
protein 7 connective tissue growth factor
Liver-type fatty acid binding protein

Proteinuria:
Total Protein
Albumin
Transferrin
Immunoglobulin G
β2-Microglobulin
α1-Microglobulin
Clusterin
Cystatin C
Osteopontin
Retinol-binding protein 4

Urinary proteins with enzymatic activity:
N-Acetyl-D-Glucosaminidase
alpha-glutathione S-transferase
Gamma-glutamyl transferase
Lactate dehydrogenase

Inflammation:
Interleukin (�4, �6, �7, �8, �18)
Neutrophil Gelatinase-associated Lipocalin
Granulocyte-macrophage colony-stimulating factor
Platelet-derived growth factor-BB
Transforming growth factor-beta 1
Monocyte chemoattractant protein-1 (indicator of
lupus nephritis flare)

Continued



TABLE 2 Non-qualified and qualified kidney safety biomarker used during in vivo and/or
in vitro studies—cont’d

(nOT constitutive expressed in mouse)
microRNAs (miR-21, �200c and �423)

Kidney injury molecule 1 (indicator of interstitial
nephritis)

Necrosis/degeneration:
Kidney injury molecule 1
Tissue inhibitor of metalloproteinase 2
Insulin-like growth factor binding protein 7
Liver-type fatty acid binding protein (NOT

constitutive expressed in mouse)
microRNAs (miR-21, 423, 200c, Let-7d, miR-203,
and miR-320)

Regeneration:
Connective tissue growth factor, liver-type fatty
acid binding protein (indicator of tubular interstitial
fibrosis)

Distal tubule Clusterin
Osteopontin
Pi-glutamyl transferase
Calbindin-D28K

Proteinuria:
Total protein
Albumin
Clusterin
Cystatin C
Osteopontin
Pi-glutamyl transferase
Calbindin-D28K
Uromodulin/tamm-horsfall protein

Kidney injury molecule 1 (indicator of
in vitro cytotoxicity)

Necrosis:
L1 cell adhesion molecule (CD171)

Glomerulus Transforming growth factor-beta 1
Platelet-derived growth factor
Tumor necrosis factor alpha
Type IV collagen
Interferon gamma
Granulocyte-macrophage colony-
stimulating factor
Monocyte chemoattractant protein-1

Proteinuria:
Transforming growth factor-beta 1
Platelet-derived growth factor
Type IV collagen

Type IV Collagen
MicroRNAs (miR-10a and miR-30d)

Inflammation:
Interleukin (�2, �6, �7, �8, �18)
Tumor necrosis factor alpha
Type IV collagen
Interferon gamma
Granulocyte-macrophage colony-stimulating factor
Monocyte chemoattractant protein-1 (indicator of
lupus nephritis flare)

Henle’s loop Osteopontin
Calbindin-D28K
Uromodulin/tamm-horsfall protein

Collecting/
connect ducts

Calbindin-D28K
Uromodulin/tamm-horsfall protein

Inflammation:
Interleukin (�2, �6, �7, �8, �18)
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are necessary to underpin the clinical data when seeking New Drug Application (NDA) and
Biologic License Application (BLA) approvals, morphologic evidence of DIKI incidences
and/or severities are expected to correlate with clinically relevant changes in the novel, more
sensitive, and often nephron-specific biomarkers [124]. To date, no biomarkers have been
qualified for predicting DIKI in animal models, except for rats [125].

Eight urinary proteins were initially qualified for limited context of use when monitoring
for DIKI in nonclinical studies in rats [126], representing the first ever formal safety biomarker
qualification. The qualified rat urinary (Ur) protein DIKI biomarkers include: kidney injury
molecule 1 (Ur KIM-1), urinary clusterin (Ur CLU), urinary albumin (Ur ALB), urinary total
protein (Ur TP), urinary β2 microglobulin (Ur β2M), urinary cystatin C (Ur CYS C), and uri-
nary trefoil factor-3 (Ur TFF3). The United States Food & Drug Administration (US FDA), the
European Medicines Agency (EMA), and the Pharmaceuticals Medical Devices Agency,
Japan (PMDA) first acknowledged these parameters as highly sensitive and specific for mon-
itoring DIKI progression in male and female rats [126]. Subsequently, the US FDA and EMA
acknowledged urinary renal papillary antigen 1 (Ur RPA-1) as a singly qualified DIKI bio-
marker in male and female rats as well as the increased level of evidence for the context of
use for Ur CLU in male rats [127]. The first and second rat kidney safety biomarker qualifi-
cation applications were respectively submitted by the Predictive Safety Testing Consortium
(PSTC)/Nephrotoxicity Working Group (NWG) within the Critical Path Institute (C-Path)
and the Health and Environmental Sciences Institute (HESI)/Committee on Biomarkers of
Nephrotoxicity within the International Life Sciences Institute (ILSI). Qualified DIKI
biomarkers that may be used by sponsors on a voluntary basis to demonstrate DIKI in
GLP rat studies used to support the safe conduct of early-phase clinical trials [126]. Tradi-
tional and next-generation biomarkers should be combined with histopathology to enable
early identification of DIKI in preclinical studies [2], including but not limited to rats. Re-
cently, the first qualification of human renal safety biomarkers was acknowledged by the
US FDA [128]. The first human kidney safety biomarker qualification applicationwas submit-
ted by the Foundation for the National Institutes of Health (FNIH) and PSTC/NWG within
C-Path. For quantitative DIKI measurements, urine samples are often collected over short du-
rations (up to 4–16h) for rats and large animals (e.g., dog, monkeys) and up to a 6-h urine
collection period for mice that are housed in metabolism cages without access to food, and
as spot (at specified or unspecified time[s]) collections for humans.

The FNIH and Predictive Safety Testing Consortium Nephrotoxicity Working Group
within C-Path recently published “The User’s Guide: Kidney Safety Composite Measure
Biomarker for Use in Clinical Development” [129]. This guide provides drug development
companies with important information about implementing the first ever clinical safety bio-
marker qualified by the US FDA as a single composite measure of six urine biomarkers, to be
used in conjunction with traditional measures of kidney function, a major milestone that will
improve the detection of DIKI in Phase 1 clinical trials.
5 Context of use of in vitro PTEC models—Mechanistic vs. predictive

Defining the context of use for an in vitro assay is not trivial. All assays have false positives
and false negatives, the effect of which must be measured against the predicted benefit of
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reduced risk of toxicity brought to the development portfolio. For example, let us look at a
portfolio of 1000 compounds for a hypothetical pharmaceutical company. If we assume that
up to 50% of a discovery and development portfolio is lost to preclinical and clinical safety
[130], we lose about 500 compounds due to safety-related findings. Published data estimate
that between 2% and 10% of molecules lost to safety-related attrition are due to nephrotox-
icity [2–4]. Thus, 30 compounds would be lost in this portfolio of the hypothetical pharma-
ceutical company because of nephrotoxicity, assuming an average of 6%. A good in vitro
nephrotoxicity assay with high performance could be assumed to have both sensitivity
and specificity of 90% or above. Thus, the greatest benefit that could be gained with this
predictive nephrotoxicity assay would be the removal of 2.7% of the overall portfolio, or
27 compounds, that would later be found to be nephrotoxic. However, this would come
at the expense of 10% (100 compounds) of the portfolio as incorrectly flagged (false positive)
having a potential nephrotoxic hazard, using 90% specificity of the in vitro assay. Thus, this
assay would lead to little or no compound enrichment for this hypothetical pharmaceutical
company as for every true positive that is identified by this assay therewill be roughly about
four false positives as well. If assays with similar performance were used as predictive
screens for the eight leading causes of safety-related attrition, then over a third of all com-
pounds screenedwould be predicted to carry at least one false positive, making it difficult to
distinguish drug candidates with a genuine risk for safety-related attrition from those that
do not. For this reason, predictive screens are most often targeted toward toxicities with
high frequency and prevalence, cardiovascular toxicity, and hepatotoxicity [4] using
high-confidence endpoints and cutoff values that minimize false positives. Thus, in a drug
discovery setting, it is likely that most advanced PTEC models will have their earliest im-
pact on drug candidates only after a potential DIKI hazard has already been identified, es-
pecially for small molecules. In this context, PTEC assays can have a profound impact on a
drug discovery project, enabling the rapid assessment of DIKI mechanism, screening for
cleaner backup chemistries, and assessing the likelihood of clinical translation of preclinical
findings.

Recent publications on the concordance between preclinical safety findings and clinical
adverse events have shed light on the strengths and weaknesses of the ICH recommended
battery of preclinical in vivo studies in the detection of DIKI. Monticello et al. [4] examined
182 drug candidates with preclinical and phase I safety data and found that, while rodents
and dogs showed high specificity in the detection of renal injury (88% and 91%, respec-
tively), only just half of all drug candidates that caused DIKI in the clinic were detected
in preclinical species (43% and 50%, respectively). Clark et al. [131] came to a similar con-
clusion in their analysis of 3290 approved drugs and formulations where they found that a
positive DIKI signal in preclinical species yielded a positive likelihood ratio (“change in
clinical risk when the adverse event is observed in an animal study”) of just 3.09,
representing a “small, but sometimes important, shift in probability” in the risk of clinical
nephrotoxicity. Both studies point to the poor sensitivity of rats and dogs in the standard
battery of histopathology and clinical chemistry. The recent acceptance of urinary DIKI bio-
markers by regulatorsmay perhaps enhance the predictive power of preclinical species, and
it will be important to follow-up on these concordance observations in the years to come to
determine if these new methods do indeed improve the sensitivity of DIKI detection and
reduce the incidence of late stage DIKI failures [126]. Indeed, it will likely be a combination
III. Strategy related to drug metabolism and safety
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of physiochemical properties in in vitro and in vivo assays with improved DIKI biomarkers
that will need to be calibrated for each pharmaceutical company’s renal safety strategy.
6 Outlook and future perspectives

As highlighted in this chapter, tremendous progress has been made in nephrotoxicity
detection in recent years, from a simplistic single transporter expressing cell lines to ad-
vanced MPS models capable of recapitulating important aspects of the in vivo biology.
However, with advancements in in silico chemical toxicology analysis and machine learn-
ing tools, many researchers are starting to assess the liabilities of compounds in the early
stages of discovery by looking at their physiochemical properties along with other inher-
ent determinants of human renal clearance. The first set of models to predict the rate of
human renal clearance and perform in silico assessment of candidate drugs that are less
likely to fail due to renal clearance was described by Paine et al. [132]. Subsequently,
Grafstr€om et al. proposed that bioinformatics-driven analyses of data obtained from
treated cell models could serve as a Three R’s tool and replace some animals in monitoring
for inducible toxicity [133]. Select sources of in vitro, in vivo, and human data that may
assist in the development of in silico models to aid the understanding of nephrotoxicity
mechanisms have been reviewed [134]. Of importance is the usefulness of physiologically
based in silico pharmacokinetic tools to evaluate kidney transporter engagements. More-
over, GastroPlus software represents a commonly used in silico pharmacokinetic model
that may be used to incorporate the disposition data across species; it can be leveraged
to simulate human PK properties of candidate drugs to aid the prediction of DIKI
[135]. Previously, Lee et al. described quantitative structure–activity relationship
(QSAR) models for three types of DIKI commonly observed in vivo, i.e., tubular necrosis,
interstitial nephritis, and tubulo-interstitial nephritis [136]. These models consist of infor-
mation on the nephrotoxicity of the pharmaceuticals from clinical trial and post-marketing
safety databases; they include parent compounds of pharmaceuticals (251 nephrotoxins
and 387 non-nephrotoxins) and their major urinary metabolites (307 nephrotoxins and
233 non-nephrotoxins). The predictive accuracies of the best models for each type of kid-
ney injury were >83%. Additionally, the prediction of AKI with a machine learning algo-
rithm using electronic health record data has been reported [137]. Yet the retrospective
aspects of this tool deter extrapolating conclusions regarding the impact of the algorithm’s
predictions on patient outcomes in a clinical setting. These factors speak to the need of in
silico models with good predictive accuracy.

Interestingly, the prediction of DIKI and related mechanisms using human iPSC-
derived PTEC-like cells and machine learning methods appears to enable the development
of physiologically relevant in vitro models for compound screening and nephrotoxicity
prediction [39]. Until now, the PTEC-like cell specific toxicity for 30 compounds was de-
lineated; and PTEC toxicity in humans was predicted with 99.8% training accuracy and
87.0% test accuracy. Renal cell models have been proposed to support screening efforts
intended to enable the discovery of therapeutics against kidney diseases, for example,
an immortalized mouse podocyte-based HCS phenotypic assay that analyzes thousands
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of cells in 96-well plates to quantitatively measure dose-dependent changes in multiple
cellular features [138]. The assay has been leveraged to screen >2100 compounds of which
24 small molecules showed protection of podocytes against injury in vitro. Taken together,
the murine podocyte model showed utility for identifying novel therapeutics for
proteinuric kidney diseases. Lastly, single point HCS assay approaches have evolved to
multiplexed assay panels that were initially individually pre-validated. Multiplex cytotox-
icity endpoints (LDH, cellular caspase 3/7 activation, resazurin dye reduction, and
Hoechst 33342 DNA staining) allow for detection of cellular toxicity following 5- or
24-h incubations with nephrotoxins (e.g., 5-fluorouracil, gentamicin, cisplatin, acetamino-
phen, para-aminophenol, potassium dichromate, ibuprofen, doxorubicin, cyclosporine, ci-
trinin, and puromycin). As envisaged, this multiplexed platform was more sensitive than
single endpoint assays for higher throughput screening in HK-2 cells. Yet soluble PTEC-
derived biomarkers have not been coupled to this approach. Similarly, very recently, re-
searchers also combined HCS with Random Forest for 46 diverse kidney toxicants using
primary PTECs to generate a multidimensional biomarker panel as molecular signatures
for mechanistic derisking of kidney toxicants in vitro [139].

Currently, we believe there is no “ideal/perfect” kidney model for investigating nephro-
toxicity and the definition of an “ideal/perfect” model will depend on the question asked
from the model and its context of use. If the objective of the in vitro model is to rank order
the compounds to minimize renal liabilities in the early stages of drug development, then
a model with sustained physiological relevance, especially with respect to transporters such
as OAT1/3, OCT2, MRP2/4, P-gp, MATEs, and BCRP andmetabolic enzymes such as UGTs,
CYPs, and GGTs should be used. This model can be used in conjunction with HCS to look at a
variety of different assay parameters [43] that have been optimized to reflect predictivity
using a balanced training set of compounds from the perspective of physiochemical proper-
ties. Incorporation of therapeutic human exposure (Cmax) can add further value to the model;
however, in the early stages of compound development, Cmax information is seldom avail-
able. The ability to measure some of the abovementioned qualified kidney injury biomarkers
can be very useful in addition to monitoring imaging-based parameters as it will allow trans-
latability between species as well as in vitro in vivo translation (IVIVT). Combining and com-
paring the biomarker information obtained from the in vitro kidney models or kidney MPS
with physiologically based pharmacokinetic (PBPK) modeling aided quantitative systems
pharmacology (QSP) as highlighted in the recent publication, Fig. 3 [140], can also help with
IVIVT and identifying favorable dosing regimens for new chemical entities (NCEs). This ap-
proach can be beneficial for clinical candidates (Phase 1 and later) as much of the information
needed for PBPK/physiologically based toxicokinetic (PBTK) modeling might not be avail-
able for NCEs sooner. Thus, a combination of in silico, in vitro, and in vivo information will
probably yield the most accurate assessment of nephrotoxicity and understanding renal drug
clearance for new entities.
III. Strategy related to drug metabolism and safety



FIG. 3 Workflow for IVIVT. First, the toxic responses of drugs using clinical biomarkers are evaluated in the kidney
MPS (e.g., toxicity, viability; left panel, purple). Computational PBPKmodels of drugs are simulated to predict drug
exposure in human kidneys (middle panel, blue). These simulations are comparedwithmeasured drug profiles from
patients to assess their validity (right panel, red). Then the QSP models relate the simulated drug human
biodistribution profiles to the kidney injury biomarker profile usingMPS data (middle panel, black). Finally, the sim-
ulations of biomarkers are compared with clinically observed biomarker profiles. Figure reproduced with permission

from C. Maass, N.B. Sorensen, J. Himmelfarb, E.J. Kelly, C.L. Stokes, and M. Cirit, Translational assessment of drug-induced
proximal tubule injury using a kidneymicrophysiological system, CPT Pharmacometrics Syst. Pharmacol. 8 (5) (2019) 316–325.
This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 International License (https://

creativecommons.org/licenses/by-nc-nd/4.0/). No changes were made to the original figure.
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1 Introduction

Biotherapeutic drug products are usually more complicated than conventional small mol-
ecule drugs which lead to new sets of issues, e.g., immunogenicity associated with changes of
exposure, efficacy, and adverse side effects. A biological product consists of many
components, e.g., carbohydrates, proteins, nucleic acids, or whole cells. Most conventional
drugs are pure chemical compounds and are relatively small in comparison to large, more
complex, biological drug products. A major challenge of using biological drug products or
“biologics” is that they have the potential to be recognized by the immune system and there-
fore can be immunogenic. This is a potential concern that conventional drugs or “small
molecules” typically do not experience.

The recognition of a biologic drug product by the immune system is referred to as immu-
nogenicity, defined as the ability of a substance to produce an immune response. This immune
response can be divided into two types: innate or adaptive immunity (Fig. 1). Innate immu-
nity is a rapid response by innate cells (dendritic cells, monocytes, macrophages, neutrophils,
eosinophils, basophils, and mast cells) which recognize foreign substances via pattern recog-
nition receptors (PRR). Adaptive immunity on the other hand does not occur immediately
and produces a more specialized response, which relies on B and T lymphocytes. Both innate
and adaptive immunity have cellular and humoral components whichwill be discussedmore
in-depth later in this chapter. The scope of this chapter is to present a general overview of how
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FIG. 1 Principle branches of immunity. Adap-
tive and innate immunity are the principle arms
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immunogenicity occurs and to address strategies related to the safety, risk assessment and
prediction, and analytical methods useful at various stages of therapeutics development.
The goal here is to introduce the basic concepts associated with immunogenicity and the clin-
ical relevance associated with biotherapeutic drug development.
2 Overview of immunogenicity

Immunogenicity of a biologic can be influenced by factors associated with its production,
route of administration, the molecular feature of the biotherapeutic itself, and even the pa-
tient. Other factors that affect the immunogenicity of a biologic drug product are amino acid
variations, glycosylation patterns, and chemical modifications such as crosslinking [1]. Clin-
ically it has been observed that switching from an intravenous (i.v.) to subcutaneous (s.c.)
route of administration can increase immunogenicity [1]. Although, it should be noted that
changing the route of administration does not completely negate immunogenicity as the bi-
ologic drug product remains either inherently immunogenic or is not. Immunogenicity
caused by impurities and contaminants associated with the production highlights the impor-
tance of producing a highly pure drug product. As previouslymentioned, the patient can also
directly influence immunogenicity. Specifically, themajor histocompatibility complex (MHC)
classes I and II genetic background of the patient can influence the immune response to a bi-
ologic drug product.

When a foreign substance or antigen is recognized by certain cells, it is internalized and
cleaved into peptide fragments. Some of these fragments are then presented at the surface
III. Strategy related to drug metabolism and safety



5373 Overview of immune response mechanisms
of the cell by theMHC. TheMHC is a cell surface protein that forms a complexwith T cells via
recognition by the T-cell receptor (TCR), thus activating the T cell to respond to the specific
peptide fragment presented. MHC molecules can be separated into two classes: MHC I and
MHC II, each of which interacts with different types of T cells. In an adaptive cellular re-
sponse, MHC I presenting cells complex with cytotoxic T cells that express the CD8 cell sur-
face marker and then directly attack any cell that contains the specific antigen fragment that
was presented to it. MHC II presenting cells complex with helper T cells that express the CD4
cell surface maker inducing a humoral response resulting in the formation of antidrug anti-
bodies (ADAs) from B cells.

The consequences of ADA formation are important to understand from a clinical perspec-
tive. Patients that have tested positive for ADA against a biotherapeutic drug may have the
drugs activity neutralized. Neutralizing ADAs (NAbs) impair the activity of the biologic by
binding to its variable region and prevent targeting, thereby decreasing the drug’s efficacy.
ADA formation can also alter the pharmacokinetic (PK) profile of a biologic drug. The
consequences of these alterations can accelerate the clearance of the biologic drug, thereby
reducing the level of drug. Toxicity can also occur following ADA formation. Typically, this
can be related to infusion which through multiple complex mechanisms causes the release of
cytokines (substances released by certain immune cells that can mediate and regulate immu-
nity), eventually leading to cytokine release syndrome (CRS) and systemic toxicity. Also,
making it evenmore complicated are additional variables that can affect infusion toxicity, e.g.,
route of administration, number and frequency of doses, and the drug product itself [2].

It has been generally agreed across the industry that the immunogenicity risk profile of a
drug in animals does not directly translate to human results because of the species difference
of immune systems. Therefore, the effort in the investigation of ADA in animals is mainly for
PK profiling, efficacy, and safety data interpretation and not for the prediction of human im-
munogenicity risk. A useful strategy for prediction of human immunogenicity risk assess-
ment and mitigation includes a combination of in silico, in vitro, ex vivo, and in vivo
tools. These tools include in silico humanMHC I- andMHC II-binding prediction algorithms,
cell-free MHC binding assays, human peripheral blood mononuclear cell (PBMC) and
immune cell-based immunoassays, MHC epitope mapping assays, and in vivo studies using
humanized mouse models. The utilization of these predictive tools are essential for human
immunogenicity prediction and risk assessment and drug candidate screening and prioriti-
zation based on the immunogenicity profiles. It is important to note that immunogenicity will
likely occur for most biotherapeutics. Therefore, the development of validated assays and a
risk assessment plan are necessary when developing a biotherapeutic and submitting results
to regulatory authorities.
3 Overview of immune response mechanisms

As previously mentioned, immune responses to biotherapeutics have both humoral and
cellular components (Fig. 1). The humoral and cellular response mechanisms can also be clas-
sified as either innate or adaptive immunity. Since immunogenicity can reduce the efficacy
and cause unexpected adverse event, regulatory authorities are highly concerned with
III. Strategy related to drug metabolism and safety
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immunogenicity and details of an immunogenicity risk assessment plan are suggested to be
part of the applicationwhen submitting a new biotherapeutic investigational new drug (IND)
application or medicinal product dossier for the first stage of clinical trials. In this chapter,
because cellular innate immunity is more difficult to predict, lacking well-validated models
at this time, we will focus on discussing in greater detail humoral and cellular adaptive im-
munity and humoral innate immunity.
3.1 Humoral immunogenicity

Traditionally, the presence of ADA (both neutralizing and non-neutralizing) is what is
referred to as humoral “immunogenicity” and represents an adaptive humoral response.
Therefore, monitoring the formation of ADA and its impact on PK/PD, safety, and efficacy
are important for the approval of a new biologic drug product. While adaptive humoral
immunogenicity may be what’s thought of when immunogenicity is spoken of, innate
humoral immunogenicity is also important to consider.

Innate humoral immune responses consist of naturally occurring NAbs, pentraxins (pro-
teins that act as pattern recognition receptors), and serine protease cascades of the comple-
ment pathway [3]. These innate responses occur acutely (minutes to hours) and form the
first line of defense against pathogens. This response is important to consider with
biotherapeutics such as gene therapies. Gene therapies often use viruses, e.g., retrovirus, ad-
enovirus, and adeno-associated virus to introduce genetic material into cells to repair the cell
function. If the virus is recognized by innate immunity, and an inflammatory response is pro-
duced, pentraxins will then bind directly to the virus and neutralize it or can mediate other
functions such as opsonization by phagocytes and activation of the complement pathways
(Fig. 2). Pentraxins are a family of PRR proteins. C-reactive protein (CRP), serum amyloid
P (SAP), and pentraxin 3 (PTX3) comprise the short and long pentraxins. The pentraxin family
and its multifunctional abilities form a bridge between the cellular and soluble portions of
innate immunity.

An adaptive humoral response involves both CD4+ T cells and B cells. CD4+ helper T cells
exert their effects indirectly via complex formation of their TCR with MHC II-antigen
FIG. 2 Pentraxin family protein regulation
of innate immunity. CRP, SAP, and PTX3 func-
tion by pattern recognition and regulation of
virus neutralization, opsonization, and com-
plement activation.
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5393 Overview of immune response mechanisms
presenting cells (APCs). The key driver for this adaptive response is antigen presentation by
MHC II proteins. Once a biotherapeutic is taken up by anAPC, it is internalized and degraded
into peptides of variable length (9–25 residues). Through cell-to-cell contact, the MHC
II-presenting proteins of APCs activate CD4+ helper T cells, which in turn leads to activation
of B cells, cytotoxic T cells, and cytokine secretion (Fig. 3) [4]. Activated B cells secrete anti-
bodies that protect the body against foreign antigens. These antibodies, known as antidrug
antibodies (ADA) function in several ways to biotherapeutics. ADA formation can affect a
biotherapeutics efficacy, PK/PD profile and can induce adverse events (AE) through direct
binding leading to neutralization, complement initiation, and in cooperation with the cellular
arm for opsonization and antibody-dependent cell-mediated cytotoxicity (ADCC) (Table 1)
[5]. Both the B- and T-cell responses here are equally important because they can lead to
the formation of memory immune cells, which is a unique feature of adaptive immunity. This
is important to consider when developing a biotherapeutic since patients are generally ad-
ministered repeat doses. The formation of ADA is highly variable depending on the patient.
This is because the immunogenicity of the biotherapeutic is not the only factor contributing to
the immune response. Other variables like a patient’s immune status and genotype influence
FIG. 3 Basic schematic representation of helper T-cell activation. APC activation of T-helper cells leading to cyto-
toxic T-cell and B-cell activation and cytokine secretion.
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TABLE 1 Antibody mediated responses.

Adaptive humoral responses

Neutralization Complement initiation Opsonization ADCC

Direct binding to a
foreign antigen
leading to inhibition of
function, followed by
elimination.

Direct binding to a foreign
antigen followed by
complex formation of
soluble serum complement
components and initiation
of membrane attack
complex (MAC).

Direct binding to foreign
antigen followed by
recruitment of
phagocytotic cells via Fc
receptor (FcR) binding.

Direct binding to a foreign
antigen leading to
apoptosis via FcR binding
to cytotoxic cells such as,
NK cells and granulocytes.
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the body’s response, and in some cases the dose, route of administration, and impurities in the
drug product can all contribute to immunogenicity [6]. Because somany factors can influence
immunogenicity, it is important to have a well-defined preclinical strategy when developing
a biotherapeutic. Furthermore, at the clinical level, there is no standardization for the detec-
tion of ADA. Thus, it is important to have a clear and well-defined method to support the
development of a biologic drug product.
3.2 Cellular immunogenicity

Adaptive cellular immunogenicity is the cellular immune response by cytotoxic
T lymphocytes or CD8+ T cells in response to a foreign or nonself antigen. These nonself an-
tigens can be generated from foreign particles like bacterial/viral DNA, RNA, and protein
sequences. These are also produced from misfolding of self-proteins, as well as mutation
of DNA leading to the synthesis of a mutated protein. Apart from these, nonhuman antigens
can also be present in biotherapeutics such as mAbs, antibody-drug complexes (ADC), cell
therapies like CAR-T, iCAR-T, stem cell therapies, and gene therapies. These potentially im-
munogenic antigens can be present as part of a transgene amino acid sequence in the
biotherapeutic or as residues derived from the manufacturing process (host cell proteins
and DNA, plasmid DNA from AAV manufacturing for gene therapy [7]).

These potentially immunogenic regions with cellular immune response affect the
biotherapeutics efficacy and safety negatively. For example, anti-CAR-T specific CD8+
T cells will limit the peripheral persistence of transferred CAR-T cells [8]. In cases where im-
mune responses were observed, they were associated with a quick reduction in the CAR-T
count in vivo and a loss of efficacy [9]. So, how do CD8+ T cells recognize these sequences
and illicit a response? The responsemechanism can be divided into two steps: (1) presentation
via MHC I on the cell surface and (2) activation of CD8+ T cells.

3.2.1 Presentation via MHC I on the cell surface and binding to CD8+ T cells

Nonself amino acid sequences once inside the cell are processed in cytoplasmic organelles
and are broken down into smaller 8–11-mer peptides in proteasomes (Fig. 4). Once broken
down, they are transported through the transporter associated with antigen processing
(TAP) in the endoplasmic reticulum. The immature or partially foldedmajor histocompatibility
III. Strategy related to drug metabolism and safety
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FIG. 4 Depiction of the MHC class I antigen-processing pathway. The endogenous nonself-peptides are broken
down by proteasomes and processed in the endoplasmic reticulum. The mature MHC I peptide complex is
transported through the Golgi apparatus to the cell surface.
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complex (MHC) class I binds to this TAP. This binds to peptides and is transported to the cell
surface through the Golgi apparatus. On the cell surface, peptide MHC I complex (pMHC I)
interacts with the TCR on CD8+ T cells. TCR-mediated recognition of a peptide antigen bound
to an MHC-derived molecule represents a central event in the cellular immune response. The
TCR contacts the MHC complex through the TCR variable domains [10, 11].

The affinity with which an epitope binds to the MHC Imolecule plays an important role in
determining its immunogenicity. MHC I, being polygenic and polymorphic, has the capabil-
ities to bind to peptides with different range of specificities. CD8, either as an αα homodimer
or an αβ heterodimer, acts as an “assistant” or coreceptor in the function of cytotoxic
T lymphocytes. In this ternary complex model, TCR interacts with two α helices of pMHC
and the specific peptide, whereas the coreceptor CD8 acts at a distance from the specific pep-
tide. CD8-pMHC interactions are categorized as rigid body interactions while TCR-pMHC is
categorized as induced fir. This implies how TCR shows flexibility to adapt to polymorphic
peptide and MHC upon binding [12–15].
3.2.2 Activation and cellular response of CD8+ T cells

After activation, CD8+ T cells undergo clonal expansion and migration to peripheral re-
gions. They exhibit very high levels of effector functions which can be either cytolytic or
non-cytolytic (Fig. 5) [16]. Perforin and granzymes are the most abundant proteins within
the lytic lysosomes (granules). Upon binding to target cells and activation of CD8+ T cells,
degranulation aids in the release of these cytolytic proteins into target cells causing lysis.
Non-cytolytic mechanism of CD8+ T cells involves the secretion of various chemokines likes
IFN-γ, TNF-α, and IL-2. These are important for CD8+ T cell proliferation and persistent
activation.
III. Strategy related to drug metabolism and safety



FIG. 5 Depiction of the lytic and non-lytic mechanisms of cellular cytotoxicity by CD8+ T cells. The lytic mecha-
nism involves the release of cytotoxic granules like perforin and granzyme B. The non-lytic mechanism includes the
release of cytokines from CD8+ T cells activating other CD8+ T cells to perform the same cytotoxic mechanism.
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4 Humoral immunogenicity: Overall risk assessment and mitigation strategies

Currently, it is generally believed that all biotherapeutics are to some degree immuno-
genic. To try and overcome unwanted immunogenicity associated with a biotherapeutic,
drug discovery and development scientists should consider having a preclinical risk assess-
ment strategy andwell-defined assays for ADAdetection at the clinical level. It should also be
noted that not all ADA responses lead to an impact on the safety and efficacy of
biotherapeutics. This highlights the importance of understanding how immunogenicity af-
fects a newly developed biologic drug product. The vast majority of ADA responses have
very little or no impact on safety and efficacy. However, in some cases, the formation of
ADA has a serious effect on a biotherapeutics PK, efficacy, and lead to toxicity-related issues.
Regulatory agencies have different opinions and recommended guidelines when it comes to
immunogenicity testing. As no standardized testing currently exists, having a well-validated
assay is necessary for the application of any new IND filing for a biotherapeutic drug.Herewe
focused more on the preclinical prediction efforts that currently exist. In silico, in vitro/ex
vivo, and in vivo models can aid in the development of a biotherapeutic. However, with each
models’ limitations much more effort is needed to standardize these techniques to develop a
candidate with decreased immunogenic outcomes. Using a multitiered approach, in which
the previously mentioned tools are combined.

Preclinically, a combination of in silico, in vitro, and in vivo studies can be used to assess
immunogenicity risk (Fig. 6). All should be considered since a multitiered approach is
suggested by regulatory agencies such as the Food and Drug Administration (FDA) and
the European Medical Association (EMA) [17, 18]. Currently, across the industry, ADA for-
mation has been observed to be CD4+ T cell-dependent in most cases. Therefore, a useful
starting point for the de-immunization of a biotherapeutic has been in silico analysis based
on the binding affinity of a drug-derived peptide to T-cell epitopes.
III. Strategy related to drug metabolism and safety



FIG. 6 Proposed immunogenicity risk assessment strategies at various stages of drug development.
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Commercially, there are many in silico tools available that can predict T-cell epitope
binding. These tools function by evaluating a biologic drug’s sequence and determining
if overlapping peptide fragments can potentially bind to MHC I and II alleles. Tools that
predict MHC II allele binding are what is most relevant for the prediction of ADA. The bind-
ing affinity of most MHC II alleles has already been determined, whichmakes these in silico
tools particularly useful. Many marketed drugs or drugs in development are monoclonal
antibodies (mAbs); therefore, mAbs are good examples to look at. However, not all mAbs
are engineered the same and differences arise frommore than just differences in sequences,
but also how each is produced. Orthoclone OKT3was the first mAb approved by the FDA in
1986. OKT3was produced by fusing amouse-derived antibody-producing cell (plasma cell)
with immortalized myeloma tumor cells. However, it had limited success because the hu-
man immune system recognized the mAb as foreign and neutralized the drug’s effective-
ness leading to serious side effects. To circumvent this from occurring, next-generation
mAbs have since been developed that can be grouped into one of three types (chimeric, hu-
man, and humanized). Chimeric antibodies are about 70% human and are generated by
grafting mouse variable domains onto human constant domains to retain the specificity
but limit potential foreign epitopes. Humanized mAbs are mostly human, except for the
murine complementarity-determining regions (CDRs). This has led to a further decrease
in unwanted immunogenicity. Finally, “fully human” mAbs have been generated using
techniques such as phage display and transgenic mice that express only human antibodies.
Regardless of the type of antibody chosen, in silico tools allow the optimization of different
regions of the mAb, specifically within the CDRs, to avoid T cell epitope binding, and thus
reducing the possibility of immunogenicity. Although in silico tools are useful, the user
should consider other factors that in silico tools cannot account for such as route of admin-
istration, mechanism of action (MOA), formulation, and contaminants/impurities in the
drug product.
III. Strategy related to drug metabolism and safety
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Data generated from in silico tools bridges nicely with in vitro/ex vivo models for
immunogenicity risk assessment. Overlapping peptides that have been identified as being
potentially immunogenic from in silico analysis can be screened in a human immune cell-
based system. Examples of this are peripheral bloodmononuclear cell (PBMC) assays which
consist of both lymphocytes andAPCs, ormixed lymphocyte reaction (MLR) assays that can
be used to collect cell culture supernatants and analyze the cytokine profile. Also, flow
cytometry can be used to analyze T-cell activation markers, which can then be compared
to well-defined system controls. PBMCs have also been useful in observing some
patient-specific genetic factors, as their phenotype can be determined and screened for spe-
cific alleles of interest.

In vivo approaches represent the step following in silico and in vitro/ex vivo assays. An-
imal models provide an intact immune system for direct measurement of ADA, whereas
in vitro models rely solely on cytokine measurement and immune cell activation, which
are indirect measurements [19–23]. Immune tolerant transgenic mouse models that express
specific human proteins represent a useful tool. For instance, the evaluation of ADA response
to attributes of human IgG1 has been studied because some of these mouse models are capa-
ble of diverse responses to human antibodies [22, 23]. However, transgenic mice like the pre-
viously mentioned preclinical methods also have limitations. For example, the mouse strain
used is of great importance, since these models cannot evaluate MHC-T cell recognition of
peptides and although some transgenic mouse models specific for MHC genes allow for
the observation of T-cell responses, they are limited to a single haplotype. Since MHC classes
can be quite diverse, this model may not be reflective of a large population. For any of the
previously mentioned methods, one should keep in mind that although useful for observing
immunogenicity for certain specific factors, there is no fully relevant representation of human
MHC and APCs in preclinical models.
4.1 Case studies

4.1.1 Case study 1: PK assessment in the presence of ADA in animal models

Using a cynomolgusmonkeymodel, Ng et al. developed a PKmodel to study the impact of
ADAs on the PK of adalimumab [24]. As of 2018, adalimumab (sold under the brand name
Humira) is the number one top-selling drug globally [25]. Based on the package label insert,
the immunogenicity of adalimumab monotherapy was �13% on average across the different
patient populations. Thus, it was important for Ng et al. to develop a prediction tool under
these study conditions and in this case, a PK model to estimate the ADA formation rate and
drug clearance. This model offered insight on the impact of ADA on PK and ADA formation
kinetics by investigating the relationship between neonatal Fc receptor (FcRn)-binding affin-
ity. The authors describe an Emax model for ADA-mediated clearance, where the Emax and
EC50were determined to be 1146pmol/day/kg/log and the ADA titer 7.02pmol/mL, respec-
tively. The onset of ADA formation was observed to be 8.3days after dosing and detection of
ADA from days 14 to 28 was observed to be associated with decreasing mAb concentrations
in serum. This correlated well with observed human data [26]. At the time of publication, this
was a novel approach. Although the authors failed to detect the differences of formed ADA
III. Strategy related to drug metabolism and safety
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and their effects on PK, it provided a semi-mechanistic model to describe the observed bio-
logic PK in the presence of ADA.

4.1.2 Case study 2: Immune response to AAV vectors in animal models

Preclinical animal models that predict anti-AAV humoral responses are useful. Literature
suggests that 30%–80% of humans have preexisting NAbs to AAV; therefore, a relevant
model for preclinical prediction is necessary [27]. Fitzpatrick et al. described a strategy for
assessing the effect of neutralizing and binding antibodies on AAV transduction both
in vitro and in vivo [28]. Using wild-type mice, the authors investigated the role of NAbs
in AAV clearance from the bloodstream and vector uptake by the liver. Human intravenous
immunoglobulin (IVIg) was used as an anti-AAV8 Ab reagent, and the authors passively im-
munized mice with IVIg or infused them with PBS (control) and 24h later dosed the animals
with an AAV8 vector expressing human factor IX transgene (FIX). Quantification of the sub-
sequent time point samples showed no FIX transgene expression and livers harvested from
the mice also showed almost undetectable levels of vector genome after 24h. The PBS infused
mice, which were injected with AAV8-FIX vector had blood samples in which detectable
levels of vector were observed for up to 1week and harvested livers showed detectable levels
of FIX expression. These results suggest that NAb formation can significantly impact vector
genome transduction in the liver.

To understand how NAb-AAV complexes were cleared, in vitro experiments were set up
using a murine hepatocyte cell line. Using flow cytometry, Fitzpatrick et al. showed that the
NAb-AAV complexes were still gaining entry into the hepatocytes, however, no transduction
was occurring. This meant the AAV capsid could still gain entry through internalization. This
strategy helped to elucidate the role of anti-capsid NAb and showed its influence on liver
gene transfer.

4.1.3 Case study 3: In silico immunogenicity prediction

The “deimmunization” of a biotherapeutic should be one of the first steps considered dur-
ing drug development. Many in silico tool currently exist for various predictions, such plat-
forms include; EpiVax, EpiBase, Biovia, NetMHCIIpan, and immune epitope database
(IEDB), to name a few. A in silico tool recently described by Chen et al. utilizes a method
of the machine-learning prediction tool for immunogenicity prediction based on MHC II an-
tigen presentation [29]. It is generally agreed upon that current in silico algorithms predicts
immunogenicity better for MHC I than for MHC II due to the viable length of the presented
peptide. These algorithms generally use in vitro-binding affinity as a surrogate of potential
MHC II peptide presentation. MARIA, the tool developed by this team, used peptides
presented by APCs and identified using liquid chromatography (LC)-mass spectrometry
(MS)/MS as a data training set in addition to predicted binding affinities. The author’s results
showed that using the deep neural network trained data sets consistently provided better
area-under-curves (AUCs) than did methods such as NetMHCIIpan from the immune epi-
tope database (IEDB). To confirm the validity of the “true ligands,” 10 peptides were synthe-
sized from predicted strong binding epitopes of mantle cell lymphomas (MCL). Using an
MCL cell line, 9 of the 10 peptides were identified by MS as strong binders.
III. Strategy related to drug metabolism and safety
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5 Cellular immunogenicity risk assessments

Potential cellular immunogenic risk factors include nonhuman/partial human sequences
in amino acid structures in biotherapeutics, residual viral proteins from gene transduction
process, gene editing associated deletions.

• For CAR (chimeric antigenic receptor) T-cell therapies, CARs are synthetic proteins
consisting of various regions including the antigen-bindingmoiety or single-chain variable
fragment (scFv) derived from human/nonhuman mAbs linked by a hinge/spacer and
transmembrane sequences of co-stimulatory domains which are an intracellular part of
CAR. The CAR structuremay also contain unique nonhuman peptide sequences that could
potentially be immunogenic. Such epitopes could come from anonhuman scFv, fusion sites
between different human CAR components, viral proteins, and any additional amino acid
modifications toCAR [30]. Themodification of CAR includes the addition of a safety switch
derived from viral proteins, e.g., herpes simplex virus (HSV)-thymidine kinase (TK) [31].

• For gene therapy, the transgene encoding the protein of interest is encapsulated in the
adeno-associated virus (AAV) vectors for its transfer into target cells. This viral capsid
could be degraded and potentially be presented through MHC I on the cell surface.
Capsid-specific CD8+ T cells have been identified as amajor hurdle and potential source of
immunotoxicity in human recipients of AAV gene transfer. These cytotoxic T lymphocytes
(CTLs) can eliminate AAV-transduced cells affecting the efficacy of the gene therapy [32].

• Cell and gene therapy products are generated by the use of DNA editing techniques
(CRISPR and TALEN) to modify surface-expressed receptor (CAR-T) or insertion of the
transgene (gene therapy) for therapeutic usage. The use of these technologies could
potentially leave nonhuman origin proteins (TALEN: construction-related proteins) or
create novel immunogenic epitopes (CRISPR: gene editing associate deletions or
insertions). These nonself-epitopes could be presented to CD8 T cells and could illicit
cellular immunogenic response [9].

There are variousways bywhich thepotential risk of a cellular immunogenic response canbe
assessed (Fig. 7). This can range from predicting the binding of peptide sequences to MHC I
FIG. 7 Illustration of the variousmethods for cellular
immunogenicity risk assessments, highlighted in blue
or by in vivo analysis highlighted in green.
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in silico or to using an artificial neuronal network to analyzing a full-system potential response
in humanized mice. There are few in vitro approaches or potential in vivo tools to assess the
immunogenic response from CD8 + T cells.
5.1 In silico prediction tool

The very first step would be the use of a prediction tool to assess amino acid sequences
which can elicit an immune response via a presentation by MHC on the cell surface. MHC
class I-binding prediction tools scan a protein’s amino acid sequence to determine each sub-
sequence’s ability to bind a specific MHC class I molecule [16]. This tool will work to predict
the IC50 of the binding interaction between the presented peptide/MHC I complex and the
TCR on T cells. To characterize the interaction of peptides and various alleles of MHC I, the
entire sequence of the biotherapeutic/CAR could be cleaved into identifying overlapping
8–11-mer peptides and running these sequences through one of the immune epitope database
analysis methods like the artificial neural network (ANN)method. ANN is a type ofmachine-
learning method which utilizes neuronal brain system inspired method for machine-learning
and training. Once trained, they recognize the complicated peptide patterns and can predict
the binding prediction for the input of 8–11-mer sequences [16, 33, 34].

This early prediction approach could potentially be used in early-stage discovery to not
only assess potential immunogenicity and rank candidate selection but also for designing
subsequent research-based biotherapeutic candidates with reduced immunogenic risk.
5.2 ELISpot

ELISpot assay is the gold standard to analyze the cytokines like TNF-α and IFN-γ secreted
by activated CD8+ T cells. ELISpot is a very sensitive assay and can detect a very small num-
ber of activated CD8+ T cells. Overlapping 9-mer amino acid sequences are generated from
the vector sequences. These are added to PBMC from patient samples and then added to the
ELISpot plates for IFN-γ. CD8+ T cells specific for these peptides would be activated and se-
crete IFN-γ and will form spots on the ELISpot plates. The output of spot-forming cells forms
the basis for cellular immunogenicity assessment in comparison to a positive control, e.g.,
T cell–specific tetramer [13].
5.3 Chromium 51

Another in vitro method is a Chromium 51 (51Cr) release assay [35]. Target cells (CAR-T)
could be radiolabeled with 51CR and incubated with CD8+ cells. Once CD8+ cells are acti-
vated by the presentation of potentially immunogenic regions, their cytotoxic abilities will
cause lysis of radiolabeled cells, thereby releasing 51Cr into the supernatant. This can be col-
lected and analyzed either by gamma counter or mixed with a scintillation cocktail in a
microplate (or dried on a LumaPlate) and counted in a liquid scintillation counter [36].
A similar approach could potentially be applied to gene therapy wherein target cells trans-
duced with capsid/transgene, radiolabeled with 51Cr could be incubated with PMBC.
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5.4 Flow cytometry

Flow cytometry (FCM) is another potential way to assess cellular immunogenicity. The
focus of assessment lies in the measure of activation markers for CD8+ T cells, both on the
surface and within the cells. Cell surface activation markers include CD69, CD80, CD25,
CD107a, and CD107b. Lysosome-associated marker proteins (LAMP) family are markers
of degranulation and migrate onto the surface when perforins are released by activated
CD8+ T cells. These can also be measured in the flow assay as well [13].

This method lacks the sensitivity of ELISpot and could need multiple rounds of stimulation
from immunogenic regions to amplify activation signals coming fromproliferatedCD8+T cells
that are quantifiable. Alternatively, cytokines like TNF-α, IFN-γ, and interferon β secreted
within T cells can be assessed by intracellular staining (ICS) and assessed through FCM.

Another approach within flow cytometry is using MHC I tetramers with fluorophores.
These tetramers can be used to detect the activated CD8+ T cells. However, it comes with
various limitations like the need for cloned and characterized MHC molecules, very low de-
tection limit (which cannot be improved by simply using more cells), very high variability,
etc. It, however, could be used in combination with other methods but does need further
optimization [37].
5.5 In vivo analysis

There are very little-known information and published literature available for the in vivo
analysis of cellular immunogenicity. One of the potential ways could be the use of humanized
mice. This could be used as a final frontier in validating the in silico and in vitro immunoge-
nicity risk prediction outcomes.

Humanizing immunodeficient mice by engrafting such mice with human cells or tissues is
now a very popular method and has been used in various experimental and clinical studies
[38]. Mice engineered in this way can functionally harbor and integrate human
hematolymphoid cells and tissues. The idea is to transplant a functional human immune sys-
temintomice,whichcan thenbeused toevaluate immuneresponses to infectionsandvaccines.

The humanized mouse model could be dosed with 9-mer immunogenic peptides which
are part of nonself-antigens from CAR constructs/transgene/capsid constructs and blood
drawn at 24–48h timepoints. Isolated PBMCs from blood samples can be analyzed by ELISpot
and FCM to look at naı̈ve responses from activated CD8+ T cells against these antigens. The
plasma could also be analyzed for cytokines.

These mice can also be restimulated to look at late timepoints and assess adaptive cellular
immunogenicity by similar in vitro assays mentioned above. This is a relatively unchartered
technique as of now and will further evolve over time.
6 Mitigation strategy and case studies for cellular immunogenicity

6.1 Modification of AAV

The potential highly immunogenic regions of the AAV can be modified to reduce the
cell-mediated immune response. There are several proposed changes to capsid and vector
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genomes to improve gene transfer efficacy and possibly evade immunity [7]. To evade immu-
nity, the primary objective would be to engineer these vectors to resist degradation by
proteasomes. The resistance to degradation and subsequent conversion to 9-mer peptides
would result in less presentation viaMHC I and in turn, reduce the cellular immune response.

6.1.1 Case study: AAV2 YdF engineered AAV2 capsid

One example of a mitigation strategy for gene therapy included the use of an engineered
AAV2 capsid (AAV2 YdF) for transgene delivery. This case study fromMartino et al. shows
that the use of this engineered AAV vector minimizes in vivo targeting of transduced hepa-
tocytes by capsid-specific T cells in comparison to the unmodified AAV2 vector [32].
Proteasome inhibition has been shown to reduce MHC I presentation of capsid antigen
and prevent killing by CTLs and increasing the transduction/transgene expression from
AAV vectors. This limited phosphorylation of capsid and vector performance improved
likely due to reduced ubiquitination and inhibition of proteasomal degradation. In this case
study, in vitro data clearly demonstrated a reduction inMHC I presentation and the killing of
hepatocytes. This strategy, however, does not eliminate cellular immunogenicity completely.
There is likely capsid degradation by other proteases like cathepsins which will still show an
immune response [32].
6.2 Humanization of CAR construct

The potential cellular immunogenicity by CAR-T cells could be minimized by modifying
CAR constructs to have fully humanized regions [39]. This includes the scFv, fusion sites be-
tween various co-stimulating regions and the potential use of a safety switch. Using the in
silico tools, the potentially immunogenic regions can be identified and validated using
in vitro and in vivo assessment tools. Once confirmed, these could be eliminated (like safety
switch) or modified to have fully human sequences thereby eliminated processing by MHC
I and reduced activation of CD8+ T cells.

6.2.1 Case study: Reducing the immunogenicity of CAR construct

Sommermeyer et al. showed in a study of how using anti-CD19 fully humanized scFv and
modifying fusion sites, a highly functional CAR with less immunogenicity could be gener-
ated. They screened highly diverse human VH and VL libraries to isolate human scFvs that
recognized the same epitope of CD19 as murine FMC63-derived scFv with a similar affinity.

They also analyzed all 9-mer peptides located in the hinge and transmembrane fusion re-
gions of the CD19-CARs for their potential to bind to humanMHC I alleles using the netMHC
prediction algorithm. A fusion site between the CD28 transmembrane and the 4-1BB
costimulatory domain contained seven 9-mer peptide sequences with an affinity to several
MHC class I molecules of <100nMbased on MHC-binding prediction. They modified this
region to have only one predicted 9-mer peptide for HLA-A30:01 with an affinity of
<100nM. In vitro and in vivo performance of this modified CAR construct remained highly
functional and comparable to the original construct. The authors concluded that CAR-T cells
expressing humanized CD19 ScFv were more potent and expressed superior efficacy than
T cells expressing the human CD19-CARs in eliminating lymphoma xenografts in NSG
mice [30].
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6.3 Lymphodepletion

This is a widely used strategy wherein chemotherapy drugs like fludarabine and cyclo-
phosphamide are administered before CAR-T therapy. This conditioning and immune sup-
pression are done not only for targeting of cellular immunogenicity but also for the overall
management of toxicity and immune response to CAR-T cells. This helps in the initial pre-
vention/reduction of any innate or naı̈ve response to CAR-T cells [9].
7 Chapter summary

Immunogenicity can be summarized as the immune system reacting to nonself antigens, in
this case, biotherapeutics. An immune response against a biotherapeutic can occur either by
humoral-mediated or cellular mechanisms. The response can have a major impact on its
ADME properties, efficacy, or even cause adverse reactions. A humoral response can lead
to the formation of ADA which can be associated with altered clearance and decreased
efficacy. A cellular immune response can lead to reduced efficacy, increased side effects,
and additional toxicities. The immune response to biotherapeutics not only reduces the
efficacy of these therapies but also places a big question mark on safety. As new
biotherapeutic modalities evolve, researchers need to come up with new strategies for
assessing and reducing immunogenicity earlier in drug development. Regulatory authorities
are stressing the utmost importance on immunogenicity assessment and making this an es-
sential part of the approval process.

Aswe have seen in this chapter, predicting and assessing immunogenicity and including it
as a part of drug development is challenging and emergent. As the therapies get more and
more personalized, i.e., cell and gene therapies, immunogenicity risk will be a key aspect
in the approval process. Not only is it important for achieving success rates in the approval
process but also in helping to make the next-generation molecules safer for patients. As re-
searchers focus on these assessments early in the drug development process, this will help
in reducing unforeseen delays ultimately benefiting unmet patient needs. Overall strategies
have been discussed for preclinical assessment of immunogenicity. Additionally, case exam-
ples have been presented showing the uses of these strategies. To lower a biotherapeutic
agent’s potential immunogenicity risk, it is important to have an early strategy involving a
multitiered approach.
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1 Introduction

As discussed in many other chapters in this book, the science behind discovering new
drugs is continually evolving. What was considered standard practice yesterday may no lon-
ger be themost appropriate approach today as newfound knowledge and breakthroughs give
rise to paradigm shifts which elevate our ability to tackle challenges associated with drug dis-
covery and development. This pursuit of reinventing our thinking helpsmitigate risks in clin-
ical trials which ultimately, brings us closer to discovering drugs that are safer and more
effective in patients. However, despite making substantial advancements, many knowledge
gaps remain. In particular, one of themajor obstacles that impede drug research is how to best
utilize preclinical data to maximize the chance of success in the clinic. For example, how ap-
propriate are in vitro subcellular fractions in evaluating potential clinical drug-drug interac-
tions (DDI)? How relevant are in vitro experiments and in vivo pharmacokinetic (PK) studies
in preclinical models to estimate human PK parameters? Moreover, how predictive are tox-
icology experiments in preclinical models to gauge potential safety liabilities in humans? In
order to increase the confidence of translating preclinical data to the clinic, the conduct and
interpretation of preclinical experiments, as well as their assumptions, are constantly being
tested. Concomitantly, new modalities are being explored as additional opportunities arise
with technological innovation. In the field of absorption, distribution, metabolism, and excre-
tion (ADME), the fruits of these efforts have been paradigm shifts which have led to the
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development of new tools such as physiologically based pharmacokinetic (PBPK) modeling,
which incorporate mathematical modeling in the analysis of assorted datasets. Indeed, great
strides have beenmade to bridge these gaps, but scientific progress, almost by definition, cre-
ates additional knowledge gaps which require further attention to restore confidence in our
ability to discover better drugs. For instance, cytochrome P450s (CYPs) were the focal point of
xenobiotic metabolism until metabolizing enzymes such as UDP-glucuronosyltransferases
(UGTs) or aldehyde oxidase (AO) began to occupy a larger proportion of drug metabolism.
Similarly, assumptions around the mechanism of drug elimination became confounded by
drug transporters as experiments showed that drug transporters are not only able to excrete
drugs out of the body unchanged, but also to impact the activity of drug-metabolizing en-
zymes (DMEs) [1]. Consequently, renewed perspectives and tools are constantly needed to
enable continued integration to address the evolving science. One of these promising tools
are novel animal models which include genetically modified models that express certain hu-
man protein(s) or lack expression of certain endogenous protein(s), and models whose or-
gans, such as the liver, have been reconstructed in an attempt to mimic human hepatic
function. This chapter will describe the assorted types of novel animal models that are cur-
rently available and illustrate how they have been utilized in drug research to address
ADME-related questions.
1.1 The rise of novel animal models in drug research

In drug research, there is a perpetual struggle around balancing costs/resources and ethics
with ensuring smooth and timely progression of a new chemical entity (NCE) through the
development life cycle. For example, the fastest way to determine the human PK parameters
would be to directly dose the NCE in humans. However, while this approach may satisfy the
question around human PK, it is not a reasonable option as it may not only be cost prohibitive,
but ethically, NCEs cannot be dosed until their safety has been properly characterized to en-
sure the wellbeing of healthy volunteers and patients in the clinical trials. A different extreme
example is to estimate human PK parameters using only human liver microsomes. While this
approach will be exceedingly cost-effective, it is not suitable in adequately characterizing the
ADME properties of the NCE to make a thorough assessment of human PK due to the am-
biguity in scaling the in vitro parameters to humans in vivo. Ideally, preclinical in vivo
models which mirror humans would be a powerful tool to identify and to investigate risks
associated with the NCE so that an ideal drug candidate can be found. Unfortunately, the
assumption that preclinical animals represent humans is aspirational at best. In fact, in vivo
preclinical models are not always useful in estimating human PK parameters, in part because
there can be striking differences in the expression and activity of DMEs and transporters
across species as well as their regulatory pathways. For example, the number of putatively
functional full-length CYP genes in human is 57, whereas there are 102 genes in mice and
54 genes in dogs [2]. Accordingly, when comparedwith humans, the total content determined
with spectral analysis of P450 protein was similar in dogs [3], but was higher in mice [4].
When teasing out individual CYP families, there are certain subfamilies such as CYP1A
and CYP2E which consist of the same number of isoforms expressed across multiple species
(i.e., CYP1A1 and CYP1A2 and CYP2E1); but for other subfamilies such as CYP3A, the num-
ber of isoforms expressed varies across species, where there are four isoforms in humans, six
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isoforms inmice, five isoforms in rats, two isoforms in dogs, and two isoforms inmonkeys [5].
This diversity in expression also likely contributes to differences in the function of CYPs. The
metabolism of aminopyrine and benzphetamine in human liver microsomes was approxi-
mately two- and five-fold higher than in monkey liver microsomes, respectively, whereas
the metabolism of 4-nitroanisole and benzo[a]pyrine was two- to three-fold lower than in
monkey liver microsomes, respectively [6]. In the intestine, the metabolism of CYP3A probe
substrate testosterone, CYP2D probe substrate bufuralol, and CYP2C probe substrate tolbu-
tamide in human intestinal microsomes was comparable in monkey intestinal microsomes,
but was markedly higher in dog intestinal microsomes [7]. Beyond CYPs, species differences
in UGT activity have also been demonstrated [8], particularly with N-glucuronidation [9–11].
In addition to DMEs, drug transporters have also demonstrated species dependence on ex-
pression and function. One of themost studied drug transporters is P-glycoprotein (Pgp). It is
encoded by one ABCB1/Abcb1 gene in humans, monkeys, and dogs, but in rodents, there are
two paralogous genes Abcb1a and Abcb1b which exhibit complementary patterns of expres-
sion. Protein quantitation determined by LC-MS/MS showed that while the expression of
Pgp in the brain was similar between humans [12] and dogs [13], the levels were two- to
three-fold higher in the mice [14] and rats [15], respectively. Thus far, the functional differ-
ences of Pgp across various species are not extensive as observed with the metabolizing en-
zymes. However, differences do exist as exemplified by in vitro investigations in LLC-PK1
cells transfected with Pgp from various species which reported that human Pgp correlated
the best with monkeys, but less with dogs [16]. In fact, in the MDCK cell monolayers which
are commonly employed to assess permeability, one group has shown that the active efflux of
approximately a third of the molecules in their test set is absolved when endogenously
expressing dog Pgp is knocked out [17]. Finally, in addition to metabolizing enzymes and
drug transporters, species differences in nuclear hormone receptors which regulate expres-
sion of ADME-related genes have been reported. Pregnane X receptor (PXR) is one of the
more well-studied nuclear receptors that is important in ADME, as it has been shown to
upregulate CYP activity. However, the extent of activity by various PXR ligands varies con-
siderably across multiple species. For example, rifampin is a strong activator of PXR in
humans, but not in rodents, whereas dexamethasone is a strong activator of PXR in rodents,
but not in humans [18]. Consequently, CYP3A activity in humans is greatly augmented with
rifampin compared with dexamethasone, whereas the impact of dexamethasone on Cyp3a
activity is much higher in rats than in humans [19]. Therefore, humanized animal models
which express human proteins may provide great value in projecting human PK parameters.

In addition to investigating human PK parameters, novel animal models such as knockout
(KO) models may be useful in aiding the study of mechanisms associated with drug ADME.
For example, in wild-type (WT) animals, Cyp2b10 and Cyp3a11 protein expression increased
when treated with phenobarbital. Upregulation with phenobarbital was also observed in the
PXR KO animals. However, the inductive effect of phenobarbital was markedly reduced in
the constitutive androstane receptor (CAR) KO model, indicating that phenobarbital is a li-
gand for CAR rather than both CAR and PXR [20]. In another example, the Mdr1a KOmouse
model was utilized to demonstrate the role of Pgp in the distribution (particularly into the
blood-brain barrier) and elimination resulting in increased neurotoxic sensitivity to ivermec-
tin and vinblastine [21]. In addition to being able to elucidate specific ADME liabilities, un-
derstanding the role of ADME-related protein(s) in the disposition of a compound further
enables investigation into other scientific questions.
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Mice have typically been the species of choice to study mammalian genetics for both prac-
tical and scientific reasons. Practically, mice are relatively easy to handle due to their size and
domiciliary nature. In addition, the short generation combined with delivery of large litters
facilitates the study of multiple generations with the ability to provide an abundant number
of animals in a short amount of time. Scientifically, the advantages of working with mice
fueled innovative approaches to manipulate the murine genome. Importantly, the break-
through in DNA sequencing technology paved the path not only to unravel the entire human,
but also the murine genome, to reveal that while there are disparities, the murine genome is
very similar to the human genome [22]. The objective of this chapter is to provide an overview
of various genetically modified animal models mostly in rodents, especially those used in the
study of DMEs and transporters.
2 Knockout animal models

With the advent of gene-editing technologies such as zinc finger and transcription activator-
like effector nucleases (ZFN and TALEN), the ability to generate genetic KO animalmodels has
supported the research and early development of ADME properties of NCEs. These models
have not only allowed the investigation of DME and drug transporter contribution to ADME,
but also allowed for an understanding of the differences between preclinical species and
humans in terms of substrate selectivity, expression, and activity. The models described in this
section are intended to serve as case examples of what researchers have used to investigate the
contribution of phase I/II DMEs and drug transporters in drug development pertaining to the
ADME space. An expanded summary of these rodentmodels is depicted in Tables 1–3. In using
these models, elucidating the impact of enzyme/transporter(s) in the biotransformation, clear-
ance, DDI, and distribution of drugs has not always been successful, and the source of the
discrepancy between these preclinical species and humans remains challenging.

Before reviewing the utility of genetically modified rodent models developed for the inves-
tigation of drug ADME, it is worthwhile to note that there are rodent models available that ex-
hibit an innate deficiency in well-studied DMEs and transporters. For example, Ugt2b2 activity
has been shown to be deficient in Wistar and Fischer 344 (F344) rats, and exhibited reduced
glucuronidation activity, specifically for androsterone compared with other strains such as
Sprague-Dawley and Long-Evans rats [112–114]. Despite the lower Ugt2b2 activity, Wistar
and F344 are not typically regarded as abnormal strains, and have been employed in traditional
ADME and toxicology studies. More interesting are rodent strains whose inherent mutations
recapitulate some of the phenotypes associatedwith humandisease states. For example, Dubin-
Johnson syndrome is a rare condition characterized by jaundice resulting from mutation asso-
ciated with multidrug resistance associated protein 2 (MRP2). Loss of MRP2 function prevents
excretion of conjugated bilirubin into the bile, which instead accumulates in the hepatocytes.
Deficiency in Mrp2 has been described in Eisai (EHBR) and transport-deficient mutant (TR-)
rat strains, and they have been used as a model for Dubin-Johnson syndrome [115, 116]. These
strains are characterized by chronic conjugated hyperbilirubinemia resulting from obstruction
of hepatobiliary excretion of conjugated bilirubin and multivalent organic anions. Similarly, a
symptom of Crigler-Najjar syndrome is severe hyperbilirubinemia due to the toxic buildup of
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TABLE 1 Phase I/II drug-metabolizing enzyme knockout rodent models.

Enzyme(s) Species Purpose Ref.(s)

Cyp1a1 M AhR-mediated regulation [23]

Cyp1a2 M CYP1A2-mediated metabolism [24]

Cyp1b1 M PAH-activation and toxicity [25]

Cyp1a1/1b1
Cyp1a2/1b1

M Benzo[a]pyrene detoxification [26]

Cyp3a1/2 R CYP3A-mediated elimination [27]

Cyp3a M Midazolam metabolism [28, 29]

Cyp2c M CYP2C9-mediated metabolism
Species differences in bile acid metabolism

[30]
[31]

Cyp2c/2d/3a M Metabolite formation and drug pharmacokinetics [32]

Cyp2e1 M Hepatotoxicity of acetaminophen [33]

Nat1 M Nat’s role in mediating insulin sensitivity [34]

Nat2 M Tissue expression and localization of Nat1 and Nat2 in mice [35, 36]

Nat1/2 M Characterization of the role of N-acetylation in arylamine-induced toxicity [37]

Ugt1 M Development of a mouse model resembling symptoms of
hyperbilirubinemia

[38]

Ugt2 M Glucuronidation of bisphenol A [39]

Ugt2b2 R Metabolism of triiodothyronine [40]

Gstp M Hepatotoxicity of acetaminophen [41]

Sult1e1 M Estrogen metabolism and regulation [42, 43]

Abbreviations: M, mouse, R, rat.

TABLE 2 ABC transporter knockout rodent models.

Name(s) Gene(s) Species Purpose Ref.(s)

Pgp (Mdr1) Abcb1a M BBB penetration and drug absorption [21]

Abcb1a/b M Drug interactions with Pgp [44]

Activity of the hypothalamic-pituitary-adrenocortical system [45]

Pharmacokinetics of fexofenadine [46]

Contribution to hepatic steatosis and obesity [47]

Abcb1a/b R Function of Pgp in vivo in rat [48]

Mrp1 Abcc1 M Glutathione efflux in brain astrocytes [49]

Endothelial progenitor cell function and survival [50]

Continued
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TABLE 2 ABC transporter knockout rodent models—cont’d

Name(s) Gene(s) Species Purpose Ref.(s)

Mrp2 Abcc2 M Biliary excretion of food-derived carcinogens and anticancer
drugs

[51]

Mrp3 Abcc3 M Hepatic efflux of drug sulfate and glucuronide metabolites [52]

Protection from diclofenac toxicity [53]

Pharmacokinetics of morphine [54]

Mrp4 Abcc4 M Hepatic efflux of drug sulfate metabolites [52]

Renal efflux of antivirals [55]

Efflux of camptothecin analogues in the brain [56]

Mrp2/3 Abcc2/3 M Hepatobiliary disposition of fexofenadine [57]

Elimination of methotrexate [58]

Bcrp Abcg2 M Sulfasalazine absorption and elimination [59]
[60]

Disposition of phytoestrogens [61]

Pharmacokinetics of various probe substrates [62]

Mdr1, Mrp1 Abcb1a/b,
Abcc1

M Effect of cigarette smoke on inflammation [63]

Mdr1,
Mrp2/3

Abcb1a/b,
Abcc2/3

M Pharmacokinetics of etoposide [64]

Bcrp1,
Mdr1a/1b

Abcg2,
Abcb1a/b

M Pharmacokinetics of eroltinib [65]

Abbreviations: M: mouse, R: rat.

Adapted from N. Shin, J.-H. Oh, Y.-J. Lee, Role of drug transporters: an overview based on knockout animal model studies, J. Pharm.

Invest. 45 (2) (2015) 101–114.

560 20. Application of genetically modified rodent models in drug discovery
bilirubin. However, unlike Dubin-Johnson syndrome, the root cause of Crigler-Najjar syn-
drome is a mutation associated with UGT1A1 [117]. As with patients diagnosed with
Crigler-Najjar syndrome, theWistarmutant strainGunn rats lackUgt1a activity due to a frame-
shift and premature stop codon arising from natural deletion of a single guanosine base
resulting in unconjugated hyperbilirubinemia as a consequence of deficiency in bilirubin
glucuronidation [118]. Gunn rats have been a valuable model to further probe into the mech-
anism of Crigler-Najjar syndrome [119]. Both of these models have served as useful tools to
study the effect of hyperbilirubinemia on metabolizing enzyme and drug transporter expres-
sion, function, and regulation, while also providing insight into the toxicology and disposition
of bilirubin. In addition, these models have been used to tease out the contribution of ADME
proteins on the disposition of drugs. For example, the biliary excretion of E3040-glucuronide
and E3040-sulfate metabolites was significantly decreased using the EHBR model compared
to normal rats [120], whereas the interplay of Ugt enzymes and Mrp2 was demonstrated with
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TABLE 3 SLC transporter knockout mouse models.

Name(s) Gene(s) Species Purpose Ref.(s)

Oct1 Slc22a1 M Hepatic uptake and intestinal excretion of organic cations [66]

Genetic variation in Oct1 and metformin pharmacodynamics [67]

Thiamine transport and regulation of hepatic steatosis [68]
[69]

Oct2 Slc22a2 M Enhancement of antibody-secreting cell differentiation [70]

Platinum drug-induced toxicity [71–73]

Oct1/2 Slc22a1/2 M Renal secretion of organic cations [74]

Metformin pharmacokinetics [75]

MPTP-induced dopaminergic toxicity [76]

Oct3 Slc22a3 M Decreased anxiety [77]

Modulation of histamine and regulatory T cells [78]

Pharmacokinetics of metformin [79]

Octn1 Slc22a4 M Systemic and intestinal exposure of ergothioneine [80]

Gastrointestinal absorption of metformin [81]

Octn2 Slc22a5 M Accumulation of carnitine in placenta and fetus [82]

Oat1 Slc22a6 M Renal secretion and plasma accumulation of organic anions [83]

Modulation of mercury-induced kidney injury [84]

Renal toxicity of tenofovir [85]

Oat3 Slc22a8 M Organic anion transport in kidney and choroid plexus [86]

Pharmacokinetics of penicillin G [87]

Clearance of methotrexate [88]

Global metabolic and signaling pathways [89]

Oat1/3 Slc22a6/8 M Involvement of handling uremic toxins (“chemical” double
knockout)

[90]

Pept1 Slc15a1 M Intestinal permeability of glycylsarcosine [91]

Intestinal permeability of valacyclovir [92]

Oral absorption of cefadroxil [93]

Pept2 Slc15a2 M Disposition of glycosarcosine in kidney and choroid plexus [94]

Pharmacokinetics of cefadroxil [95]

Endogenous and exogenous carnosine disposition [96]

Continued
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TABLE 3 SLC transporter knockout mouse models—cont’d

Name(s) Gene(s) Species Purpose Ref.(s)

Mate1 Slc47a1 M Pharmacokinetics and toxicity of metformin [97]
[98]

Renal pharmacokinetics of cephalexin [99]

Lamivudine-indavir DDI [100]

Oatp1a1 Slco1a1 M Absorption of deoxycholic acid [101]

Alteration of intestinal bacteria and bile acid metabolism [102]

Oatp1a4 Slco1a4 M Distribution of drugs across the blood-brain barrier [103]

Characterization of null-mice metabolic profile [104]

Oatp1b2 Slco1b2 M Pravastatin and rifampin disposition [105]

Pharmacokinetics of statins [106]

Hepatic uptake of unconjugated bile acids [107]

Oatp1b Slco1b M Pharmacokinetics of hydroxyurea [108]

Oatp1a/b Slco1a/b M Hepatic handling of bilirubins, bile acids, and drugs [109]

Pharmacokinetics of statins [110, 111]

Abbreviations: M, mouse.

Adapted from N. Shin, J.-H. Oh, Y.-J. Lee, Role of drug transporters: an overview based on knockout animal model studies, J. Pharm.

Invest. 45 (2) (2015) 101–114.
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mycophenolic acid in the TR-model, a mutant strain of Wistar rats lacking Mrp2 [121]. Besides
DMEs and drug transporters, naturally occurring animal models have been employed to study
other pharmacokinetic-relevant parameters. For example,while their total protein levels are not
altered, Nagase analbuminemic rats (NAR) exhibit deficient levels of albumin in serum and
organs [122–124]. The NAR model has been used to demonstrate the free drug hypothesis
in that while the total exposure of mycophenolic acid was 29-fold higher in the wild-type
animals compared with NAR, the free exposure was comparable [124]. In addition, studies
showed the interplay between albumin and organic anion-transporting polypeptides
(Oatps), as hepatic uptake of pitavastatin was reduced in NAR animals [125]. While there
are several other mutant rodent models available for commercial use, the utility of genetically
modified KO animal models has allowed researchers to investigate the overall contribution of
particular DMEs or drug transporters to drug ADME. The focus of this section will go beyond
the naturally occurring genetic models to highlight instances of how genetically designed an-
imal models have impacted the study of ADME-related properties, as well as outline the ad-
vantages and disadvantages of using such models.

Cyp3a: There are four isoforms which constitute the CYP3A subfamily. Among them,
CYP3A4 is the most prominent isoform involved in the biotransformation of the majority
of drugs. To study the impact of CYP3A on ADME properties of drugs, a Cyp3a KO mouse
model was generated by deleting eight full-length Cyp3a genes and three pseudogenes [28].
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When compared with the phenotype of the WT animals, the Cyp3a KO animals were viable
and fertile without obvious abnormalities. To characterize the effect of deleting Cyp3a on
drug ADME properties, the metabolism and disposition of midazolam was compared
between WT and Cyp3a KO models in vitro using hepatic and intestinal microsomal prepa-
rations, and in vivo following IV administration in intact animals [28, 29]. Midazolam was
initially chosen as the model probe substrate because the principal aim of the Cyp3a KO
experiments was to mirror the clinical trials as midazolam is one of the preferred probe sub-
strates that is employed in the clinic to assess CYP3A4-related DDIs [126]. Interestingly, in
both in vitro and in vivo studies, midazolam metabolism was not meaningfully different
between the WT and Cyp3a KO models. Further characterization of the Cyp3a KO model
showed that Cyp2c mRNA and protein expression were upregulated [29]. In addition,
subsequent studies showed that there is a significant contribution from murine Cyp2c on
the metabolism of midazolam [127]. Taken together, these results indicate that midazolam
may not be an appropriate substrate to assess human CYP3A4 activity in the Cyp3a KO
model. This finding was unfortunate as many clinical drug interaction studies involving
CYP3A that are available are conducted with midazolam as the probe substrate. In addition
to midazolam, triazolam, which is an analogue of midazolam, is another CYP3A probe sub-
strate highlighted in the FDA guidance. Perloff and colleagues showed that, unlike
midazolam, triazolam was more specific for Cyp3a in the mouse [127]. While the database
for clinical drug interactions comprising triazolam is smaller than that with midazolam,
triazolam offered a reasonable alternative probe substrate for Cyp3a. For instance, triazolam
was used as a probe substrate to demonstrate the effect of ketoconazole in the inhibition of
Cyp3a and gefitinib in the direct stimulation of Cyp3a with Cyp3a KO and humanized
CYP3A transgenic models [128].

One major advantage of the Cyp3a KO model is that it can be used to explore the mech-
anism of a particular ADME-related phenomenon. For example, atorvastatin is an HMG-CoA
reductase inhibitor which is extensively metabolized in the liver by CYP3A. However, its me-
tabolism is gated by hepatic uptake mediated by OATPs. Clinical drug interaction studies
showed that inhibition of OATPs by rifampin had a greater impact on atorvastatin plasma
concentration than inhibiting CYP3A with itraconazole. Studies conducted with Cyp3a KO
and Oatp KO models were valuable not only in recapitulating the clinical DDI profile, but
also in providing insight into the differential impact of Cyp3a and Oatps on the plasma
and liver concentration of atorvastatin. Specifically, Oatps exhibited a greater impact on
the systemic concentration of atorvastatin than Cyp3a, whereas Cyp3a exhibited a greater im-
pact on the liver concentration than Oatps, suggesting that there is a significant drug inter-
action attributed to both processes, but that DDIs involving Cyp3a may not be apparent
due to minimal change associated with the plasma compartment [129].

Cyp2d: Besides CYP3A4, CYP2D6 is another important CYP isoform responsible for the
metabolism of drugs across many therapeutic areas. One well recognized characteristic of
CYP2D6 is that it is associated with genetic polymorphisms exhibiting assorted phenotypes
which are categorized as poor, intermediate, extensive, and ultrarapid metabolizers. Accord-
ingly, the disposition of drugs whose elimination is dependent on CYP2D6 can vary signif-
icantly, which can compromise the efficacy and/or the toxicity profile of the drug, and may
require dose adjustment. An example is with tamoxifen, which has been linked with a higher
rate of cancer recurrence for patients who are poor CYP2D6metabolizers, as the conversion of
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tamoxifen to the active metabolite endoxifen is reduced [130, 131]. To better understand how
the overall disposition of drugs may be affected by highly variable enzymes such as CYP2D6,
a Cyp2d KO mouse model was generated by deleting nine functional murine Cyp2d genes.
As observed with Cyp3a KO animals, Cyp2d KO animals were viable and fertile without ob-
vious abnormalities [132]. In addition, Cyp2d KO models showed that the formation of me-
tabolites mediated by CYP2D such as hydroxybufuralol and dextrorphan was greatly
reduced. As such, one application of the Cyp2d KO model may be to estimate the impact
of polymorphism on exposure variability when investigating drugs that are expected to be
extensively metabolized by CYP2D6 in the clinic.

The Cyp2d KO mouse model has also been used to study the factors that drive drug effi-
cacy. For instance, primaquine is an antimalarial agent whose efficacy is dependent on the
formation of phenolic metabolites [133]. Experiments conducted with Cyp2d KO mice
showed that the clearance of primaquine was reduced by >90% compared to WT animals
and, more importantly, the extent of phenolic oxidation was attenuated in the Cyp2d KO
model, indicating that the formation of the active phenolic metabolites were catalyzed by
CYP2D6 in humans [134]. These data were used to not only elucidate the metabolic profile
of primaquine, but also to gain mechanistic insight into the formation of the active phenolic
metabolites which can be used to account for a CYP2D6 polymorphism to inform dosing in
the clinic.

Cyp2c: CYP2C is another important subfamily of enzymes as it is the secondmost abundant
P450 in the liver and is responsible for the metabolism of a large number of drugs. In humans,
there are four isoforms and, similar to CYP2D6, CYP2C is polymorphic. Construction of the
Cyp2c mouse KO model requires deletion of 15 functional genes, but due to the different lo-
calization of Cyp2c44, only 14 genes were removed [30]. Unlike the Cyp3a and Cyp2d KO
models, while the Cyp2c KO animals were viable, there were some phenotypic differences
when compared to the WT. In particular, Cyp2c KO animals exhibited a decrease in alkaline
phosphatase activity, whereas alanine amino transferase and aspartate aminotransferase ac-
tivities increased, indicative of hepatotoxicity. In addition, reductions in high-density lipo-
protein and cholesterol concentrations were observed. With respect to ADME properties,
there was downregulation of Ugt expression in the liver. However, as expected, CYP2C-
mediated metabolism of tolbutamide in Cyp2c KO was greatly reduced in vitro, resulting
in higher exposure in vivo.

One noteworthy application of the Cyp2c KO model has been to assess the potential for a
DDI for a CYP3A4 probe substrate: midazolam. As described previously, midazolam is not an
ideal probe substrate in any mouse models to study Cyp3a as it is extensively metabolized by
murine Cyp2c. Therefore, the Cyp2c KOmodelwas evaluated as a potential alternative tool to
study CYP3A-related DDIs in the clinic using midazolam [135]. When compared with WT
mice, oral exposure of midazolam was markedly higher in the Cyp2c KO animals, indicating
that unlike the Cyp3a KO animals, midazolam disposition was greatly affected in the Cyp2c
KO mice. In the presence of an irreversible CYP3A4 inhibitor troleandomycin, the oral expo-
sure of midazolam increased 2.4-fold in the Cyp2c KO animals, without exerting a meaning-
ful effect in the WT animals. While the effect of Cyp3a inhibition on midazolam exposure in
the Cyp2c KO animals was an improvement over previous models, the extent of change was
still approximately 10-fold lower than what was reported in the clinic, which underscores the
limitations of these models in their utility to assess clinical DDIs.
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Cyp1a2: While the previously discussed KO rodent models are substantially investigated
throughout the literature, studies utilizing other phase I/II DMEs have demonstrated their
value in understanding the disposition of a variety of drugs. For example, Cyp1a2 KO mice
have been extensively used in the literature to study the metabolism of many xenobiotics, as
well as the bioactivation of chemical carcinogens [24]. Unlike previously described Cyps,
there is an identical number of analogues between rodents and humans. Besides beingwidely
accepted as the first developed KO Cyp rodent model [136], this model has revealed the im-
portance of CYP1A2 in themetabolism of acetaminophen, caffeine, clozapine, and phenacetin
[137]. Beyondmetabolic pathway characterization, Cyp1a2 KOmice have been used to inves-
tigate clinically relevant DDIs in several cases. In one such case, a previously reported DDI
between the antibiotic, ciprofloxacin, and the cytokine antagonist, pentoxyfilline, was dem-
onstrated to be likely mediated by Cyp1a2. This hypothesis was supported using the Cyp1a2
KO model, where Peterson et al. demonstrated that following IV administration of
pentoxifylline, there was significantly elevated serum concentrations in the KO compared
to the WT mice [138]. In terms of its role in the bioactivation of exogenous chemicals, a
well-studied food-based carcinogen, 2-amino-1-methyl-6-phenylimidazo[4,5-b]pyridine
(PhIP), was previously believed to be activated to exert its primary carcinogenic effect via
CYP1A2 [139]. However, when administered to Cyp1a2 KO mice, the carcinogenic effect
of PhIPwas increased compared toWTmice, which suggested that Cyp1a2 actuallymay have
a protective role in carcinogenesis [140]. This study provided evidence that these KO models
may potentially be useful in predicting enzyme-induced toxicity from exogenously adminis-
tered compounds, which may be useful in relevant patient populations moving forward in
drug development.

Cyp2e1: Lastly, CYP2E1 is highly conserved across multiple species and there is one iso-
form in human and across preclinical species. CYP2E1 has been extensively studied due to
its impact on the biotransformation of acetaminophen into a reactive metabolite: N-acetyl-
p-benzoquinoneimine, which has been shown to cause hepatotoxicity. This role has been
supported through the utilization of Cyp2e1 KO mice, which have demonstrated survival
at doses of up to 400mg/kg, whereas the same doses resulted in >50% lethality in WT mice
[33]. Similar to the studies investigating the toxicological effects of acetaminophen, the con-
tribution of Cyp2e1 was also investigated in the toxicological effects of alcohol in the liver.
Kono et al. demonstrated that administration of enteral alcohol to Cyp2e1 KO and WT mice
demonstrated no difference in early alcohol-induced liver injury after measuring serum as-
partate aminotransferase levels and comparing liver histology [141]. This research supported
the hypothesis that there are other mechanisms, besides Cyp2e1-mediated metabolism of al-
cohol, that potentially contribute to the mechanisms of hepatotoxicity.

Hepatic CYP reductase null (HRN) model: Due to the multitude of Cyp isoforms that contrib-
ute to drug metabolism, there have been a variety of approaches aimed at simultaneously
eliminating multi-Cyp function. While this has be done chemically by administration of a
ubiquitous time-dependent inhibitor: 1-aminobenzotriazole, there are still limitations due
to the presence of the remaining Cyp activity following administration of this compound
[142]. Alternatively, rather than knocking out individual Cyp enzymes or using chemical in-
hibitors, researchers have developed a conditional hepatic CYP reductase null (HRN) mouse
model, which is devoid of CYP reductase that is necessary for electron transfer between
NADPH and the heme [143]. Considering that this is a key requirement for the function of
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CYP enzymes, the metabolism of compounds is greatly attenuated in the HRN model. For
example, CYP probe substrates midazolam, docetaxel, and theophylline all exhibited a pro-
nounced decrease in plasma clearance (�80% for midazolam and theophylline, and�50% for
docetaxel) following intravenous (IV) administration [144]. The authors suggested that this
model could potentially be of use in drug discovery for compounds exhibiting high hepatic
clearance and low exposure. For instance, much effort and resources can be spent on optimiz-
ing preclinical PK properties so that adequate exposures can be achieved to test preclinical
proof of concept (POC), especially for novel targets. Unfortunately, due to the uncertain trans-
latability of preclinical models, the worst-case scenario in this endeavor is the lost time and
resources if the target does not bear fruit; or, the best-case scenario is the potential delay in
being able to test the target in the clinic since preclinical PKmay not necessarilymirror human
PK. Therefore, being able to assess preclinical POC as quickly as possible to enable decisions
on the target is imperative. As such, HRNmodels can potentially facilitate testing of preclin-
ical POC at an early stage with compounds that are potent but may not exhibit adequate in
vivo exposures due to Cyp-mediated clearance. Similarly, HRN models can be used to
evaluate other questions around toxicity and test hypotheses in vivo. It is also important
to note, however, that an issue moving forward with models such as these is the potential
for compensatory changes in other proteins involved in drug ADME. Indeed, genes such
as Cyp2b10, Cyp2c29, and Cyp7a1 were shown to be significantly augmented in the HRN,
whereas genes such as Cyp7b1 were reduced [145]. Therefore, a comprehensive characteri-
zation of the models is necessary prior to making credible comparisons across other KO
animal models.

In a more specific manner, Conroy et al. generated a brain neuron-specific Cyp reductase-
null mouse model in order to evaluate the contribution of the brain Cyp-mediated metabo-
lism to morphine-related μ opioid pharmacodynamics [146]. While the tissue concentrations
of morphine were not directly measured in this study, the antinociceptive effect of morphine
was significantly attenuated in the KO mice compared to the WT controls. Using this model,
results suggested that the pharmacodynamics of morphine-mediated analgesia was in part
Cyp-mediated. However, a direct link to morphine concentrations in the brain was not
available, and further studies are necessary in order to mechanistically link morphine
pharmacokinetics to the pharmacological effect. Nonetheless, this research exemplified
how identification of the tissue-specific Cyp-mediated metabolism could be studied using
conditional DME KO strains.

Ugt1: Beyond phase I DMEs, there has been substantial progress in the utilization of phase
II DMEs as they becamemore visible due to their importance in drugmetabolism. Some of the
best studied non-CYP enzymes are the UGTs, which are widely accepted as key contributors
to the majority phase II metabolism. Out of this family, UGT1A1 has gained much attention
due to the clinically relevant mutation UGT1A1*28 in Gilbert’s syndrome, which results in
decreased UGT1A1 transcription, and ultimately increased serum levels of unconjugated bil-
irubin. Considering that in humans, UGT1A1 is primarily responsible for bilirubin conjuga-
tion in the liver, this disease of hyperbilirubinemia was recapitulated in Ugt1 KOmice, where
serum levels of unconjugated bilirubin were 40–60 times higher than in WT mice [38]. More
recently, these mice were used in the development of an AAV-based human UGT1A1 gene
therapy strategy to treat Crigler-Najjar syndrome, which exhibits mutations in UGT1A1 also
resulting in increased unconjugated bilirubin [147]. Preclinical results in the Ugt1 KO mice
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showed that total bilirubin concentrations were substantially decreased compared to the
untreated mice, which provided evidence for the efficacy of this treatment strategy and
supported the clinical translation of this approach.

The combination of KO animal models generated to date has provided additional in vivo
evidence regarding the mechanism of DME-mediated elimination; however, it is evident that
the utility of these models remains limited with regard to elucidating the magnitude of con-
tribution for a particular DME activity. This could be due to a variety of reasons ranging from
up/downregulation of other metabolic pathways, as well as the cross talk between proteins
involved in hepatic as well as extrahepatic ADME processes.

In addition to phase I/II DMEs, as mentioned previously, there has been increasing evi-
dence that uptake and efflux transporters also play a major role in the disposition of a variety
of xenobiotics. Due to this apparent cross talk and interplay between DMEs and transporters,
it is necessary to use appropriate preclinical models in order to evaluate the impact on trans-
porter expression and function with regard to drug distribution. The following section below
outlines several examples where transporter KO models have been utilized in drug develop-
ment to provide evidence to support their contribution to clinical ADME.

P-glycoprotein (Pgp): Present throughout all major tissues involved in drug absorption, dis-
tribution, and elimination, ATP-binding cassette (ABC) transporter Pgp (ABCB1) has been
extensively studied due to its ability to actively efflux drugs from regions such as the
blood-brain barrier (BBB), intestine, kidney, and liver. As mentioned in the introduction, be-
cause mice express two isoforms of this transporter (Mdr1a/Mdr1b), many studies have been
performed in double-KO mice considering there is marked upregulation of Mdr1b in Mdr1a
KO mice that likely compensates for the loss in Pgp activity [21]. Using this model, Tahara
et al. showed that the intestinal absorption and BBB penetration of fexofenadine, a
H1-receptor antagonist, was significantly enhancedwhile the effects on biliary excretionwere
limited [46]. This was demonstrated by sixfold higher plasma concentrations after oral ad-
ministration of fexofenadine and a threefold increase in a steady-state brain-to-plasma con-
centration ratio compared to WT mice. This study provided evidence that while Pgp plays a
major role in the bioavailability and moderating brain concentration of fexofenadine, it does
not play amajor role in its biliary elimination inmice.While many drugs have the potential to
be transported by multiple transporters due to overlapping substrate selectivity, others have
investigated rodent models which contain multiple KOmutations with an effort to better un-
derstand the combinatorial effect of transporter impact on drug PK. One such example by
Marchetti et al. studied the impact of Bcrp1 andMdr1a/1b on the PK of erlotinib, an inhibitor
of epidermal growth factor receptor 1 (EGFR1) [65]. Results demonstrated that Bcrp1/
Mdr1a/1b triple KO mice exhibited significantly altered oral bioavailability of erlotinib com-
pared to WT mice (�20% increase), which suggested that attention needs to be given to these
specific isoforms when concerning potential DDI with overlapping substrates of Bcrp and
Pgp. Similarly, using a Mrp2/Mdr1a/1b triple KO mouse model, Vlaming et al. demon-
strated that the biliary excretion of doxorubicin, an anticancer agent, was greatly attenuated
(�54-fold decrease) following IV administration, which was much greater than the decrease
seen inMrp2 or Mdr1a/1b KO alone compared toWTmice [51]. These differences supported
the dual role of Mdr1a/1b, as well as Mrp2, in the biliary excretion of doxorubicin, which
provided characterization of the major transporters involved in its elimination and presented
the possibility for optimizing the drug treatment strategy. More recently in 2018, Liang and
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colleagues developed and characterized an Mdr1a/1b KO rat model using Sprague-Dawley
rats, which may also be used as an additional preclinical model in drug development [48].
Considering there are well-documented cases of species differences in Pgp activity [148,
149], it should be noted that inferencesmade regarding the preclinical impact of Pgp in rodent
KO models on human drug ADME should be made carefully.

Multidrug resistance protein (MRP2): Similar to Pgp, MRP2 has been demonstrated to be
heavily involved with the disposition of many compounds in drug development, and it
has been extensively studied due to its inherent ability to moderate drug exposure in a num-
ber of ADME-related tissues including the intestine, liver, and kidney. Using a Mrp2 KO
mouse model, Vlaming et al. provided evidence for the importance of Mrp2 in the exposure
of IV administered methotrexate at a high dose of 50mg/kg; however, this was only a mod-
erate change of �1.8-fold and may not be a suitable representation of Mrp2’s contribution to
methotrexate distribution [51]. Also, a twofold increase in Mrp3/4 expression was observed
in the livers of these mice, which suggested that these transporters compensated for the in-
activation of Mrp2. Like Pgp, while MRP2 exhibits overlapping substrate specificity between
rodent and human isoforms, the MRP2-mediated substrate-selective activity has been shown
to exhibit differences between mice and humans [150]. It is important that these differences
should be taken into account and accurately incorporated when extrapolating from mice to
humans to inform clinical ADME predictions.

Organic cation transporter 1/2 (OCT1/2): For drugs that are generally hydrophilic, charged,
and cannot permeate the lipid bilayer, solute carrier (SLC) uptake transporters typically play
a major role in moderating intracellular drug concentrations. Two of the major transporters
demonstrated to be involved in the uptake of commonly administered organic cation drugs
are OCT1 and OCT2. Previously using Oct1/2 double KO mice, Higgins et al. revealed that
these transporters are significantly involved in the pharmacokinetics of metformin, a treat-
ment for type II diabetes [75]. Specifically, Oct1/2 KO mice exhibited an �4.5-fold decrease
in total plasma clearance and an �3.5-fold decrease in volume of distribution compared to
WT mice after IV administration of metformin. But interestingly, the pharmacodynamics
and absolute exposure of metformin to Oct1/2 expressing tissues, such as the kidney and
liver, did not differ between the two groups. Using this model, the researchers were able
to provide evidence that argued against the concept that pan-OCT inhibition would impact
the pharmacology of metformin. Also, the discrepancy highlighted by this study in terms of
the disposition and effect of metformin suggests that there are other mechanisms of metfor-
min uptake into the kidney and liver, which emphasizes the need to further characterize these
KO animal models in order to better understand the reasons for the PK-PD disconnect.

Organic anion transporter 1/3 (OAT1/3): Due to their role in transporting a variety of com-
monly administered drugs such as antibiotics, antivirals, diuretics, and NSAIDs, OAT trans-
porters have been on the radar due to their potential roles in DDIs and downstream impact on
substrates that are endogenous signaling molecules. Nigam et al. have published a variety of
research highlighting OAT function, expression, ligand specificity, and their regulatory roles
in the remote sending and signaling hypothesis [151]. Recently, their lab generated a
“chemical double” Oat1/3 KO due to the lethality of genetically knocking out Oat1 and
Oat3 simultaneously in mice [90]. This was performed by administering probenecid, an
Oat inhibitor, to Oat3 KOmice in order to reach an effective unbound concentration sufficient
enough to inhibit Oat1, but not other organic anion transporters. Using this “double” Oat1/3
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KOmodel, a metabolomics analysis was performed and the data suggested that OATs poten-
tially play a major role in the handling of uremic toxins which could impact the toxicology of
certain Oat drug substrates. However, considering that probenecid is generally accepted as a
nonspecific inhibitor, the results gathered from this study warrant additional validation.

Organic anion transporting polypeptide 1a/b (Oatp1a/b): Unlike the OCTs and OATs, the
OATP family is capable of transporting amphiphilic drug molecules and has been studied
primarily due to its impact on clinically relevant DDIs and modulation of drug exposure to
the liver. Giacomini et al. described the clinical relevance of OATPs in comparison to other
transporters, where inhibition of hepatic OATPs generally results in larger increases in sys-
temic exposure in contrast to lower risk transporters [152]. Due to this notion, it is not sur-
prising that researchers are interested in developing preclinical animal models in order to
better predict the impact of OATPs on drugADME. In order to better understand the impact
of OATPs on statin PK, Higgins et al. performed a study in Oatp1a/b KO mice which lack
three liver Oatp isoforms. Compared to WT mice, the KO mice displayed a significantly in-
creased IV and oral drug systemic exposure due to an increase in oral bioavailability and
decreased total clearance and volume of distribution [110]. All three statins tested in this
study (pravastatin, atorvastatin, and simvastatin) exhibited varying degrees of change in
their PK parameters, and provided useful insight into the potential contribution of hepatic
OATP uptake in humans. However, like other preclinical KO models, changes in protein
expression, activity, and potential species differences are important to take into consider-
ation in order to accurately predict the impact of a potential DDI or contributions of these
transporters.
3 Xenobiotic receptor KO models

Considering the species differences in not only the DME or transporter activity and expres-
sion, but also regulation, there have been attempts by several researchers to KO xenobiotic
receptors which often play a major role in ADME protein transcriptional regulation via en-
dogenous and exogenous signaling pathways. One such attempt at investigating the regula-
tion of these receptors on CYP expression was performed by Xie et al. where a genetically
targeted disruption of the promiscuous murine nuclear receptor pregnolone X receptor
(PXR) resulted in its deactivation [153]. Due to its ability to induce CYP3A4 gene expression
similar to its human homologue: steroid and xenobiotic receptor (SXR), the authors investi-
gated whether these models could be used to study the induction of CYP3A, which could
potentially lead to better predictions for a clinically relevant DDI. While the generation of
PXR-null mice showed no change in basal murine Cyp3a expression, the induction of Cyp3a
viamurine-specific inducers (i.e., pregnenolone-16α-carbonitrile, dexamethasone)was signif-
icantly attenuated. In addition, a transgenic PXR-null/SXR-humanized mouse model was
generated to verify whether or not the human ligand-specific induction on CYP3A could
be evaluated in vivo. Following a single dose of rifampicin (5mg/kg) via gastric gavage, a
large induction of murine Cyp3a11 gene expression was observed in the livers of humanized
mice, but not in those of wild-type mice. These authors summarized that these results
suggested that the species-specific origin of the receptor largely governed the pattern of
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CYP3A induction, which supports the role for unique ligand binding domains for different
species.

Soon after, Wei and colleagues generated a CAR KO mouse model to investigate the
CAR-mediated ligand-dependent induction of murine Cyp2b10 [154]. Like PXR/SXR,
phenobarbital-like compounds have previously demonstrated affinity for CAR [155] which
was used in the CAR KO mice to demonstrate the decrease in metabolism of a Cyp2b sub-
strate, the muscle relaxant zoxazolamine. Loss of CAR function was also demonstrated to
have a direct impact on the increase in zoxazolamine-mediated paralysis, which the authors
claimed was due to decreased zoxazolamine metabolism. While the elimination of
zoxazolamine was not monitored, it remains evident that the effect of zoxazolamine sensitiv-
ity is CAR-mediated. Subsequently, additional studies performed by the same lab demon-
strated that CAR also plays a role in the regulation of Cyp3a11 expression, suggesting a
cross talk between PXR and CAR-mediated induction [156]. While chlorpromazine did not
induce Cyp3a11 expression in the CAR-deficient mice, the response to other Cyp3a inducers
(i.e., clotrimazole and dieldrin) was apparent in the KOmice which supported the notion that
Cyp enzymes may be regulated by multiple xenobiotic receptors. This was further demon-
strated in a comparative study of CAR-null, Cyp3a-null, and Cyp2b9/10/13-null mice which
demonstrated that the compensatory changes in Cyp expression in the CAR-null mice was
much greater than those in the Cyp2b and Cyp3a-null mice [157]. This research highlights
the usefulness of these models in the elucidation of mechanism of induction for a particular
metabolic pathway, which could be used for compound screening in drug development for
perpetrators potentially impacting clinical ADME.

While these examples highlight only a few instances on the utilization of KO animal
models in drug discovery and development, there are a multitude of other publications that
highlight their applications [137, 139, 158]. However, in summary, it is important to clarify the
overall advantages and disadvantages of these models in order to understand the underlying
capacity for their use in pharmaceutical research.
3.1 Advantages

For many reasons, there are advantages to using genetically modified KO animal models
for investigating the impact of DMEs and transporters on drug ADME in early development.
Firstly, over the past couple of decades, many of these commonly used models have become
commercially available through vendors or have been cryopreserved in the event they need to
be utilized in a preclinical study. Resources from several vendors offer a wide variety of mice
either for purchase or development if it is not already available. Additionally, the NIH Com-
mon Fund’s Knockout Mouse Phenotyping Program (www.mousephenotype.org) provides
phenotyping data of thousands of genetic KO mouse strains which provide researchers with
additional information for potentially characterizing DME and transporter function. While
there are rarely “close to perfect” preclinical KOmodels in predicting clinical ADME, the uti-
lization of these models discussed in this chapter offers preliminary insight into the potential
implications of DME or transporter contribution to the overall drug ADME in the clinic. It is
up to the researcher to investigate and validate whether or not changes encountered in vivo in
rodents are necessarily predictive of what is expected or witnessed in humans. This can be
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confirmed with a combination of in silico, in vitro, or additional in vivo models using human
isoforms to provide support for data validation. Lastly, with the recent development of newer
gene editing technologies that have improved cost, efficiency, and specificity compared to
conventional methods, it has become more feasible to generate novel KO rodent models
in-house.

Aside from practical considerations, scientifically, one of the major advantages of KO an-
imals is that it allows one to investigate the mechanism of a particular ADME phenomenon
and to potentially associate it with a particular DME and/or drug transporters as exemplified
in some of the aforementioned case studies. Moreover, the ability to collect biological matrices
such as tissues or bile from the same animal where PK was determined provides additional
insight into the hypothesis being evaluated to strengthen the mechanistic insight which is not
possible in the clinic. In addition, the availability of biological matrices to conduct in vitro
experiments offers a valuable piece of evidence to increase confidence in the assessment of
in vitro to in vivo extrapolation (IVIVE). By deepening our mechanistic understanding, a
new hypothesis can be formed to enable a paradigm shift that can aid in our pursuit of de-
veloping better drugs.
3.2 Disadvantages

Despite the advantages, it is apparent that there are obvious disadvantages to using genetic
KO rodent models as highlighted in the literature due to their inherent issues that have made
it difficult to extrapolate preclinical ADME studies to humans. One such disadvantage when
knocking out transporter or enzyme expression is that the genetic modification may often re-
sult in embryonic lethality. This can sometimes be mitigated by the supplementation or treat-
ment of the genetically modified strain with either xenobiotics or nutrients; however, this has
the potential to compromise any significant changeswitnessed between the KO andWTmice.
Another disadvantage is the potential for compensatory changes in gene expression of other
DMEs and transporters. For example, Kumar et al. noted evidence of changes in gene, protein
expression, as well as activity of a variety of Cyp enzymes in CAR-null, Cyp3a-null, and
Cyp2b-null mice [157]. These differences were also observed in this study between male
and female rodents, which suggested that these changes in expression and activity may be
regulated by gender differences. It has also been demonstrated that Mrp3 protein expression
was 299% and 245% upregulated in the liver and kidney, respectively, in EHBR which is ge-
netically deficient in Mrp2 expression versus the Sprague-Dawley rat genetic background
[159]. In contrast, others have suggested that a variety of ABC-null rat models only present
minor compensatory changes, which do not detract from their ability to study drug
transporter-mediated pharmacokinetics [160]. This also applies to several disease models,
where fundamental ADME-related proteins may be up/downregulated, which may not be
captured to an appropriate extent in a preclinical system. Unfortunately, in some instances,
compensatory genetic changes are not fully scrutinized and the laboratories and vendorswho
make thesemodels availablemay not have thesemodels adequately characterized. Therefore,
it is recommended that the potential for these changes needs to be taken into consideration
when assessing the overall enzyme/transporter contribution using these KO animal models.
This exemplifies the need for extensive characterization of these models and comprehensive
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phenotyping, which will allow researchers to utilize these models appropriately to best pre-
dict human drug ADME. Lastly, as mentioned in several of these KO model examples, it is
important to understand the apparent species differences between humans and the preclin-
ical genetic strain.
4 Humanized transgenic animal models

More recently, several mouse models expressing human orthologs of DMEs and drug
transporters have emerged and become available commercially as promising alternatives
to bridge the gap between preclinical species and humans. Humanized mouse models in this
section, also known as transgenic animal models, refer to the utilization of genetic engineer-
ing to inactivate the gene (i.e., KO) encoding for the mouse homologue of a particular tran-
script followed by inserting the human homologue gene(s) of interest into the mouse genome
[knockin (KI) gene]. Originally, the KO/KI techniquewas developed byAlfred Schinkel at the
Netherlands Cancer Institute [28]. To generate a KO mouse model, the Cyp3a13 gene was
disrupted in embryonic stem (ES) cells by replacing the putative promoter region and exons
1 and 2 with the Pgk-hygromycin cassette. In addition, eight full-length Cyp3a gene clusters
and 3 pseudogenes were deleted by inserting loxP sites in the Cyp3a57 gene, and downstream
of the Cyp3a59 gene of ES cells followed by Pgk-Cre recombinase transfection. The blastocyst
injection of ES cell clones yielded Cyp3a cluster and Cyp3a13-KO mice, which could be
crossed to obtain comprehensive Cyp3a family-KO mice. To generate humanized mice with
a stable CYP3A4 expression in liver or intestine of Cyp3a KO mice, the transgenes (Tg) Tg
(APOE-CYP3A4)A1Ahs and Tg(Vil1-CYP3A4)1Ahs were microinjected into murine FVB/N
zygotes. The two transgenes were combined into a single strain through crossbreeding, and
subsequently the Cyp3a KO strain was backcrossed to the Tg(APOE-CYP3A4)A1Ahs Tg
(Vil1-CYP3A4)1Ahs line for at least three generations [28].

As discussed in this chapter, multiple genetically engineered mice models ranging from
single xenobiotic receptor KOs (Ahr, Car, or Pxr) to multiple receptor KOs (Pxr-Car or
Pxr-Car-Ahr) and single Cyp KOs (Cyp1a1/1a2, Cyp2c, or Cyp3a) are available. Also, mul-
tiple humanized xenobiotic receptors (AHR, CAR, PXR, or PXR-CAR) and humanized CYPs
(CYP2C9, CYP2D6, liver and/or gut CYP3A4), including more complex humanized mouse
models such as PXR-CAR-CYP3A4/3A7), where both human xenobiotic receptors and CYPs
were inserted, are available commercially to bridge the gap between preclinical species and
humans. In addition to the humanized CYP models, many humanized transporter models
were also generated. These humanized models have been used to understand the disposition
of potential drug candidates in humans, as well as the potential for clinically relevant DDIs.
A summary of these models and their utilization in ADME studies is depicted in Table 4.
4.1 Utility of humanized CYP mouse models to understand human ADME

As discussed throughout this book, understanding drug metabolism in humans is crucial
in pharmaceutical development in determining the likelihood of a new drug candidate enter-
ing into the market by assessing human PK parameters with high accuracy. As such, empir-
ical and mechanistic approaches are typically employed. In the empirical approach, simple
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TABLE 4 Examples of the utilization of humanized mouse models for in vivo ADME.

Humanized

model Applications Findings Ref.(s)

CYP3A4 Comparing the PK of alprazolam,
felodipine, midazolam, nifedipine,
nitrenipine, and quinidine in
humanized CYP3A4 mice to human

Good correlation in hepatic clearance
between human and humanized
CYP3A4 mice when fm,CYP3A4 is
applied to CLint,h of humanized mice

[161]

Understanding the impact of hepatic
CYP3A4 on the PK and metabolism of
midazolam and cyclosporin A

Midazolam and cyclosporin A,
compounds with markedly different in
clearance rates and half-lives,
demonstrated accelerated kinetics in
humanized CYP3A4 mice

[29]

Comparing the oral disposition of
cobimetinib in humanized mice to
human and DDI (inhibition) of
cobimetinib as a victim drug when
coadministered with intraconazole

CYP3A4 intestinal metabolism
contributes to the oral distribution of
cobimetinib similar to human data. In
addition, an eightfold increase in AUC
was observed in humanized mice
following oral administration of
cobimetinib in the interaction study
with intraconazole compared to a 6.7-
fold of AUC change in human

[162]

DDI (inhibition) of alprazolam,
bosutinib, crizotinib, dasatinib,
gefitinib, ibrutinib, regorafenib,
sorafenib, triazolam, and vendetanib as
victim drug when coadministered with
itraconazole

With the exception of crizotinib and
gefitinib, humanized mice were able to
predict the magnitudes of AUC
increase of eight compounds, which
were within twofold of clinical DDI
data

[163]

CYP3A4/
CYP3A7 or PXR-
CAR-CYP3A4/
CYP3A7

DDI (induction) of triazolam as a victim
drug when coadministered with
different dose levels of rifampicin,
sulfinpyrazone, and pioglitazone

No change in AUCwas observed in the
humanized CYP3A7/CYP3A7 mice,
however, rifampicin and
sulfinpyrazone treatment resulted in an
AUC decrease of triazolam in a dose-
dependent manner in the humanized
PXR-CAR-CYP3A4/CYP3A7 mice

[164]

PXR-CAR or
PXR-CAR-
CYP3A4/
CYP3A7

DDI (induction) of vemurafenib as a
victim drug when co-administrated
with rifampicin

No change in AUCwas observed in the
humanized PXR-CAR mice, however,
rifampicin caused a decrease in AUC of
vemurafenib in the humanized PXR-
CAR-CYP3A4/CYP3A7 mice

[165]

PXR-CAR-
CYP3A4/
CYP3A7

DDI (induction) of cobimetinib as a
victim drug when coadministrated
with rifampicin

In humanized mice, rifampicin
decreased cobimetinib oral exposure by
�80% compared to �83% of AUC
reduction in clinical DDI study

[162]

DDI (induction) of alprazolam,
bosutinib, crizotinib, dasatinib,
gefitinib, ibrutinib, regorafenib,
sorafenib, triazolam, and vendetanib as
victim drug when co-administered
with rifampicin

With the exception of ibrutinib and
vandetinib, humanized mice were able
to predict the magnitudes of AUC
decrease of 8 compounds which were
within twofold of clinical DDI data

[163]

PXR-CAR-
CYP3A4/
CYP3A7-
CYP2D6

Investigating the effect of induction
mediated by rifampicin on the PK of
tamoxifen and its metabolites

In humanized PXR-CAR-CYP3A4/
CYP3A7-CYP2D6 mice, rifampicin
decreased theAUCof tamoxifen and its
metabolites in a similar magnitude as
observed in human

[166]
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allometry is a widely utilized method for the prediction of human clearance. This method
employs in vivo data obtained from preclinical species corrected for scaling factor, such as
body or brain weight, and typically does not take into consideration the species differences
in DMEs and drug transporters [167]. Modifications to the simple method have been pro-
posed such as the rule of exponents to improve its confidence [168]. However, these modifi-
cations produce very little improvement in confidence to the method [169]. As for the
mechanistic approaches, in vitro-in vivo correlation (IVIVC) analyses are commonly used
[170]. This method uses the intrinsic hepatic clearance from either liver microsomes or hepa-
tocytes and uses in vivo clearance determined from animal PK studies. However, due to var-
iability in activity in the microsomes and hepatocytes, the clearance values obtained from
IVIVC also can vary markedly from experimental data [171]. In addition, in vitro extrapola-
tion may not always yield what is observed in vivo due to the shortcomings of the in vitro
assays. Reportedly, only 60% of the drugs have a variance in the clearance within twofold
between IVIVC and observed values [172], and as reported in the literature [173], in vitro as-
sessment of clearance underpredicting in vivo clearance has been observed internally. There-
fore, some laboratories, including this laboratory, have hypothesized that mice expressing
human metabolic enzymes could be useful and may increase the confidence in the prediction
of human hepatic clearance.

In one such example demonstrating the utility of the humanized mouse model in bridging
the gap between preclinical species and humans, six CYP3A4 substrates (alprazolam,
felodipine, midazolam, nifedipine, nitrendipine, and quinidine) were administered to hu-
manized CYP3A4 transgenic animals intravenously and their hepatic intrinsic clearances
were determined. A poor correlation (R2 ¼ 0.180) was found when comparing the total CL
between human and humanized CYP3A4 mice; however, there was a strong correlation of
intrinsic clearance (CLint) between the human and humanized CYP3A4 transgenic model
(R2 ¼ 0.930) [161]. While this example demonstrates the potential utility of the humanized
transgenic animals to predict human CL, it also illustrates the importance of comparing rel-
evant parameters when evaluating novel animal models. That is, since clearance is a function
of not only CLint, but also hepatic blood flow and binding parameters which are species-
dependent, a comparison of absolute values of total clearance is not appropriate.

To further probe the utility of the humanized CYPmodel, the contribution of intestinal me-
tabolism to the bioavailability of cobimetinib, an MEK inhibitor, was studied [162]. In the
clinic, the observed bioavailability of cobimetinib was 46%, which was lower than expected,
and suggested that intestinal first pass metabolism may regulate its bioavailability. When
cobimetinib was dosed to control mice and to three different types of transgenic mice with
differential expression of human CYP3A4 in the intestine, or in the liver, or in both intestine
and liver, the oral exposure of cobimetinib was 80% lower in animals expressing human
CYP3A4 in their intestine, comparedwith animalswhere humanCYP3A4was only expressed
in the liver, suggesting that intestinal CYP3A4 plays a major role in the oral disposition of
cobimetinib [162]. Although these humanized mice were able to qualitatively describe the
contribution of intestinal first pass metabolism of cobimetinib, they were not able to quanti-
tatively recapitulate clinical observations [174]. Encouraged by these data from the CYP3A4
transgenic model, the authors conducted DDI studies to investigate the effect of CYP inhibi-
tion using models expressing human CYP3A4 in their intestine and liver, and CYP induction
using a composite humanized PXR-CAR-CYP3A4/CYP3A7 mouse model. The humanized
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CYP3A4 liver and intestine mouse showed an eightfold increase in oral exposure of
cobimetinib, which is comparable to the �sevenfold increase in oral cobimetinib exposure
in the clinic. Similarly, multiple-day rifampin treatment to induce CYP induction to a com-
posite humanized PXR-CAR-CYP3A4/CYP3A7 led to an �80% decrease in oral exposure
of cobimetinib. While clinical induction data are not available, PBPK modeling predicted
an�83% reduction in oral exposure of cobimetinib from rifampicin-mediated CYP3A4 induc-
tion. The data obtained in this study with cobimetinib suggested that humanized transgenic
animal models could be used to predict the magnitude of clinical DDI [162, 174].

Since co-pharmacy has been found to be useful in treating multiple different diseases,
others also used humanized animals to study the magnitude of DDI of multiple drugs. Hu-
manized CYP3A4 and humanized PXR-CAR-CYP3A4/CYP3A7 were used to study the mag-
nitude of inhibition and induction of alprazolam, bosutinib, crizotinib, dasatinib, gefitinib,
ibrutinib, regorafenib, sorafenib, triazolam, and vandetanib as victim drugs following
coadministration with itraconazole or rifampicin [163]. With the exception of crizotinib
and gefitinib, humanized CYP3A4 mice were able to predict the magnitude of AUC increase
in 8 out of 10 compounds following coadministration with itraconazole, and the magnitudes
were within twofold of clinical data. As for the induction by rifampicin, humanized PXR-
CAR-CYP3A4/CYP3A7 were able to predict the magnitude of AUC decrease in 8 out of
10 compounds with the exception of ibrutinib and vandetanib. Data generated from this
study further confirmed that humanized animal models may be used to gain confidence
and complement in vitro and in silico methods for assessing DDI potential/liability of
new drugs.

In a similar study looking at multiple gene humanized mice, the PK and metabolism of
tamoxifen was characterized in a control mouse, or in a humanized PXR and CAR mouse
model, or in a humanized PXR, CAR, CYP3A4/3A7, and CYP2D6 mouse model. In humans,
tamoxifen is metabolized primarily by CYP3A4 and CYP2D6, and with multiple doses of ri-
fampicin, the exposure of tamoxifen was reduced by 6.2-fold; additionally, rather than
augmenting metabolism, the exposure of its primary metabolites, 4-hydroxytamoxifen,
N-desmethyltamoxifen, and endoxifen, was also reduced. Followingmultiple doses of rifam-
picin to the humanized animals, rifampicin decreased the exposure of both tamoxifen and its
metabolites in humanized PXR-CAR-CYP3A4/3A7-CYP2D6 in a similar magnitude as ob-
served in the clinic [166]. In vitro metabolic pathways for tamoxifen and its metabolites were
further studied in microsomes prepared from these humanized animals. In vitro data from
microsomes revealed that the CYP3A4 metabolism was enhanced, whereas no modulation
of the CYP2D6 metabolic pathway was observed [166]. These findings supported previous
studies indicating that CYP2D6 is not susceptible to induction by rifampicin [175, 176]. Over-
all, the results gathered from this study showed that human PXR, CYP3A4, and CYP2D6 in
these humanized models were functional, and suggested that complex humanized animal
models may be suitable to study compounds exhibiting more complicated DDI profiles.

In another instance of utilizing these models, transgenic mice were used to confirm the
presence of a circulating human metabolite through metabolite identification. This is consid-
ered an important consideration in drug development, considering that most xenobiotic com-
pounds may be susceptible to metabolism and the formation of metabolites is often found to
be different between preclinical species and humans. In the humanized CYP3A4 mice study
of cobimetinib, the authors investigated whether they could confirm the three circulating
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oxidative human metabolites (M12, M18, and M19) of cobimetinib [162]. From the plasma
samples of humanized CYP3A4, all three metabolites were observed. Although M12 and
M19 were also observed in the plasma of wild-type mice, their presence was not entirely un-
expected becausemouse Cyp isoforms have the capability tometabolize cobimetinib and pro-
duced the same metabolites as in humans. However, it should be noted that the level of M12
was higher in humanized mice expressing intestinal human ortholog of CYP3A4, and M18
was observed only in humanized mice expressing CYP3A4 in their livers. Furthermore,
M18 was observed only in humanized mice where human CYP3A4 was expressed. Overall,
these data suggested that humanized animal models would be able to have potential utility in
metabolite identification comparable to humans.

The current set of data from various humanized mice is encouraging and shows some
promise of bridging the gap between preclinical species and humans. However, there are lim-
itations to these humanized animal models. For instance, in the case of investigating DDI po-
tential, these humanized animal models can only be applied to drugs for which CYP
phenotyping has been conducted and where fm or a single pathway involvement is known
and/or confirmed, andwith the a priori knowledge that a similar clearance pathway is shared
betweenmice and humans. In the situation where different CYP ortholog(s) in themouse and
human metabolizes a particular drug, aberrant and/or unpredicted observations may be
found as seen in the DDI study with midazolam [29]. Despite the limitations, the information
obtained from these humanized animal models can be used in conjunction with other data to
strengthen our understanding and prediction of clinical ADME properties in the develop-
ment of new drugs.
5 Humanized liver chimeric mouse models

In addition to genetically modified animal models, there have been other attempts to cir-
cumvent the translational gap resulting from species differences in the ADME-related pro-
teins . Another innovative approach involves combining genetically modified mice with
surgical implantation of human hepatocytes, resulting in a mouse model whose composition
of the liver is mainly of human origin. The implementation of this technology often includes
using immunocompromised mice (i.e., severe combined immunodeficiency—SCID) and ge-
netically modifying the murine liver to exert a hepatotoxic effect, allowing for the ablation of
murine hepatocytes to enable implantation of human hepatocytes. To date, there have been a
number of attempts to implement such chimeric liver mouse models for the purpose of un-
derstanding the relative contribution of drug receptors, metabolizing enzymes, and trans-
porters to drug ADME. Some attempts at repopulating the liver with human hepatocytes
have reported a >95% replacement index (RI) [177]; however, these results are often variable
among the different methods and labs that use them to humanize the liver. This section serves
as a brief description of three primary humanized liver chimeric mouse models (summarized
in Table 5), examples of their application in drug development to inform clinical ADME (sum-
marized in Table 6), and a summary of the advantages and disadvantages in their utility.
Other references that are available offer a detailed description of the development of these
models as well as other examples of their application in drug metabolism [225, 226].
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TABLE 6 Summary of ADME studies performed in human chimeric mouse models.

Background Purpose Ref.(s)

uPA/SCID Comparison of mRNA expression/activity of DME and transporters in Cyp3a

KO/chimeric mice with PXB-mice
[190]

Antiviral treatment of HBV/HCV [191]
[178]
[192]
[193]

Metabolite identification of a selective SGLT2 inhibitor (YM543) [194]

Metabolite profiling of nefazodone [195]

Metabolite identification of a JAK inhibitor (ASP015K) [196]

Disposition of four drugs (lamotrigine, diclofenac, MRK-A, and propafenone) [197]

Metabolite profiling after oral administration of troglitazone [198]

Metabolism of a chymase inhibitor (SUN13834) [199]

Continued

TABLE 5 Three major human chimeric mouse models.

uPA FRG TK-NOG

Type alb-uPA/SCID
Albumin promoter-
urokinase-type
plasminogen activator

Fah�/�/Il2rg�/�/Rag2�/�

Triple KO
fumarylacetoacetate
hydrolase/interleukin 2
receptor subunit gamma/
recombination activating
gene 2

alb-HSVtk/SCID/Il2rg�/�

Albumin promoter-herpes
simplex virus type 1 thymidine
kinase/ SCID/Il2rg knockout

Immunodeficiency SCID Il2rg�/�/Rag2�/� SCID/Il2rg�/�

Model
development

[178–182] [183, 184] [185, 186]

Pros • Well-studied
ablation of hepatocytes is
constitutive

• Controlled hepatocyte
ablation (nitisinone; NTBC)
• Engraftment of human
hepatocytes at any age

• Controlled hepatocyte ablation
(ganciclovir)
• Engraftment of human
hepatocytes at any age

Cons •Neonatal bleeding [187]
• Human hepatocytes
replacement is decreased
[182]
• Kidney disorders are
likely [182]
• Body size is small [182]
• Reproductive organ
atrophy [188]
• High cost

• Drug administration is
necessary with NTBC
• Careful maintenance and
selection pressure
• High cost

• Drug administration is
necessary with ganciclovir
• Careful maintenance and
selection pressure
• Male sterility [189]
• High cost

5775 Humanized liver chimeric mouse models
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TABLE 6 Summary of ADME studies performed in human chimeric mouse models—cont’d

Background Purpose Ref.(s)

Metabolite profiling of clemizole and DDI [200]

Metabolism of GW695634, SB-406725, and GW823093 [201]

Metabolite identification of debrisoquine, warfarin, and in-house compounds [202]

Metabolite profiling of 19-norandrost-4-ene-3,17-dione [203]

Metabolite profiling of 4-androstene-3,17-dione [204]

CYP2C9-mediated metabolism of warfarin [205]

OATP-mediated DDI of rosuvastatin and cyclosporine A [206]

Pharmacokinetics of Lu AF09535 [207]

Human clearance and volume of distribution prediction of model compounds [208]
[209]

Excretion of cefmetazole [210]

CYP-induction [211]

DDIs via PXR-mediated induction of CYP3A4 and CYP2C [212]

Detection of induction of CYP3A4 [213]

Effect of hepatitis C infection on the pharmacokinetics of antiviral therapeutics [214]

FRG Biotransformation and transporter effects of troglitazone [215]

Characterization of functional integrity of liver [216]

Pharmacokinetics of lumiracoxib [217]

TK-NOG Thalidomide/5OH-T metabolism [218]

Disposition of melengestrol acetate [219]

CYP3A-mediated DDI of thalidomide and midazolam [220]

Prediction of cholestatic liver toxicity [221]

Pharmacokinetics of bisphenol A [222]

Pharmacokinetics and metabolite identification of a partial glucokinase activator [223]

Pharmacokinetics of diisononyl phthalate [224]

578 20. Application of genetically modified rodent models in drug discovery
uPA/SCID: One of the first models for humanized liver chimeric mouse models was de-
veloped by expressing the urokinase-type plasminogen activator (uPA) under the albumin
(alb) promoter, which results in transgene-induced hepatotoxicity due to the role of uPA
in liver remodeling via conversion of plasminogen to the active protease plasmin [178,
191]. Initially, these mice exhibited hemorrhaging and loss of clotting function within a
few days following birth, which resulted in a high mortality rate [187]. From these mice, a
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specific strain was identified containing a DNA rearrangement of the uPA, resulting in its de-
activation in hepatocytes [227]. Coupled with SCID, these mice were able to develop human
liver chimerism with livers as high as 96% RI [177]. Due to the large body of research sur-
rounding these mice since their development, there are many examples of how these mice
have been utilized in the laboratory to study drug ADME-related issues.

After verifying that major human DMEs were expressed in this mouse model, Katoh et al.
investigated the utility of thismodel in studying the humanCYP2D6-mediatedmetabolism of
an antihypertensive drug, debrisoquine. The major metabolite of debrisoquine in humans,
4-hydroxydebrisoquine, was shown to be produced substantially following a 2.0mg/kg oral
dose [228]. The presence of a human CYP2D6-mediated metabolism was further supported
by in vitro data collected using chimeric livermicrosomes, which demonstrated differences in
the Km and Vmax/Km values for debrisoquine 40-hydroxylase activity indicating human
CYP2D6 activity, which was inhibited by CYP2D6 substrates quinidine and paroxetine.
The authors concluded that because of the humanized profile of the debrisoquine metabo-
lism, these mice could potentially be used to investigate the P450-mediated metabolism
and DDIs. In the same lab, cefmetazole, a cephalosporin antibiotic, was used as a probe drug
to investigate the capabilities of the uPA/SCIDmodel to evaluate drug excretion [210]. Seeing
that cefmetazole is primarily eliminated in the urine in humans, this was alsowitnessed in the
chimeric mouse model where 81% was eliminated in the urine versus 23.7% in the control
mice. The study also demonstrated an increase in mRNA expression of liver human trans-
porters in comparison to homologous murine transporters; however, the gene expression
for some human transporters was higher/lower in the chimeric mice compared to the donor
hepatocytes, suggesting the occurrence of a potential phenomenon involved in the regulation
of these transporters in vivo in the chimeric livers. Nevertheless, the application of this model
with regard to its ability to be used as a novel preclinical species to investigate human drug
ADME seemed to gain support as additional studies and alternative models were developed.

FRG: Like the uPA/SCID humanized liver chimeric mouse model, a similar hepatotoxic
effect was witnessed in fumarylacetoacetate hydrolase (Fah)-deficient mice, which exhibited
an apparent advantage due to the regulation of hepatocyte implantation via nitisinone, an
inhibitor of the tyrosine catabolism that promotes selection pressure for FAH-positive
transplanted hepatocytes [229]. Subsequently, with some additional genetic modifications,
others have demonstrated that fresh and cryopreserved human hepatocytes can be implanted
in the triple KO Fah/interleukin 2 receptor subunit gamma (Il2rg)/recombination activating
gene 2 (Rag2) with varying levels of success [183, 184]. Upon utilizing a serial transplantation
method of human hepatocytes, Azuma et al. reported that the percentage of highly
repopulated mice has not only increased in serial transplant recipients but also yielded more
consistent results. After additional method development, Bissig et al. reported a higher rate of
liver chimerism than was previously reported: up to 95% of human hepatocyte chimerism
[230]. Like in the uPA/SCIDmodel, FRGmice exhibited mRNA expression of a variety of hu-
man CYP enzymes, ABC transporters, and regulatory nuclear receptors; however, there was
large variability witnessed in the expression profile for multiple human isoforms across dif-
ferent chimeric mice. While there are not as many studies documenting the usefulness of this
model to study drug ADME as in the uPA/SCID mice yet as it is still fairly novel technolgy,
there have been increasing instances of using this model to investigate the pharmacokinetics
of a variety of drugs.
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For example, Samuelsson et al. demonstrated that the FRG mouse model was capable of
being used to evaluate the biotransformation and liver transporter effects of troglitazone,
an antihyperglycemic agent for the management of type II diabetes [215]. After orally admin-
istering 600mg/kg/day of troglitazone to either the chimeric murinized or humanized FRG
mice, metabolite identification revealed both phase I/II metabolic pathways present, and a
15- to 18-fold increase in the formation of troglitazone sulfate in the humanized mice com-
pared to the murinized mice in blood and bile, respectively [215]. Compared to a previous
study performed in uPA/SCID mice, both models demonstrated human troglitazone sulfate
formation; however, the humanized FRG mice also demonstrated production of the glucuro-
nide conjugate nor recapitulate the extent of human metabolism. Additionally, liver human-
ization decreased after vehicle and troglitazone treatment throughout the study, which may
have impacted the magnitude of differences witnessed in these mice. This may present a
problem in studies where multiple dosing regimens are necessary and should be taken into
consideration where results may potentially be impacted due to an artifact of murine
metabolism.

Similar to the troglitazone study, Dickie et al. also investigated the ability of FRG mouse
studies to predict the biotransformation and pharmacokinetics of lumiracoxib, a cyclooxy-
genase II inhibitor [217]. After administration of a single 10mg/kg oral dose, the distribution
and metabolite profile of lumiracoxib showed good correspondence with all major metabo-
lites previously identified in humans, with the exception of the absence of sulfate conjugates,
which could potentially be explained via species differences and/or extrahepatic sulfation
not accounted for in the model. In order to overcome some of the problems of species differ-
ences, a model was developed combining the liver HRNmodel (Por-deficient) with FRGmice
(PIRF mice) in order to substantially deplete the remaining murine Cyp activity in combina-
tion with a repopulation of human hepatocytes [231]. Using two drugs, gefitnib (anticancer)
and atazanavir (antiviral), Barzi and colleagues were able to demonstrate that the PIRF mice
showed increased humanmetabolites present in the serum, urine, feces, and livers, compared
to conventional FRGmice. In terms of measuring hepatic drugmetabolism, this model serves
as an example where the contribution of human metabolism may be studied compared to
standard FRG mice where murine Cyp enzymes may still contribute to drug disposition.

TK-NOG: It is one of themore recent attempts at generating humanized liver chimericmice
using albumin promoter-mediated transgenic expression of the herpes simplex virus type 1
thymidine kinase (HSVtk) in an immunocompromised SCID/Il2rg KO mouse strain
(TK-NOG) [185]. Upon administration of ganciclovir prior to human hepatocyte transplanta-
tion, hepatic HSVtk-mediated phosphorylation of ganciclovir results in cell toxicity and even-
tually murine hepatocyte ablation, which does not occur in human hepatocytes due to the
absence of this enzyme. Using this methodology, Hasegawa et al. demonstrated that the chi-
meric mouse model could be sustained with functional activity for over 8 months, suggesting
its utility as a preclinical model for investigating human drug ADME.

In order to investigate the usefulness of this model at predicting human DDIs, Nishimura
et al. used clemizole, a H1 receptor antagonist with potential for HCV treatment, to evaluate
human metabolite formation and its ability to exhibit a CYP3A4-mediated DDI [200]. After
demonstrating the positive protein expression of human CYP3A4 in the TK-NOG livers,
coadministration of clemezole and ritonavir decreased the amount of the human-
predominant clemizole metabolites, indicating the potential for a clinically relevant DDI.
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Considering that the M1 metabolite of clemizole showed anti-HCV activity, this interaction
could potentially have a substantial impact at preventing negative events associated with
CYP3A4-mediated elimination of clemezole in vivo. Approximately around the same time,
Yamazaki et al. supported this notion at using TK-NOG mice for predicting clinical DDI
by coadministering thalidomide (oral) and midazolam (intravenous) [220]. From this study,
the clearance of midazolam in chimeric mice was enhanced by orally coadministered thalid-
omide in the chimeric mouse model in contrast to the same coadministration in control NOG
mice. Due to the ability of heterotropic activation of CYP3A resulting from thalidomide ad-
ministration, this studywas one of the first to demonstrate the utility of thismodel in the com-
plexities of CYP3A-mediated DDIs in drug development. More recently in 2017, Kamimura
and colleagues evaluated whether the TK-NOG model could be useful in predicting the bio-
transformation of a partial glucokinase activator, PF-04937319, and its major metabolite (M1),
due to the lack of reliability of in vitro metabolism studies [223]. Metabolic profiling of this
compound in the TK-NOGmice revealed the formation of a carbinolamidemetabolite, which
was specific to human liver metabolism of this drug. For drugs exhibiting species differences
in drug ADME, this study presented the potential utility of the TK-NOG model in capturing
human-specific metabolism and PK in vivo.

Besides the three more popularized humanized liver chimeric mouse models (i.e., uPA/
SCID, FRG, and TK-NOG), other humanized liver chimeric mouse strains are continuously
being developed to try and circumvent some of the disadvantages of these models. For ex-
ample, human hepatocytes were co-transplanted with human CD34+ hematopoietic stem
cells to attenuate rejection and to facilitate engraftment of human liver cells [232]. In another
example, immature human hepatocytes such as human primary fetal liver cells or human he-
patic stem cells were used to repopulate livers of albumin-toxin receptor mediated cell KO
SCID mice [233].

In summary, because of the intrinsic limitations of these models, we would like to clarify
the general advantages and disadvantages using chimeric mouse models in an effort to avoid
incorrect assumptions regarding the utility of these models in predicting human drug ADME
(Table 7).
5.1 Advantages

Due to the evidence presented in this chapter, as well as other studies, it is evident that
humanized liver chimeric mice possess some capabilities at predicting human drug ADME.
This notion is supported by the studies investigating human CYP- and/or UGT-mediated
metabolism for a wide variety of drugs and their potential to cause clinically relevant DDIs.
Another example is around the utility of these models to form disproportionate human me-
tabolites. For drugs that are primarily eliminated via hepatic metabolism, the transplantation
of human hepatocytes in mice has been a suitable alternative to usingWT rodent models due
to the models that have reported extensive humanization via either human albumin concen-
tration or human hepatic gene expression. After several attempts at generating a more suit-
able model than was previously available, the past couple of decades of research into this
technology has allowed for multiple strains to become available that range from their mech-
anism of hepatotoxicity, immunodeficiency, and maintenance of the model. Due to the
IV. Translational sciences



TABLE 7 Summary of how the various animal models can be utilized to study specific ADME-related
properties.

KO Humanized transgenic Chimeric

Human CL
prediction

While providing some
mechanistic insight into DME
involved in the metabolism of
drugs, it is not useful to predict
human CL

While providing some
mechanistic insight into DME
involved in the metabolism of
drugs, it is not useful to predict
human CL

Holds the biggest promise of
being able to predict human
CL. However, data
interpretation is confounded
by endogenous mouse
proteins

Human
metabolite
identification

While providing some
mechanistic insight into DME
involved in the metabolism of
drugs, it is not useful for
human metabolite assessment

May be used in conjunction
with in vitro data (e.g., reaction
phenotyping) for targeted
human metabolite assessment,
but limited utility in the
absence of mechanistic
knowledge around
metabolism profile

Examples demonstrating that
it can be a powerful tool to
identify human-unique and/
or disproportionate
metabolite. However, this
model is not able to capture the
type and extent of metabolites
generated by the intestines

DDI
evaluation

May be used to confirm a
particular DDI involving a
specific DME and/or drug
transporters

Useful to study compounds if
the relationship between
DME/drug transporter to the
probe substrate has been well
characterized

Potentially useful model to
study DDI but data may be
confounded by endogenous
mouse DMEs and drug
transporters. More
investigations are needed to
establish the validity of this
model to study DDI

Overall
assessment

Benefit of KO model is that it
enables the study of the role
and contribution of a
particular DME or drug
transporters. It also can be
used to increase exposure to
test preclinical efficacy/
toxicity hypothesis

Benefit of humanized model is
being able to assess the
potential DDI liability of a
compound

Most promising models that
best mirrors human liver
ADME proteins. However,
data with chimeric animals is
confounded by endogenous
mouse DMEs and drug
transporters. More studies are
needed to characterize this
model

582 20. Application of genetically modified rodent models in drug discovery
implantation of whole human hepatocytes compared to the humanization of one, or multiple
genes via genetic modifications, chimeric mouse models allow for the presence of the com-
plexities of human hepatic transporter-DME-nuclear receptor cross talk which may not be
particularly accounted for in other preclinical models. This allows for researchers to investi-
gate not only drug metabolism, but also enzyme regulation and genetic polymorphisms that
are clearly present and may have a significant contribution to drug disposition in vivo. The
readily commercially available resources for donor human hepatocytes, both cryopreserved
and fresh, allow for the enhanced feasibility at generating these models in-house on different
backgrounds. Due to their human origin, it has also been demonstrated that these models can
be susceptible to human pathogens which can aid in the study of infectious diseases where
other rodent models remain at a disadvantage. Although the application of these models in
predicting drugADME in humans has been demonstrated, the lack of quantitative correlation
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or reproducibility of these predictions can be attributed to a series of limitations which restrict
their utility to prospectively assess ADME profiles of NCEs.
5.2 Disadvantages

The experimental observations witnessed in the examples presented in this chapter offer
case examples where humanized liver chimeric mice have successfully been used to predict
human drug elimination; however, there aremany reasons as towhy thesemodelsmay not be
potentially as useful as conventional models. One of the more obvious examples is the feasi-
bility at continuous generation of these models due to their limited life span and lack of rec-
reation capabilities. This, in tandem with their relatively high cost for commercial purchase,
complicates studies that require a large sample size to generate meaningful and statistically
well powered studies to infer significant results. Also, it is not incorrect to assume that the
sample sizes of these studies may need to be larger than what is typically used due to the
enhanced variability witnessed in these mice. This can typically not only be variability asso-
ciated with the degree of liver humanization, but also genetic and interlaboratory differences
betweenmice used formodel development. Due to these apparently unavoidable problems, it
remains difficult to abrogate the impact of these issues on experimental results, and thus these
studies require constant scientific criticism and extensive validation.

Additionally, despite the desire to reach complete humanization of murine liver, the chi-
meric mouse liver models are not entirely human as their liver still contains endogenous mu-
rine hepatocytes. In particular, studies conducted with FRG humanized chimeric models
showed higher mRNA expression of murine DMEs and drug transporters such as Cyp1a1,
sulfotransferases, Bcrp, and Mdr1a, suggesting the continued presence of remnant mouse
genes, alongwith the loss ofmetabolic zonationmost likely due to the process of repopulating
human hepatocytes [216]. Furthermore, the study of ADME is complicated by hepatotoxicity
that is associatedwith FRG chimericmodels that arises from dysregulation of hepatocyte pro-
liferation and disruption of bile acid homeostasis [234]. Finally, humanized liver models may
not necessarily be a good tool to study oral drug administration in humans due to the lack of
extrahepatic humanization in first pass tissues such as the gastrointestinal tract. These tissues,
as well as other murine hepatocytes that avoid ablation, contain endogenous Cyps that could
confound drug ADME studies, especially when species differences are expected to have a
substantial impact on the predictive value of these models. Indeed, these models often fall
short in quantitatively mimicking human ADME properties. Attempts to address this limi-
tation have been performed (such as in the Por-deficient chimeric mouse model [231]); how-
ever, this still does not account for extrahepatic events leading to species differences in human
PK. Unfortunately, the localized changes made to chimeric liver models make the drugs that
are extrahepatically distributed and metabolized of no apparent advantage compared to WT
rodent models. Therefore, it is important to have an initial hypothesis regarding the relative
tissue-specific contributions of drug metabolism and disposition when implementing each
model. Because these models are relatively new to being implemented in early research
and development processes, more comparative analyses using a variety of drugs with differ-
ent biopharmaceutical classifications are necessary to provide for better inferences into which
models provide better preclinical to clinical predictions.
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6 Conclusions and future perspectives

As discussed in this chapter, the enhanced abilities of genetically modifying preclinical ro-
dent species have allowed for the generation of novel models in an attempt to bridge the gap
between rodent and human-specific drug ADME. It is also worth noting that one of the biggest
advantages of these models is the ability to extract biological matrices to generate in vitro data
which can be used to complement in vivo data to establish IVIVC. This is a powerful approach
which cannot be readily done in the clinic, but, as illustrated in Fig. 1, can enable further study
of themechanismof a particularADME-related phenomenon in novel animalmodels to inform
clinical prediction. Moreover, mechanistic understanding in the novel animal models provides
additional context of howbest to utilized human in vitro data to translate to the clinic. Advance-
ments pertaining to the efficiency and specificity of genetic engineering technology, such as
CRISPR and conditional KO/KI technologies, have, in some cases, increased the complexity
of these models to offer better predictive value in drug discovery and early development.
The more recent approaches, such as in the Por-deficient FRG mice, take a combinatorial ap-
proach at improving human PK predictions by utilizing KO and chimeric mouse technology
[231]. While this methodology remains much less studied, it has the potential of reducing
any experimental artifacts pertaining to endogenous murine metabolism. However, moving
forward, better characterization of these models will also be necessary in assessing the validity
of some of these IVIVE-related questions. This problem may potentially be alleviated using a
multi-‘omics’ approach in assessing ADME-related gene/protein expression, as well as activ-
ity, and may help researchers better understand the relative impact of interspecies differences
in certain cases. The pros and cons of these models were summarized, and it is important to
reiterate that the impact of each of these features on human ADME prediction is a drug-
dependent parameter. With this realization, it is necessary to not assume that there is a univer-
sal model appropriate for all research questions, but models should follow a “right tool for the
right job” paradigm in which they are evaluated on a case-by-case basis. While other fields
FIG. 1 Unraveling in vitro to in vivo mechanistic relationship in preclinical models informs clinical predictions.
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beyond ADME, such as toxicology and pharmacology, have already been extensively using
these novel rodent models for reasons such as generating disease models and studying the im-
pact of exogenously administered biochemical agents, there remains much more evaluation to
be done prior to confirming their utility and implementing them in drug development. As such,
there are additional works ongoing by various laboratories that are not only devoted to further
characterizing these existingmodels, but also developing newmodels that addressmany of the
challenges summarized in this chapter.

In summary, there remains much more ground to be covered in terms of utilizing these
rodent models for prediction of clinical ADME, and with the increased characterization, re-
alization of the limitations of these approaches, in combination with the continuous effort to
generate newer models, there is optimism within the field regarding the improvement and
increased implementation of these models in the future.
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1 Introduction

Class 2 clustered regularly interspaced short palindromic repeat (CRISPR) system was
originally discovered as an adaptive immune system in bacteria [1]. The system has since
been modified for a plethora of technologies, such as genome editing and was successfully
deployed in many cell types and organisms. While several genome editing tools were devel-
oped previously, they often rely on protein-DNA recognitionmechanisms to disrupt targeted
genes. Approaches such as transcription-activator-like effector nucleases (TALENs) and zinc-
finger nucleases (ZFNs) require the generation of precisely engineered nucleases for every
targeted gene. On the other hand, the CRISPR system only requires the delivery of target-
specific single-guide RNAs (sgRNAs) and CRISPR-associated endonuclease (Cas) into target
cells. The simplicity of the system not onlymade it more approachable to researchers, but also
enabled continued refinement and modification.

At its inception, CRISPR was developed to disrupt genes by introducing double-strand
breaks (DSBs) within the targeted genomic region utilizing Cas endonucleases. Since then,
the CRISPR toolbox has expanded far beyond its original utility and now covers applications
across the central dogma of molecular biology (Fig. 1). The use of divergent homologs of the
Cas proteins made it possible to edit RNA, and the modified catalytically dead Cas9 (dCas9)
nuclease enabled the system to repress, activate, or label targeted genes. This transformative
technology holds great potential in interrogating drug-metabolizing enzymes and trans-
porters, and further the mechanistic understanding of drug metabolism and disposition.
595olites, Drug Metabolizing
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FIG. 1 CRISPR systems enable genetic manipulation across the central dogma. Using modified and different ho-
mologs of Cas proteins, CRISPR has capabilities beyond genome editing. Catalytically deficient Cas proteins (dCas9)
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In this chapter, we focus on in vitro applications of CRISPR relevant to theADME (absorption,
distribution, metabolism, and excretion) field, recent examples utilizing the technology, and
opportunities for future ADME studies.
2 In vitro applications of CRISPR

2.1 Genome editing with CRISPR

In their fight against bacteriophages, bacteria evolved CRISPR as an adaptive immune sys-
tem consisting of a combination of proteins (Cas proteins) and short RNAs (sgRNAs) [2]. The
short sgRNAs are expressed from short protospacers collected from foreign DNA sequences
in the bacterial genome and are used to match targeted sequences for cleavage by Cas pro-
teins. Taking advantage of the mechanism, CRISPR was modified to edit the genomic
DNA in eukaryotic cells [3]. Using a sgRNAwith a 20-bp sequence matching the targeted ge-
netic locus and specific downstream nucleotides [the protospacer-adjacent motif (PAM), a
three-nucleotide sequence], Cas protein (specifically, Cas9) forms a complex with the geno-
mic DNA and introduces the DSB [4].When aDSB is detected, cells will attempt to repair it by
nonhomologous end joining (NHEJ) or homology-directed repair (HDR, Fig. 2). NHEJ is an
error-prone process and frequently results in random insertions or deletions (indels) at the
site of repair. These indels can potentially cause the premature termination of translation
or out-of-frame transcription resulting in truncated, nonfunctional versions of proteins, effec-
tively knocking out the targeted gene.
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FIG. 2 DSBs introduced by CRISPR-Cas9 are repaired by NHEJ and HDR. Cas9 protein forms a complex with
sgRNA and targeted genomic DNA, and introduced a double break. Cells will attempt to repair the DSBs by either
the error-prone nonhomologous end joining (NHEJ) or high-fidelity homology-directed repair (HDR) when a tem-
plate is available. These repair mechanisms formed the basis of the genome editing utility of CRISPR-Cas9. Credit:
N. Savi�c, G. Schwank, Advances in therapeutic CRISPR/Cas9 genome editing, Transl. Res. 168 (2016) 15–21.
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In contrast to the high efficiency of NHEJ, HDR occurs at low frequency but with high fi-
delity when repair templates are available. Exploiting the repair mechanism, the CRISPR sys-
tem and appropriate repair templates can generate alterations from specific single-nucleotide
changes to large insertions such as epitope tags and fluorophores [5]. These repair mecha-
nisms, NHEJ andHDR, formed the basis of the genome editing utility of CRISPR and allowed
researchers to manipulate cells and organisms with unprecedented ease. In this section, we
will focus on the applications that are more relevant to in vitro ADME studies.
2.2 Repression of target genes with CRISPR

An interesting property of the Cas enzyme is the ability to bind to DNA independently of
its nuclease activity. Specific point mutations in the nuclease domains of the Cas9 resulted in
the loss of the DNA cleavage activity, yet the modified Cas9 retained their ability to bind to
DNA sequences targeted by the sgRNAs [3]. In fact, the catalytically deficient Cas (dCas9)
IV. Translational sciences
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binds so tightly to the targeted DNA sequence; it is able to decrease the expression of targeted
genes by blocking the binding of endogenous transcription factors and the activity of RNA
polymerase II [6]. This gene repression activity of dCas9 is termed as CRISPR interference
(CRISPRi), and further development of the system was made to produce more specific
and effective repression of the targeted gene expression. One strategy is to fuse dCas9 with
transcriptional repressors, and the fusion of Kruppel-associated box (KRAB) to dCas9 was
shown to knockdown the targeted gene successfully [7]. While wild-type Cas9 knocks out
the targeted gene by introducing DSB, CRISPRi knocks down the expression at the transcrip-
tional level. In the case of dCas9-KRAB, the system suppresses expression by epigenetic
reprogramming through recruiting additional corepressors and epigenetic readers, in addi-
tion to the direct interference of transcription machinery. The result is the reversible regula-
tion of gene expression, and the system can be particularly useful for studying essential genes
that cause lethality when completely knocked out.
2.3 Activation of target genes with CRISPR

Instead of fusion dCas9 with transcriptional repressors, transcriptional activators theoret-
ically can be fused with dCas9 to activate target gene expression. Indeed, initial effort fusing
dCas9 with tandem copies of the transactivation domain (VP64) of the Herpes simplex virus
was successful in inducing transcription, especially when multiple sgRNAs targeting the
same region acted synergistically [8]. The CRISPR-based gene activation system (CRISPRa)
was further modified for more robust gene activation. One strategy was to fuse additional
transcriptional activators to dCas9 to achieve higher expression. While dCas9 fused with
p65, a subunit of NF-κB transcription factor complex, and dCas9 fused with Rta, the
Epstein-Barr virus transactivator, produce weaker induction compared to dCas9 fused with
V64, the dCas9 fused with the hybrid tripartite V64-p65-Rta (VPR) was able to achieve the
highest transcriptional activity [9]. In another strategy, modifications were made to sgRNA
in an attempt to boost activation. Crystal structure and functional data revealed portions of
sgRNA that do not affect Cas9 activity when modified. Hairpin sequences that selectively
bind to MS2 bacteriophage coat proteins were then added to those regions. The modified
sgRNA was able to activate transcription through MS2-mediated V64 recruitment and dem-
onstrate higher activity compared to dCas9-V64. Additional optimization of the system
resulted in a synergistic activation mediator (SAM) system comprised of dCas9-V64 and
MS2 fused with p65 and heat shock factor 1 (HSF1) that offered superior transcriptional ac-
tivity [10]. Lastly, an antibody-fusion protein was utilized to activate gene expression in the
SunTag system. In this system, dCas9 fused with an array of peptide epitopes is co-expressed
with the antibody-V64 fusion protein. The peptide array is capable of recruiting up to 24 cop-
ies of the antibody-V64 protein resulting in stronger induction compared to the dCas9-V64
approach [11]. While a comparison among various CRISPRa systems demonstrated that all
of the modified CRISPRa systems consistently induce stronger gene activation than the orig-
inal dCas9-V64 system, functional testing and optimization may be required to identify the
ideal approach for specific cell types and assays of interest [12].
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2.4 Genetic screens with CRISPR

Prior to the discovery of RNA interference (RNAi) technology, methods to efficiently and
effectively perturb gene expression of in vitro models were lacking. The development of
RNAi-based genetic screens offered a useful tool for researchers to generate hypotheses and
discover previouslyunknowngenes andpathways involved in specificphenotypes.However,
RNAi-based screens suffer from off-target effects, and insufficient knockdown of target genes
would potentially lead to false negatives. With the discovery and development of CRISPR,
researchers now have an alternative method to knockout, knockdown, or activate genes in
genetic screens. Furthermore, the relative ease to synthesize and design sgRNAs and the con-
tinued improvement in specificity have made CRISPR an attractive tool for such studies.

Two strategies are available when conducting CRISPR screen: arrayed screens and pooled
screens. Both arrayed and pooled libraries come in different sizes ranging from targeting a
small subset of genes to targeting the whole genome. Arrayed screens typically come in
96- or 384-well formats where each well contains multiple sgRNAs targeting a single gene.
The arrayed library can be delivered to cells in 96- or 384-well formats for positive or negative
selection [13]. In contrast, in pooled libraries, sgRNAs targeting individual genes are kept to-
gether instead of depositing in separated wells. The sgRNAs are delivered in vectors (usually
lentiviral particles) at low efficiency so that each cell only contains a single sgRNA. After pos-
itive or negative selection, hits are identified with next-generation sequencing.

While arrayed and pooled libraries targeting the whole genome are commercially avail-
able, it might not be the most sensible approach for ADME-related questions. The success
of genetic screens relies equally on three components: the perturbation, the model, and the
assay. Besides choosing the right model and optimizing the assay, it is as important to select
the appropriate library for the screen [14]. For example, it might not be necessary to use a
whole-genome library to knockdown 18,000 genes when one is trying to identify the drug-
metabolizing enzymes/transporters involved in a particular drug-disposition pathway.
3 Examples of CRISPR application in ADME studies in vitro

A recent survey has identified about 50 publications utilizing CRISPR to edit ADME-
related genes, including cytochrome P450s (CYPs), solute carriers (SLCs), and ATP-binding
cassette (ABC) transporters [15]. Most of these publications used the technology to knockout
genes in animal models, such as zebra fish, fruit flies, and rodent species. Of the manuscripts
applying CRISPR in vitro, several researchers attempted to reverse drug resistance in cancer-
derived cell lines [16–20], and only five manuscripts directly used the technology to address
ADME-related questions at the time of publication of this chapter. Onemanuscript generated
an induced pluripotent stem cell line expressing a fluorescence-tagged PXR fusion protein,
but no follow-up experiments were reported. In this section, we highlight one publication ap-
plying CRISPR to edit a loss-of-function CYP3A5 allele in a liver cell line [21], and three pub-
lications knocking out the endogenous P-gp expression in a canine cell line commonly used in
permeability determination and efflux transporter assays [22–24].
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3.1 Genetic modification of CYP3A5*3 in Huh-7 cells

CYP3A5*3 is a loss-of-function allele that is prevalent in Caucasians [25]. Individuals with
the loss-of-function allele reported slower metabolism of CYP3A5 substrates, such as
tacrolimus and midazolam [26]. In contrast, individuals with the CYP3A5*1 expresser allele,
which is common among African Americans, metabolize these drugs and other CYP3A5 sub-
strates at a much higher rate compared to those with the CYP3A5*3 allele [27]. The difference
in metabolism has clinical implications, and individuals with the functional CYP3A5 allele
often require a higher dose of tacrolimus to reach therapeutic concentration [28]. However,
Dorr et al. noted that no cell-based systemwas available at the time to study the genetic poly-
morphism in vitro [21].

In order to create such an in vitro model, Dorr et al. identified Huh-7 cell line, a hepatic
carcinoma-derived cell line that harbors the CYP3A5*3 loss-of-function allele, for genomic
editing. Two strategies were employed to disrupt the exon 3B splice junction to remove exon
3B, and effectively restoring enzyme activity. In one experimental design, the sgRNA
targeting the splice junction created a DSB, and the error-prone NHEJ repair mechanism cre-
ated a 77-bp deletion in the region. In the other, a single-stranded DNA template was
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FIG. 3 Genetic modification of the CYP3A5*3 allele by CRISPR increases tacrolimus and midazolam metabolism.
(A)Geneticmodificationsmade to theCYP3A5*3 allele to restore CYP3A5 expression and activity. The disappearance
of tacrolimus (B) and midazolam (C) was used as an indicator of CYP3A5 activity. Modified Huh-7 harboring one or
two copies of functional CYP3A5*1 had higher metabolism activity. The 77-bp deletion of the 3B splice junction from
both alleles (*1/*1 dd) resulted in the highest enzyme activity. Credit: C.R. Dorr, et al., Drug Metab. Dispos. 45 (2017)
957–965.
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introduced with the sgRNA, taking advantage of the higher fidelity HDR repair mechanism.
The goal was to introduce a single-point mutation within the splice junction. Subsequent
single-cell cloning and DNA sequencing identified clones of Huh-7 cells with a variety of
indels, and a single clone with the desired point mutation at the splice junction (Fig. 3A).
Analysis of mRNA expression levels and metabolism activities demonstrated that CRISPR-
mediated gene editing restored CYP3A5 gene expression and activity in Huh-7 clones with
the 77-bp deletion and the point mutation (Fig. 3B and C) [21].

This study elegantly demonstrated the strength of CRISPR and its utility in in vitro ADME
studies. The genome editing tool was used to edit the genotype of an endogenous drug-
metabolizing enzyme and enabled the study of a clinically significant genetic polymorphism
in a hepatocyte cell line. However, the limitation of CRISPR was also exposed. The efficiency
of CRISPR in the study was low, and less than 10% of the sorted single-cell clones harbored
the desired deletion at the splice junction. The efficiency of HDR-mediated editing was even
lower. Out of more than 200 sorted clones, only one clone was successfully edited to carry the
heterozygous point mutation. The low gene-editing efficiency and the need to isolate and ex-
pand single clones preclude applying CRISPR directly to primary hepatocytes.
3.2 Endogenous Canine P-gp knockout in Madin-Darby canine kidney cells

Madin-Darby canine kidney (MDCK) cell line is commonly used in in vitro ADME studies
due to its presumed low expression of endogenous metabolizing enzymes and transporters
and its ability to become polarized when cultured in the transwell system. Apparent perme-
ability values determined with MDCK cells, the rates of which compounds permeate across
anMDCKmonolayer, correlated well with absorption in humans [29]. As a result, theMDCK
permeability assay is routinely conducted during small-molecule drug discovery. TheMDCK
cell line is also used in transporter inhibition and substrate studies, where a transporter of
interest is overexpressed in MDCK cells, and the inhibition potency or substrate potential
of compounds is determined. However, it was discovered that MDCK cells exhibited endog-
enous efflux activity, and this activity could potentially affect permeability and transporter
assay readouts. In order to mitigate the effect, a subpopulation of MDCK cells with low efflux
activity was isolated and shown to express a significantly reduced level of canine P-gp (Mdr1)
mRNA [30]. The observation led to the hypothesis that canine P-gp is responsible for the en-
dogenous efflux activity in the wild-type MDCK cells. The hypothesis was tested when two
groups independently knockout canine P-gp in MDCK lines (MDCKI and MDCKII) using
CRISPR technology [23, 24].

Both groups used plasmid-based techniques to deliver sgRNA and Cas9 into cells. Using
fluorescence-activated cell sorting, single clones of successfully transfected cells were isolated
and expanded. The CRISPR-mediated editing of the canine P-gp gene was confirmed by
Sanger sequencing and predicted to produce a truncated protein. The canine P-gp knockout
was further validated, as the canine P-gp protein was no longer detectable by LC-MS/MS-
based proteomics (Fig. 4A). Functional studies showed that while prototypical P-gp sub-
strates showed efflux activity in wild-type cells, no efflux activity was observed in canine
P-gp knockout MDCK cells (Fig. 4B). Permeability screens of 135 Genentech compounds in
wild-type MDCK cells showed that 38% of the compounds tested exhibited efflux activity.
In contrast, none of the 135 compounds showed any efflux activity in the knockout cells,
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FIG. 4 CRISPR-mediated canine P-gp knockout eliminated endogenous efflux and improved permeability mea-
surement. (A) Relative quantitation of two peptides mapped to canine P-gp by LC-MS/MS. The monitored peptides
were detectable in the wild-type cells but were below the limit of quantitation in the canine P-gp knockout cells.
(B) Efflux ratios of prototypical P-gp substrates in wild-type cells were over 3, indicating efflux activity by endoge-
nous transporters. Knocking out canine P-gp reduce the ratios to below 3, suggesting the canine P-gpwas responsible
for the endogenous efflux activity. (C) Efflux ratios of 135 Genentech compounds determined in wild-type cells and
canine P-gp knockout cells. While 35% of compounds had efflux activity in wild-type cells, none showed efflux
activity in canine P-gp knockout cells. (D) Apparent permeability of 135 Genentech compounds determined in
wild-type cells and canine P-gp knockout cells. About 17% of compounds showed higher permeability in canine
P-gp knockout cells. Credit: E.C. Chen, et al., Mol. Pharm. 15 (2018) 5103–5113.
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suggesting that canine P-gp was largely responsible for the efflux activity observed in wild-
type cells (Fig. 4C). About 17% of the compounds tested also showed improved permeability
in the canine P-gp knockout cells. Most of these compounds showed efflux activity in the
wild-type MDCK cells, which suggests the compounds’ intrinsic ability to cross MDCK
monolayer were masked by the endogenous efflux activity (Fig. 4D).

Transporter substrate determination is routinely conducted inMDCK cells overexpressing
the transporter of interest. However, it is recognized that the transporter-overexpressing
model could produce ambiguous results when the compound tested is also an endogenous
efflux substrate. In order to mitigate the effect, the US Food and Drug Administration
recommended determining net efflux ratios by dividing efflux ratios in transporter-
overexpressing cells over wild-typeMDCK cells. Nevertheless, calculating the net efflux ratio
could potentially result in false negatives and fail to identify transporter substrates correctly.
In an effort to improve upon theMDCKmodel, Karlgren et al. knocked out the canine P-gp in
IV. Translational sciences
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an MDCK line overexpressing human P-gp with CRISPR and showed that the human P-gp
expression and activity was preserved [22]. Separately, Chen et al. achieved the same goal by
overexpressing human P-gp in the canine P-gp knockout MDCK cells generated previously.
The human P-gp overexpressing MDCK cell lines enabled substrate determination without
the contribution of canine P-gp and were able to identify species differences in substrate
specificity [24].

In the example above, the authors were able to utilize CRISPR to knockout a specific gene
with relative ease compared to other genetic editing tools. The specificity of the technology
was also demonstrated when one group was able to design sgRNAs to knockout the canine
P-gp exclusively without affecting the overexpressed human P-gp. This example also
highlighted the potential of CRISPR to improve routinely used in vitro ADME tools. As a re-
sult of the studies, the contribution of endogenous efflux activity is no longer a concern when
conducting transporter substrate studies in the canine P-gp knockout MDCK cells, rendering
net efflux ratio determination unnecessary.
4 Potential opportunities and limitations for CRISPR applications
in ADME studies in vitro

The discovery of CRISPR transformed molecular biology as it provided researchers with
unprecedented power to manipulate genetic information. CRISPR-based technologies are de-
veloped at breakneck speed and cover a wide spectrum of applications across the central
dogma of molecular biology. Many of these technologies are immediately relevant to
in vitro ADME studies and have the potential to enable transformative discoveries. However,
CRISPR-based technologies do have technical limitations at the moment, and some of these
limitations could pose specific obstacles and challenges to ADME researchers. In this section,
we discuss the limitations of CRISPR pertinent to ADME studies and the potential opportu-
nities the technology affords.
4.1 Limitations of CRISPR in ADME studies in vitro

One of the major concerns for CRISPR is the off-target effect. In an analysis of the original
CRISPR-Cas9 system, it was discovered that off-target effects could occur at sites with up to
fivemismatches from the targeting region of sgRNAs, and the frequency of mutations at off-
target sites can be as high as the intended site [31]. Several approaches were developed to
minimize the off-target effect, including engineered Cas enzymes and sgRNA [32, 33]. Many
websites also offer algorithms to design sgRNAs and avoid potential off-target sites, though
researchers should be mindful whether the website is being updated and maintained
[34–37]. If the goal of the experiment is to knockout targeted genes, the CRISPR-STOP ap-
proach could be an efficient and precise tool. Instead of the wildtype Cas protein, a mutated
nickase Cas9 fused with two additional enzymes is used. The CRISPR-STOP system intro-
duces early stop codon in genes without engaging the error-prone DSB repair mechanism
[38]. There are several methods available if it is necessary to identify the off-target sites or
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understand the extent of the off-target effects, and there are reviews available for the pros
and cons of each method [39, 40].

Delivery and gene-editing efficiency is another challenge. The problem can usually be
solved by selecting the appropriate vehicle (e.g., viral transduction, transfection, and electro-
poration) and optimizing the condition. However, it could be a significant obstacle for ADME
researchers sincemany of the assays are donewith primary cells, andmany of the options and
conditions might not be tolerated. While the low editing efficiency can be overcome by resis-
tance selection or single-cell sorting in immortalized cell lines, these solutions may not be ap-
propriate for many in vitro model systems in ADME research. Most primary cell types are
only capable of expansion for a few generations and maintain their phenotypes, and some
cell types do not expand in vitro at all. In the example mentioned above, the CYP3A5 editing
efficiencywas so low that the experiment would not be feasible in primary hepatocytes. How-
ever, with the continued improvement in CRISPR efficiency and the development of ad-
vanced cell culture systems (e.g., organoids and hepatocyte cocultures), efficient gene
editing in primary cell cultures could soon become a reality.
4.2 Potential opportunities for CRISPR applications in ADME studies in vitro

The development and improvement of CRISPR-based technologies happen at a rapid pace,
and it is not difficult to foresee the community overcoming challenges and opening up new
opportunities for the ADME field. Currently, functional studies of drug-metabolizing en-
zymes and transporters often rely on conducting experiments in primary cells or
overexpressing them in immortalized cell lines. However, these approaches are not without
disadvantages. A common challenge for studying in primary cells is the lack of specific in-
hibitors. Inhibitors routinely used in ADME studies often inhibit more than one enzyme or
transporter. On the other hand, enzymes and transporters are often overexpressed out of con-
text in cell lines originated from irrelevant tissues. With CRISPR-Cas9 and CRISPRi technol-
ogies, researchers can study the function of the enzyme or transporter of interest by precisely
knocking it out or knocking it down. The ability to edit multiple genes at once could provide
insights into enzyme-transporter interactions or sequential metabolism. Conversely, with the
CRISPRa technology, researchers can induce the endogenous expression of drug metabolism
enzymes and transporters and study their functions in relevant cell types. Advances in induc-
ible CRISPR systems also have the potential to enable spatial and temporal control of gene
expression [41, 42]. Taking advantage of theHDR repair mechanism, researchers can also pre-
cisely edit coding and noncoding regions of endogenous genes to study genetic polymor-
phisms and their effects on gene expression, localization, and function without the need
for artificial reporter assay or overexpression system.

Genetic screens with CRISPR-based technology also open up new possibilities for ADME
studies. While a pooled whole-genome screen may sound exciting, it is a significant under-
taking that requires major resources and multidisciplinary expertise. A focused arrayed
CRISPR screen is a practical alternative that should address most ADME-related questions.
A loss-of-function CRISPRi or a gain-of-function CRISPRa screen can be utilized to probe
beyond the well-studied enzymes and transporters, and identify genes involved in the me-
tabolism and disposition of compounds. As suggested by the literature debate between
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P€ar Matsson and Douglass Kell over whether multiple transporter-mediated flux is the
sole mechanism of cellular drug permeation, a comprehensive CRISPR screen may be
needed to truly understand and quantify the impact of transporters on cellular drug per-
meability [43–45].

Despite the current limitation of CRISPR, it is undeniably a transformative tool for biolog-
ical sciences. In the short few years since the discovery of CRISPR, it has spurred a plethora of
applications and leads to numerous breakthrough discoveries in many fields. The simplicity
and adaptability of CRISPR encourage continued development to improve upon the system
and expand its capabilities. In the in vitro ADME field, CRISPR-based technology has already
been applied to create a novel model to study CYP polymorphisms and to improve upon a
widely used assay. CRISPR promises a powerful technology that is versatile and accessible.
What remains, is for researchers to utilize this toolbox andmake great strides in advancing the
science of drug absorption, distribution, metabolism, and excretion.
References

[1] E.S. Lander, The heroes of CRISPR, Cell 164 (2016) 18–28.
[2] J. van der Oost, M.M. Jore, E.R. Westra, M. Lundgren, S.J.J. Brouns, CRISPR-based adaptive and heritable im-

munity in prokaryotes, Trends Biochem. Sci. 34 (2009) 401–407.
[3] M. Jinek, K. Chylinski, I. Fonfara, M. Hauer, J.A. Doudna, E. Charpentier, A programmable dual-RNA-guided

DNA endonuclease in adaptive bacterial immunity, Science (80-) 337 (2012) 816–821.
[4] S.W. Cho, S. Kim, J.M. Kim, J.S. Kim, Targeted genome engineering in human cells with the Cas9 RNA-guided

endonuclease, Nat. Biotechnol. 31 (2013) 230–232.
[5] R.M. Gupta, K. Musunuru, Expanding the genetic editing tool kit: ZFNs, TALENs, and CRISPR-Cas9 the

emergence of genome-editing technology, J. Clin. Invest. 124 (2014) 4154–4161.
[6] L.S. Qi, M.H. Larson, L.A. Gilbert, J.A. Doudna, J.S. Weissman, A.P. Arkin, W.A. Lim, Repurposing CRISPR as

an RNA-guided platform for sequence-specific control of gene expression, Cell 152 (2013) 1173–1183.
[7] L.A. Gilbert, M.H. Larson, L. Morsut, Z. Liu, G.A. Brar, S.E. Torres, N. Stern-Ginossar, O. Brandman,

E.H. Whitehead, J.A. Doudna, W.A. Lim, J.S. Weissman, L.S. Qi, XCRISPR-mediated modular RNA-guided
regulation of transcription in eukaryotes, Cell 154 (2013) 442.

[8] P. Mali, J. Aach, P.B. Stranges, K.M. Esvelt, M. Moosburner, S. Kosuri, L. Yang, G.M. Church, CAS9 transcrip-
tional activators for target specificity screening and paired nickases for cooperative genome engineering,
Nat. Biotechnol. 31 (2013) 833–838.

[9] A. Chavez, J. Scheiman, S. Vora, B.W. Pruitt, M. Tuttle, E.P.R. Iyer, S. Lin, S. Kiani, C.D. Guzman, D.J. Wiegand,
D. Ter-Ovanesyan, J.L. Braff, N. Davidsohn, B.E. Housden, N. Perrimon, R. Weiss, J. Aach, J.J. Collins,
G.M. Church, Highly efficient Cas9-mediated transcriptional programming, Nat. Methods 12 (2015) 326–328.

[10] S. Konermann, M.D. Brigham, A.E. Trevino, J. Joung, O.O. Abudayyeh, C. Barcena, P.D. Hsu, N. Habib,
J.S. Gootenberg, H. Nishimasu, O. Nureki, F. Zhang, Genome-scale transcriptional activation by an engineered
CRISPR-Cas9 complex, Nature 517 (2015) 583–588.

[11] M.E. Tanenbaum, L.A. Gilbert, L.S. Qi, J.S. Weissman, R.D. Vale, A protein-tagging system for signal amplifi-
cation in gene expression and fluorescence imaging, Cell 159 (2014) 635–646.

[12] A. Chavez, M. Tuttle, B.W. Pruitt, B. Ewen-Campen, R. Chari, D. Ter-Ovanesyan, S.J. Haque, R.J. Cecchi,
E.J.K. Kowal, J. Buchthal, B.E. Housden, N. Perrimon, J.J. Collins, G. Church, Comparison of Cas9 activators
in multiple species, Nat. Methods 13 (2016) 563–567.

[13] J. Tan, S.E. Martin, Validation of synthetic CRISPR reagents as a tool for arrayed functional genomic screening,
PLoS One 11 (2016) 1–14.

[14] J.G. Doench, Am i ready for CRISPR? A user’s guide to genetic screens, Nat. Rev. Genet. 19 (2018) 67–80.
[15] M. Karlgren, I. Simoff, M. Keiser, S. Oswald, P. Artursson, CRISPR-Cas9: a new addition to the drugmetabolism

and disposition tool box, Drug Metab. Dispos. 46 (2018) 1776–1786.
IV. Translational sciences

http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0010
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0015
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0015
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0020
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0020
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0025
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0025
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0030
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0030
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0035
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0035
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0040
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0040
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0040
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0045
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0045
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0045
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0050
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0050
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0050
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0055
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0055
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0055
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0060
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0060
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0065
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0065
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0065
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0070
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0070
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0075
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0080
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0080


606 21. Advances in CRISPR technologies enable novel in vitro tools
[16] T. Liu, Z. Li, Q. Zhang, K.D.A. Bernstein, S. Lozano-Calderon, E. Choy, F.J. Hornicek, Z. Duan, Targeting ABCB1
(MDR1) in multi-drug resistant osteosarcoma cells using the CRISPR-Cas9 system to reverse drug resistance,
Oncotarget 7 (2016) 83502–83513.

[17] K. Takahashi, T. Inukai, T. Imamura,M. Yano, C. Tomoyasu, D.M. Lucas, A.Nemoto,H. Sato,M.Huang,M.Abe,
K. Kagami, T. Shinohara, A. Watanabe, S. Somazu, H. Oshiro, K. Akahane, K. Goi, J. Kikuchi, Y. Furukawa,
H. Goto, M. Minegishi, S. Iwamoto, K. Sugita, Anti-leukemic activity of bortezomib and carfilzomib on B-cell
precursor ALL cell lines, PLoS One 12 (2017) 1–21.

[18] Y. Yang, J.G. Qiu, Y. Li, J.M. Di, W.J. Zhang, Q.W. Jiang, D.W. Zheng, Y. Chen, M.N. Wei, J.R. Huang, K. Wang,
Z. Shi, Targeting ABCB1-mediated tumor multidrug resistance by CRISPR/Cas9-based genome editing,
Am. J. Transl. Res. 8 (2016) 3986–3994.

[19] J.S. Ha, J. Byun, D.R. Ahn, Overcoming doxorubicin resistance of cancer cells by Cas9-mediated gene disrup-
tion, Sci. Rep. 6 (2016) 1–7.

[20] L. Norouzi-Barough, M. Sarookhani, R. Salehi, M. Sharifi, S. Moghbelinejad, CRISPR/Cas9, a new approach to
successful knockdown of ABCB1/P-glycoprotein and reversal of chemosensitivity in human epithelial ovarian
cancer cell line, Iran. J. Basic Med. Sci. 21 (2018) 181–187.

[21] C.R. Dorr, R.P. Remmel, A. Muthusamy, J. Fisher, B.S. Moriarity, K. Yasuda, B. Wu, W. Guan, E.G. Schuetz,
W.S. Oetting, P.A. Jacobson, A.K. Israni, CRISPR/Cas9 genetic modification of CYP3A5 *3 in HuH-7 human
hepatocyte cell line leads to cell lines with increased midazolam and tacrolimus metabolism, Drug Metab.
Dispos. 45 (2017) 957–965.

[22] M. Karlgren, I. Simoff, M. Backlund, C. Wegler, M. Keiser, N. Handin, J. M€uller, P. Lundquist, A.C. Jareborg,
S. Oswald, P. Artursson, ACRISPR-Cas9 generatedMadin-Darby canine kidney expressing humanMDR1with-
out endogenous Canine MDR1 (cABCB1): an improved tool for drug efflux studies, J. Pharm. Sci. 1 (2017) 1–5.

[23] I. Simoff, M. Karlgren,M. Backlund, A.C. Lindstr€om, F.Z. Gaugaz, P. Matsson, P. Artursson, Complete knockout
of endogenous Mdr1 (Abcb1) in MDCK cells by CRISPR-Cas9, J. Pharm. Sci. 105 (2016) 1017–1021.

[24] E.C. Chen, F. Broccatelli, E. Plise, B. Chen, L. Liu, J. Cheong, S. Zhang, J. Jorski, K. Gaffney, K.K. Umemoto,
L. Salphati, Evaluating the utility of Canine Mdr1 knockout Madin-Darby Canine Kidney I cells in permeability
screening and efflux substrate determination, Mol. Pharm. 15 (2018) 5103–5113.

[25] J.-N. Roy, J. Lajoie, L.S. Zijenah, A. Barama, C. Poirier, B.J. Ward, M. Roger, CYP3A5 genetic polymorphisms
in different ethnic populations, Drug Metab. Dispos. 33 (2005) 884–887.

[26] H. De Jonge, H. De Loor, K. Verbeke, Y. Vanrenterghem, D.R.J. Kuypers, Impact of CYP3A5 genotype on
tacrolimus versus midazolam clearance in renal transplant recipients: New insights in CYP3A5-mediated drug
metabolism, Pharmacogenomics. (2013).

[27] R.K. Bains,M.Kovacevic, C.A. Plaster, A. Tarekegn, E. Bekele, N.N. Bradman,M.G. Thomas,Molecular diversity
and population structure at the Cytochrome P450 3A5 gene in Africa, BMC Genet. 14 (2013) 34.

[28] P.A. Jacobson, W.S. Oetting, A.M. Brearley, R. Leduc, W. Guan, D. Schladt, A.J. Matas, V. Lamba, B.A. Julian,
R.B. Mannon, A. Israni, DeKAF Investigators, Novel polymorphisms associated with tacrolimus trough concen-
trations: results from a multicenter kidney transplant consortium, Transplantation, 91 (2011) 300–308.

[29] J.D. Irvine, L. Takahashi, K. Lockhart, J. Cheong, J.W. Tolan,H.E. Selick, J.R. Grove,MDCK (Madin-Darby canine
kidney) cells: a tool for membrane permeability screening, J. Pharm. Sci. 88 (1999) 28–33.

[30] L. Di, C. Whitney-Pickett, J.P. Umland, H. Zhang, X. Zhang, D.F. Gebhard, Y. Lai, J.J. Federico, R.E. Davidson,
R. Smith, E.L. Reyner, C. Lee, B. Feng, C. Rotter,M.V. Varma, S. Kempshall, K. Fenner, A.F. El-Kattan, T.E. Liston,
M.D. Troutman, Development of a new permeability assay using low-efflux MDCKII cells, J. Pharm. Sci.
100 (2011) 4974–4985.

[31] Y. Fu, J.A. Foden, C. Khayter, M.L. Maeder, D. Reyon, J.K. Joung, J.D. Sander, High-frequency off-target muta-
genesis induced by CRISPR-Cas nucleases in human cells, Nat. Biotechnol. 31 (2013) 822–826.

[32] H. Yin, C.-Q. Song, S. Suresh, S.-Y. Kwan, Q. Wu, S. Walsh, J. Ding, R.L. Bogorad, L.J. Zhu, S.A. Wolfe,
V. Koteliansky, W. Xue, R. Langer, D.G. Anderson, Partial DNA-guided Cas9 enables genome editing with
reduced off-target activity, Nat. Chem. Biol. 14 (2018) 311–316.

[33] J.H. Hu, S.M. Miller, M.H. Geurts, W. Tang, L. Chen, N. Sun, C.M. Zeina, X. Gao, H.A. Rees, Z. Lin, D.R. Liu,
Evolved Cas9 variants with broad PAM compatibility and high DNA specificity, Nature 556 (2018) 57–63.

[34] M. Haeussler, K. Sch€onig, H. Eckert, A. Eschstruth, J. Miann�e, J.-B. Renaud, S. Schneider-Maunoury,
A. Shkumatava, L. Teboul, J. Kent, J.-S. Joly, J.-P. Concordet, Evaluation of off-target and on-target scoring
algorithms and integration into the guide RNA selection tool CRISPOR, Genome Biol. 17 (2016) 148.
IV. Translational sciences

http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0085
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0085
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0085
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0090
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0090
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0090
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0090
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0095
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0095
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0095
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0100
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0100
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0105
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0105
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0105
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0110
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0110
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0110
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0110
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0115
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0115
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0115
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0115
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0120
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0120
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0120
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0125
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0125
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0125
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0130
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0130
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0135
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0135
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0135
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0140
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0140
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0145
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0145
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0145
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0150
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0150
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0155
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0155
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0155
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0155
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0160
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0160
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0165
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0165
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0165
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0170
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0170
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0175
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0175
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0175
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0175
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0175


607References
[35] J.G. Doench, N. Fusi, M. Sullender, M. Hegde, E.W. Vaimberg, K.F. Donovan, I. Smith, Z. Tothova, C. Wilen,
R. Orchard, H.W. Virgin, J. Listgarten, D.E. Root, Optimized sgRNA design to maximize activity and minimize
off-target effects of CRISPR-Cas9, Nat. Biotechnol. (2016).

[36] J.A. Meier, F. Zhang, N.E. Sanjana, GUIDES: sgRNA design for loss-of-function screens, Nat. Methods 14 (2017)
831–832.

[37] S. Bae, J. Park, J.-S. Kim, Cas-OFFinder: a fast and versatile algorithm that searches for potential off-target sites
of Cas9 RNA-guided endonucleases, Bioinformatics 30 (2014) 1473–1475.

[38] P. Billon, E.E. Bryant, S.A. Joseph, T.S. Nambiar, S.B. Hayward, R. Rothstein, A. Ciccia, CRISPR-mediated base
editing enables efficient disruption of eukaryotic genes through induction of STOP codons, Mol. Cell. 67 (2017)
1068–1079.e4.

[39] X.-H. Zhang, L.Y. Tee, X.-G. Wang, Q.-S. Huang, S.-H. Yang, Off-target effects in CRISPR/Cas9-mediated
genome engineering, Mol. Ther. Nucleic Acids 4 (2015)e264.

[40] Y. Cheng, S.Q. Tsai, Illuminating the genome-wide activity of genome editors for safe and effective therapeutics,
Genome Biol. 19 (2018) 226.

[41] Y. Nihongaki, S. Yamamoto, F. Kawano, H. Suzuki, M. Sato, CRISPR-Cas9-based photoactivatable transcription
system, Chem. Biol. 22 (2015) 169–174.

[42] Y. Gao, X. Xiong, S. Wong, E.J. Charles, W.A. Lim, L.S. Qi, Complex transcriptional modulation with orthogonal
and inducible dCas9 regulators, Nat. Methods 13 (2016) 1043–1049.

[43] P.Matsson, C.A.S. Bergstr€om, Computationalmodeling to predict the functions and impact of drug transporters,
In Silico Pharmacol. 3 (2015) 8.

[44] P. Matsson, L.A. Fenu, P. Lundquist, J.R. Wı̈niewski, M. Kansy, P. Artursson, Quantifying the impact of
transporters on cellular drug permeability, Trends Pharmacol. Sci. 36 (2015) 255–262.

[45] D.B. Kell, S.G. Oliver, How drugs get into cells: tested and testable predictions to help discriminate between
transporter-mediated uptake and lipoidal bilayer diffusion, Front. Pharmacol. 5 (2014) 231.
IV. Translational sciences

http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0180
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0180
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0180
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0185
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0185
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0190
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0190
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0195
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0195
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0195
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0200
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0200
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0205
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0205
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0210
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0210
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0215
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0215
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0220
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0220
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0220
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0225
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0225
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0230
http://refhub.elsevier.com/B978-0-12-820018-6.00021-1/rf0230


Identification and Quantification of Drugs, Metab

Enzymes, and Transporters

https://doi.org/10.1016/B978-0-12-820018-6.
C H A P T E R
22
In vitro-in vivo extrapolation of
human hepatic and renal clearance

Ravindra Varma Alluria, Manthena V.S. Varmab
aClinical Pharmacology and Safety Sciences, R&D BioPharmaceuticals, AstraZeneca, Cambridge,

United Kingdom bMedicine Design, Worldwide R&D, Pfizer Inc., Groton, CT, United States
1 Introduction

The characterization of drug disposition and prediction of human pharmacokinetics prior
to nomination of new drug candidates into drug development has become an expectation in
drug discovery. Tools have been developed to assess important dispositional attributes dur-
ing the drug design phase so that medicinal chemists can simultaneously optimize absorp-
tion, distribution, metabolism and elimination (ADME) properties and pharmacological
potency. In addition, early studies inform quantitative prediction of several parameters, in-
cluding clearance, volume of distribution, half-life, oral absorption, oral bioavailability, drug-
drug interactions (DDIs), impact of genetic polymorphisms on drug disposition, penetration
into target organs and efficacious dose in humans.

Clearance (CL) is an important pharmacokinetic parameter to predict as it determines the
systemic/target exposure, half-life, and the DDI potential. The major drug elimination routes
in human are metabolism, renal and biliary, primarily occurring in the liver and kidney [1]. It
should be emphasized that a drug’s predominant elimination process such as metabolism or
biliary secretionmay not always be its rate-determining step in systemic clearance—the latter
being the determinant of systemic drug exposure [2–8]. For any given eliminating organ (i.e.,
liver and kidney), clearance is determined by the rate at which the drug is delivered to the
organ (i.e., blood flow), the extent of drug binding in blood and the intrinsic capability of
the organ to clear the drug. Intrinsic clearance is determined by the activities of specific
drug-metabolizing enzymes and membrane transporters and can be assessed using
in vitro methods based on human-derived reagents.
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2 ECCS framework to identify rate-determining process for CL

Early identification of clearancemechanism can facilitate adopting the “right” strategy and
tools for quantitative pharmacokinetic predictions. A framework called the extended clear-
ance classification system (ECCS) [9] was recently suggested to identify the clearance mech-
anism (rate-determining step) of new molecular entities (NMEs) using physicochemical
properties and in vitro/in silico data readily available in early drug discovery. According
to ECCS, NMEs are classified based on permeability, molecular weight (MW) and ionization
state, which are previously shown to be strongly associated with major clearance mecha-
nisms—hepatic uptake, metabolism and renal clearance. For example, Benet and cowor-
kers proposed that high-permeable compounds show a high extent of metabolism (>70%)
and vice versa [10]. On the other hand, studies demonstrated that high MW (�400Da)
acids/zwitterions undergo hepatic uptake via organic anion transporting polypeptides
(OATP) transporters, which is often the rate-determining step in their clearance [11]. In
addition, compounds undergoing biliary excretion often involve hepatic uptake as the
rate-determining step in their systemic clearance.

A permeability cutoff was suggested in the process of implementing ECCS right from the
early stages of drug discovery [12]. Permeability categorization here is based on the
low-effluxMadin-Darby canine kidney (MDCK) cell lines [13]. Tools based on artificial mem-
branes (e.g., phospholipid-derived PAMPA membrane) [14] or other cell types (e.g., Caco-2
cells with chemical inhibition of transporters [15]) could be validated to serve this purpose.
Sincemany of the cell types express awide range of transporters to varying degree, validation
should also focus on assessing the risk of misclassification (high vs low permeability) due to
active mechanisms. Extensive validation of ECCS resulted in overall good predictive rates [9,
16, 17]. The general characteristics of the six classes with respect to the clearance mechanism
are as follows (Fig. 1):

ECCS Class 1A: Acids/zwitterions with high permeability and small MW (<400Da). The
clearance of class 1A compounds involves transporter-enzyme interplay, with organic
anion transporter (OAT)2-mediated hepatic uptake and subsequent metabolism
(extent of metabolism >70%). These compounds tend to be metabolized by
UDP-glucuronosyltransferase (UGT)fficytochrome P-450 (CYP)2C enzymes≫esterases≫
CYP3A4 enzymes, e.g., ibuprofen, tolbutamide, warfarin and meloxicam.
ECCS Class 1B: LargeMW (>400Da) acids/zwitterions andwith high permeability. These
compounds often involve hepatic uptake mediated by OATP1B1/1B3 in their systemic
clearance. Once in the liver, they are generally metabolized by CYP2C>esterases>
UGT>CYP3A enzymes and excreted in bile/urine as metabolites. The extent of
metabolism is high (>70%). OATP1B1/1B3 inhibitors such as cyclosporine and rifampicin
significantly increase the plasma exposure of these drugs, while CYP inhibitors such as
clarithromycin, erythromycin, itraconazole, fluconazole and diclofenac show a limited
effect, e.g., cerivastatin, fluvastatin, glyburide and repaglinide.
ECCS Class 2: Bases/neutrals with high membrane permeability. Class 2 compounds are
cleared by metabolism (extent of metabolism >70%). They are primarily metabolized by
enzymes such as CYP3A4≫UGT>CYP2D6>esterases¼CYP2C. The high contribution of
CYP3A4, CYP2D6 and UGT enzymes is in agreement with the basic nature of many of
these drugmolecules and their higher lipophilicity (LogDpH 7.4). Due to the expected rapid
IV. Translational sciences
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FIG. 1 Extended clearance classification system (ECCS) framework and assay systems used to predict hepatic and
renal clearances.
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equilibrium between blood and liver compartments, systemic clearance of these drugs can
be predicted by human liver microsomes (HLM), human hepatocytes (HHEPs) or other
human in vitro systems aligned with the underlying metabolic process, e.g., midazolam,
propranolol and dextromethorphan.
ECCS Class 3A: Acids/zwitterions with low permeability and small MW (<400Da). Class
3A compounds are renally cleared, with OAT1 and OAT3 transporters potentially
involved in the active renal secretion. These are also potential substrates for efflux
transporters such as breast cancer resistance protein (BCRP), multidrug resistance protein
(MRP)2/4 and P-glycoprotein (P-gp), which facilitate active secretion of hydrophilic
compounds across the apical membrane of proximal tubule cells, e.g., ciprofloxacin,
furosemide and penciclovir.
ECCS Class 3B: Acids/zwitterions with low permeability and large MW (>400Da). Their
mechanism of clearance is either active hepatic uptake and/or renal elimination. The
hepatic uptake is typically mediated by OATPs transporters; once in the liver, they tend to
be eliminated in bile as unchanged drug. Renal secretion is primarily mediated by
OATs, e.g., pravastatin, valsartan and methotrexate.
ECCS Class 4: Bases/neutrals with low permeability. They are primarily eliminated
renally with low extent of metabolism <30%. Their renal secretion is likely mediated by
OAT1, OAT3 and/or organic cation transporter (OCT)2; and P-gp andmultidrug and toxic
compound extrusion (MATE)1/2K appear to be the major efflux transporters affecting the
renal secretion, e.g., acyclovir, famotidine, metformin and sitagliptin.
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3 Current IVIVE approaches to predict clearance

3.1 Hepatic clearance

Hepatic disposition more frequently contributes to the overall clearance of small molecule
drugs, and thusmuchemphasis is given to its characterization inpharmacokinetic optimization.
Several processes mediate hepatic drug clearance, which include metabolism by enzymes,
transporter-mediated uptake and efflux at sinusoidal membrane and efflux at bile canaliculi.
Depending on themolecular properties of the compound, one or several of these processes me-
diatehepaticdrugclearance,whichcanbepredictedusingECCS framework.Numerous invitro
assaysystemsofvaryingcomplexityandinvitro-to-invivoextrapolation(IVIVE)approachesare
used during drug discovery and development to predict hepatic clearance via enzymes and/or
transporters.Dependingon thecomplexityof the systemsused, clearancepathwayscanbe stud-
ied in combination or separately and then integrated using mathematical models.

3.1.1 Metabolic clearance and in vitro methodologies

The major enzymes involved in the metabolism of most marketed drugs are cytochrome
P-450 (CYPs) and UDP-glucuronosyltransferases (UGTs), while certain drugs are also metab-
olized by flavin-containing monooxygenases (FMOs) and aldehyde oxidases (AOs). Several
other enzymes like sulfotransferases (SULTs), N-acetyl transferases (NATs), xanthine oxi-
dases (XO), monoamine oxidases (MAOs), esterases and amidases also mediate clearance
of drug molecules. IVIVE approaches to predict in vivo clearance from in vitro data are well
established. These approaches generally work well for CYPs, UGTs, and FMOs enzymes,
while for few enzymes (e.g., AOs) in vitro data may not provide quantitative prediction of
in vivo clearance [18–25].

Human liver microsomes (HLM) and primary human hepatocytes are the preferred choice
of in vitro systems formeasuring intrinsic clearance (CLint) of test compounds, while cytosolic
fractions such as S9 are generally used when non-CYP/UGT enzymes also mediate metabo-
lism [26–28]. HLMs are enriched with CYPs and UGTs and are amendable for high-
throughput screens; hence, these are routinely used during early discovery for optimizing
unbound CLint and prediction of hepatic metabolic clearance. Unlike CYPs, microsomal
UGT assays require activation using alamethicin or a few bursts of sonication to overcome
reaction latency associated with UGTs due to localization of the enzyme active site facing
the lumen of the endoplasmic reticulum [29]. Additionally, a few groups have implemented
addition of bovine serum albumin (BSA) and essentially fatty acid-free human serum albu-
min to reduce the inhibitory effect of fatty acids that are released during CYP and UGT
microsomal incubations [30–33]. Hepatocytes on the contrary are holistic systems with entire
complement of enzymes (CYPs, UGTs, FMOs, AOs, and other cytosolic enzymes) and trans-
porters, and hence are even more favored for scaling overall hepatic clearance.

Recombinantly expressed CYPs and UGTs are most often used for reaction phenotyping,
whichallows identificationof specific isoforms thatmediatemetabolism.These systemscanalso
be used to assess the relative contribution of individual CYPs/UGTs (i.e., fractionmetabolized,
fm) to overall metabolism and for predicting hepatic metabolic clearance. However, this would
require establishment of intersystem extrapolation factors (ISEF) that account for catalytic activ-
ity differences per unit enzyme between recombinant enzymes (e.g., CYPs/UGTs) to that of
IV. Translational sciences
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native human liver enzyme [34–37]. As the batch-to-batch variability in abundance is high in re-
combinant systems,alongwithsubstantialamountsof inactiveprotein in thepreparations, ISEFs
need to be reestablished whenever new batches are used [36, 38].

Unitless ISEF is calculated by measuring CLint of marker substrates in recombinantly
expressed enzymes and in vitro systems (e.g., HLM) (Eq. 1).

ISEF�CLint ¼ CLint HLMð Þ
CLint rhenzyme

� ��enzyme abundance HLMð Þ (1)

CLint (HLM) is the intrinsic clearance of marker substrate in HLM, CLint (rhenzyme) is the

intrinsic clearance of marker substrate in recombinant enzyme and enzyme abundance
(HLM) is specific enzyme abundance in HLM.

Once ISEFs are established, CLint from recombinant enzymes can be converted to CLint in
HLM by that enzyme using Eq. (2):

CLint enzymej
¼CLint rhenzymejð Þ �enzymej abundance� ISEFenzymej

(2)

where enzymej is the jth enzyme isoform tested/analyzed, CLint enzymej is intrinsic clearance

by enzymej in HLM (microliters per minute per milligram of protein), CLint (rhenzymej) is
intrinsic clearance in rhenzymej (microliters per minute per picomole of enzyme), enzymej
abundance is abundance of enzymej (picomoles of enzyme per milligram of protein), and
ISEF(enzymej) is ISEF for enzymej.

CLint in HLM is extrapolated from scaled recombinant data as follows:

CLint HLM ¼
Xn
j¼1

CLint enzymej
(3)

where CLint enzymej is extrapolated intrinsic clearance by enzymej in HLM (microliters per

minute per milligram of protein).
3.1.1.1 IVIVE of metabolic clearance

Experiments to determine CLint are typically carried out by incubating low concentration
(�1μM) of NMEs with HLM (+cofactors), recombinant enzymes (e.g., CYPs and UGTs) or
hepatocytes in suspension or grown in sandwich conformation (for low CLint NMEs) at
37°C and samples are collected at various time points to measure consumption of the sub-
strate. The natural log of % parent remaining at each time point is plotted against time to cal-
culate the first-order rate constant (Kdeg) and half-life (t1/2). In vitro CLint is calculated from
HLM, recombinant enzymes and hepatocytes using Eqs. (4)–(6), respectively.

invitroCLint,HLM mL=min=mg
� �¼ 0:693

invitrot1=2
�mLof incubation

mgmicrosomes
(4)

in vitroCLint, rhenzymej mL=min=pmolð Þ¼ 0:693

invitrot1=2
�mLof incubation

pmol enzymej
(5)

invitroCLint,hepatocytes mL=min=millionð Þ¼ 0:693

invitrot1=2
� mLof incubation

million hepatocytes
(6)
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Scaling in vitro CLint fromHLM and hepatocytes to in vivo CLint is done by applying phys-
iological scaling factors such as microsomal protein content (40mg/g liver) and hepato-
cellularity (120�106hepatocytes/g liver tissue; 21g of liver/kg body weight), respectively
(Eqs. 7, 8) [26, 39]. Hepatic clearance is then calculated by applying one of the livermodels, i.e.,
well-stirred, parallel tube or dispersion models (Eqs. 9–11). All these models assume that
there is no permeability limitation within the liver and drug entry into liver is perfusion rate
limited. Thewell-stirredmodel assumes that drug iswell mixed inside the liver. Thismodel is
the simplest and most commonly used, which describes hepatic clearance as a function of
CLint, fraction unbound in blood (fu,B) and incubation (fu,inc) and hepatic blood flow (QH).

invivoCLint,HLM mL=min=kg
� �¼ invitroCLint�40mgmicrosomes

gram of liver
� 21g liver

kgbodyweight
(7)

invivoCLint,hepatocytes mL=min=kg
� �¼ invitroCLint�120�106 hepatocytes

gram of liver
� 21g liver

kgbodyweight

(8)

CLH mL=min=kg
� �¼QH� fu,B

fu,inc

� �
�CLint

QH +
fu,B
fu,inc

� �
�CLint

well� stirredmodel with binding corrections (9)

CLH mL=min=kg
� �¼QH 1� exp � fu,B�CLint

QH

� �
Parallel tubemodel;assumes that drug is

�

mixed only in the infinitely small section along the flow path from input to output of the liver

(10)

CLH mL=min=kg
� �¼QH 1� 4a

1 + að Þ2 exp a�1

2Dn

� �
� a�1ð Þ2 exp � a+1ð Þ

2Dn

� �
2
664

3
775 (11)

where Dn¼0.17, a¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 + 4RnDn

p
, and Rn¼ fu,B�CLint

QH
Dispersion model, based on the flow
dynamics in liver (Eq. 11).
3.1.1.2 In vitro-to-in vivo correlation (IVIVC) of metabolic clearance

Comparison of predicted vs observed metabolic clearance in humans from different data
sets revealed systematic underprediction of hepatic CL from HLM and from hepatocytes,
reflecting inadequacies in in vitro material and/or extrapolation approaches [20, 40–44].
Some of the inadequacies in in vitromaterial and experimental conditions include incomplete
recovery of microsomes and hepatocytes from liver tissue, potential loss of enzyme activity
during tissue handling and storage, suboptimal experimental conditions such as use of
buffers that do not mimic physiological environment, suboptimal substrate concentration
(e.g., 1μM may not be optimal for compounds, which have a much lower Km value), impact
of unstirred water layers on the rate of CL and use of microsomes/hepatocytes from a single
IV. Translational sciences
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donor with poor metabolic activity due to genetic factors. Single donor issues have been
addressed by using pooled HLMs and hepatocytes that better represented average enzyme
activity in population. Theoretically, other reasons for disconnect include extrahepatic
metabolism, uptake and efflux by sinusoidal and canalicular transporters, which are not
considered in the abovementioned approaches.

To address underprediction of in vivo CL from in vitro data, empirical approaches that
remove the systematic bias via application of an empirical scaling factor (ESF) derived from
regression analysis applied to the in vitro and in vivo data have been developed (Eq. 12)
[45, 46].

ESF¼ObservedCLint

PredictedCLint
(12)

Similarly, mechanistic approaches incorporating additional processes that better mimic

in vivo conditions (e.g., pH differences and binding inside hepatocytes) were introduced into
the equation of well-stirred liver model. For instance, Berezhkovskiy hypothesized that for
ionizable drugs, the steady-state concentrations are different between extracellular and intra-
cellular water due to pH differences of 7.4 and 7.0, respectively. To account for the differences
additional parameter named ionization factor, FI, was introduced into the equation for
well-stirred model (Eq. 13) [47].

CLH ¼QH� fu,B�CLint�FI
QH + fu,B�CLint�FI

(13)

FI is the unbound, neutral fraction in plasma divided by the unbound, neutral fraction in

intracellular water at equilibrium. For neutral drugs, FI¼1 and hence Eq. (13) coincides with
Eq. (9). For basic drugs with low in vivo extraction, Eq. (13) resulted in higher CL predictions
from hepatocyte data [CL underpredicted using Eq. (9)], thereby improving IVIVC. Likewise,
CL prediction for acids was lower with Eq. (13) [CL overpredicted using Eq. (9)], thereby
improving IVIVC. Similarly, Poulin et al. [48] accounted for drug-binding differences be-
tween plasma and liver (i.e., the concentration difference in the major drug-binding protein
albumin in plasma vs intracellular liver). This approach involves converting fu,p in vitro to fu,
liver in vivo by applying plasma to whole liver concentration ratio (PLR) of human serum
albumin (Eq. 14), which was calculated to be 13.3 for humans, rat, and monkey, the value
for dog is 8.5. For drugs binding to alpha 1-acid glycoprotein, Eq. (13) is suggested.

fu,liver ¼
PLR� fu,p�FI

1 + PLR�1ð Þ� fu,p�FI
(14)

For drugs mainly bound to albumin, Eq. (15) corrects for both the specific (fu,liver) and

nonspecific (fu,inc) binding that may occur under in vivo and in vitro conditions, respectively.

CL¼
QH�RBP�CLint, in vivo� fu,liver

fu,inc

QH�RBP +CLint, in vivo� fu,liver
fu,inc

(15)
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Using Eq. (15), the in vivo CL of 25 drugs that are highly protein bound was predicted well
from microsomal data. Subsequent analysis done using a larger data set (139 compounds)
showed that CL prediction accuracy improved especially for compounds that are albumin
bound, highly bound drugs and drugs with low CL [49]. Subsequent to this, Yamagata
et al. using a limited set of compounds (n¼37) demonstrated that regression approaches
showed similar or slightly superior absolute average fold error compared to mechanistic
approaches [50]. In the same year, Wood et al. (2017) did a comprehensive examination of
predictions from published rat as well as human studies (n¼128 and 101, hepatocytes and
n¼71 and 83 microsomes, respectively), which revealed a trend of increasing
underprediction in both systems and species with increasing in vivo intrinsic clearance
(Fig. 2). Similar trends have been reported by Ref. [51] with increasing underprediction with
increasing in vivo hepatic clearance. Prediction biaswas shown to be not associatedwith com-
pounds that are highly protein bound or substrates for UGTs or nature of the compounds
(acid, base or neutral), suggesting inherent limitations with in vitro systems. Despite a
decade of research to mechanistically improve IVIVC, underprediction of CL from in vitro
data continues to be a common theme. Much research is warranted to mechanistically offset
underpredictions and thus empirical scaling factors are suggested as a pragmatic approach
for early prediction of CL in humans from in vitro data.

3.1.2 Transporter and metabolism interplay

Although metabolism is the major elimination pathway for most drugs, the role of trans-
porters has been increasingly recognized in drug clearance. In the liver, active and/or passive
drug transport across the sinusoidal membrane governs the drug availability for subsequent
FIG. 2 In vitro-in vivo extrapolation to predict in vivo hepatic clearance from in vitro primary human hepatocytes
(A) and human liver microsomes (B). Systematic underprediction of hepatic clearance is noted using the human
reagents. Solid and dashed lines represent unity and �threefold error, respectively. Data were extracted from F.L. Wood,

J.B. Houston, D. Hallifax, Clearance prediction methodology needs fundamental improvement: trends common to rat and human

hepatocytes/microsomes and implications for experimental methodology, Drug Metab. Dispos. 45(11) (2017) 1178–1188 and
replotted.
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biotransformationby thedrug-metabolizingenzymesor effluxacross the canalicularmembrane
into bile. Hence, the expression of intrinsic clearance has been further expanded to incorporate
distinct processes. In a mathematical sense, the hepatic intrinsic clearance is a function of
transporter-enzyme interplay involving several processes such as active uptake clearance
(PSactive), passive transport clearance (PSpassive), active basolateral efflux clearance (PSefflux), in-
trinsic biliary secretory (CLbile) and metabolic clearance (CLmet) Eq. (16) [2, 6–8, 52, 53].

Clint,H ¼ PSactive + PSpassive
� �� CLmet +CLbile

PSpassive + PSefflux +CLmet +CLbile
(16)

Eq. (16) indicates that the rate-determining step in the overall elimination changes according

to the relative magnitude of individual processes. For instance, when PSpassive+PSefflux is
smaller than CLmet+CLbile, hepatic intrinsic clearance is primarily determined by hepatic up-
take (PSactive+PSpassive). This means that the value of PSactive is contributing more to in vivo in-
trinsic clearance when transporters are more involved in influx process especially for less
lipophilic compounds. These compounds (ECCS class 1B and 3B) are likely to show large dis-
crepancies between in vivo (overall) intrinsic clearance and in vitrometabolic clearance. On the
other hand, when PSactive+PSefflux is appreciable in relation to CLmet+CLbile, all the individual
processes are required to estimate overall hepatic clearance. Therefore, irrespective of the com-
pound’s passive permeability (high or low), uptake transport clearance determines the hepatic
clearance of uptake transporter substrates, partially or completely. Although, one must also be
aware that the relative magnitude of individual process can change based on the dose (e.g., CL
decreases with increased dose due to saturation of metabolism) [20, 54].

Solute carrier family (SLCs) transporters primarily mediate influx or bidirectional trans-
port of substrate drugs, while ATP-binding cassette family (ABCs) transporters efflux drugs
out from hepatocytes into blood or bile. Clinical evidence suggests that organic anion
transporting polypeptides (OATP)1B1 and OATP1B3 play an important role in hepatic up-
take of several drugs, including statins, sartans and certain glinides, while P-glycoprotein
(P-gp), breast cancer resistance protein (BCRP) and multidrug resistance protein (MRP)
transporters are shown to mediate biliary efflux of statins and several anticancer drugs
[55]. Although hepatic uptake could be the rate-determining process in the systemic clearance
of several OATP substrates, enzymatic metabolism and/or biliary efflux may also contribute
to systemic clearance and elimination from body. For instance, atorvastatin is largely metab-
olized byCYP3A4 and repaglinide and cerivastatin aremetabolized byCYP2C8 andCYP3A4.
Recent data suggest that the organic anion transporter (OAT)2 is also expressed in liver and
mediate the clearance of high-permeability-low-molecular-weight acid and zwitterion drugs
(ECCS class 1A) [56]. Overall, the transporter-enzyme interplay will determine the disposi-
tion of dual substrates and these multiple processes should be simultaneously considered
using mechanistic models for pharmacokinetic and DDI predictions. To this effect, static
mechanistic net-effect models were developed to predict DDIs involving complex
transporter-enzyme interplay. Varma et al. showed that net-effect model improved quantita-
tive DDI prediction accuracy (94% within twofold error) of 9 victim drugs (caused by 5 per-
petrator drugs involving 62 clinical interaction combinations) that are substrates of OATP1B1
and are metabolized by P450 enzymes or eliminated in bile [57]. Such mechanistic evaluation
is important given multiple mechanisms contributing to the DDIs. For example, DDIs with
IV. Translational sciences



618 22. In vitro-in vivo extrapolation of human hepatic and renal clearance
cyclosporine as perpetuator were evaluated assuming reversible inhibition of OATP1B1,
MRP2, BCRP and CYP3A4. Net-effect model predictions are within twofold for 93% (14 of
15) cases, while the R-value (which accounts for only uptake clearance) predicted only
46% interactions within twofold. The model performance further improved when in vitro
uptake clearance was corrected to recover in vivo clearance.

At early/late stages of drug development whole-body physiologically based pharmacoki-
netic (PBPK) models with permeability-limited liver models are used to model dynamic
changes in the concentration of inhibitor and victim drugs at the sites of interaction [58–61].
3.1.2.1 In vitro tools and IVIVE of overall hepatic clearance

Several assay formats have been developed that allows for individual CL processes to be
measured separately or in combination (e.g., uptake only, uptake+metabolism or uptake
+metabolism+biliary efflux). Assays to determine uptake transporter (e.g., OATPs and
OAT)-mediated clearance are performed in vitro usingmultiple formats. The classical oil spin
method measures rate of compound appearance into hepatocytes in suspension, determined
after a centrifugation step through a layer of oil to allow the separation of cells andmedia [62].
The media loss assay allows for rapid determination of uptake by measuring loss of com-
pound from incubation media into hepatocytes [63]. This method is amenable for high-
throughput screening and hence can be used during discovery phase. Similarly, hepatocytes
grown in two-dimensional (2D) and/or in sandwich formats are also used to determine
uptake [64, 65]. These assays, however, require long culturing time (hours or days). Several
of these assay formats have been subsequently modified to simultaneously measure uptake
and metabolism and mechanistic models were developed to estimate kinetic parameters for
sinusoidal uptake, efflux and metabolism [66–71]. Assays to assess overall hepatic clearance
(i.e., active uptake+passive diffusion, metabolism and canalicular efflux) are done using
sandwich-cultured human hepatocytes (SCHH), which form functional bile canaliculi [72].

Although human hepatocytes are highly valuable tools for predicting in vivo clearance
from in vitro data, often the lack of specific inhibitors for transporters (e.g., OATP1B1 and
OATP1B3)makes it difficult to pin down the contribution of individual transporters to overall
clearance, which are important from a DDI and genetic polymorphism perspective. Hence,
mammalian cell lines overexpressing individual transporters (e.g., HEK-OATP1B1) are used
to identify specific transporter-mediated uptake and the relative contribution (fraction
transported, ft) of the transporter to overall clearance. However, like rhCYPs, relative activity
factors (RAFs) need to be established to enable scaling of uptake CLint data from cell lines to
hepatocytes or to the observed in vivo CLint using semimechanistic or full PBPK models [73].

All the assays described above are typically done by incubating low concentration of
NMEs (�1μM or at clinically relevant concentrations) with hepatocytes and/or mammalian
cells overexpressing individual transporters. To assess active uptake and/or metabolism, as-
says are typically done in the presence and the absence of inhibitors of uptake transporters
(e.g., rifamycin SV for OATPs and OAT2) and or CYP enzymes (e.g., ABT) and samples are
collected at predetermined time points. Depending on the assay format, uptake rates are
calculated using the following equations:

Oil spin method :CLint ¼ v

S
(17)
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where v is the initial rate of appearance of drug into hepatocytes and S is the initial substrate
concentration.

Media loss :CLint ¼ v� k (18)

where v is the unbound volume of incubation and k is the elimination rate constant.

Both uptake and metabolism can be simultaneously estimated using compartment

mechanistic models to describe drug uptake (active and passive), metabolism and distribu-
tion [66–68].

Similarly, in vitro experiments to simultaneously estimate uptake and biliary clearance are
carried out using SCHH systems, where the cells are pretreated with Ca2+/Mg2+-containing
(to maintain intact bile canaliculi) or Ca2+/Mg2+-free (to destroy bile canaliculi) buffers prior
to addition of NMEs. NMEs�uptake transporter inhibitor (e.g., rifamycin SV) are then incu-
bated with SCHH and samples are collected at predetermined time points. PSactive and
PSpassive are calculated by linear regression fitting with initial rate analysis with or without
rifamycin [74]. Biliary excretion index (BEI) and in vitro intrinsic biliary clearance are
calculated using Eqs. (19), (20), respectively [75–77].

BEI %ð Þ¼AUC0�15 m cell + bileð Þ �AUC0�15 cellð Þ
AUC0�15 m cell + bileð Þ

�100 (19)

Invitro CLint,bile mL=min=mg
� �¼Accumulation cell + bileð Þ �Accumulation cellð Þ

Incubation time� concentration in media
(20)

where AUC0–15 m (cell+bile) and AUC0–15 m (cell) represent the area under the concentration-time

curve of test compounds in SCHHpreincubated in standardHBSS andCa2+/Mg2+-freeHBSS,
respectively. In vitro hepatobiliary overall intrinsic clearance (CLint, overall) is calculated based
on the extended clearance term (Eq. 21)

CLint,overall mL=min=mg
� �¼ SFactive�PSactive + PSpassive

� �� CLint,bile

PSpassive +CLint,bile
(21)

PSactive and PSpassive represent active uptake intrinsic clearance and passive diffusion, re-

spectively. SFactive is scaling factor for active uptake (e.g., SFactive of 10.6 was reported for
OATP1B1 substrates) [57]. The in vitro parameters calculated by Eq. (20) or (21) are scaled
up to a whole liver to obtain human intrinsic biliary clearance (Eq. 22).

PredictedCLint,bile mL=min=kg
� �¼ in vitroCLint,bile or CLint,total�physiological scalars (22)

Hepatic CL is calculated by applying one of the liver models as detailed in metabolism

section. Alternatively, mechanistic approaches were used, wherein the in vitro data (uptake,
efflux, metabolism and biliary CLint) have been integrated either into semimechanistic or
whole-body PBPK models to simulate in vivo pharmacokinetics.
3.1.2.2 IVIVC of overall hepatic clearance

Previous studies demonstrated that for drugs which are OATP substrates (e.g.,
rosuvastatin), in vitro metabolic clearance alone underpredicts in vivo clearance and IVIVC
is improved when hepatic uptake clearance is considered. For instance, Watanabe et al.
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showed that the in vitro uptake clearance obtained using human hepatocyteswas similar to in
vivo hepatic clearance for several statins, suggesting that hepatic uptake is the rate-
determining process for the clearance of these drugs [78]. Mao et al. showed that uptake
CL data obtained from plated human hepatocytes predicted IV and PO PK profiles of prav-
astatin without applying SFs [69]. Camenish andUmehara used suspended hepatocytes, liver
microsomes, and sandwich-cultured hepatocytes to estimate the intrinsic sinusoidal uptake
and efflux, metabolism, and biliary secretory clearances and showed a reasonable in vitro-in
vivo extrapolation of human clearance for 13 selected compounds [52]. Although IVIVC im-
proved, several groups have reported underprediction of in vivo CL, indicating that the ac-
tivity of transporters in cell systems is low compared to in vivo. For instance, Jones et al.
reported that active uptake and biliary efflux in SCHH for seven OATP substrates were
under- and overpredicted, leading to wide range of empirical scaling factors for uptake
(12–161) and biliary efflux (0.024–0.12) with geometric means of 58 and 0.061, respectively
[76]. Similar observations were published by several other groups resulting in empirical scal-
ing factors ranging between 10 and 150 [8, 57, 78, 79]. These SFs represent differences in
expression/activity levels of transporter proteins in overexpressing cell lines and human
hepatocytes grown under different assay formats in a laboratory to that of the in vivo trans-
porter activity and hence can’t be readily adopted by other laboratories. Expression levels of
transporters in cell lines, isolated hepatocytes and liver tissue are measured using targeted
quantitative proteomics LC-MS/MS methods [80, 81]. SFs derived based on the expression
differences alone may not always improve IVIVC, as the amount of active vs inactive protein
and the activity per pmol of transporter may vary between in vitro systems and in vivo.
Hence, middle-out approaches are favored, where in vitro data are incorporated into to PBPK
models and parameter estimation modules are used to identify SFs that recovers clinical data
[61, 69, 82–84]. As the relative contribution of each transporter to overall uptake clearance can
change based on the compound, optimizing to identify universal SFs based on uptake into
hepatocytes can lead to erroneous predictions of human PK. This can be improved by iden-
tifying fractional contribution of each transporter to overall hepatic uptake. Alternatively,
identifying selective substrates that have clinical data allows optimizing SFs for that specific
transporter using PBPK models. Izumi et al. recently published an approach where uptake
clearance of selective OATP1B1 and OATP1B3 substrates were measured in transporter-
transfected cell systems and identified scaling factors to extrapolate uptake clearance for
the specific transporters in human hepatocytes. This will allow use of transfected cell systems
to provide a quantitative index of OATP1B1 and OATP1B3-mediated uptake that helps in
optimizing PK properties of OATP1B substrates during nonclinical stages of drug
optimization [73].

Recent studies reported that addition of BSA or human serum albumin (HSA) to transport
buffer increases hepatic uptake clearance of OATP substrates via albumin-mediated hepatic
uptake mechanism, thereby improving IVIVC. To explain enhanced uptake, a mechanistic
dissociation model was proposed in which drug-albumin complex interacts with the cell sur-
face, which enhances dissociation of complex and delivers unbound substrates for hepatic
uptake [85–87]. Likewise, transported-induced protein binding shift was proposed as a
new explanation for protein-facilitated uptake [88]. Similarly, Riccardi et al. [67] using a large
set of structurally diverse compounds with different clearance mechanisms and transporter
involvement (OATPs, NTCP, OATs) showed that inclusion of 4% BSA showed strong human
IV. Translational sciences
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FIG. 3 In vitro-in vivo extrapolation to predict human hepatobiliary clearance using sandwich-cultured human
hepatocytes. Correlation between observed and predicted hepatobiliary blood clearance are depicted following direct
scaling of biliary clearance (A), and scaling employing extended clearance term with SFactive (10.6) for OATP1B-
mediated uptake clearance (B). Solid, dashed, and dotted lines represent unity and �two- and �threefold error, respec-
tively. Multiple data points for a given compound represent predictions using different hepatocyte lot. Data

reproduced from E. Kimoto, Y.A. Bi, R.E. Kosa, L.M. Tremaine, M.V.S. Varma, Hepatobiliary clearance prediction: species scal-

ing from monkey, dog, and rat, and in vitro-in vivo extrapolation of sandwich-cultured human hepatocytes using 17 drugs, J.
Pharm. Sci. 106(9) (2017) 2795–2804.
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IVIVE using a bottom-up approach without any empirical scaling factors. Kimoto et al.
showed that for drugs with no significant active uptake in SCHH, the measured intrinsic
biliary CL was directly scalable with good predictability (Fig. 3) [75].

Although significant progress has been made in developing new assays and scaling ap-
proaches to capture overall hepatic clearance (i.e., uptake, metabolism and biliary efflux),
data from in vitro systems by and large continue to underpredict hepatic clearance. Currently,
physiologically relevant in vitro models such as organs on chips coupled with flow systems
are being developed and investigated with the hope that transporter and enzyme expression
and function will be at similar levels to that of the native tissue, thereby enabling better
IVIVE [89].
3.2 Renal clearance

Renal excretion is a net result of several processes, involving glomerular filtration, active
secretion, tubular reabsorption and metabolism. Glomerular filtration is the ultrafiltration of
about 10% of total renal blood flow at the glomerulus of the nephron and is defined by the
blood flow rate, hematocrit and compound’s fraction unbound (fu) in plasma. This is a uni-
directional passive process that occurs formost smallmolecules (mol. wt., 5000Da) regardless
of their ionization state. Renal secretion is a process where transporters actively secrete com-
pounds into the renal tubule, while tubular reabsorption often depends on the passive per-
meability and degree of ionization of compounds and some contribution from transporters
(e.g., peptide transporter (PepT)1/2, OCT1/2, urate transporter (URAT)1). In a recent anal-
ysis of 391 compounds with human clearance data, about 31% (123 compounds) showed
predominant renal contribution (i.e., renal clearance is >50% of total body clearance).
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Furthermore, renal clearance is the primary elimination route for about 60% of antiinfection
compounds [90]. Therefore, it is important to predict its clearance to forecast total body clear-
ance and ultimately, the pharmacokinetic profile.
3.2.1 Metabolic clearance and IVIVE

Analysis of renal tissue andmicrosomal samples revealed that the amount/activity of CYP
enzymes in kidneys is negligible compared to the liver, while the amount/activity of few
UGTs is comparable (e.g., UGT1A6, UGT2B7) or higher (UGT1A9) than that of liver [23,
91–94]. This suggests that metabolism by CYP enzymes is likely to be minimal, while
glucuronidation can be significant in kidneys [95, 96]. Like the liver, subcellular fractions such
as S9, human kidney microsomes (HKM) and recombinant enzymes are used to determine
kidney metabolic clearance. Cytosolic preparations are considered if glutathione-S-
transferase (GST) or carboxylesterase (CES)-mediated metabolism in the kidney are of
relevance. Consideration of the region used for isolating kidney subcellular fractions is im-
portant as most preparations are from kidney cortex, although expression and activity of
UGT and GST enzymes have been reported in medulla. Quantitative proteomics data
improved our understanding on the regional differences in drug-metabolizing enzymes
and differences in enzyme expression between microsomes/cellular systems relative to kid-
ney, which is crucial for prediction of renal clearance from in vitro systems [93, 96]. Human
proximal tubular cells are less routinely used for metabolism studies due to high cost, limited
constant supply of high-quality preparations and decline in enzyme activity overtime [97].

Although CLint measurements can be obtained using in vitro systems discussed above,
data on physiological scalars [i.e., microsomal protein per gram of kidney (MPPGK) or cyto-
solic protein per gram of kidney (CPPGK)] to convert in vitro CLint to in vivo CLint are sparse
compared to liver. Few studies reported scalars based on microsomal protein isolated from
mixed tissue or from kidney cortex, with averageMPPGK values ranging between 9.3 (mixed
tissue) and 26.7 (cortex). Similarly, an average CPPGK value of 53.3 based on isolations from
kidney cortex has been reported [96, 98]. More work is needed in this area to confirm phys-
iological scalars, enabling IVIVE of renal metabolic clearance.
3.2.2 IVIVE of transporter-mediated CL and tubular reabsorption

Secretory clearance involves vectorial transport of substrates from blood to urine via up-
take transporters expressed on the basolateral membrane (blood side) and efflux transporters
expressed on apical membrane (urine side) of renal proximal tubule cells. Uptake CL is pre-
dominantlymediated by themembers of SLC 22A transporter system,which includes organic
anion transporters (OATs) and organic cation transporters (OCTs) [98a,b,c], while efflux
transporters like Pgp, MRP2/4 and MATE1/2K mediate active secretion into urine.

Renal CL can be mathematically expressed as Eq. (23)

CLR ¼ CLR, fit +CLR, secð Þ� 1�Freabð Þ (23)

Renal filtration clearance can be predicted from GFR and fraction unbound in plasma (fu).

In such cases, simple allometry may be used to predict human renal clearance from
preclinical data.
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For compounds that are actively secreted or reabsorbed, mechanistic in vitro models are
required. Several models of varying complexities have been developed to study active trans-
port of drugs in kidney. Cell lines (e.g., MDCK, HEK293, CHO, etc.) transfected with individ-
ual transporter are widely used for determination of kinetic parameters. Similarly, both
uptake and efflux can be simultaneously studied by overexpressing both the uptake and
efflux transporters in a single cell line [99]. Although uptake and efflux CLint’s can be esti-
mated individually and used for IVIVE scaling, it is recommended to generate kinetic data
(Km and Jmax) to predict saturation of these processes. Unlike uptake transporters, estimation
of kinetic parameters for efflux transporters generated in cellular systems requires mechanis-
tic modeling of in vitro data. This is required as the active site for efflux transporters
(e.g., P-gp) resides within the cytosol and hence Km estimations should be done based on
model estimated free cytosolic concentrations [100–102]. As discussed in hepatic section, ex-
pression/activity of transporters in cell lines may not be at a similar level to that of in vivo and
hence expression vs activity relationships need to be established to enable transporter specific
relative expression factors (REF)s to be used with confidence [97]. Such an approach was
successfully implemented, and relative activity factors (RAF)s were established using
tenofovir (OAT1), acyclovir and ganciclovir (OAT2) and benzylpenicillin and oseltamivir
acid (OAT3) as probe substrates. Using in vitro active clearance and estimated RAFs, in vivo
renal secretory clearance and total renal clearance of 31 drugs was predicted with average
fold errors of 1.89 and 4.4, respectively (Fig. 4) [103].

Although kinetic parameters can be individually measured as detailed above, it is always
advantageous to conduct experiments that simultaneously capture active uptake, bidirec-
tional passive transport and metabolic clearance. Primary human renal proximal tubule cells
express major enzymes and transporters and hence are holistic systems for studying the
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FIG. 4 In vitro-in vivo extrapolation to predict intrinsic secretory clearance (A) and total plasma renal clearance
(B) of 31 drugs. Data points with square, triangle and plus symbols represent OAT1, OAT2, and OAT3 selective sub-
strates, respectively. Diagonal solid, dashed, and dotted lines represent unity, twofold and threefold error, respec-
tively. Reproduced from S. Mathialagan, M.A. Piotrowski, D.A. Tess, B. Feng, J. Litchfield, M.V. Varma, Quantitative

prediction of human renal clearance and drug-drug interactions of organic anion transporter substrates using in vitro transport
data: a relative activity factor approach, Drug Metab. Dispos. 45(4) (2017) 409–417.
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interplay between uptake, metabolism and efflux. These cells when maintained in culture for
short periods of time retain functional activity, while the activity of some enzymes and trans-
porters goes down up on culturing for longer periods [104–106]. These cells can also be used
to study interindividual variability in the expression of enzymes and transporters and the
impact on renal clearance. Scaling of kinetic parameters for uptake transporters obtained
from this system is performed using proximal tubule cells per gram of kidney (PTCPGK).
Similarly, kidney slices can be used to study basolateral uptake of drugs and not tubular se-
cretion. The advantage of this system is the presence of several endogenous transporters that
allows for investigating interactions betweenmultiple substrates and inhibitors. The IVIVE of
uptake data is performed by kidney weight. The success of these models heavily relies on the
quality and continuous supply of the preparations.

Passive renal tubular reabsorption is a contributing process that determines overall renal
clearance of drugs. Passive reabsorption of drugs has been correlated with drug
lipophilicity and other physicochemical properties. There is currently no consensus on
in vitro models to be used to estimate passive reabsorption and several cell lines such as
LLC-PK1 and Caco-2 cells have been used to predict passive reabsorption [107, 108]. The
renal clearance of 87% of compounds (45 drugs) for which filtration and tubular
reabsorption are the major contributors was predicted within threefold using permeability
data generated in Caco-2 cells and minimal mechanistic models [108]. Cell lines derived
from kidney cells such as LLC-PK1, ci-PTEC, RPTEC/TERT1 have been used to investigate
metabolism and tubular secretion. Some of these cell lines have been genetically modified
to introduce uptake transporters (e.g., OAT1) that are downregulated in native systems
[109, 110].

Recent advances in microengineering enabled growing multiple cell types or renal tu-
bular cells on microchips connected with flow to mimic an in vivo-like environment. Few
studies have demonstrated that these systems better mimic kidney toxicity observed in
vivo compared to the traditional 2D systems. Similarly, attempts to predict secretory clear-
ance are ongoing. More data are needed in these systems to assess if they offer significant
advantages over the existing models [111–114]. Other new technologies on the horizon in-
clude bioengineered renal tubules created using renal stem/progenitor cells and
bioprinting [115].

Data obtained from all the above systems can be incorporated into commercially available
PBPK platforms such as Simcyp and GastroPlus to predict renal clearance using mechanistic
kidney models (PBPK-IVIVE) [116, 117]. The predictive ability of these models, however,
largely relies on our current understanding of kidney physiology (i.e., tubular flow rates,
pH regulation, nephron and proximal tubule number, tubule dimensions and membrane
surface area, microsomal and cytosolic protein content of kidney, number of enzymes and
transporters) and mechanistic aspects such as electrogenic (e.g., OCT2) and bidirectional
(e.g., MATE1/2K) nature of transporters [118]. In addition, the impact of disease state and
genetic polymorphism on the expression/activity of enzymes and transporters is being
considered [119].

Overall, IVIVE approaches to predict in vivo renal clearance are still emerging. Knowledge
gaps in our current understanding of kidney physiology, complex nature of transporters, and
requirement of suitable clinical datamake prediction of renal clearance from in vitro data cur-
rently challenging.
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4 Conclusions

In conclusion, our understanding of the drug disposition and clearance mechanisms has
been steadily growing. We havemade significant progress in characterizing these mechanisms
and reliable quantitative prediction of clearance in a few cases (e.g., CYP/UGT-mediated
clearance). While there are still some gaps, mechanistic prediction of enzyme-based clearance
is possible by considering the physiological scalars and account for the expression/activity
differences in the in vitro systems such as liver microsomes and human hepatocytes. Such data
are routinely generated in the drug design to enable pharmacokinetic optimization and dose
predictions. To address gaps leading to underprediction of clearance involving transporter-
enzyme interplay new in vitro tools and/ormethodologies are needed; however, empirical sca-
lars derived using a sizable drug set may serve the IVIVE purpose in decision-making.
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PKPD/E
 pharmacokinetic-pharmacodynamic efficacy

PXR
 pregnane X receptor

QE
 quasiequilibrium model

QSP
 quantitative system pharmacology

QSS
 quasi-steady-state model

RO
 receptor occupancy

SC
 subcutaneous

TMDD
 target-mediated drug disposition

Vss
 volume of distribution at steady state
1 Introduction

Over the last 10 years, scientific advances in biomedical research have greatly expanded our
knowledge of themechanistic basis of diseases [1–3]. As a result of those advances, a number of
transformative therapies in the field of cancer, rare diseases, and immunology have been de-
veloped,which have broughtmeaningful declines ofmortality andmorbidity to patients.How-
ever, despite the scientific advances in the understanding of disease biology and -omic
technologies, the success rate of drug development remains very low [4]. A recent analysis
of 7455 clinical drug development programs between 2006 and 2015 showed that the likelihood
of regulatory approval for a phase 1 program is only 9.6% [4]. This is particularly problematic in
psychiatry and oncology, where only 5% to 6% of phase I programs and<50% of phase III pro-
grams are ultimately approved. One of the reasons behind this low success rate is the lack of a
holistic and integrated framework to predict clinical efficacy and toxicity profiles from animal
and in vitro experiments. A rigorous unifying preclinical to clinical translational framework
could facilitate drug discovery and development by identifying the appropriate translational
strategies, patient selection criteria, and appropriate biomarkers to guide decision-making.

Mathematical modeling can play an important role in translational science by integrating
in vitro and in vivo data in a quantitative framework to guide data generation across projects,
informing design and selection of quality compounds preclinically, and informing clinical
decision-making. With the recent advances in computation power and system-level under-
standing of pharmacology, model-informed drug discovery and development (MID3) or
model-informed drug development (MIDD) has recently gathered significant attention as
a promising enabler of efficient drug discovery and development to inform dose, dosage reg-
imen, and subsequently drug product label [5, 6].

The scientific and regulatory fields have long recognized the utility of a mathematical
modeling framework. As early as 2006, the FDA critical path opportunities report advocated
the use of modeling and simulation for decision-making in drug development [7]. More re-
cently, the FDA reinforced this idea in their FDA voice blog, which states: “Modeling and
simulation play a critical role in organizing diverse data sets and exploring alternate study
designs. This enables safe and effective new therapeutics to advance more efficiently through
the different stages of clinical trials” [7, 8].

In general, mathematical models can be used in drug development to describe either phar-
macokinetic (e.g., time vs concentration) or pharmacodynamic (e.g., time vs. biomarker re-
sponse) data. Quantitative approaches, including both fit-for-purpose empirical modeling
and complex mechanistic quantitative system pharmacology (QSP) modeling can be used
to enable accurate decision-making and more efficient drug development [5].
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6352 Pharmacokinetic modeling
Recent advances in the biological understanding of drug disposition and biomarker re-
sponse facilitated the construction of physiological or mechanism-based models, which
can be used to predict untested scenarios with high degree of confidents. On the pharmaco-
kinetic side, physiological-based pharmacokinetic (PBPK) models started to offer exceptional
precision and prediction confidence, which has had a transformative impact on drug devel-
opment [9]. Many clinical studies are now being replaced by simulations, which dramatically
reduced the cost of clinical drug development, time to launch in the market, and reduce bur-
den to patients being enrolled in investigational clinical studies. As an example, antiviral
drugs for the treatment of hepatitis C historically needed a lot of drug-drug interaction
(DDI) studies due to the complex concurrent medication and hepatic impairments associated
with the disease. Telaprevir, which was developed in the 2000s, needed 44 clinical DDI study
to understand its pharmacokinetic liabilities. Ten years later, simeprevir which has the same
drug target and indication, only conducted 12 clinical DDI studies and usedmodeling to sim-
ulate rest of the scenarios [10]. This represented significant time and cost saving to the drug
developer and ultimately the health-care system. A few specific examples of how suchmodel-
ing work enabled more informed clinical trial design, drive labeling decisions, and provide
supportive evidence to eliminate the need for unnecessary clinical studieswill be discussed in
detail later in this chapter.

In the last 10 years, the compartmental or PBPK modeling framework for small molecules
was extended to large molecules in order to account for target-mediated drug disposition
(TMDD) to model the pharmacokinetic and target engagement behavior of large molecules
such as monoclonal antibodies and bispecific antibodies. In those cases, the TMDD pharma-
cokinetic modeling process will not only describe the dose to systemic or target tissue expo-
sure relationship, but also the degree of target engagement. A couple of examples how
different variations of TMDD models can be used to predict pharmacokinetic and target en-
gagement of large molecules will be discussed.

In addition to pharmacokinetics, mathematical modeling also has broad applications in un-
derstanding pharmacodynamic and efficacy data. The results can be used to understand the
anticipated exposure-response relationship in humans, while considering the tolerability pro-
file. This information can be used to understand the benefit-risk profile of the investigational
drug in different patient populations and maximize the drug’s potential in clinical develop-
ment. Some of the key examples of howmodeling and simulation could be used to understand
the exposure-response relationship for pharmacodynamic responses will also be discussed.
2 Pharmacokinetic modeling

2.1 Pharmacokinetic modeling for small molecule drugs

The first step for pharmacokinetic analysis is typically data visualization and
noncompartmental analyses (NCA). NCA, including the computation of primary parameters
such as area under the concentration curve (AUC), maximum observed concentration (Cmax),
volume of distribution (Vss), clearance (CL), bioavailability (F%), half-life (t1/2), and
absorption rate (Ka), is typically the first type of analysis conducted for pharmacokinetic data.
NCA analysis provides the most basic information to understand a drug’s disposition (i.e.,
IV. Translational sciences
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the rate and extent of absorption and elimination). NCA is purely observational, and do not
have a predictive property for what might happen in the future. However, NCA analyses are
helpful in characterizing the absorption, distribution, metabolism, and excretion (ADME) of a
drug early-on, while more complex pharmacokinetic-pharmacodynamic (PKPD) or PKPD-
efficacy (PKPD/E) models can be applied at the later stages. The principle of NCA has been
discussed in detail in the literature [11].
2.1.1 Compartmental and population-based PK models

Compartmental analysis is observational and useful to make predictions of required dose
and dosage regimens for a future study. In compartmental-based PK modeling, the body is
represented as a system of theoretical compartments arranged in series or parallel to each
other. The rate of drug transfer between these compartments and the rate of elimination from
these compartments are assumed to follow first-order kinetics. Compartmental models are
more often complex than NCA analysis, often require some understanding of biological pro-
cess (system-specific parameters; e.g., volume of a target compartment) and drug’s ADME
properties (e.g., permeability, and in vitro intrinsic clearance) to define the initial estimates
of the model during model development.

Population-based PK analysis refers to the mathematical/statistical approach that helps to
understand a typical or an average response in a given population as well as the variability
(both between subject and within subject) [12]. Population-based PK models could answer
questions such as “is clearance differ between male and female subjects” or “is the PK differ-
ent between fasted vs fed condition?” [12]. In addition, population-based models can help to
explain the variability in PK data and can identify demographic variables that might influ-
ence dose adjustments or different dosage regimen recommendations for a subset of the pop-
ulation. Both compartmental and population-based models are based on the curve fitting of
observed data. Often the compartments and parameters (e.g., one- or two-compartment PK
models) bear no or little relationship with the physiological functions of the species and thus
extensive efforts are required to describe the ADME of a given drug. In contrast, physiolog-
ically basedmodeling allowsmoremechanistic interpretation of the PK analysis results and is
becoming more popular [9, 13].
2.1.2 Physiologically-based pharmacokinetic modeling

PBPK models as shown in Fig. 1 attempt to mathematically portray the mammalian
body as a series of compartments that represent tissues and organs connected by the ar-
terial and venous pathways, which are arranged to reflect anatomical layout [9, 14]. These
models use actual physiological data such as tissue volumes and blood flow rates, along
with compound specific data, to describe the kinetics of the predominant processes that
govern the ADME of the compound being investigated. Since PBPK models are mecha-
nistically structured, meaningful predictions can be made, such as extrapolations from
high dose to low dose, adult PK to pediatrics, one route of exposure to a different route
of exposure, and species to species. Fig. 1 summarizes the elements of a typical PBPK
model.
IV. Translational sciences



FIG. 1 Elements of PBPK models. This figure illustrates the process of combining predicted ADME properties into an integrative PBPK model to sim-
ulate human PKprofile. CL, clearance; fabs, fraction absorbed; hep, hepatocyte; ka, absorption rate; Kp, partition coefficient; mic, microsome; PBPK, phys-
iologically based pharmacokinetics; PPB, plasma protein binding; u, unbound;Vss, steady-state volume of distribution;Q, represents blood flow for given
organ (e.g., QG: blood flow to gut; QR, blood flow to rapidly perfusing tissues; QC, blood flow to central and lung tissue; QF, blood flow to fat tissue; QL,
blood flow to liver).



638 23. The role of quantitative PK/PD efficacy modeling in translational science
2.1.2.1 Physiological-based absorption modeling to assess food’s and pH’s effects on

pharmacokinetics

Formost drugs, oral delivery is the preferred route of administration. Therefore, a key con-
sideration for many new chemical entities at the preclinical discovery phase of drug devel-
opment is the rate and extent of intestinal absorption [the uptake of drug molecules from
the intestinal lumen (cavity) into the blood]. Gut bioavailability is defined as the net effect
of fraction absorbed (Fa) and fraction escaping gut metabolism or transporter-mediated intes-
tinal efflux (Fg). Fg can be obtained using in vitro metabolism systems (such as intestinal S9
fractions or recombinant CYP3A) in combination with in vitro obtained permeability clear-
ance (CLperm). For compounds that are predominantlymetabolized byCYPs, Fg estimate from
in vivo rat is a good model to predict human Fg [15]. Rat Fg of a compound can be extracted
from its in vivo PK profile by doing PBPK simulation. A lot of uncertainties remain for non-
CYP-mediated intestinal loss. The impact of esterases and conjugative enzymes especially
UGTs and sulfotransferases on gut metabolism can be high and needs to be better understood
in the future. The Fa of a drug is determined by several factors including the dose, the effective
permeability (which covers both passive and active transport components), the available in-
testinal surface area, and the luminal concentration of drug. Confidence in absorption-related
predictions is expected to be high when quantitative assessment of Fa and absorption rate
constant (Ka) are reliable [16]. Ka can be derived using the formula Ka ¼ 2* effective perme-
ability (Peff)/intestinal radius [17].

The absorption of orally administered drugs can be affected if they are taken with food.
Therefore, it is usually required to conduct relative food effect bioavailability studies to sup-
port new drug applications and drug label recommendations relative to food intake. This rec-
ommendation is often informed by both the pharmacokinetic data with food and the
therapeutic index of the drug.

The effect of food on drug absorption can be mediated by several mechanisms. Food could
delay gastric emptying, could alter intestinal transit time and gut wall metabolism or trans-
port, could physically or chemically interact with dosage formulation or active pharmaceu-
tical ingredient [18]. The pH rises from 1.5 to 5 with food and the recovery of gastric pH to its
original fasted condition could take about 2h [19, 20]. Compounds which exhibit a
pH-dependent solubility may show significant inter and intraindividual variability in PK
in the presence of food [21, 22].

The food effect may be studied at multiple different stages in preclinical and clinical de-
velopment. Often, a food effect will be conducted early in drug development and may be re-
peated after formulation change and with the marketed formulation. The effect of different
doses, food types (low- and high-fat diet), or times of drug intake in relation to food admin-
istration may also need to be characterized.

Various preclinical tools can be used to predict and understand food effects. However,
because of the multiple factors involved simple tools are not adequate for reliable predic-
tions. An integrated approach is often required, and physiologically based absorption
models have emerged as a vital supportive platform for food effect predictions. The un-
bound drug fraction is an important component of the modeling of food effects. Under
the fed condition, luminal bile salt concentrations are greatly increased on average relative
to the fasted state and thus significant proportions of dissolved drug may in fact be
IV. Translational sciences
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partitioned into the bile micelles. The impact of the partitioning of drug into bile salt mi-
celles results in a complex compound-dependent interplay of solubility, dissolution rate,
and effective permeability perhaps best dealt with via an integrated modeling and simula-
tion approach such as PBPK models [23]. Bile micelles can alter the effective permeability
(Peff) due to a reduction of the free drug fraction at the epithelial membrane surface and/or a
reduction of the diffusion coefficient in the unstirred water layer (UWL), which is adjacent
to the epithelial membrane. Further discussion of this interplay in relation to food effects
(i.e., due to permeability/solubility limited at epithelial membrane, UWL, or dissolution
rate) is given by Sugano and colleagues [24].

These PBPK absorption models, which are used within the industry to predict food effect
by integrating drug- and physiology-specific data, have been shown to be promising. How-
ever, there are still gaps as highlighted by Oribito consortium, which evaluated the perfor-
mance of current PBPK absorption models and identified areas that require further
improvement in absorption modeling [25]. Li and colleagues showed that among the 48 food
effect predictions using PBPK, �50% of case studies were within 1.25-fold and 75% cases fell
within twofold. The best practice for modeling food effects and confidence in the predictions
is improving [26].

2.1.2.2 Modeling the interplay between gut transporters and CYP3A

Another important application of absorption PBPK modeling is to understand the inter-
play of gut efflux transporters and metabolism on drug absorption. This is particularly im-
portant to understand the key contributor of nonlinear PK and the impact of metabolic
inducers or inhibitors on drug absorption. Transporter such as P-glycoprotein (P-gp) can
be induced through pregnane X receptor (PXR)-mediated pathway in a similar manner as
the induction of CYP enzymes and gut efflux transporter inhibitor also results in nonlinear
PK of PXR substrates. Thus, it is important to account for an interplay between P-gp and
CYP3A while modeling the nonlinear absorption or accounting for DDI of P-gp substrates
with strong CYP inducers or inhibitors. Observations from clinical CYP3A induction studies
can inform P-gp induction studies, as the in vitro methods to evaluate the induction of P-gp
and other transporters are not well established [27]. Using a top-down PBPK approach, one
can account for this interplay if the kinetic parameters are measured for both CYP and trans-
porter of interest. A few examples suggested a scaling factor which simultaneously consid-
ering transporter inhibition/induction and CYP3A induction by rifampicin reasonably
captured the observed clinical DDI between a test drug and rifampicin [28, 29].

2.1.2.3 Distribution modeling using PBPK

In addition to predicting the impact of various factors on absorption, PBPK models can
also be used to predict distribution of drug into tissues (also discussed in Chapter 11). The
steady-state volume of distribution (Vss) is used as a measure of the extent of distribution
and binding of a compound in organs and tissues, relative to the concentration in blood.
Higher Vss would suggest a more extensive distribution into tissues relative to blood. Vss

does not, however, quantify the rate of drug distribution into tissues. This is not governed
solely by differences in binding between tissues and blood and is instead also influenced
by physiological properties such as blood flow, capillary permeability, and transport pro-
teins. Drug distribution, therefore, influences the overall kinetics of drug disposition and
IV. Translational sciences
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is an important property of a compound. In conjunction with clearance, Vss is a primary
determinant of elimination half-life. It largely depends on, and can be predicted with rea-
sonable accuracy from, physicochemical properties such as lipophilicity and acidity/ba-
sicity, charge and polarity, supported by plasma protein binding measurements [30, 31].
Because the relative tissue affinity of many compounds is consistent across species (as
evidenced by a similar unbound Vss across species), preclinical in vivo data are particu-
larly valuable for predicting human Vss and good correlation of Vss,u across the species is
shown by Jones et al. [32]. Methods for determining the Vss are discussed extensively in
the literature [32].

The distribution of a compound to target tissues in order to elicit its action is important for
the understanding of a drug exposure-response relationship. For example, in CNS drug de-
velopment, unbound tissue:unbound plasma drug concentration ratios (Kp,uu) rather than Kp

which is determined using total tissue to total plasma exposure is preferred [33, 34]. Al-
though PBPK models allow simulation of tissue profiles, direct verification of these predic-
tions is typically not possible due to a lack of quantitative tissue drug concentration data.
However, recent work from the authors and Gaohua et al. [35] suggests that having better
imaging techniques or robust system parameters may improve the understanding of tissue
exposure.
2.1.2.4 Prediction of human clearance (hepatic, renal, and biliary excretion)

Hepatic metabolism is the major clearance route for most drugs, and in vitro systems (hu-
man livermicrosomes and hepatocytes) have proven to be reliable for the prediction of in vivo
human metabolic clearance [36]. Intrinsic clearance (Clint) estimates, corrected for binding to
the in vitro system and scaled towhole liver, are applied to awell-stirred livermodel to obtain
hepatic clearance estimates. It is, however, commonly found that direct application of this
physiological “scaling” approach results in an underprediction of in vivo clearance and con-
sequently a “regression correction” model (based on the correlation between in vivo and
in vitro data for a number of marketed drugs) is applied to improve the accuracy of prediction
[37, 38]. There are several choices one could use to predict the human hepatic metabolic CL by
either utilizing human livermicrosomes or hepatocytes CLint. Most commonly used IVIVe are
liver blood flow (LBF) [39] method with or plasma protein binding correction or fu correction
intercept method (FCIM) [40].

Allometric scaling approach is an empirically based method, which provides a simple and
quick extrapolation of PK parameters based on preclinical species of interest as a function of
body size and metabolic rate. Interspecies allometric scaling has been widely used in the pre-
diction of dose and PK parameters of a species of interest, however, the predictive perfor-
mance could be poor in some cases [41].

Once the above key PK parameters (Vd, CL, and Ka) are predicted based on in vitro and in
vivo ADME data, a key performance indicator of the effectiveness of PBPK is the ability to
predict human PK, exposure profiles in special populations, DDIs, and human PD/safety
profiles. PBPK modeling has now gained reasonable acceptance with the regulatory author-
ities for the metabolizing enzyme-mediated DDIs. However, the predictive performance of
PBPK models for the transporter-mediated DDIs and special population has not been widely
recognized [9, 42, 43].
IV. Translational sciences
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2.1.2.5 Gaps and challenges in PBPK modeling

Based on current knowledge, the acceptance rate for PBPK applications is>80% in the reg-
ulatory space [9]. However, robust protein abundance data for non-CYP and transporters
along with cellular localization of transporters are emerging [44], which could further in-
crease the acceptance rate. Summary of challenges and knowledge gaps for applying PBPK
modeling and simulation in drug development for drugs that involves CYPS and transporters
are summarized recently by Shebley and Taskar et al. [9, 45].
2.2 Pharmacokinetic modeling for biologics

Over the last 20 years, an increasing number of biotherapeutics (including biologics and
new modalities such as cell therapy, modified RNA, antisense oligonucleotides, and gene
therapies) entered themarket.Many of thesemolecules such as trastuzumab forHer2 positive
breast cancers, adalimumab for autoimmune diseases, and rituximab for B-cell malignancies
are among the top drugs by sales globally [46]. In fact, six out of the top 10 drugs by sales in
2017 were biologics [46]. This trend is likely to continue since biologics now account for about
30% of the new drugs entering the market [47]. Thus, in-depth understanding of biologics
PK/PD is essential for pharmaceutical scientists in the 21st century.

The most common biologic modality in the market today is monoclonal antibodies (mAb).
mAbs exhibit many desirable, “drug-like” characteristics. They have good solubility and sta-
bility in biological matrix. They are highly selective and specific toward the intended biolog-
ical targets. They also have low risk of beenmetabolized into toxic metabolites [48]. However,
mAbs have poor to incomplete bioavailability after oral, intramuscular, or subcutaneous ad-
ministration. They can also exhibit nonlinear distribution and nonlinear clearance depending
on target burden and disease status, which complicates dose selection [48]. Therapeutic mAb
administration could generate endogenous immune response, which leads to the generation
of antidrug antibodies. Those antidrug antibodies may alter the pharmacokinetics and effi-
cacy of the therapeutic antibody [48].

In the section, we will briefly discuss some compartmental and PBPK modeling concepts
for absorption and distribution of biologics. Then focus on describing TMDD models and
their roles in predicting clearance ofmAb. TMDDmodel is often themost fundamental model
structure for biologics PK/PD. Thus, this chapter will explain the different forms in detail.

2.2.1 Modeling the absorption and distribution of biologics

Mathematical modeling can be used to understand the absorption of biologic drugs into
the central compartment and distribution from the central compartment to tissues. Most of
the biologics in the market today are administered either I.V. or S.C. As a result, a common
application of absorption modeling for biologics is predicting subcutaneous absorption.
Compared to I.V. infusion which is time consuming and requires specific facility and staff, S.-
C. injection can be done by the patient or his/her care taker (e.g., insulin). This is very con-
venient for the patient. PBPK models are often used to predict the bioavailability and rate of
absorption for biologics using a combination of previous I.V. PK data in humans and in vitro/
animal S.C. PK data [49–52]. This topic is reviewed in detail recently [49]. Some recent re-
search suggested that oral delivery of biologics drugs is possible, but the bioavailability is still
IV. Translational sciences
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relatively low [53]. Another application of PBPK modeling for large molecules is to predict
ocular pharmacokinetics of large molecule after intravitreal injections. This framework has
been used to characterize the PK/PD relationship of antivascular endothelial growth factor
antibodies in patients with ago-related macular degeneration [54].

An important aspect of biologics PK is tissue distribution. For many biologics, the site of
action is in the tissue/tumor rather than in the blood. Thus, it is essential to understand the
drug concentration in the tissue/tumors for further PK/PD analysis. PBPK models are gen-
erally used to predict the tissue distribution of biologics. In contrast to many small molecule
drugs, tissue distribution for biologics is generally permeability limited. Therefore, the two-
pore formalism is often used to understand the rate of biologics’ diffusion out of the blood
vessels into tissues [55, 56]. This model assumes the existence of a high frequency of func-
tional small pores, with limited permeability to large proteins, and an extremely low number
of large pores, which more readily permit the passage of biologics from blood to tissue. This
model was subsequently applied to many PBPK models of biologics distribution into the tis-
sue/tumor [57–61]. A detail discussion of the mathematical derivation of this hypothesis has
been published in the literature [56]. For many biologics which target tumor antigen, the dis-
tribution of drug-receptor complex is often limited within the tumor itself resulting in reten-
tion of drug in the tumor. Thus, target dynamics is also an important factor to consider when
predicting biologics’ tissue distribution.
2.2.2 Target-mediated drug disposition models and their role in understanding
clearance of biologics

The clearance of large molecules is generally mediated by both a nonspecific linear process
(via endosomal degradation or renal clearance) and a target-specific saturable process. Math-
ematical modeling can be used to characterize both of the processes. Similar to small molecule
drugs, PBPK model is often used to predict the nontarget-mediated clearance of large mol-
ecules via endosomal degradation, while TMDDmodel is often used to predict target-specific
clearance processes [62, 63].

TMDD is a phenomenon in which the drug is eliminated due to its high-affinity binding to
the pharmacological target (such as a surface receptor or in some cases soluble antigens) [64].
Although TMDD was historically observed with some small molecule drugs (such as warfa-
rin) and peptide hormones, it really started to gain significant attention recently due to the
important role it plays in the disposition of biologic drugs. Due to the extraordinary plasma
stability of mAbs and their better selectivity and specificity toward their intended biological
targets, TMDD is often more readily observed with mAbs compared to small molecules since
the nonspecific clearance mechanism for mAbs is much slower than the target-mediated
mechanisms. For many biologic molecules, the TMDD model is the theoretical foundation
for many PK/PD and QSP predictions.

The principle of mass action is fundamental for modeling TMDD. For most of the small
molecule drugs, the receptor-drug interactions can be described using the principle of mass
action:

C¼ R�D

KD +D
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where C is the drug-receptor complex concentration, R is the receptor concentration/abun-
dance, KD is the equilibrium dissociation constant, and D is the free drug concentration. The
key assumption of this model is that the concentration of drug is much greater than concentra-
tionof receptors, so the formationof complexdoesnotaffect theconcentrationofdrug (i.e., target
binding does not affect drug pharmacokinetics). The key advantage of this model is its simplic-
ity. It requires very small amount of data/parameter measurements. Due to its convenience of
calculation and deterministic nature, this model is routinely used to calculate receptor occu-
pancy in a regulatory setting to determine the first starting dose in humans formanymAb ther-
apies [65].However, although themodel assumption is generally truewith smallmolecules, it is
often not the case for antibodies. For drugs with higher affinity, the concentration of unbound
drug is affected by its binding to the receptor and the binding model can be described by

C¼ 1

2
� KD +D+R�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
KD +D+Rð Þ2�4�D�R

q� �

Although this equation can be often used to describe receptor-drug interactions in vitro, it

is still limited in term of describing the impact of target binding on in vivo PK behavior since it
assumes steady-state conditions, where the total amount of receptor and drug remain con-
stant. Of note, D in this equation is initial total drug concentration.

2.2.3 General dynamic of TMDD model

Recognizing the limitations of previous static binding models, Levy et al., building on pre-
viouswork by others, introduced themodern concept of TMDDusingwarfarin as an example
[64, 66]. The general properties of the ordinary differential equations (ODE) systemwere sub-
sequently investigated byMager and Jusko in 2001 [67]. The general TMDDmodel is an ODE
system describing the second-order binding (Kon) and first-order dissociation (Koff) of drug
(D) to receptor (R) to produce a complex (C) (Fig. 2). It is flexible enough to include receptor
turnover rates (Ksyn and Kdeg) as well the receptor-mediated endocytosis of complex (Fig. 2).
As illustrated in Fig. 3, the plasma concentration vs time profiles are poly-exponential with
steeper distribution phase at lower doses. Using noncompartmental analysis, the apparent
volume of distribution and clearance (when binding process is not saturated) decreases as
Receptor (R)Drug (D)

Kel

Ksync

Kdeg

Kon

Koff

K12

K21

Kint

Complex (C)

FIG. 2 General TMDDmodel structure. This diagram summarizes themodel structure of the general TMDDmodel
with a central and peripheral compartment. The drug administration, distribution, and elimination happen in the
central compartment. The drug can bind to the receptor and form complex in the central compartment as well.
K12: transport rate constant from compartment 1 to compartment 2. K21: transport rate constant from compartment
2 to compartment 1. Kel is the elimination rate constant of the drug.
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FIG. 3 Different phases of drug elimination for a typical monoclonical antibody with target-mediated disposition.
Pharmacokinetic profile under different doses to illustrate the different phases of drug elimination for a typicalmono-
clonal antibody. Phase A is the initial rapid decrease in drug concentration, typically reflecting the rapid binding of
the ligand to the receptor. The slope of this phase is highly dependent on Kon. Phase B is a linear elimination phase,
where all the receptors have drug bound. The drug elimination in this phase is typically determined by the
nonspecific clearance rate. Thus, the slope of this phase is highly dependent on Kel. Phase C is a mixture phase, where
not all the receptors are fully saturated and both receptor-mediated and nonspecific clearance play a role in drug’s
elimination. The slope of this phase is influenced by parameters related to receptor dynamics (Ksyn andKint) and drug-
receptor interaction (Kon and Koff). Phase D is the terminal phase, where elimination of the drug is predominately
mediated via complex interactions. Thus, the slope of this phase is highly dependent on Kint and Koff.
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dose increases [67]. This model was used to describe the pharmacokinetics of imirestat,
bosentan, and recombinant human interferon-β [67, 68]. The model assumes that the binding
of the ligand to the target is simple and noncooperative. The internalized ligand-receptor
complexes are not recycled. The drug-receptor binding occurs only in the central compart-
ment, receptor and complex do not diffuse to peripheral compartments.

dDtissue

dt
¼ k12∗D� k21∗Dtissue

dD

dt
¼�kel∗D� kon ∗D∗R+ koff∗C� k12∗D+ k21∗Dtissue

dR

dt
¼ ksync� kdeg ∗R� kon∗D∗R+ koff ∗C

dC

dt
¼ kon ∗D∗R� koff ∗C� kint ∗C

R0 ¼
ksync

kdeg

As illustrated in Fig. 3, there are typically four distinct phases in the concentration vs time

curve for a drug exhibiting TMDDbehavior [69, 70]. PhaseA is the initial rapid decrease in drug
concentration, typically reflecting the rapid binding of the ligand to the receptor. The slope of
IV. Translational sciences
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this phase is highly dependent on Kon. Phase B is a linear elimination phase, where all the re-
ceptors have drug bound. The drug elimination in this phase is typically determined by the
nonspecific clearance rate. Thus, the slope of this phase is highly dependent on Kel. Phase
C is amixture phase, where not all the receptors are fully saturated and both receptor-mediated
and nonspecific clearance play a role in drug’s elimination. The slope of this phase is influenced
by parameters related to receptor dynamics (Ksyn and Kint) and drug-receptor interaction (Kon

and Koff). Phase D is the terminal phase, where elimination of the drug is predominately medi-
ated via complex interactions. Thus, the slope of this phase is highly dependent onKint andKoff.

The major limitation of the general TMDD model is that the parameters associated with
binding (especially Kon in phase A) may not be identifiable using in vivo PK data. The initial
drop in concentration is typically too rapid to be captured in PK time course in vivo. To im-
prove parameter identifiability, a number of approximations were made to the general
TMDD model in order to enable better fitting of experimental data.
2.2.4 Constant receptor amount (Rtotal) model

A common simplification of the general TMDD model is to assume there is a constant
amount of receptor in the system at all time (Rtotal ¼ R0 ¼ Ksyn/Kdeg). This model assumes
degradation rates of the receptor (Kdeg) and the complex (Kint) are similar since it may not
be possible to identifyboth parameters experimentally. Thus, the binding of drug to receptor
does not modify the receptor internalization rate. Under this assumption, the ODE system for
the general TMDD model can be reduced [69].

Upon a single-dose administration, the constant receptor model can still capture the four
phases dynamics of the general TMDDmodel. However, since Kdeg is assumed to be the same
as Kint, now Kdeg will determine both the onset of phase C and the height/slope of phase D.
The limitation of this model is that there is limited flexibility to independently determine the
slope of phase D. Also, undermultiple dosing scenarios, this model will not be able to capture
any time-dependent change in receptor levels. For some oncology drugs, since the drug is
killing target-expressing cells, the total amount of receptors can decrease overtime resulting
in lower target-mediated clearance and longer drug PK [71–73]. The constant receptor
amount model will not be able to capture this aspect.
2.2.5 Quasi-equilibrium model (QE)

Another commonly used assumption to simplify the general TMDD model is to assume
drug-receptor binding occurs much faster than target dynamics and drug elimination. This
is the basic assumption for the quasi-equilibrium (QE) model (also known as the rapid-
binding model) and the quasi-steady-state (QSS) model.

The quasi-equilibrium (QE) model was originally developed by Mager and Krzyzanski in
2005 [74]. It assumes that the two binding parameters (Kon and Koff) are a lot faster compared
to other parameters in themodel for biologic-receptor interactions. Thus, the ODE system can
be simplified to

dDtissue

dt
¼ k12∗D� k21∗Dtissue
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dDtot

dt
¼�kel∗D� k12∗D�Rtot∗kint∗D

KD +D
+ k21∗Dtissue

dRtot

dt
¼ ksync� kdeg∗Rtot� kint� koutð Þ∗Rtot∗D

KD +D

D¼ 0:5∗ Dtot�Rtot�KDð Þ+
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Dtot�Rtot�KDð Þ2 + 4∗KD∗Dtot

q� �

R0 ¼
ksync

kdeg

The advantage of this model is that the number of parameters in the model has been re-

duced by one thus improving the ability of the model to fit to experimental data. Due to
the assumption of rapid binding, the initial rapid decline of drug concentration (phase
A of Fig. 3) is generally not captured by the QE model. Therefore, the model is not suitable
to fit short time interval experiments. In addition, it also has limited flexibility for changing
the slope of phase C and should not be used if the elimination of the complex (Kint) is faster
than Koff [75]. Despite those trade-offs, the QEmodel is very useful for predicting the terminal
half-life of the drug and can be used to predict the dose-dependent clearance of drug at high
dose [70, 76]. This model sometimes can overpredict the concentration of free receptors [77].
This framework can be also applied to the modeling of bispecific antibodies PK [78].

2.2.6 Quasi-steady-state model

Another commonly used rapid-binding model is the quasi-steady-state (QSS) approxima-
tion [75]. The QSSmodel assumes the associations of drug to target, complex dissociation and
internalization are all fast (i.e., Kon � D � R ¼ (Koff + Kint) � C), which give an equilibrium
constant of KSS ¼ Koff +Kint

Kon
. The general behavior of QSS model is similar to the general TMDD

model if binding, dissociation, and elimination of the complex are fast. Compared to the QE
model, the QSS model is more accurate when Kint is faster than Koff and generally predict the
concentration of free receptor more accurately especially when the amount of free receptors is
low [77]. Thus, QSS model will provide a better fit and good approximation for very potent
drugs, where most of the receptor will be occupied compared to other TMDD approxima-
tions. However, the limitation of QSS model is that it is not good for calculating terminal
half-life of drugs compared to QE model.

2.2.7 Michaelis-Menten model

Michaelis-Menten (MM) model is a further simplification of the rapid-binding models by

(1) introducing a new parameter Vmax which is equal to Kint*R0, (2) assume that R0�KD

KD +D0ð Þ2 is

smaller than 1, and (3) assuming total receptor concentration is low compared to the unbound
drug concentration. In this model, the target is assumed to be fully saturated, thus it would be
a good approximation to the full model when there is a large initial concentration of the drug
(i.e., when a high dose is given). It has fewer parameters so model fitting is easier. The MM
model is also accurate at predicting the phase when the amount of unbound receptor is ap-
proximately zero and the next phase where it increases before the terminal phase is reached
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[75]. However, for the MM model to be accurate for all doses, the rate of elimination of the
complex needs to be high [75]. If this rate is low, then only concentrations for high-dose levels
can be predicted using this model. This approximation eliminates phase A and phase D.

Another notable property of MM model is the requirement for dose correction. In all the
above models, even though the equations have been simplified and equilibriums have as-
sumed to have been reached, the initial conditions of themodels remain the same as theywere
for the full TMDD model. However, Yan et al. showed that this may not be the case for MM
model [79]. In the time taken for the system to reach equilibrium, some of the injected drug
would bind to the target and should be considered. A corrected initial condition for the MM
model has been proposed inthe literature [75].
3 Modeling pharmacodynamic response

3.1 Pharmacodynamic modeling for small molecule drugs

MID3 or MIDD is an emerging science that quantifies drug effects using
pharmacokinetic-pharmacodynamic models, taking into account of disease progression
and trial information (e.g., baseline, covariates, dropout rate), to accelerate drug develop-
ment and to give scientific support to regulatory and therapeutic decisions (Fig. 4) [5]. PKPD
models represent the mathematical and statistical relationships between dose, plasma drug
concentration, disease biomarker levels, and drug effect. PKPD models combined with ef-
ficacy data can help with providing evidence of efficacy when properly verified, thereby
saving time and cost. Moreover, MID3 helps to reduce the number of clinical trials and reg-
ulatory review cycles to improve the benefit of the drug at a lower risk. The key concepts for
the quantitative analysis of PKPD data and their application to “what if scenarios,” were
FIG. 4 Learn and apply paradigm for PKPD modeling. Steps of model-based drug development under clinical
settings. Adapted from Powell and Gobburu 2007 PMID: 17538553.
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built upon the “learn and apply” paradigm proposed by Lewis B. Sheiner [80] (Fig. 4). This
learn and apply paradigm is also reflected in the FDA Guidance for Industry [81]. The ben-
efits of translational PKPD are:

Improved drug efficacy: Mechanistic PKPDmodeling in translational drug research will lead
to a better understanding of drug efficacy and safety, thereby reducing attrition in drug dis-
covery and improving the efficiency of the drug development process. PKPD modeling al-
lows researchers to examine all the data collected, including in vitro, in vivo, and clinical,
for a given drug (pooled analysis), thus increasing the ability to understand the drug’s effi-
cacy, its therapeutic window, and its side effects using the totality of data. There is a constant
struggle to determine the proper dosage for a drug to provide therapeutic relief while simul-
taneously minimizing side effects. Frequently, in an attempt to decrease the side effects, a
lower dosage is administered, leading to a less-than-desired efficacy. With the help of expo-
sure or biomarker-response analyses, one could optimize the exposure to the required level in
order to achieve balanced clinical effects.

Enhanced decision-making: Translational PKPD modeling and simulation approach helps to
make data-driven decisions. Since the flow of information is bidirectional (modeling simula-
tions) in this PKPD modeling approach, one can use the adapt, learn, and apply paradigm
during various stages of drug development to make go/no-go decisions based on the avail-
able data at the time.

Enabling earlier decision-making: By using features like clinical utility index (a criterion that
describes the usefulness of a drug therapy derived using the efficacy and adverse events data)
and interim analysis (analysis of data that is conducted before data collection has been com-
pleted), PKPD modeling allows to make go/no-go decisions earlier in the drug development
cycle and thereby helps with reducing the research and development costs.

Following section summarizes a few PKPDmodeling examples ranging from early discov-
ery projects to development projects covering CNS and oncology therapeutic areas to illus-
trate the benefits of PKPD modeling.

3.1.1 PKPD modeling to predict efficacy of D2 receptor antagonists for the treatment
of schizophrenia

Schizophrenia is a debilitating disease impacting about 1% of the population. Dopamine
D2 receptor antagonists are commonly used to treat schizophrenia. It is often not clear that
how receptor occupancy of the D2 receptor (D2RO) observed in animals translates to human
receptor occupancy, efficacy, and safety. An extensive translational PKPDmodeling analysis
was carried out for schizophrenia, which integrates receptor-binding data across species and
clinical data (both efficacy and safety) across seven compounds. In this example, Pilla Reddy
and coworkers predicted the D2RO of antipsychotics while considering the interplay between
other receptor such as 5-hydroxytryptamine 2 (5-HT2) receptors using theworkflow as shown
in Fig. 5. The model was scaled to the human situation using minimal in vitro and preclinical
data, which would be available at the discovery stage [82, 83]. The key findings of this work
were that D2RO in preclinical species and in human can be predictedwith in vitro data such as
Kon, Koff, physiochemical properties of the drug, basic in vivo PK profiles, in vitro permeabil-
ity, and efflux transporter data.

This work demonstrates how one can leverage the available PKPD data and modeling and
simulation approaches before embarking on in vivo screening and optimization of chemistry
IV. Translational sciences



FIG. 5 Schematic of PKPD/Eworkflow for large datasets of antipsychotic drugs. Schematic of PKPD/E workflow
for large datasets of antipsychotic drugs. The components modeling framework that scales in vitro and preclinical in
vivo information to the human situation included (1) predicting receptor occupancy in human using in vitro binding
data and preclinical information; (2) linking level and duration of D2 receptor occupancy of antipsychotics to efficacy
and safety; and (3) extrapolation of translation concepts from D2 receptors to other receptor subtypes such as
5-hydroxytryptamine-2 receptors.
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for a compound with right binding kinetics. This platform model structure could be used to
optimize drug development strategies for future compounds for the treatment of
schizophrenia.
3.1.2 Using translational PKPD modeling to accelerate EGFR inhibitor development
for the treatment of lung cancer

A subset of nonsmall-cell lung cancer (NSCLC) is caused by mutations in epidermal
growth factor receptor (EGFR). Tyrosine kinase inhibitors targeting sensitizing EGFR muta-
tions are the standard of care for this subset of lung cancer patients. Early and detailed mech-
anistic PKPD modeling work to understand the inhibition of EGFR by osimertinib
contributed to one of the fastest drug development and approval in the industry [84, 85].
Fig. 6 illustrates the PKPDmodel, which was used to quantify the level and duration of EGFR
inhibition required to drive efficacy preclinically. The model structure contains a
semiphysiological PK model to describe the absorption and metabolism of osimertinib and
an indirect response PDmodel (type 2 indirect response model) to describe pEGFR inhibition
[86]. The profile of drug-induced inhibition of phosphorylated EGFR was linked to tumor
growth inhibition in preclinical models. The N-demethylated metabolite was known to have
less selectivity for T790M-EGFR vs wild-type EGFR. Thus, the relative concentrations of
osimertinib vs this metabolite in humans were important to establish the therapeutic index.
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FIG. 6 Schematics of PK/PD efficacy model. Schematics of PK/PD efficacy model. Parent-metabolite pharmacokinetics model was linked to irrevers-
ible binder pharmacodynamic model using pEGFR biomarker and dynamics of pEGFR was used to describe the efficacy data observed in tumor
xenografts.
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This PKPDmodel illustrates the importance of considering of both the parent drug and phar-
macologically active metabolite in PKPD modeling to establish therapeutic index.
3.2 Special considerations for biologic pharmacodynamic modeling

Many PD models are modality independent and can be shared between small molecules
and large molecules if the PK is properly described. However, an important aspect of PD
modeling for biologics is to understand the dynamics of receptor occupancy (RO) or drug-
receptor complex. A unique aspect of TMDD model is that it can also be used to generate
the dynamic of RO and drug-receptor complex. Aston et al. conducted a mathematical anal-
ysis of the general TMDDmodel to determine the relationship between the target affinity of a
mAb and its in vivo potency (defined by maximum receptor binding) [87]. The analysis
suggested that higher binding affinity generally is associated with better in vivo potency.
However, the potency achieved by increasing the association constant Kon is different from
the potency achieved by decreasing the dissociation constant Koff. Koff’s effect on maximum
receptor binding often saturates, whereas increasing Kon does not. Thus, increasing Kon was
more effective than decreasing Koff. For certain targets, the duration of receptor bindings is
less dependent on the binding rates and improving the bindings affinity above certain value
will not result in longer pharmacological action [88]. It is important to keep this property in
mind in designing biologic drugs.
4 Conclusions

We are in the midst of a paradigm shift for drug development. The growing knowledge of
basic molecular and cellular mechanisms underlying diseases as well as the availability of
large amount of data will allow mathematical models to adequately describe the processes
involved and make quantitative predictions. The goal of modeling and simulation scientists
in the pharmaceutical industry is to build a comprehensive translational understanding of
drug pharmacology to increase the success rate and efficiency of drug development. The ul-
timate vision is for modeling to predict drug pharmacology from bench to bedside. The con-
cept of using simulation to guide physical experiments is used in many other industries.
Today, it is difficult to imagine one would build a bridge or airplane without significant
amount of in silico simulations first.With the advances in PKPDmodeling, a similar approach
could be applied to drug development to improve the success rate and efficiency. To achieve
this goal, large collaborative efforts utilizing high throughput “-omic” data are needed tomap
out large biological networks in order to build comprehensive PKPD models. Those models
should be validated using large amount of preclinical and clinical data (i.e., with pharmaco-
logical perturbations). Once validated, those models can then be used to make future predic-
tions with confidence and reduce the amount of experimentation.

In summary, this chapter provided a brief overview of commonly used pharmacokinetic
and pharmacodynamic modeling concepts used in drug development. Despite many practi-
cal challenges, significant advances have been made to establish a mathematical modeling
framework to facilitate the PKPD/E prediction and translation in many therapeutic areas.
IV. Translational sciences



652 23. The role of quantitative PK/PD efficacy modeling in translational science
Application of big data and machine learning techniques could drive the future advances in
this field [89]. The growing acceptance of mathematical modeling in drug development will
provide a unifying framework for evaluating the potential of an investigational drug product.
Lessons learnt from the models could help to determine the best clinical development strat-
egy and the kinds of patients who would benefit the most from the new drug. Together, a
model-based development paradigm will result in a rational and more efficient drug devel-
opment process.
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1 Introduction

Immuno-oncology (I-O) is the study and development of novel treatments that take advan-
tage of the body’s own immune system to fight cancer. In the recent years, the discovery and
development of I-O therapies has changed the landscape of cancer therapy [1]. Clinical and
commercial success of these therapies represent a significant milestone for the treatment of
cancer. These therapies include immune checkpoint inhibitors (ICIs) such as ipilimumab
and pembrolizumab, which work by blocking the interaction of checkpoint proteins on the
cancer cells with the binding partners on T-cells, to promote the recognition and elimination
of cancer cells by body’s immune system (Fig. 1) [2]. I-O therapies also include agonistic an-
tibodies (e.g., anti-OX40 and anti-CD28), which target and activate co-stimulatory molecules
on the T-cells to promote the recognition and destruction of cancer cells (Fig. 1) [3]. T-cell
engaging bispecific molecules, such as blinatumomab, are another class of I-O agents that
are capable to simultaneously binding a receptor on the T-cell (e.g., CD3) and an antigen
on the cancer cell (e.g., CD19) to facilitate retargeting of the T-cells to kill the cancer cells
(Fig. 1) [4]. Other emerging class of I-O therapies include engineered immune cells like
chimeric antigen receptor (CAR) or T-cell receptor (TCR) expressing T-cells (e.g.,
axicabtagene ciloleucel), which are designed to recognize an antigen on targeted tumor cells
to facilitate their targeted killing (Fig. 1) [5]. Oncolytic viruses (OVs) like T-VEC also represent
an upcoming class of I-O agents, which are engineered to selectively infect the tumor cells and
promote their destruction via the help of stimulated immune responses [6].
657olites, Drug Metabolizing
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FIG. 1 Mechanisms-of-actions for several immuno-oncology agents. (A) Anti-GITR. GITR receptors are mostly expressed on CD8+ and regulatory
T-cells. Anti-GITR antibody binds to both cell type, which induces proliferation of CD8+ cells and depletion of regulatory cells. (B) Anti-PD1. Tumor
cells express PD-L1 receptors that bind to PD-1 receptors on T-cells. Anti-PD1 antibody (and anti-PDL1 antibody) can prevent this interaction.
(C) Anti-CTLA-4. T-cells express CTLA-4 that can bind to B7 on antigen presenting cells. Anti-CTLA-4 antibody binds to CTLA-4 on T-cells and prevents
B7 interaction. (D) Anti-OX40. OX40 receptors are present on T-cells. Anti-OX40 antibody binds to these receptors and induces expansion and survival of
T-cells. (E) CAR-T. The binding region on CAR-T cells can be varied depending on the desired target antigen. These engineered cells can directly kill
antigen expressing cancer cells. (F) Bispecific antibody (BsAb). BsAb can bind to two receptors/targets together. As shown in the figure, binding to both
CD3 receptor on T-cells and CD19 receptors on tumor cells can lead to the killing of CD19 expressing cancer cells by the T-cells.
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While I-O therapies can manifest durable clinical responses in many cancer patients, these
therapies come with their own set of problems. It is well-known that I-O therapies only work
in certain population of the patients, and there are no universal biomarkers that can help dif-
ferentiate responders from nonresponding patient populations. Since the immune system be-
tween preclinical animal models and human patients is very different, it also becomes
challenging to a priori identify an optimal dosing regimen and clinically viable biomarker
for a successful preclinical-to-clinical translation of I-O therapies. In addition, since most
of the I-O therapies are designed to activate the immune system, they can unleash a cascade
of unpredictable and unintended autoimmune reactions. These reactions can lead to in-
creased frequency of toxicities known as immune-related adverse events (irAEs), which
can be life threatening or even fatal. These toxicities are difficult to recognize, may manifest
in any organ, and may vary in onset, frequency, or severity [7]. In fact, I-O therapy may also
cause cancers to grow quickly after the beginning of the treatment via an unusual phenom-
enon known as hyperprogressive disease (HPD), which has been described across different
tumor types for ICIs like anti-PD-1 and anti-PD-L1 antibodies [8].

Given that I-O therapies can eradicate the cancer, and at the same time could lead to fatal
toxicities, it becomes very important to choose the right dosing regimen for clinical evaluation
of these agents. Accurately predicting the first-in-human (FIH) starting dose and efficacious
human dose (EHD) using the preclinical data is very important, as these doses determine the
safety and clinical viability of these molecules. It is equally important to choose the correct
recommended phase-II dose (RP2D) and recommended human dose (RHD), as simply rely-
ing on maximum tolerated dose (MTD)-based approaches to determine the clinical dose may
not be ideal for I-O agents [9]. There are several ways to determine these doses. One of them is
to use in vitro and ex vivo approaches to determine minimally anticipated biological effect
levels (MABEL) that provide desired target occupancy or cytokine release profiles, which
can be used to determine the FIH dose. Another approach involves the use of preclinical
safety data from immunologically compatible species to determine no-observed adverse
effect level (NOAEL) or highest nonseverely toxic dose (HNSTD), which can be used to
determine the FIH dose. One can also use efficacious exposure levels from preclinical animal
models to project the EHD levels. However, amore quantitative and integrated approach is to
establish exposure-response (E-R) relationships based on preclinical data, and develop
mechanism-based and translationally relevant pharmacokinetics-pharmacodynamics (PK/
PD) models, which can then be utilized to predict FIH and EHD dose levels [10]. Moreover,
these PK/PD models can also be used to establish more robust E-R relationships for I-O
therapies in the clinic, which can be used to finalize the optimal dosing regimen in the clinic.
In this chapter, we have provided selected case studies to demonstrate the usage of PK/PD-
based approaches for dose selection of I-O agents.
2 Dose selection for immune-activating agents

When it comes to the selection of FIH dose for immune-activating agents, Saber et al. have
provided a well-explained overview of approaches used by the drug developers for submis-
sion to the FDA [11]. It is important to note that the main objective of FIH dose selection for
IV. Translational sciences
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oncology patients is to identify a safe dose that is sufficiently high to minimize exposure of
patient to subtherapeutic doses, and allow rapid attainment of RP2D dose. Saber et al. have
used more than 25 immune-activating molecules in their analysis, which included ICIs, ag-
onistic antibodies, and Fc-modified antibodies targeting PD1, PD-L1, CD40, GITR, OX40,
OX40L, CD33, CD38, CD19, CD137, c-fms, B7 family member antigen, and CTLA-4. It was
found that most sponsors used a variety of MABEL approaches to set FIH doses. One of
the approaches included in vitro activity data from experiments that measure cytokine re-
lease, T-cell proliferation, T-cell activation, target cell lysis, and/or ADCC/CDC activity,
to determine a concentration/dose that would lead to �20% of the maximum pharmacolog-
ical activity (EC20, 20% PA). Another approach included in vitro binding data to estimate the
plasma concentration of the drug that would provide �20% of target receptor occupancy
(20% RO). In addition, mouse xenograft data were also used to determine the lowest dose that
results in antitumor activity, and other methods that integrate target expression in humans
and PK modeling were also utilized. However, the authors found that MABEL-based ap-
proaches in general resulted in lower starting doses, and evaluated few other methods for
computing the FIH dose. One of the methods was based on a dose that achieves 20%–80%
PA, and the other method was based on a dose that achieves 20%–80% RO. In addition,
1/6th of the HNSTD or 1/10th of the NOAEL dose were also evaluated. The authors con-
cluded that selection of the FIH dose based on animal toxicology studies (i.e., 1/6th HNSTD
or 1/10th NOAEL dose) resulted in human doses that were unsafe for several molecules
examined, andMABEL-based approaches resulted in very low FIH doses that requiredmany
dose escalation steps to reach an optimal biological dose (OBD), MTD, or a clinically
recommended dose. It was suggested that there is a need to optimize FIH dose selection/op-
timizationmethod for immune-activating agents tominimize the number of patients exposed
to subtherapeutic doses. Furthermore, novel approaches like 20%–80% RO approach may
provide a FIH dose that is close to the final clinical dose and demonstrate acceptable levels
of toxicities.

When it comes to a priori predicting the clinically efficacious dose of immune-activating
agents, PK/PDM&S-based approaches can be used to translate preclinical efficacy data to the
clinic. Lindauer et al. [12] have presented an example of the usage of mechanistic PK/PD
model (Fig. 2) to translate preclinical efficacy data of pembrolizumab to the clinic for
predicting the lowest effective dose in the patients. The authors used PK and efficacy data
of surrogate anti-PD-1 antibody (DX400) in colon adenocarcinoma-bearing mice, and the
occupancy of the PD-1 receptor in mouse blood and tumor, to develop a mechanism-based
preclinical PK/PD model. The final model consisted of a two-compartment model to charac-
terize plasma PK of anti-PD-1 antibody, a physiologically based PK (PBPK) component to
characterize tumor exposure of the antibody, a receptor-binding model with a feedback that
increased the expression of PD-1 upon upregulation of the T-cells, and a tumor growth and
PD-1 receptor occupancy-driven tumor kill model to characterize in vivo efficacy of the
antibody. The preclinical model was able to characterize plasma PK of the antibody, PD-1
receptor occupancy in the tumor, and tumor growth inhibition data very well [12]. The pre-
clinical PK/PD model was subsequently translated to the clinic by allometrically scaling the
parameters related to the degradation of pembrolizumab-PD-1 complex from mouse to
human, changing tumor exposure parameters from mouse to human, changing the PD-1
binding parameters from the surrogate to pembrolizumab values, and changing the
IV. Translational sciences
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FIG. 2 The mechanism-based PK/PD model developed by Lindauer et al. for predicting the effective dosing reg-
imen of pembrolizumab (Keytruda) in the clinic using preclinical efficacy data generated with anti-PD-1 surrogate
molecules in mouse tumor models. The model structure consists of: (i) a 2-compartment PK model to characterize
plasma PK of anti-PD-1 antibody; (ii) a component of the antibody physiologically based PK (PBPK) model to char-
acterize tumor PK of the antibody; (iii) a receptor-binding model with a feedback mechanism that increased the ex-
pression of PD-1 upon upregulation of T-cell, to account for drug binding to the target antigen; and (iv) a tumor
growth and PD-1 receptor occupancy-driven tumor kill model to characterize the in vivo efficacy of the anti-PD-1
antibody. Key: C1 ¼ pembrolizumab concentration in the central compartment; C2 ¼ pembrolizumab concentration
in the peripheral compartment; PD-1_b ¼ pembrolizumab and PD-1 complex; C_PD-1_b ¼ total PD-1 receptor con-
centration in blood; Cvs ¼ pembrolizumab concentration in the vasculature; Ce_ub ¼ concentration of unbound
pembrolizumab in the endosomal space; FcRn ¼ Fc receptor levels; Ce_b ¼ pembrolizumab and PD-1 complex in
the endosomal space; Cis ¼ pembrolizumab concentrations in the interstitial space; C_PD-1_t ¼ total PD-1 concen-
tration in the tumor; C_PD-1_b ¼ total PD-1 concentration in blood; PD-1_t ¼ pembrolizumab and PD-1 complex in
the tumor; PD-1_b ¼ pembrolizumab and PD-1 complex in blood; M_PD-1_t ¼ amount of PD-1 receptors in the tu-
mor; Vmax ¼ maximum elimination rate of the saturable pathway; V1 ¼ volume of distribution in the central com-
partment; V2 ¼ volume of distribution in the central compartment; Km ¼ Michaelis-Menten constant; V_es ¼
endosomal space of the vascular endothelial cells.

6612 Dose selection for immune-activating agents
parameters for tumor size and tumor growth rate to clinically relevant values. The translated
human PK/PD model was used to simulate the efficacy of pembrolizumab in melanoma pa-
tients using various dosing scenarios. The model revealed that the lowest clinical dose that
would result in a high probability of reducing the tumor size by>30% (i.e., attainment of par-
tial response) was 2mg/kg pembrolizumab given every 3 weeks (Q3W). In addition, the
model also revealed that reducing the dosing interval to every 2 weeks (Q2W) or increasing
the dose to 10mg/kg would show aminimal improvement in the efficacy. As such, the trans-
lated PK/PDmodel confirmed 2mg/kg givenQ3W as the optimal clinical dosing regimen for
IV. Translational sciences
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pembrolizumab. This analysis by Lindauer et al. highlights the use of PK/PD M&S for
establishing a preclinical E-R relationship for immune-activating agents, with the potential
for translating the relationship into the clinic [12].

Finalization of the correct clinical dose for the target population is also an extremely im-
portant step during the clinical development of immune-activating agents. This process typ-
ically requires early and precise characterization of drug disposition in patients, along with
the development of quantitative relationships between drug exposure and clinical risks/ben-
efits. Clinical development of anti-PD1 antibody nivolumab provides a nice example of how
modeling and simulation can be used to support the clinical dose selection of immune-
activating agents [13, 14]. Nivolumab monotherapy was tested in diverse tumor types
(e.g., melanoma, renal cancer, nonsmall cell lung cancer, etc.), and dose-exposure,
exposure-response (i.e., clinical efficacy), PD-1 receptor occupancy, as well as clinical safety
data from dose-ranging studies in all the tumor types were used simultaneously to facilitate
the selection of a uniform dose of nivolumab in all tumor types. The E-R relationship devel-
oped based on melanoma and renal cancer trials revealed that the objective response rate did
not show any further improvement beyond 1mg/kg dose, and nonsmall cell lung cancer
trials revealed that there was no improvement in the response beyond 3mg/kg dose. After
integrating all this clinical information, an optimal monotherapy dose of 3mg/kg given Q2W
was selected as the optimal dose for the clinical evaluation of nivolumab across different tu-
mor types during the confirmatory phase-3 studies. Interestingly, the E-R relationship devel-
oped based on the observed objective response rates at each dose level of nivolumab was not
monotonous, and nivolumab clearance appeared as the most important parameter that deter-
mined the probability of nivolumab response. This unexpected effect of clearance on the
efficacy of nivolumab was further confirmed while developing the quantitative relationship
between overall survival (OS) and exposure of nivolumab using the semiparametric Cox
proportional-hazards model [14]. As such, mathematical modeling revealed that a patient’s
ability to clear nivolumab may be used as a surrogate biomarker for long-term survival ben-
efits obtained after the treatment with the immune-activating agent. Of note, an E-R relation-
ship between nivolumab dose and irAEs-associated discontinuation or death (AE-DC/D)
was also established in the clinic [13]. However, this relationship was not helpful in deciding
the clinical dose because the E-R relationship appeared to be flat and the risk of AE-DC/D
was similar across multiple dose levels (1–10mg/kg) and tumor types.
3 Dose selection for T-cell engaging bispecific molecules

T-cell engaging bispecific molecules represent a class of very complex I-O agents, whose
mechanism-of-action involvesmultiplemolecular species and nonlinear relationships. There-
fore, predicting the pharmacology of these agents is extremely challenging. Saber et al. have
presented an FDA analysis for FIH dose selection for these molecules [15]. They examined
17 CD3 (a receptor on T-cells) engaging bispecific molecules, which differed in their molec-
ular structure (50–190kDa, full-length IgG, or antibody fragments), valency (divalent, triva-
lent, or tetravalent), the presence of effector function (via modified Fc domain or different IgG
subtypes), and binding to the second antigen (CD19, CD20, CD123, CD33, CEA, P-cadherin,
IV. Translational sciences
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PSMA, HER2, GPA33, B7H3, and EPCAM). It was found that different MABEL-based ap-
proaches were used by the sponsors for FIH dose selection of T-cell engaging bispecific mol-
ecules. Dose selection based on 20% PA in the most sensitive assay was the most common
approach used, followed by dose selection based on 10% activity, which was measured as
target cell cytotoxicity, T-cell proliferation, T-cell activation, or cytokine release. Percentage
RO measurements/calculations and the results from toxicological studies were also used
to support the selected FIH doses by demonstrating that the doses would result in <10%–
20% RO and the doses were below the tolerated doses in the animals. In some cases, the
FIH dose was selected based on 50% PA in the most sensitive in vitro assay. HNSTD and
NOAEL data observed from preclinical safety studies were also used to support the FIH
doses. However, it was found that approaches based on RO, HNSTD, or NOAEL were not
acceptable for selecting the FIH dose of T-cell engaging bispecific molecules, as they resulted
in doses close to or above the MTDs, highest human doses (HHDs), or the RHD. Instead, the
authors proposed that a FIH dose that corresponds to 10%–30% PA would be a better ap-
proach. A FIH dose corresponding to 50% PA was also found to be an acceptable approach
for many T-cell engaging bispecific molecules. The authors also highlighted that the most
common toxicities were related to cytokine release, and that FIH doses of T-cell engaging
bispecific molecules can be increased following intra-patient dose escalations strategy.

Considering the complexity of the mechanism involved in the pharmacology of T-cell en-
gaging bispecific molecules, use of a PK/PD M&S-based approach is essential for a priori
predicting clinically efficacious dose of thesemolecules. This approach accounts for the differ-
ences in the effector-to-target cell ratios (E:T), antigen expression levels, drug-binding param-
eters, and drug exposure between different systems (e.g., in vitro vs. in vivo, different tumor
types, etc.) to provide an accurate prediction of drug pharmacology in a given scenario. Betts
et al. havepresentedagreat exampleofhowamechanisticPK/PDmodel canbedevelopedand
used to predict clinically efficacious dose of a CD3 engaging bispecific molecule [16]. First, the
authors usedpreclinical data generated using theCD3XP-cadherin bispecificmolecule inmice
xenograft to develop the PK/PDmodel. The model described the disposition of the bispecific
molecule and T-cells in the central and tumor compartment of the model, included dose-
dependent proliferation and contraction of T-cellswithin the tumor, accounted for the binding
of the bispecificmolecule to the tumor cells andT-cells in the tumormicroenvironment to form
the trimers, and used the trimer concentrations in the tumor to drive the killing of the tumor
cells. Themodelwas also used to derive tumor static concentrations (TSC) of the trimer,which
represent the minimal efficacious concentration at which tumor growth and death rates are
equal. This “threshold” concentration combines tumor growth and drug effect parameters,
and can be used as a translational factor for extrapolating xenograft data to the clinic. The
mouse PK/PD model for CD3XP-cadherin bispecific molecule was subsequently translated
to human. The human PK parameters for the drug were obtained by allometric scaling of
cynomolgusmonkey PK parameters. System parameters like T-cell concentration in the circu-
lation and tumors, tumor cell concentrations, and typical tumor volumeswere changed to clin-
ically relevant values. In addition, the human PK/PDmodel accounted for the binding of the
drug to circulating target (i.e., soluble P-cadherin) in the central compartment, and assumed
that the T-cells in the human tumor are at a steady state (i.e., T-cell proliferation/contraction
kineticswerenot included).The translatedhumanPK/PDmodel revealed that�0.1–1mcg/kg
doses would yield efficacious tumor trimer concentrations.
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Jiang et al. [17] have performed a retrospective analysis to show that similar PK/PDmodel
could also be developed for preclinical-to-clinical translation of clinically approved T-cell en-
gaging bispecific molecule blinatumomab. Their PK/PDmodel revealed that following either
the priming dose of 9mcg/day or the full dose of 28mcg/day, blinatumomab is expected to
cause near-complete or complete depletion of B-cell in the blood. However, blinatumomab
would induce incomplete depletion of B-cells in the bonemarrow following 9mcg/day prim-
ing dose, and the full dose of 28mcg/day would be required to attain near-complete deple-
tion of B-cells in the bone marrow. The results of their PK/PD model simulations were
consistent with the observed blinatumomab clinical data [18].

While the late-stage clinical experience with T-cell engaging bispecific molecules has been
limited, clinical development of blinatumomab provides an insight into finalization of the
clinical dose for these molecules. The totality of PK, PD, safety, and efficacy data were used
to support the final dose and schedule of blinatumomab administration in the patients [19].
While blinatumomab was effective after short intravenous infusions in preclinical species,
this approach was abandoned after unsuccessful clinical trials in patients. As such,
blinatumomab and similar bispecific T-cell engager (BiTE) constructs are now administered
via continuous IV infusion in the patients due to their short plasma half-life. During the clin-
ical evaluation, it was found that increasing the concentrations of blinatumomab led to in-
creased redistribution of T-cells, increased depletion of B-cells, and increased cytokine
levels. Also, doses beyond 28mcg/d did lead to improvement in the efficacy for nonre-
sponders. In addition, it was observed that the average steady-state concentration of
blinatumomab ranged from 500 to 700pg/mL after 28mcg/d administration, which was
above the in vitro IC50 value observed with human leukemia cell line after incubation with
T-cells from the least-sensitive patients. It was also observed that stepwise increase in the dos-
ing led to better tolerability profile (i.e., dampened cytokine peak levels), and 2-week drug-
free period between the cycle was able to maintain continuous suppression of B-cell, while
providing favorable tolerability profile for the molecule. As such, a 4-week on and 2-week
off dosing schedule, with 9mcg/d dose for the 1st week and 28mcg/d dose for the remaining
3 weeks, was finalized for blinatumomab administration. Since the PK of blinatumomab was
not affected by demographic characteristics such as body weight, body surface area, gender,
age, disease type, or baseline disease characteristics, a fixed dosing was finalized for
blinatumomab administration in the adult patients.
4 Dose selection for emerging class of I-O therapies

Adoptive cell therapies like the CAR-T therapy have been gaining popularity as anticancer
agents. In the last couple of years, the FDA has approved the first two CAR-T therapies, which
include axicabtagene ciloleucel (Yescarta) for the treatment of diffuse large B-cell lymphoma
and tisagenlecleucel (Kymriah) for the treatment of non-Hodgkin lymphoma. The PK/PD be-
havior of thesemolecules is not always predictable, and till now the dose selection process for
these molecules remains empirical. In fact, clinically approved doses of the FDA-approved
CAR-T therapies were not chosen based on any preclinical investigations, but were empiri-
cally derived based on clinical observations. Yescarta is administered as a single 30-min IV
IV. Translational sciences
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infusion to attain the dose of 2 million CAR-positive T-cells per kg of patient body weight,
with the maximum dose of 200 million cells per patient. In addition, administration of
Yescarta is preceded by fludarabine and cyclophosphamide conditioning chemotherapy to
enhance the efficiency of CAR-T therapy. Kymriah is administered as a single infusion of
0.2–5 million transduced viable T-cells per kg of patient’s body weight if the patient weighs
�50kg, and total dose of 10–250 million transduced viable T-cells per patient if the patient
weighs >50kg. As such, while a formal clinical pharmacology analysis of CAR-T cells has
not been included in the BLA applications, patient’s body weight has been assumed as a
signifcant covariate for the dosing purspose. It is also important to note that the dosing of
CAR-T therapy is often limited by the CRS and other toxicities, and tocilizumab as well as
corticosteroids are often coadministered to increase the tolerability of these molecules.

Oncolytic viruses are another type of I-O agents that are gaining popularity. Talimogene
laherparepvec (T-VEC, Imlygic), which is used for the treatment of melanoma, is the only
FDA-approved oncolytic virus. It is essentially a modified herpes simplex virus (HSV) that
is administered locally in tumor lesions to infect the tumor cells and promote their destruc-
tion. Since the route of administration and mechanism-of-action for oncolytic viruses is very
different, the dosing of these agents is also atypical. To the best of our knowledge, detailed
clinical pharmacology and PK/PD analysis of talimogene laherparepvec has not been
performed to support FIH or final clinical dosing of these agents [20]. In the clinic, the dose
of talimogene laherparepvec depends on the size of the lesion, with increasing volume of vi-
rus suspension given for increasing maximal diameter of the lesion. For bigger lesions with
the longest diameter>5cm, up to 4mL of virus suspension in administered per lesion; and for
smaller lesions with <0.5cm diameter, up to 0.1mL virus suspension in administered per
lesion. For the first dose, up to 4mL of talimogene laherparepvec is administered at a concen-
tration of 1 million plaque forming units (PFU) per mL. Three weeks after the initial treat-
ment, up to 4mL of viruses at a concentration of 100 million PFU per mL are administered
as a second dose. All subsequent doses are administered 2weeks apart at up to 4mL of viruses
at a concentration of 100 million PFU per mL. As the field of oncolytic virus is getting
matured, more detailed dose-finding and PK/PD studies are conducted with the viruses,
as published for oncolytic adenovirus enadenotucirev by Machiels et al. [21].
5 Future directions

It is increasingly becoming clear that the traditional MTD-based approach developed for
chemotherapy may not be ideal for I-O agents. Since the toxicities of I-O therapies maybe
delayed and more variable, using MTD as the RP2D may lead to therapeutic failure of I-O
agents, due to toxicity-related discontinuations or large number of dose reductions in late-
stage clinical trials [9]. As such, finding the right dosing schedule that balances the risks
and benefits of I-O therapies is essential for their clinical success. This can be accomplished
with the help of a multidisciplinary team, which can integrate novel experimental and quan-
titative approaches within a translational and precision medicine paradigm. The two biggest
areas of innovation that can revolutionize the current practice of dose determination for I-O
agents are novel clinical trial design and integrated systems pharmacology models of the
IV. Translational sciences
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immune system. Some innovations in clinical trial design include thinking beyond the “3+3”
design to developmore adaptive dose-finding trials, investigation of a range of phase-2 doses
rather than studying a single phase-2 dose, and development of early approaches to establish
E-R relationships for the safety and efficacy of I-O agents rather than just performing ad hoc
E-R analyses. Innovations in the PK/PD M&S space include development of molecule or
disease-specific systems-based models. These models can be used as a platform for linking
preclinical and early clinical end points with the late efficacy end points (e.g., OS), to compre-
hensively understand the E-R relationships and optimize the dosing regimen for I-O thera-
pies as early as possible. These models can also provide an opportunity to a priori identify
the optimal dosing schedules of I-O therapies while transitioning to different patient
populations or drug combinations [22].
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