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Preface 

Ever since I created the macrocell prediction model in 1977 at Bell Labs, many 
people wanted to know the details of the model. AT&T had held it as proprietary 
and did not disclose it. Afterward, I created the microcell model in 1988. Both 

models are briefly described in my previous books, but the whole models were not fully 
disclosed at that time because of Pactel's proprietary interest. In 1991, David Lee worked 
for me at Pactel (the company was renamed AirTouch in 1994), making many field 
measurements in the different countries of Pactel's markets for deploying the desired 
cellular systems. In the meantime, the merit of these two models as a tool in deploying 
the systems in those countries has been shown. Starting in 1995, the two of us had 
worked on the in-building (picocell) model, which used mostly empirical data. In 2008, 
David asked me if I wanted to write a book on the Lee model. He would do all the 
preparation work for the book. From his hard work collecting all the necessary material, 
this book resulted. 

Chapter 1 introduces all the terms and describes the natural phenomena in the 
mobile communications environment. Chapter 2 introduces the macrocell models that 
have been created by others. They are the most popular area-to-area models used in the 
industry. Chapter 3 introduces the point-to-point prediction models in the macrocell 
models. There are two models. The Lee model is for short distances ( <1 0 miles), and the 
Longly-Rice model is for long distances (> 10 miles) . Chapter 4 introduces the microcell 
models. The Lee microcell model is introduced in the first part of the chapter. The near
in distance used in microcell prediction is clearly defined based on the equations 
derived in my earlier published books. A lot of empirical data collected from different 
areas, in both domestic and foreign markets, were used to verify the Lee model. 

Chapter 5 introduces the Lee in-building model for both picocell and femtocell. The 
newly defined close-in distance for the indoor environment is derived. Many earlier 
papers regarding the Lee in-building model published by David and me have been 
modified in this book, such as in the case of "same floor" and especially in the case of 
"interfloor," shown in Sec. 5.5.3. In Chap. 6, the integration of the three Lee models is 
described. David has made a software tool to plot a prediction signal strength chart 
covering the three different Lee models. 

In this book, many other prediction models are included with their merits for 
readers to understand besides the Lee models. Also, the integration of the three Lee 
models-macrocell, microcell, and in-building (picocell and femtocell)-is displayed 
and used for future planning of an overall cellular system in a specific area. Users 
should understand that a good prediction model can be accepted if its standard 

XIII 
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deviation of prediction error is within ±8 dB. In small cells, the prediction error should 
be ±5 dB. 

Measuring signal strengths in a large area is costly. Therefore, we may depend on 
many prediction charts on a specified coverage generated roughly by area-to-area 
models . Each chart represents a specified environment. Then the Lee model derives a 
point-to-point model using a terrain map and the antenna effective height to fine-tune 
the signal strength. The point-to-point prediction model is useful when cell size is large. 
When cells become small, measuring signal strength in a small area is considerably 
easier and less expensive; we can collect more empirical data in a particular confined 
area. Thus, the prediction model becomes more accurate based on the empirical data. 

How was the Lee model created? In 1976, engineers at Bell Labs were discussing the 
deployment of a cellular system in an area without doing a massive measurement in 
that area. Then I wrote an internal memorandum about my point-to-point prediction 
based on Okumura et al. 's legendary paper in 1968, which was the first paper to provide 
the ground work for an area-to-area model. At that time, I had to prove to Bell Labs 
engineers that the tool was working. Initially, in 1976, I had requested engineers from 
the Tri-State Telephone Team (which consisted of New York Bell, New Jersey Bell, and 
Connecticut Bell) to assist me because they could provide me with the measured data 
that I wanted in their territory. Also, they had the manpower to generate the coarse 
terrain charts I wanted. First, I had used the commercial 50,000:1 scale topographical 
maps printed by the U.S. Defense Mapping Agency. Each map was roughly 5 by 8 miles 
(8 by 13 km) . The contour lines were in 20-ft increments. To make plotting a terrain 
contour along a mobile path on a map easier, we generated grid maps. Each grid was 
about one-half of a square kilometer. Each map had 18 by 24 grids. The Tri-State 
engineers used an eyeball average of the terrain altitudes in each grid. Each grid had 
one value. Each map had 432 (18 by 24) values, and one in each grid. It was a tedious job. 
After the grid maps were generated, we started to pick the routes in the Tri-State 
territory for getting the measured data. Every planned route on a particular map was 
drawn, crossing the grids where the route laid to make the signal strength measurements 
on that route. The altitudes along the route were plotted according to the eyeball 
average altitudes. Once the transmitter antenna was set up with its known location, 
height, power, and gain, as well as the height and gain of the mobile unit, the Tri-State 
engineers passed information on to me. I was the one to use hand calculations according 
to the eyeball values in the corresponding grids on the terrain contour map to plot the 
predicted signal strength curve along the mobile path and gave that to the Tri-State 
engineers before the measurement. The next day, the Tri-State engineers took the 
measured data on the particular planned route and compared these with my predicted 
values. I never went out and participated in taking measurements. Therefore, it was a 
totally independent process between the measurement and prediction. 

The process went on for more than a year, and the predicted values were very good 
compared with the measured data in general. Not only was my prediction tool good, 
but the eyeball average of altitudes also turned out to be a good method. After more 
than a year of doing hand calculations to predict signal strengths in many different 
Tri-State areas, I was like a computer. At that time, I was young and had a lot of energy, 
and I was not afraid of my colleagues teasing me. 

Finally, Bell Labs decided to use my tool in 1978. The eyeball average proved that 
the coarse grid contour maps were adequate. Then the 1 o by 1 o tape scaling 250,000:1  
was purchased from the Defense Mapping Agency Topographic Center (DMATC) .  
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A software tool was created using the 1 °  by 1 °  tape for inputting the terrain data and 
my prediction tool for system planning. It was called ACE, later renamed ADMS. 
The planning engineers at AT&T and later the Baby Bells were trained to use the tool in 
their cellular markets starting in 1983. On October 30, 1979, Mr. C. S. Phelan, patent 
attorney of Bell Labs, wrote me a letter (printed on page 20 of Lee's Essentials of Wireless 
Communications [McGraw-Hill, 2001 ] )  and acknowledged my contribution from a Bell 
Labs internal memorandum, " A New Mobile Radio Propagation Model," Case 39445-7, 
March 30, 1979, written by me. The use of the terrain contour data maps with the 
effective antenna height gain to predict the signal strength at any known location was 
the invention of my point-to-point prediction model. Bell Labs did not want to patent 
this model but rather wanted to keep it for internal use. 

In 1980, Hata wrote a paper on his area-to-area model and I was one of the reviewers . 
Also, I was the associate editor of IEEE Transactions on Vehicular Technology to accept his 
paper. Later, the Hata model was adopted by CCIR. I am very glad that it became an 
internationally well-known model. Readers may not know that I have been working in 
this field for 50 years. If you are interested in the past, I have many stories to tell and 
most of them are good ones. 

This is my fourth book that has been published by McGraw-Hill. I hope this book 
will provide readers with clear guidelines to further implement the propagation models 
in future 4G or SG systems. 

William C. Y. Lee, Ph.D. 
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1.1 Why Write This Book? 

CHAPTER 1 
Introduction to Modeling 

Mobile Signals in 
Wireless Communications 

Almost 50 years ago, mobile communications research was born at Bell Laboratories;1 
the major task at that time was to focus on understanding the natural phenomenon of a 
mobile signal's propagation along a transmission path. This is similar to diagnosing a 
disease in medicine. Then the treatment process follows. If the diagnosis is accurate, 
then the treatment for the disease will usually be more effective. Therefore, in this book, 
we try to put together diagnostic methods and model the natural phenomenon to give 
the reader an overall view of all the tools that have been used to diagnose signal propa
gation. Afterward, signal strength can be predicted from many different models, which 
are based on the natural phenomenon. 

1.2 Differences Between Free Space Communications and Mobi le 
Communications in  Propagation 

There are three major phenomena created by mobile signals:2 

1 .  Because the mobile unit is always surrounded by human-made structures and 
buildings or is inside the buildings, many multi path waves may be created by 
the reflections of the transmitting signal, causing the resultant strength of the 
signal to be different at different locations. Also, the reflected signals do not 
arrive at the mobile unit simultaneously. Thus, the time delay between the first 
wave and the last wave causes the distortion among the received digital 
symbols. This is called intersymbol interference (lSI) in the data transmission. 

2. Because the mobile unit moves from one location to another location along the 
travel path, the signal strength received at the mobile unit from a radio path at 
each location is different. These variations in signal strength vary along the 
radio paths and are called short-term signal fading. The fading rate can be fast 
or slow, depending on the mobile speed. Also due to the mobile speed, the 
frequency of the signal carrier will be shifted. It can be higher or lower, depending 

1 
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on the direction of the mobile unit traveling toward or away from the transmitting 
antenna of the base station. This is called the Doppler shift. 

3. Due to the mobile unit always moving on the ground, the ground contour affects 
the received signal at the mobile unit and makes the average signal strength vary 
up or down. It is found that the average signal follows the lognormal distribution 
and is called long-term fading. The signal along the radio path will be visualized 
up and down at its mean value of the signal. Besides, the signal propagation 
experiences a huge path loss due to the signal reception in the mobile environment. 
It is a 40-dB-per-decade loss observed from this mobile environment instead of a 
20-dB-per-decade loss observed from free space propagation. 

1.3 Treatment of Mobi le Signals 
1 .  To deal with the multipath (short-term) fading signals, we use diversity 

techniques to reduce the fading: spacing diversity, polarization diversity, 
angle diversity, field component diversity, and so on.3 Sometimes, the spread 
spectrum, such as frequency hopping or CDMA, also reduces the fading.4 

2. For dealing with the lognormal (long-term) fading, we first have to model the 
signal receptions based on different natural environments.4•5 Based on the size 
of the cell, there are three popular models: macrocell, microcell, and in-building 
(picocell) . In each of the model environments, we may encounter different 
man-made structures, such as metropolitan, suburban, rural area, and open 
land. There are different landscapes, such as water surface, foliage, hills, and so 
on. Once we can model those particular environments, signal strength can be 
easily predicted. Second, by using the output from a predicting model working 
in an area of implementing a mobile system, we can engineer our system 
equipment with a desired signal coverage in that area. 

3. Once we understand the signal coverage in an area, we can use many techniques 
to improve the reception of the signal. One very promising technique is MIM0.6 
The techniques of improving signal reception or increasing the spectrum 
efficiency are not covered in this book. However, in Sec . 2 .18 the on-body model 
is applied in the MIMO system. 

1.4 H istory of Developing the Lee ModeF 
In 1974, the first designing stage of the analog system AMTS (Advanced Mobile 
Telephone Service) had already been completed.8 Bell Labs was starting to search for 
ways to implement the AMTS system in the field . At that time, the cost of each cellsite1 
was over U.S. $ 1  million. How many cellsites are needed for an adequate signal-strength 
coverage in a given deployed area? To answer this question, the Lee model was devel
oped. At that time, all the propagation models were area-to-area models. Developing 
a point-to-point model for predicting the signal strength along any mobile traveling 
route in an area was a challenge. The Lee model was created for the point-to-point 
prediction, and its accuracy needed to be verified before determining whether it 
would be accepted. Bell Labs first suggested using printed DMA (Defense Map Agent) 

'The term cellsite was coined by F. H. Blecher at Bell Labs. The cellsite is a base station with many system 
control features. 
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50,000: 1  scale topographic maps. Each map size was roughly 5 x 8 square miles. The 
contour lines were in 20-ft increments . The maps were purchased from local map 
stores in Morristown, New Jersey. The verification project was carried out in a joint 
effort with Bell Labs and the TriState Team (New York Bell, New Jersey Bell, and 
New England Bell) .  First, to make an elevation-grid map from a 5 x 8-sequence-mile 
topographic map, the map was divided into 18 x 24 grids. Each grid is about one-half 
square kilometer. Because several terrain elevation contour lines run through each 
grid, an eyeball average of the terrain elevation lines in each grid representing the 
elevation of that grid was proposed. Then the elevation-grid maps were generated. 
The project team members were responsible for providing the elevation-grid maps in 
their selective geographical area with the measurement data available in such corre
sponding areas. Bell Labs took the elevation-grid maps received from the team mem
bers and applied them to the Lee model, then the predicted signal strengths on 
any particular streets on the maps were obtained. Use of the predicted outcome to 
compare with the measured data showed a good match between the measured and 
predicted data . The eyeball average values turned out to be good enough to be used 
for the Lee model prediction. Nevertheless, the eyeball average process for getting the 
grid maps and the hand calculation of the Lee model were labor intensive. The alter
native was to purchase the 1 o x 1 o map tape of the DMATC (Defense Map Agency 
Topographic Center) . It had 1200 x 1200 data grids. The size of each grid was 3 arc
second x 3 arc-second. The altitude value in each grid was stored in the tape from a 
250,000 : 1  digitized map. Bell Labs took an average of 30 altitudes from the surround
ing 30 grids (5 x 6 grids) to get an average altitude for each grid. Using this average 
altitude at each grid to compare with the value obtained from the eyeball average at the 
same grid, the result was that the differences were very small. Therefore, the average 
altitudes from DMA 1 ox 1 o tape were accepted to make the process less labor intensive. 
Bell Labs programmed the Lee model and stored the DMA tapes into the computer. The 
implementation of the Lee model using computer computation was called ACE 
(Advanced Coverage Estimate) in 1978. The name of ACE has changed to ADMS (Area 
Deployment of Mobile System) . All the Baby Bells deploying their cellular systems in 
1983 were using the ADMS tool . The Lee model9 went through many phases of revision 
at PacTel and AirTouch. The Prediction Tool called Phoenix was based on the Lee model 
and was used internally in all the Pactel and, later, AirTouch markets, both domestic 
and international, such as in Germany, the United Kingdom, Italy, Portugal, Romania, 
Spain, Korea, and Japan. Lee's books2A,s described the model very briefly. In 1985, some 
portion of Ericsson's early internal prediction model used the Lee model. 

There are many commercial prediction tools that also used the Lee modeP-13 In 
2008, the Federal Communications Commission (FCC) and the International Telecom
munication Union (ITU) paid a lot of attention to the Lee model.l4•15 This model has not 
been patented. Therefore, it is worthwhile to be documented in this book. 

1.5 Basic System Operations16 
In every wireless system, an antenna is used to radiate and receive electromagnetic 
energy. The antenna acts as a transducer between the system and free space is referred to 
as the air interface. While a comprehensive treatment of the subject of antennas is beyond 
the scope of this book, it is helpful to understand how they operate and how they can 
affect mobile signal strength. For many types of antennas, we can estimate the gain from 
the physical dimensions (size and shape) or from knowledge of the antenna beam widths. 
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When a mobile unit travels along a street, the mobile signal received can be pre
dicted. This book discusses the tools for predicting the mean signal level within differ
ent areas, such as in rural, suburban, and urban environments, and with many different 
characters, including the details of the terrain, building clutter and the extent of foliage, 
and over the water along the radio path. Some factors are more important than others. 
The prediction is only a statistical estimate, as the measured data can vary about the 
predicted mean as the mobile moves around within a small area. 

The mobile signal is a fading signal. We can separate the fading signal into two parts. 
The first part is that the mean signal level is varied following lognormal statistics with a 
standard deviation, depending on the nature of the local environment. The variation of the 
local mean signal level is called long-term (lognormal) fading. The second part is that, on 
top of the slow variation of the local mean signal, there is a rapid and deep variation 
known as a short-term (or Rayleigh) fading, caused by multipath propagation in the imme
diate vicinity of the mobile. This follows Rayleigh statistics over fairly short distances. 
There are other important characteristics of the signal channel, such as noise and interfer
ence. When a wideband channel is used, issues of frequency-selective fading and lSI arise. 

When a mobile communication system was first deployed in the 1980s, a powerful 
transmitter was used on a high site to cover a large cell with few signal channels. Since 
the natural radio spectrum is limited, we need to balance the requirements of area cov
erage and system capacity during system planning. The AMPS system lowered the 
transmitter power and applied the frequency reuse scheme to effectively increase both 
the area coverage and the system capacity at the same time. The prediction tools can 
help engineers optimize system performance. 

The provision of a wide area coverage will always involve the development of an 
infrastructure of radios and/ or line links to connect a number of base stations via one 
or more control points so that the nearest base station to any mobile can be used to send 
messages to and receive from that mobile. Structuring a national network entirely using 
radio links is clearly complicated and costly. An alternative is to use the public tele
phone network (PTN), which is already available. If the PTN is used as the backbone 
infrastructure to connect the base stations together, then there are many connection 
points between the base stations and the fixed network. Each cellsite (base station) has 
to cover only a small area. This in itself is a major step toward achieving much greater 
frequency reuse in a cellular system with many cellsites . Moreover, in principle, a 
mobile within the coverage area of any cellsite needs to connect itself to the facilities of 
the national and international telephone networks. 

The potential of this deployment strategy was realized from the start, but before 
any systems could be implemented some major issues in the field had to be solved from 
the signal strength prediction tools, and the tools have to be updated continuously as 
new issues arise. 

1.6 Mobi le Radio Signal: Fad ing Signal 

1.6 . 1 Conditions of Mobile Signal Reception 

1 .6. 1 . 1  In a Standsti l l  Condition 
The received mobile signal strength at one location can be strong, but just moving a 
wavelength away from its location, the signal can be very weak. This is because the 
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height of the mobile antenna is close to the ground level, and usually the mobile signal 
cannot be a line-of-sight signal received from the base station. Two or more wave paths 
of a signal would be created by reflection, refraction, or diffraction from the surround
ings and arrive at the mobile receiver antenna at different times. 

The combination of these wave paths generates a resultant signal that can be very 
different from the original transmitted signal in both amplitude and phase while arriv
ing at the mobile. Its received signal is also different from each location every multiple 
of a half wavelength apart on a road. 

1 .6 .1 .2  In a Moving Condition 
When a mobile unit is traveling along a street, climbing a hill, or moving inside a build
ing, the mobile antenna receives a signal, strong and weak, along the path. This is called 
signal fading. Mobile signal fading is hard to handle in mobile communication recep
tion. If we can predict the received mobile statistically (i.e., long-term fading) before the 
system is deployed, then we can plan a highly efficient system in the field. The time 
consumed, the labor, and the cost for deploying a system will be reduced. Otherwise, 
the cut-and-try method in the field has to be used. In addition, the prediction tool also 
helps engineers find reasons that signal strength is unexpectedly high or low. 

1.6. 1.3 Obstruction Condition 
There are two obstruction conditions that the received mobile signal may experience: 

1. Obstructed or nonobstructed by human-made structures or a forest: 
• Nonobstructed by a human-made structure or forest-it is in a LOS 

condition. 
• Obstructed by a human-made structure or forest-it is in a non-line-of-sight 

(NLOS) condition. 
2. Obstructed or nonobstructed by the terrain: 

• Nonobstructed by terrain-it is in a nonshadow region. 
• Obstructed by terrain-it is in a shadow region. 

1 .6 .1 .4  Direct Path and Diffraction Path 
1. Direct path-A radio path is not obstructed by the terrain. There are LOS path 

and NLOS paths. 
2. Diffraction path-A radio path is obstructed by the terrain in a shadow region. 

1.6 .2 Types of Signal Fading 
Different types of fading17 depend on the natural properties of the original transmitted 
signal and related parameters, such as path loss, bandwidth, symbol period, and frequency. 

Various types of scattering and multipath phenomena, which can cause severe sig
nal fading, are attributable to the mobile-radio communications medium and also affect 
mobile-radio fading signals . Two types of fading, long term and short term, compound 
the mobile-radio signal fading as mentioned earlier. 

In short-term fading, the types of fading can be further classified as follows: 

1. Based on the time-delay spread affected in the received signal: 
Flat fading and frequency-selective fading. 
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2. Based on the bandwidth of the signal: 
The fading of the received mobile signal can be reduced dependent on the 
basis of the bandwidth of the signal. The COMA signal has less fading than 
the narrow-band signal. 

3. Based on the mobile speed and the impulse response rate: 
Fast fading and slow fading. 

4. Based on the mobile speed only: 
Flat fading and time-selective fading caused by Doppler spread. 

Before we describe the different types of fading, the attributes of the fading signal 
should be discussed first. 

1.6.3 Attributes of Signal Fading 

1 .6.3. 1 Local Mean 
The signal strength r(t) or r(x), shown in Fig. 1 .6 .3 .1, is the actual received signal level in 
dB. Based on what we know about the cause of signal fading/·17 the received r(t) can be 
artificially separated into two parts by its cause, long-term fading m(t) and short-term 
fading r0(t) when measured in time as 

r(t) = m(t) · r0(t) (1 .6 .3 .1) 

or when measured in distance as 

r(x) = m(x) · r0(x) (1 .6.3 .2) 

where m(t) or m(x) is the long-term fading. 
We know the long-term fading is the average of the fading signal as the dotted curve 

shown in Fig. 1 .6.3.1 .  It is also called a local mean since, along the long-term fading, each 
value corresponds to the mean average of the field strength at each local point. The esti
mated local mean m (x1) at point x1 along x-axis can be expressed mathematically as 

, 1 x,+L 1 x,+L 
m(x1 ) = 2L I r(x) dx = 2L I m(x)r0 (x) dx 

x1-L x1-L 
(1 .6.3.3) 

Assume that m(x1) is the true local mean; then, if we choose the length properly at 
point x1 in Fig. 1 .6 .3 .1, the estimated local and the true local mean should be equal: 

(1 .6.3.4) 
Therefore, let m (x1) approach m(x1) in Eq. (1 .6.3 .3); then, the following relation must 
hold: 

1 x, +L 

2L I r0 (x) dx --7 1 
x1-L 

(1 .6.3.5) 

The length L has been determined after fully understanding the statistical charac
teristics of short-term fading r0(x) . Lee was the first one to study the length of V8 in 1974 
based on the signal received at 800 MHz. From the comparison of the standard devia
tion a of sample mean m (x) with different length L, the length 2L = 40 "A is desirable 
because the standard deviation a reduced to 1 dB at L = 40 "A. If the length 2L is shorter 
than 40 "A, the average output would retain some portion of Rayleigh fading. The length 
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FIGURE 1 .6 .3 .1 A mob i le  rad io  s igna l  fad ing representat ion . (a) A mob i le  s igna l fad i ng .  
(b )  A short-term s igna l fad i ng .  

cannot be greater than 40 'A; otherwise, the excessive length of averaging would smooth 
out the local mean information, which it is not supposed to do. In practice, because at a 
low-frequency transmission the one wavelength is very long in distance, L in the 20 'A to 
40 'A ranges is acceptable. Also, to calculate the local mean from a tape of measured data, 
we have to first digitize the measured data and then be sure that every 50 samples cover 
a length of 40 'A to get an average value of local mean.19 

1 .6.3.2 Time-Delay Spread 
As we know, the direct path is always the shortest path between transmitter and receiver 
if such a path exists. Therefore, any other path is longer than the direct path. Thus, any 
other signal that traveled other than the direct path must use more time to reach the 
receiver. That is how delay happens. The multipath signal(s) will not align with the 
direct signal, and the cumulative signal will be smeared in time. This is called delay 
spread and is illustrated in Fig. 1 .6 .3 .2 . 1 .  

Some metrics are used to represent the multipath delay spread effects o f  a mobile 
radio signal: 

Mean excess (average) delay: a weighted average (first moment) of the power delay 
profile (magnitude squared of the channel impulse response) .  
RMS (root mean square )  delay spread: the RMS value (second moment) of the 
power delay profile, denoted by sf 
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FIGURE 1.6.3. 2 .1 I l l u strat i o n  of the effect of mu lt i path de lay spread on rece ived symbo ls. 
(a) Resu ltant signal with three reflect ions. Delay spread = 4 ).lS , T0 = 5 ).lS, R0 = 200 kbps. No lS I .  
( b )  Resu ltant signa l  with three reflect ions. Delay spread = 4 ).l S ,  T0 = 3 .  73 ).l S ,  R 0  = 2 8 0  kbps. 
lS I  occurs . 

Delay window: the width of middle portion of the power delay profile that contains 
a certain percentage of energy in the profile. 
Delay interval: the length of time between the two farthest separated points of where 
the impulse response drops to a given power level. 

The typical ranges for these parameters are summarized as follows: 

Parameter Urban Suburban 

Mean de lay t ime d 1 . 5-2 . 5  ).lS 0 . 1-2 . 0  ).lS 
Correspond i ng path length 450-750 m 30-600 m 

Maximum delay t ime (-30 dB) 5 . 0-12 .0  ).lS 0.3-7 . 0  ).lS 
Correspond i ng path length 1 . 5-3 . 6  km 0 . 9-2 . 1  km 

Range of de lay spread t., 1 .0-3 . 0  ).lS 0 . 2-2 . 0  ).lS 
Mean de lay spread 
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It is desirable to have the maximum delay spread be small relative to the symbol 
interval T = 5 J..lS (also, the data rate is 1 / T  = 200 kbps) of a digital communication 
signal so that the received signal cannot be affected by the delay spread, as shown in 
Fig. 1 .6.3.2 . 1 (a) .  When the maximum delay spread is greater than the symbol interval, 
lSI occurs, as shown in Fig. 1 .6.3.2 . 1 (b) . A correlated requirement is that the coherence 
bandwidth (which is the function of inversed time-delay spread) be greater than the 
signal bandwidth. Coherence bandwidth is defined as the bandwidth over which the 
channel can be considered flat with linear phase. A flat frequency response with linear 
phase implies no signal distortion. 

1 .6.3.3 Coherence Bandwidth 
Coherence bandwidth is a statistical measurement of the range of frequencies over 
which the channel can be considered invariant, or "flat ." If the signal bandwidth is 
less than the coherence bandwidth, B < B,, then the medium channel is considered nar
rowband or flat (flat fading) . Otherwise, it is called a wideband channel (frequency
selective fading) . Flat fading causes the amplitude of the received signal to vary, but the 
spectrum of the signal remains intact. The use of flat fading is to determine the allow
able outage time under the fading and also to use the Rayleigh probability density 
function (PDF) to determine the required fade margin to meet the requirement. For 
selective fading, some modulations are relatively tolerant of frequency dropouts, 
whereas in other cases an equalizer may be used. 

One definition of coherence bandwidth is that if the amplitude correlation is at 0.5, 
then the coherence bandwidth is approximately2 

1 
Be = 

2nt., 
(1 .6 .3 .3 .1)  

Since an exact relationship between coherence bandwidth and delay spread does 
not exist, Eq. (1 .6.3.3. 1 )  is a reasonable estimate. In general, spectral analysis techniques 
are required to realize the exact impact of a time-varying multipath on a particular 
transmitted signal.2°·21 

1 .6.3.4 Doppler Spread 
The time-dispersive nature of a radio channel can be described by Delay spread and 
coherence bandwidth. Consider a mobile moving at a constant velocity v along a path 
length d between points a and b while it receives signals from a remote source P, as illus
trated in Fig. 1 .6.3.4.1 .  The difference in a path length traveled by a wave from source P 
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FIGURE 1.6.3.4.1 I l l u strat ion of Doppler spread effect . 
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to the mobile at points a and b is t:.l = d cos 8 = vt:.t cos 8 ,  where t:.t is the time required for 
the mobile to travel from a to b and the incident angle 8 of the incoming wave is assumed 
to be the same at points a and b since the source is assumed to be far away. The phase 
change in the received signal due to the difference in path lengths is therefore 

t:.<l> = 2�/':,.l = 2n�t:.t cos 8 (1 .6.3.4. 1 ) 

where A is the wavelength. The apparent change in frequency due to the motion of the 
mobile, or Doppler shift, is given by fd, where 

1 t:.<jl v fd = 2n: -;rr = X ·  cos 8 (1 .6.3.4.2) 

The Doppler shift shown in Eq. (1 .6 .3 .4.2) is a function of the mobile velocity and 
the incident angle between the direction of motion of the mobile and the direction of 
arrival of the wave. lt can be seen from Eq. (1 .6.3.4.2) that if the mobile is moving toward 
the direction of arrival of the wave, the Doppler shift is positive (i.e., the apparent 
received frequency is increased), and if the mobile is moving away from the direction of 
arrival of the wave, the Doppler shift is negative (i.e., the apparent received frequency 
is decreased). Multipath components from a continuous-wave signal that arrive from 
different directions contribute to Doppler spreading of the received signal, thus increas
ing or decreasing the signal bandwidth. 

If the baseband signal bandwidth is much greater than fd, the effects of Doppler 
spread are negligible at the receiver. This is a slow-fading channel. 

1 .6.3.5 Coherence Time 
Coherence time is the time duration over which two received signals have a strong 
amplitude correlation in a Rayleigh fading environment. The coherence time and max
imum Doppler spread are inversely proportional to each other. That is, 

(1 .6 .3 .5 .1) 

Coherence time Tc is used to characterize the time-varying nature of the frequency dis
persiveness of the channel in the time domain. When the reciprocal bandwidth of the 
baseband signal (e.g., symbol interval) is greater than the coherence time of the channel, 
the channel will vary in time during the transmission of the signal, and distortion at the 
receiver occurs. If the coherence time is defined as the time over which the amplitude 
correlation coefficient is equal or greater than 0.5, then the coherence time is found as22 

9 Tc = 16n;f = 0 .179/j"' 
1m  

(1 .6 .3.5 .2) 

where !," = v/'A, which is the maximum Doppler shift. Equation (1 .6 .3.5.2) is used in 
analog communication. In digital communications, the coherent time is taking a square 
root of multiplication of Eqs. (1 .6.3.5 .1 )  and (1 .6.3.5.2) . That is, 

T - � 9 - 0.423 c - 16 .f2 - f (1 .6.3.5 .3) 
TC; "' J "'  

Comparing Eq. (1 .6.3.5 .3) with Eq. (1 .6 .3 .5 .2), the coherence time for digital communica
tions is longer than that for analog communication because of the nature of code 
sequences. 
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We may calculate their coherence time T c when two signals are arriving at different 
times. For example, for a vehicle traveling 60 mph at an 800-MHz carrier, the value of 
Tc = 2.5 ms for the analog communication is found from Eq. (1 .6.3.5.2) . This means that 
when the symbol rate is greater than ; = 400 bps, the channel will not cause distortion c 
due to the motion. In a digital transmission system, the coherence time Tc = 7.6 ms is 

found from Eq. (1 .6 .3.5 .3) . The symbol rate ..;- must exceed 132 bps in order to avoid 
distortion due to frequency dispersion. c 

The two signals are arriving within the coherence time, but distortion could still 
occurs due to multipath delay spread if it exceeds symbol duration T,. 
1.6 .4 Flat Fading 
When the mobile radio transmission medium, sometimes called radio channel, has a 
constant gain and linear phase response over a bandwidth Bw which is greater than the 
bandwidth of the transmitted signal B,, BH > B,, shown in Fig. 1 .6 .4.1, then the spectral 
characteristics of the transmitted signal are conserved at the received end. It is called 
flat fading in a multipath radio channel. However, the strength of the received signal 
varies with time due to the fluctuation from the natural causes. The characteristics of a 
flat fading channel are illustrated in Fig. 1 .6.4.1, where T0 is the arrival time. 

Figure 1 .6.4. 1 shows that the received signal r(t) varies in gain, but the spectrum of 
the transmission is conserved. In a flat fading channel, the time-delay spread is less than 
the symbol interval, as shown in Fig. 1 . 6 .3.2 . 1 (a) .  The channel impulse response h(t), 
which is from a single delta function 8 (T) sending at the transmitter, has a bandwidth 
BH greater than the bandwidth of the signal B,. Flat fading channels are also known as 
narrowband channels since the bandwidth of the signal is narrow compared to the 
channel impulse response bandwidth of flat fading. The distribution of the instanta
neous signal envelope variation of flat fading channels is the Rayleigh distribution. The 
Rayleigh distribution will be introduced later. 

When a transmitted signal suffers a flat fading, its spectral characteristics are con
served if both 
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FIGURE 1.6.4.1 Channe l  characteristics of flat fad i ng. 

(1 .6.4 .1) 
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and 

(1 .6.4.2) 

where B5 is the bandwidth of the transmitted signal, T5 is the symbol interval (e.g., recip
rocal bandwidth), and L1, and BH are the delay spread and the bandwidth of the fading 
channel, respectively. 

1.6.5 Signal Fading Caused by Time-Delay Spread: Frequency-Selective Fading 
Basically, based on multipath time-delay spread, the fading could be divided into two 
groups: flat fading and frequency-selective fading. Frequency-selective fading is when 
the coherence bandwidth of the channel is larger than the bandwidth of the signal. 
Coherence bandwidth is defined as within such a bandwidth if the signal is frequency 
insensitive with a linear phase, as mentioned previously. If the coherence bandwidth of 
the channel is smaller than the bandwidth of the signal, it is called flat fading. In this 
case, the same magnitude fading would happen to all signals with different frequency 
components. 

Frequency-selective fading is called such when two signals with different frequen
cies received, after having gone through a radio channel, have different fading character
istics. The condition of creating frequency-selective fading is different from that of flat 
fading. When the bandwidth of a received signal is greater than the bandwidth of a radio 
channel in which a constant gain and linear phase response are preserved, then the 
received signal is spread in time and is distorted; thus, its fading characteristics change 
and differ from flat fading. The distorted signal causes the time dispersion of its trans
mitted symbols and introduces the lSI. To avoid lSI, the symbol rate has to be calculated 
so that the symbol interval is longer than the delay spread, as shown in Fig. 1 .6.3.2. 1 (a) . 
The characteristics of a frequency-selective fading channel is depicted in Fig. 1 .6.5. 1 .  

For frequency-selective fading, when the symbol interval o f  the transmitted signal 
is greater than the time-delay spread, the spectrum S(f) of the signal has a bandwidth 
B,, which is greater than the coherence bandwidth Be of the channel, B5 > Be 

Frequency-selective fading channels are wideband channels since B5 > Be In sum
mary, a transmitted signal is suffering in a frequency selective fading if 

(1 .6 .5 .1) 
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FIGURE 1.6.5.1 Character istics of frequency-selective fad ing channe l .  
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and 
(1 .6 .5 .2) 

For a conservative guideline, we may set T5 < 0.1 11, to be the condition of having a 
frequency-selective fading. In some types of modulation, T5 of the signal can be larger 
than 0 .1 11, before causing the frequency-selective fading. 

1 .6 .6 Fading Signal Caused by Doppler Spread 
Based on Doppler spread, fading can be divided into two categories: fast fading and 
slow fading. Fast fading and slow fading are classified based on how rapidly the trans
mitted baseband signal changes compared to the rate of the channel impulse response 
changes. If the former is at a rate much slower than the latter, the channel may be 
assumed to be a fast-fading channel. Otherwise, it is assumed to be a slow-fading 
channel. Therefore, the velocity of the mobile unit causes a baseband signal through the 
channel at the terminal faded. The velocity determines whether a signal undergoes fast 
fading or slow fading. 

1.6.6. 1 Fast Fading 
When the coherence time (Tc) of the channel is smaller than the symbol interval (T5) of 
the transmitted signal, a fast fading channel is formed. In a fast-fading channel, the 
frequency is dispersed due to Doppler spreading. Therefore, the fast-fading channel is 
also called the time-selective fading channel . A transmitted signal suffers fast fading 
if 

(1 .6.6. 1 . 1 )  
and 

(1 .6 .6 .1 .2) 

where R5 is the data rate of the signal. When Eq. (1 .6 .6 .1 .2) is met, the random FM noise 
occurs, and the signal is distorted.23 As we can see from Eq. (1 .6 .6 .1 .2), it is rare to use a 
very low data rate that is less than the Doppler frequency. Therefore, the fast-fading 
case is not of interest here. 

1 .6.6.2 Slow Fading 
In a slow-fading channel, the coherence time is much longer than the symbol interval of 
the signal s(t) ,  and the data rate of the signal is much faster than the Doppler spread 
frequency, as shown below. Therefore, the condition of slow fading is 

(1 .6.6.2 .1 )  

and 

(1 .6.6.2.2) 

In this case, no random FM noise can distort the signal/1 and the channel is consid
ered static over the time of transmission. The velocity of the mobile unit, the carrier 
frequency, and the signal symbol rates are the three factors that determine whether a 
signal suffers fast fading. In general, we are always dealing with the slow-fading case. 

Therefore, in general, flat fading and frequency-selective fading are the slow fading 
also in the category of the short-term fading signal. The short-term fading signal is not 
used to predict the propagation path loss models, as will be mentioned in the next section. 
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1.6 .  7 Short-Term and Long-Term Fading Signal 
Short-term fading, or simply fading, is used to describe the rapid fluctuation of the 
amplitude of a radio signal over a short period of time or travel distance. Long-term 
fading is obtained by averaging a long piece of a short-term fading signal. Short-term 
fading is usually observed from the measurement data caused by multipath waves in 
the field, while long-term fading smoothes out the real-time signal variation in the 
short-term fading and preserves the slow variation of the fading caused by the contours 
of terrain, hills, forests, and buildings. Therefore, the long-term fading data are created 
from the short-term fading data by averaging them to achieve a local mean.18 The statis
tics of long-term fading provides a way to compute an estimate of the path loss as a 
function of distance and other factors. 

1. 7 Co-Channel Interference Created from the Frequency Reuse Scheme 
The frequency reuse concept was first proposed by Doug Ring at Bell Labs in 1957.8 Lee 
has shown the implementation of frequency reuse/4 which serves as a guideline for 
designing cellular systems. Lee has also concluded in general that the frequency reuse 
factor K has to be 7 for a requirement of C I I =  18 dB when the path loss exponent y = 4. 
In this section, a simulator is introduced for further studying the relationship between 
frequency reuse factor K and the path loss exponent y. Theoretically, y = 40 dB per 
decade. However, this path loss exponent value y varies due to different human-made 
environments. The frequency reuse can generate many tiers of co-channel cells. For K =  3, 
the first tier has six co-channel interfering cells, and the second tier has 12 co-channel 
interfering cells. For K = 7, the first tier has six co-channel interfering cells, and the 
second tier also has 12 co-channel interfering cells. Sectorization is way to reduce co
channel interference. The system may need to first calculate the tolerable co-channel 
interfence that the system can allow then decide what frequency reuse factor number 
should be used. From what we can obtain from the prediction tool, the optimized 
frequency reuse factor varies with path loss exponent as well as with sectorization. 
The tool also can calculate the relative distribution of the co-channel interference 
from the first and higher tiers. The effect of power control on C I I can also be obtained 
from the prediction tool. 

1. 7 . 1  Basic Concepts24 
Frequency reuse is the core concept of the cellular mobile radio system. In a frequency 
reuse system, users in different cells may simultaneously use the same frequency 
channel. Thus, the system increases capacity and improves spectrum efficiency. 

Frequency reuse factor K defines the frequency reuse pattern (may not be unique) .  
I t  i s  the number of  cells in a frequency reuse cluster. The frequency reuse patterns for 
K = 4, 7 are shown in Fig. 1 .7.1 . 1 .  

The frequency reuse distance D i s  the minimum distance between two cells that use 
the same frequency, that is, the co-channel cells . It can be determined from 

D = .J3K · R  (1 .7. 1 . 1 )  

where R i s  the radius of the cell. Reuse of an identical frequency channel in different 
cells will create co-channel interference that has to be eliminated with various tech
niques. Otherwise, it can become a major problem. The co-channel interference can be 
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(a) K = 4 

FIGURE 1.7.1 .1 Frequency reuse patterns. 

(b) K = 7 

reduced by increasing the distance D, which is increasing the value K. The co-channel 
interference depends on many other factors, such as the number of co-channel cells in 
the vicinity of the center cell, the type of geographic terrain contour, and antenna height. 
The prediction tool should take care of this issue. In this section, we focus mainly on the 
effect of sectorization and the path loss exponent, which characterizes the geographical 
terrain. 

According to the general propagation path loss formula, the received power at 
distance d from the transmitting antenna can be written as 

P(d) = P0 • d-r (1 .7 .1 .2) 

where y is the path loss exponent. The received power can be represented as a signal 
carrier or an interference. Thus, we can write the carrier to interference ratio C I I as follows: 

c 
T 

p . R-Y R-Y 0 - -..,----� z I - � z o-r 
L..k=l k L..k=l k 

(1 .7.1 .3) 

where Dk is the distance from the kth co-channel interferer to the receiver in the center 
cell and Z is the total number of interference co-channel cells. We can see from 
Eq. (1 .7. 1 .3) that the C/I ratio depends on the number of interfering cells Z and the path 
loss exponent y. 

The interference from the first tier is the most dominant, and we will verify this 
later. If we consider only the contribution from the first tier, then Z1 = 6. Since Dk is 
not much different from frequency reuse distance D in the first tier, we let Dk = D. 
Equation ( 1 . 7. 1 .3) then becomes 

(1 .7 .1 .4) 

In an urban area, y = 4, and the C/I requirement for analog communication is 18 db, 
which converts to a linear value of 63. Then we have our reuse factor:2 

K = � · �6(�) = � · �6 · 63 = 6.5 "' 7 (1 .7.1 .5) 

This gives a seven-cell reuse pattern for an urban area. 
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We also studied the case with more than one interfering tier and created an interfer
ence ratio of Ik of kth tier to I1 of the first interfering tier, �k for k =  2, 3, 4. The center cell 

1 
of the first-tier co-channel cells is the same center cell of the second- and third-tier co-
channel cells. Thus, starting from Eq. (1 .7 .1 .3), the C/I of the center cell from only the 
first-tier co-channel interfering cells for the frequency reuse factor K = 7 (i.e., a total 
bandwidth will be divided evenly in a cluster of seven cells) is 

(1 .7 .1 .6) 

where Z1 is the number of co-channel interfering cells in the first tier. From Eq. (1 .7.1 . 1 ), 

D/R = .J3K = 4.7 for K =  7 

The distance Dk from kth-tier co-channel interfering cell to the center cell is 

Dk = k · D1 
and Zk is the number of total co-channel interfering cells at the kth tier: 

zk = k .  Z1 
Then the co-channel interference for the kth-tier co-channel cells is 

C/Ik = Zk (DJR)4 = k Z1 (k D/R)4 

Thus, IJI1 can be found from Eqs. (1 .7. 1 . 6) and (1 .7. 1 . 10) as 

IJI1 = k-5 

(1 .7. 1 .7) 

(1 .7. 1 .8) 

(1 .7. 1 .9) 

(1 .7. 1 . 10) 

(1 .7. 1 . 11 ) 
Iz T = 2-5 = 0.0312 = -15 dB 1 (interference by the second tier) 

I3 T = 3-5 = 0.004115 = -24 dB 1 (interference by the third tier) 

The total interference (first tier and second tier) versus the first-tier interference is 

(I1 + I2) /I1 = 1 + 0.0312 = 1 .0312 = 0.133 dB (1 .7. 1 . 12) 

The total interference (first and second and third tier) versus the first-tier interference is 

(I1 + I2 + I) /I1 = 1 + 0.0312 + 0.004115 = 1 .0353 = 0 .15 dB (1 .7. 1 . 13) 

From the results from Eqs. (1 .7.1 . 12) and (1 .7. 1 . 13), we can conclude that the co-channel 
interference caused by the second and third tiers is very small and can be neglected. 

As frequency reuse factor K increases, the frequency reuse distance D increases, and 
the interference is reduced. The cell size becomes insignificant larger compared with 
the reuse distance D for large K. Then we can approximate each cell by its center. Usu
ally, the ratio of interference caused by the second tier and the first tier is the largest. 

One way to reduce co-channel interference is to divide the cell into sectors and a use 
directional antenna in each sector, as shown in Fig. 1 .7.1 .2. A directional antenna pro
vides a very low gain in the back lobe and will interfere with the cells only in the front 
(shown in Fig. 1 .7.1 .2) . Thus, the interference caused by the co-channel cells to the cen
ter cell will be reduced by more than one-half. 
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FIGURE 1.7.1 .2 Ce l l  sectorization .  

In this section, we will study the effect of sectorization and the path loss exponent 
on the C/I ratio and the frequency reuse factor K. The C/I received from both the for
ward and the reverse link are calculated. The impact of power control on C/I is also 
studied. 

1 .  7.2 Simu lation Model 
The simulator supports a general propagation model with different path loss expo
nents. Ideal hexagonal cells are used. Multiple sectors, such as three sectors, Lee's 
microcell,ZS-27 and six sectors, with the antenna used in each sector, can be specified by 
the user. A real antenna pattern is used in the simulation (Fig. 1 .  7.2 .1 ) .  Every cell or sec
tor has the same parameters (ERP, antenna pattern, and so on) except for the antenna 
direction. Each cell or sector has one mobile, and that mobile is distributed randomly in 
the cell or sector with a probability density 1 /  A, where A is the area of cell or sector. All 
mobiles have the same ERP when transmitting with omnidirectional antennas if power 
control is absent. Each cell or sector uses the same kind of antenna for transmission and 
reception. Only the first interfering tier is used to calculate the C!I ratio, although our 
simulator is capable of doing multiple interfering tiers. The contribution of higher tiers 
is compared with the first tier to show that they are negligible. 
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FIGURE 1.7.2 .1 Antenna patterns used for s imu lation-omn i  and three and s ix sectors. 

Our simulator is run in both forward and reverse link for different path loss expo
nents (y = 2, 2.5, 3, 3.5, 4), different sectorization schemes (three sectors, Lee's micro
cell/5 and six sectors), and different frequency reuse factors (K = 3, 4, 7, 12) . Different 
real antennas are used in different sectorization schemes (shown in Fig. 1 .7.2. 1 ) .  The 
impact of power control in the reverse direction is also studied. 

1 .  7 .3 Simu lation Result 
The rule of thumb is that C!I at the center cell improves as the path loss exponent or 
number of sectors increases. Also, the reverse link C/I ratio increases with the power 
control added. This property has been known for a long time, but our simulation results 
provide the exact data on the improvement of the system performance for the first time. 

For y = 4, we can see from Fig. 1 .7.3 . 1  that we need K = 7 to provide a coverage of 
99 percent or more area in order to satisfy the criterion C/I > 18 db. This verifies Lee's 
theory.25 Also, we find that for a three-sector cell, Lee's microcell, and a six-sector cell, 
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FIGURE 1.7.3 .1 The satisfact ion percentage of coverage (for C/1 = 18 dB) versus K, forward l i n k  
without power contro l .  

we need only K = 4 for providing a coverage of 100 percent satisfaction. I f  we lower 
the C/I requirement, say, a coverage of 94 percent satisfaction, then we can even have 
K = 3. This tells us that for a reasonable satisfaction of coverage, we can have K = 3 
(or even lower) for using a sectorized cell. 

For considering a reverse link, we studied the cases with and without power con
trol. The use of power control essentially improves the C/ I ratio at the cell boundary of 
the center cell, where the C/ I ratio is the worst. So we can see a significant improvement 
of the C/I in the cell. Also, because of the power control, the C/I ratio is the same at the 
base regardless of where the mobile is in the cell. This is the reason that we indicate only 
0 percent or 100 percent coverage, as shown in Fig. 1 .7.3.2. In order to have 100 percent 
coverage, the omni-cell system needs K = 4 and others need only K = 3, as depicted in 
Fig. 1 .7.3.2. 

Figure 1 .7.3.3 is the satisfaction percentage of coverage versus K due to the reverse 
link transmission without power control . Comparing Fig. 1 .7.3.2 with Fig. 1 . 7.3.3, one 
can find that for an omni-cell system, the coverage satisfaction percentage of 68 percent 
in Fig. 1 .2 .3 .3 becomes of 100 percent in a three-sector cell system in Fig. 1 . 7.3 .2 for 
K = 4 and C/I = 18 dB. 

Another interesting thing we found is that the coverage satisfaction percentage is 
basically the same for both the forward and the reverse link without power control 
(comparing Figs. 1 .7.3 .1 and 1 .7.3.3) . Thus, the analysis used for the forward link should 
be applied for the reverse link. 

The co-channel interference is unchanged at a mobile in a cell on a reverse link. 
However, for calculating the forward link, the co-channel interference varies, depend
ing on the location of the mobile in the cell. We take the location with the worst interfer-
ence in calculating i2 and shown in Fig. 1 . 7.3.4. 

I 
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On a reverse link without power control, the worst interference positions for Lee's 
microcell system with omni-antennas are at the vertex of the hexagon. For three-sector 
cells and six-sector cells, they are at the center of the cell. The ratio of �2 for the omni
cells with path loss y =  4 is shown in Fig. 1 .7.3.5. The �2 ratio for the th�ee-sector cells 

with y=  4 is shown in Fig. 1 .7.3.6. The �2 ratio remains al�ost the same regardless of the 1 
difference of frequency reuse factors and sectorized or unsectorized cells, as shown in 
these two figures. 
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FIGURE 1.7.3.5 Reverse l ink without power control path loss exponent y = 4,  omn i-antenna .  
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A simulator was built to give an exact C/I analysis. From this analysis, we can see 
that the coverage satisfaction percentage for a given C/ I varies with frequency reuse 
factor K and path loss exponent y. This is an important characteristic in designing a 
cellular system. Specifically, for a coverage satisfaction percentage of 94 percent, we 
need K = 3 only if a sectorized-cell system is used. Also, we can see that the first interfer
ing tier contributes the most to interference. We also give a conservative approximation 
of the interference ratio ik for k =  2 and 3 (second and third tiers), one from a mathemat-1 
ical calculation and another from the simulation with uniformly distributed mobiles in 
the reverse link. We find that power control in the reverse link can improve C/I ratio 
satisfaction up to 45 percent. 

1.8 Propagation Fad ing Models 

1.8. 1 Rayleigh Fading Model-Short-Term Fading Model 
All statistical characteristics that are not functions of time are called "first-order 
statistics." For example, the average power, mean value, standard deviation, pdf, and 
cumulative probability distribution are all first-order statistics. 

1.8. 1 . 1  The C D F  o f  r.(t) from a n  E Field Signal 
Assume that the E field of the signal s(t) has two components, real and imaginary 
E = X1 + jY 1, and X1 and Y 1 are Gaussian with zero mean and variance one. Then the 
envelope of the signal is 

(1 .8 . 1 . 1 )  
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The pdf of r(t) can be expressed as4 

r ( r2 ) 
p(r) = cr2 exp - 2crz (1 .8 . 1 .2) 

and the cdf of r(t), the probability that r is less than level A, is 

(1 .8 . 1 .3) 

where the mean square of r is 
(1 .8 . 1 .4) 

It is also called average power, and .fi cr is called RMS. Letting A = .fi cr in Eq. (1 .8 .1 .3), 
we find that 

p(r :::; .fi cr) = 63% (1 .8 .1 .5) 

This means that 63 percent of the signal is equal or below average power (also equal or 
below its RMS) . The function of Eq. (1 .8 . 1 .3) is plotted on Rayleigh paper, as shown in 
Fig. 1 .8 . 1 . 1 .  

The mean value of r is 
= = r2 ( r2 ) /n E[r] = [rp(r) dr = [ (Y2 exp - 2cr2 dr = V2:cr 

1.8.2 Log-Normal Fading Model-Long-Term Fading Model 

(1 .8 .1 .6) 

A lognormal distribution is used for studying a long-term fading. It is a continuous 
probability distribution of a random variable x whose logarithm is normally distributed 
in probability theory. This model is used to quantify the distribution of multiple reflec
tions and diffractions rays between a transmitter and a receiver. The lognormal PDF 
can be given as 

p(x) =  1 exp {_ [ln(x)�mF } 
x-J2rccr2 2cr (1 .8 .2 .1) 

where m is the median value and cr is the standard deviation of the corresponding 
normal distribution. From the measurement data, we take the local mean average (see 
Sec 1 .6 .3 .1) to average out the short-term fading; the remaining data are called long
term fading, which follows the lognormal fading model shown in Eq. (1 .8 .2 . 1 ) .  All the 
prediction models are predicting the long-term fading signal. The long-term fading 
signal is obtained from averaging the sampled data . 19 Therefore, the true long-term 
fading signal has to be treated very carefully, as described in the next section. 
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FIGURE 1 .8 .1 .1 Statist ica l properties of a Rayle igh-fad i ng signa l .  

1.8.3 Estimating Unbiased Average Noise Level 
Usually, the sampled noise in a mobile environment contains high-level impulses 
that are generated by the ignition noise of the gasoline engine.28•29 Although the 
level of these impulses is high, the pulse width of each impulse generally is very 
narrow (see Fig. 1 .8 .3 . 1 ) .  As a result, the energy contained in each impulse is very 
small and should not have any noticeable effect on changing the average power in 
a 0 .5-s interval. 

However, in a normal situation, averaging a sampled noise is done by adding 
up the power values of all samples, including the impulse samples, and dividing 
the sum by the number of samples. This is called the conventionally averaged noise 
power and is denoted nc. 
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1 .0  

In this case, these impulse samples dominate the average noise calculation and 
result in a mean value that is not representative of the actual noise power. Use of this 
value affects the design requirements of the system (signaling and voice). Hence, before 
the following new technique was introduced, it was not known why there was no cor
relation between BER and the signal-to-noise ratio measured in certain geographic 
areas. In a new statistical method, the average noise is estimated by excluding the noise 
impulses while retaining other forms of interference. This technique is compatible with 
real-time processing constraints. 

1.8.3 . 1  Description o f  the Method30·31 
A counter in the mobile unit counts the instantaneous noise measurements that fall 
below a preset threshold level X, and sends a message containing the number of counts 
n to the database for recording. From the database data, we can calculate the percentage 
of noise samples \ below the present level X,, 

(1 .8 .3 .1) 

where in our case N is the total number of samples. Once we know the percentage 
of noise samples below level X,, we can obtain the average "noise" X0 exclusive of 
the noise spikes from the Rayleigh model. Furthermore, the level X, can be appro
priately selected for both noise and signal measurements because both band
limited noise and mobile radio fading follow the same Rayleigh statistics. 

1.8.3.2 Estimating the Average Noise X0 
For a Rayleigh distribution (band-limited noise), the average noise power should be 
exclusive of the noise spikes; X0 can be obtained from 

(1 .8 .3.2) 
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This technique can be illustrated graphically using Rayleigh paper. Since P(x; :<;; X, ) 
is known for a given X,, we can find a point P, on the paper, as  illustrated in 
Fig. 1 .8 .3 .2 .  Through that point, we draw a line parallel to the slope of the Rayleigh 
curve and meet the line of P = 63%, which is the average power lever (see 
Eq. ( 1 . 8 . 1 .5 ) ) .  This crossing point corresponds to the X0 level (unbiased average 
power in decibels over 1 m W, dBm) . 

Example 1.8.3 .1  If a total number of samples is 256 and 38 samples are below a level -119 dBm, then 
the percentage is 

;5
8
6 = 15% 

Draw a line at 15 percent and meet at Q on the Rayleigh curve. Assume that the X, is -119 dBm. 
The X0 is the average power because 63 percent of the sample is below that level. Then 

X0 = X, + 4  dB = -119 + 4 =  -115 dBm 
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Example 1.8.3.2 The total number of samples is 256. Three noise spikes are 20 dB above the normal 
average. Find the errors, using the following two methods. Compare the results. 
Use geometric average method. Let the power value of each sample (of 253 samples) after normalization 
be 1; that is, the average is 1. Then the measured average of 256 samples, including three spikes, is 

"" 253 "" ' L.., X; + 100 L.., X; 
N0 = Measured average = 1 256 1 2.16 (assume x ;  = 1)  

Statistical average method 

= 3.3 dB above the true average 

63% of samples = 256 x 0.63 = 161 samples 

This means that 161 samples should be under the average power level. Now three noise spikes added 
to the 161 samples increases the number of samples to 164: 

;� = 64% 

The power levels at 63 and 64 percent show almost no change. Typical data averaging using the 
geometric and statistical average methods is illustrated in Fig. 1 .8 .3 .3 .  The corrected value is 
approximately -118 to -119 dBm based on the statistical average. The geometric average method 
biases the average value and causes an unacceptable error, as shown in the figure. 

1.8.4 Rician Distribution 
The Rician fading model is a stochastic model made by S. 0. Rice for studying radio 
propagation when the signal arrives at the receiver by several different paths and 
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FIGURE 1.8.3.3 An i l l ustrat ion of compar ison of N0 with X0 . 
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at least one of the paths is dominant and can be treated as a nonfading signal component 
under an LOS propagation condition. At the reception, the envelope of the signal is 
affected by adding a de component to the random multipath. 

The Rician distribution's pdf can be given by 

-e 2cr' I -l r _(r'+A' J (Ar) 
p(r) = 0'2 

0 
o 0'2 for (A ;:o: 0, r ;:o: 0) 

for (r < 0) 
(1 .8 .4 .1) 

The parameter A denotes the de amplitude of the dominant signal, and l0 (*) is the 
modified Bessel function of the first kind and zero order. The Rician distribution is often 
described in terms of a parameter a: 

A2 
a( dB) = 10 log 20'2 dB (1 .8 .4.2) 

a is the ratio of the deterministic signal power and the average power of the multipath 
signal. 

When the dominant signal A becomes weak, as seen from Eq. (1 .8.4.1), the composite 
signal starts to resemble a noise signal. When the dominant signal fades away, the 
Rician distribution degenerates to a Rayleigh distribution, as shown in Eq. (1 .8 .1 .2) . 

1.9 Three Basic Propagation Mechanisms32 

Three basic mechanisms affect radio signal propagation. They are reflection, diffraction, 
and scattering. When a signal encounters an obstacle, which mechanism occur, depends 
on the size of obstacle. If the obstacle is very large compared to the wavelength, reflec
tion will occur, such as a radio wave impinging on something, such as the earth's sur
face or walls. At the place where the obstruction has occurred, the radio wave could 
bend or propagate around the obstacle; this is diffraction. But if the obstacle is small 
compared to the wavelength, scattering will occur. 

1 .9 . 1  Reflection 

1.9 . 1 . 1  Introduction and Principles 
The specular reflections from a smooth surface conform to Snell's law, which states that 
the product of the refraction index N1 and the cosine of the grazing angle (cos 81 ) 
is constant along the path of a given ray of energy. This relationship is illustrated in 
Fig. 1 .9 . 1 . 1 . 1 ,32 Since N1 is always the same for both incident and reflected waves, it 
follows that the incident and reflected wave angles are also the same. 

1 .9 . 1 . 1 . 1  Reflection Coefficient The ratio of the incident wave to its associated 
reflected wave is called the reflection coefficient. The generalized Fresnel formulas for 
horizontally and vertically polarized radio waves can be used to determine the power 
and boundary relationships of transmitted, incident, and reflected radio waves con
forming to Snell's law. These relationships are shown in Fig. 1 .9 . 1 . 1 .2.29 By disregarding 
that part of the transmitted wave that is transmitted into the ground, the formulas can 
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N1 cos 9 = constant 

FIGURE 1.9 .1.1.1 Smooth-su rface reflect ions . 

H, 

(a) 

Reflection 
coefficient a1 

(b) 

FIGURE 1.9.1.1.2 Wave re lationsh ips for horizonta l ly and vertica l ly pola rized rad io waves: (a) perpend icu lar 
(horizonta l )  po larization (may resu lt from bu i l d i ng reflect ion) and (b) para l l e l  (vertica l )  pola rizat ion (may 
resu lt from ground reflect ion) .  

be applied, in terms of the incident and reflected waves, to calculate the reflection 
coefficient: 

(horizontal) (1 . 9 . 1 . 1 . 1 )  

(vertical) (1 .9 . 1 . 1 .2) 

where 

Ec = E, - j60dA ( 1 .9 . 1 . 1 .3) 
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where the permittivity E, is the principal component of the dielectric constant £,, <J is the 
conductivity of the dielectric medium in Siemens per meter, and ')... is the wavelength. 

Some typical values of permittivity and conductivity for various common types of 
media are shown in the following table: 

Medium Permittivity e, Conductivity cr, sjm 

Copper 1 5 .8  X 107 

Seawater 80 4 

Rura l  ground (Oh io ) 14 1Q-2 

U rban ground 3 10-4 

Fresh water 80 1Q-3 

Turf with short ,  d ry grass 3 5 X 10-2 

Turf with short ,  wet grass 6 1 X 1Q-i 

Bare ,  d ry, sandy loam 2 3 X 10-2 

Bare ,  sandy loam satu rated with water 24 6 X 10-
1 

For ground reflections in a mobile radio environment, the permittivity £, of the 
dielectric constant £, is always large, and the angle 81 is always much less than 1 rad for 
the incident and reflected waves . When the incident wave is vertically polarized, then 
Eq. (1 .9 . 1 . 1 .2) can be applied, as illustrated in Fig. 1 .9 . 1 . 1 .2(b), with the result that 

(1 .9 . 1 . 1 .4) 

When the incident wave E; is horizontally polarized, then Eq. (1 .9 . 1 . 1 . 1 )  can be 
applied, as illustrated in Fig. 1 .9 . 1 . 1 .2(a), with the result that 

(1 .  9 . 1 . 1 .5) 

In both of these cases, the actual value of the dielectric constant £, does not have 
a significant effect on the resultant values of av and a, . It should be noted that 
Eqs. ( 1 .9 . 1 . 1 .4) and ( 1 .9 . 1 . 1 .5)  are valid only for smooth terrain conditions, where 
81 << 1 .  

In the analysis of reflections from highly conductive surfaces of buildings and struc
tures, the imaginary part of the dielectric constant £, is very large, and the following are 
true: 

and 

av "' -1 

av "' 1  

a, "' -1 

8 very small 

8 close to (2n + 1) n/2 

either 8 very small or £, very large 

(1 .9 . 1 . 1 .6) 

( 1 .  9 . 1 . 1 .  7) 

Again, as in Eqs. (1 .9 .1 . 1 .4) and (1 .9 . 1 . 1 .5), the actual value of the dielectric constant 
£, does not affect the resultant values of av and a, in Eqs. ( 1 .9 . 1 . 1 .6) and (1 .9 . 1 . 1 .7) .  

When the incident wave E; i s  vertically polarized (but horizontally with respect to 
the building walls) and the reflected wave is from a highly conductive surface, as in 
Fig. 1 .9 . 1 . 1 .2(a), then the reflection coefficient a, is always approximately equal to -1,  as 
shown in Eq. (1 .9 . 1 . 1 .7) .  
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FIGURE 1 .9 .1.1.3 Reflect ions typ ica l ly found i n  an idea l  mob i le  rad io  envi ronment . 

Figure 1 .9 . 1 . 1 .329 illustrates a hypothetical situation that is typical of an ideal mobile 
radio environment. The surface of the terrain is smooth, and only one highly conduc
tive building is reflecting the transmitted wave. 

The received signal at the mobile unit can be calculated from the stationary proper
ties of the energy rays by using Fermat's principle and by applying Snell's law: 

where t1d1 and t1d2 are the propagation-path differences, defined as 

t1dl = dl - d  

t1d2 "" d2 - d  

In reality, the incident angle e is very small for the ground-reflected wave. 
It is also proper to rewrite Eq. (1 .9 . 1 . 1 .8) in terms of time delay: 

where 

and where v, is a constant equal to the speed of light. 

1 .9 .1 .2  Brewster Angle 

( 1 .  9 . 1 . 1 .8) 

(1 . 9 . 1 . 1 .  9) 

Basically, the Brewster angle is an angle at which no reflection occurs from the surface 
of the medium. In other words, it is the angle where the reflection coefficient R = 0, and 
the mathematical expression is given as 

(1 .9 .1 .2 .1) 

where � is the Brewster angle and £1 and £2 are the permittivity of the first and second 
medium, respectively. 
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For the case when the first medium is free space and the second medium has a rela
tive permittivity r, Eq. (1 .9 .1 .2 .1) can be expressed as 

. �E, - 1  1 sm(�) = r::21 = � (1 .9 .1 .2 .2) 
vE; - 1  vE, + 1 

Note that the Brewster angle occurs only for vertical polarization, v i .e., E-field is in the 
plane of incidence, as shown in Fig. 1 .9 . 1 . 1 .2(a) . 

1 .9 .1 .3  Ground Reflection (Two-Ray) Model 
A signal transmitting from the base station to the mobile unit because the mobile is very 
close to the ground produces a direct wave and a reflected wave. Each wave travels in 
its own path, a direct path and a ground-reflected path, as shown in Fig. 1 .9 . 1 . 1 .3. The 
received power P, at the mobile unit can be expressed as4 

(1 .  9 . 1 .3 .1 ) 

where av = the reflection coefficient (see Eq. (1 .9 .1 . 1 .4)) 
�<I> = the phase difference between a direct path and a reflected path 
P0 = the transmitted power P, + antenna gain G, at the base + antenna gain G"' at 

the mobile 
d = the distance 
'A = the wavelength 

Equation (1 .9. 1 .3 .1 ) indicates a two-wave model, which is used to understand the path
loss phenomenon in a mobile radio environment. It is not the model for analyzing the 
multipath fading phenomenon. In a mobile environment, a" = -1 because of the small 
incident angle of the ground wave caused by a relatively low cell-site antenna height 
(see Eq. (1 .9 . 1 . 1 .4)) . 

Thus, 

P, = P0 ( 4n�/I . .J 1 1 - cosM - j sin�qf 
P 2 ( ) - P 4 . 2 M = o (4nd/W 1 - cos�<j> - o (4nd/1.,)2 sm 2 (1 .9 .1 .3 .2) 

where (1 .9 .1 .3.3) 

and t.d is the difference, t.d = d1 - d0 , from Fig. 1 .9 . 1 .3 . 1 :  

(1 .9 .1 .3 .4) 

and (1 .9 .1 .3.5) 

Since �d is much smaller than either d1 or d0, 

(1 . 9 . 1 .3.6) 
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r------------ d------------� 
FIGURE 1.9.1.3.1 A s imple model-two-ray mode l .  

Then the received power of  Eq. (1 .9 .1 .3.2) becomes 

P - P /.} . 2 4rt�h2 r - 0 (4rt)2 d2 sm � (1 .9 .1 .3 .7) 

If L1<jl is less than 0.6 rad, then sin (�<I> /2) "' M /2, cos(�<i>/2) "' l, and Eq. (1 .9 .1 .3 .7) simpli
fies to 

From Eq. (1 .9 . 1 .3 .8), we can deduce two relationships as follows: 

d' 
�P = 40 log j-

I 

h' �G = 20 log i;" 
(a 40-dB-per-decade path loss) 

(an antenna height gain of 6 dB per octal 

(1 .9 .1 .3.8) 

(1 .9 .1 .3.9) 

(1 .9 .1 .3.10) 

where M is the power difference in decibels between two different path lengths and �G 
is the gain (or loss) in decibels obtained from two different antenna heights at the cell 
site. From these measurements, the gain from a mobile antenna height is only 3 dB per 
octal, which is different from the 6 dB per octal, for h; shown in Eq. (1 .9 . 1 .3 .10) .  Then 

(an antenna height gain only 3 dB per octal) (1 .9 . 1 .3 .11) 

Finally, the received power at a distance d from the transmitter can be expressed as 

(1 .9 .1 .3. 12) 

The path loss for the two-ray model (with antenna gains) can be expressed in dB as 

PL (dB) = 40 log d - (10 log G1 + 10 log G"' + 20 log h1 + 10 log �)  (1 .9 .1 .3. 13) 
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1.9 .2 Diffraction 

1.9 .2 . 1  Fresnel Zones and Huygens' Principle 
From the propagation of electromagnetic wave, if the wave impacts on an obstacle that 
is "large" compared to the wavelength in dimension, reflection usually occurs, while if 
it impacts on an obstacle that is more or less the same wavelength in dimension, diffrac
tion usually occurs. Diffraction is a physical phenomenon that an electromagnetic 
wave can pass around an obstacle. Huygens' principle provides some insight into 
diffraction.33 The Principle states that every point of the wave front can act as a source 
to generate a secondary wavelet when the wave front encounters a obstacle. 

Let's assume that the wave front is infinite. Then if an obstacle blocks some part of 
the wave front, the wave front will produce some wavelets, and these wavelets that 
occurs around the obstacle are disturbed. The directions of these wavelet propagations 
may be different from the original wave front. This phenomenon is called diffraction. 

Let's consider a scenario shown in Fig. 1 .9 .2 . 1 . 1  that a plane wave front moves 
toward the plane obstacle AA' with several holes, and these holes are relatively not 
large to the wavelength so that diffraction can occur. From the observation, we notice 
that the diffracted wavelet beyond AA' points to different directions, and in each direc
tion the amplitude of the wavelet is different, proportional to (1 + cosa ), and will be 
shown in Eq. (1 .9 .2 .1 .3) later. When the wavelet has the same direction as the original 
wave front (a = 0) ,  the amplitude reaches the maximum value 2, while when the wave
let has the opposite direction as the original wave front (a = n ), the amplitude reaches 
the minimum value 0. Therefore, the amplitude of the wavelet varies from 0 to 2, 
depending on the angle a from 0° to 180°, as shown in the equation 0 ::;  1 + cosa ::; 2 .  

Several facts are observed: 

Diffraction still happens regardless of whether the obstacle is conductive or non
conductive. 
The fields of the shadow area are not strictly zeroes because the directions of the 
wavelets could be different from the propagation of the original wave front, and the 
propagation energy could reach the shadow area via diffraction. 
We can calculate the fields of the shadow area based on Huygens' principle. The 
amplitude of the wavelet is proportional to the angle between the directions of the 
original wave front and wavelets . 

Wavelet 

FIGURE 1 .9 .2 .1 .1 Diffract ion i l l u strated . 
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1.9.2. 1 . 1  Mathematical Presentation Consider the case of a point source located at a 
point P0, oscillating at a frequency f The disturbance may be described by a complex 
variable U0 known as the complex amplitude. It produces a spherical wave with wave
length A and wave number p = 2rc/A. The complex amplitude of the primary wave 
located at a distance r from P0 is given by 

U(r) = Uoei�r 
r (1 .  9 .2 . 1 . 1 )  

The magnitude U decreases inversely proportional to the distance r where the wavelet 
traveled, and the phase changes as p times the distance r .  

Using Huygens' theory and the principle of  superposition of  waves, the complex 
amplitude at a further point P is found by summing the contributions from each point 
on the sphere of radius r. The complex amplitude of the wavelet at P is then given by 

U(P) = iU(r) f� K(a) dS A r 5 
(1 .9 .2 .1 .2) 

where 5 describes the surface of the sphere and r is the distance between P0 and P. K(a) 
is the inclination factor shown in Eq. (1 .9 .2 .1 .3), and a is the angle of incidence. 

The various assumptions made by Fresnel emerge automatically in Kirchhoff's dif
fraction formula,34 to which the Huygens-Fresnel principle can be considered an 
approximation. Kirchoff gives the following expression for K(a): 

i 
K(a) = - 2A. (1 + cos a) (1 .9 .2 .1 .3) 

K has a maximum value at a = 0 as in the Huygens-Fresnel principle; K is equal to 
0 at a =  n. 

1.9.2.2 Knife Diffraction 

1 .9.2.2 . 1  Single-Knife Diffraction From Huygens' Principle, the fields in the shadow 
area are not absolutely 0. There is still some energy to reach the shadow area via diffrac
tion. Also, Huygens' Principle helps to analyze the diffraction caused by a knife edge in 
a mathematical way.33·35.37 

In electromagnetic theory, the field strength of a diffracted radio wave due to a knife 
edge can be expressed as 

� = Fe iM Eo (1 .9.2.2 . 1 . 1 )  

where E0 is  the free-space electromagnetic field with no knife edge present, Ed is  the dif
fracted wave, F is the diffraction coefficient, and .:1<j> is the phase difference with respect 
to the path of the direct wave. 

We consider that the diffraction loss is a propagation loss, and thus it could be 
expressed by the original power divided by the diffracted power in decibels, which is 
given byo,32-34 

L(v) = 20 log��) = 20 log iF I (1 .9 .2 .2 .1 .2) 
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where Ed is the diffracted filed and E; is the incident field, while F is a function of the 
phase difference �<jl, which is given by 

F = 5 + 0.5 
J2. sin( �<P + %) 

and the phase difference �<P is 

where C and 5 are the Fresnel integrals, expressed as 

C = I cos ( �x2 ) dx 

5 = I sin ( � x2) dx 

(1 .9 .2.2.1 .3) 

(1 .9 .2 .2 .1 .4) 

As we know, the diffraction loss is due to the knife edge, so the diffraction loss is 
relative to the diffraction parameter v, and the expression of v with terms of geometrical 
parameters is given by 

- -h' 2(d� + d; ) V - Nl'd' 1 2 
(1 .9 .2.2 .1 .5) 

where A is the wavelength and the other parameters could be found in Fig. 1 .9.2.2. 1 . 1 .  
In the real world, usually d1 , d2 » 

h, the expression of  diffraction parameter v can be 
simplified by 

(1 .9 .2 .2 .1 .6) 

where A is the wavelength and the other parameters can be found in Fig. 1 .9.2.2. 1 . 1 .  
Notice how the integration limits in Eq. (1 .9 .2 .2 .1 .4) indicate the nature of  the sum

mation of secondary sources from the top of the knife edge, with parameter v, up to 
infinity. The eventual result L(v) is illustrated in Fig. 1 .9 .2.2. 1 .2 . It can be numerically 
evaluated using standard routines for calculating Fresnel integrals or approximated for 
v > 1 with accuracy better than 1 dB. 

1 0.225 L(v) "' 20 log� = 20 log --
1tVv2 v v < -2.4 (1 .  9 .2.2 . 1 .  7) 

The approximate solutions for the different values of v can be found in Table 3 .1 .2.3 .1 
in Chap. 3 . 

Figure 1 .9 .2 .2 .1 .3 shows an example of the Fresnel zones. By the definition of an 
ellipsoid, the radius of the nth zone rk must match the following condition: 

(1 .9 .2.2 .1 .8) 
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FIGURE 1 .9 .2 .2 .1 .3 Fresnel zone i l l u strated . 

In the real world, rk « d1 , d2, we can thus make the expression simple by a good 
approximation, which is given by 

(1 .9.2.2 . 1 .9) 

Substituting Eq. (1 .9.2.2 .1 .9) into Eq. (1 .9 .2 .2 .1 .5) yields 

(1 .9.2.2 . 1 . 10) 

This is a relationship between the diffraction parameter v and the number of Fresnel 
zones. 

The main propagation energy is diffracted in the first Fresnel zone, and any obstacle 
outside the first Fresnel zone has little effect on the propagation. That is why the diffrac
tion parameter could be expressed in terms of the first Fresnel zone. 

1.9.2.2.2 Multiple-Knife Diffraction We talked about the single-knife-edge diffraction 
above. But in the real world, it is more likely that the propagation will encounter several 
obstacles, especially in a hill terrain scenario. This is called multiple-knife diffraction. Several 
models aim to handle this issue.38-4° Bullington41 suggested that the series of obstacles be 
replaced by a single equivalent obstacle so that the path loss can be obtained using 
single-knife-edge diffraction models. This method, illustrated in Fig. 1 .9.2.2.2 .1 , over
simplifies the calculations and often provides optimistic estimates of the received signal 
strength. In a more rigorous treatment, a wave-theory solution for the field behind two 
knife edges in series was derived.38 This solution is useful and can be applied easily to 
predicting diffraction losses due to two knife edges. However, extending this to more than 
two knife edges becomes a mathematical problem to be solved. Many mathematically 
less complicated models have been developed to estimate the diffraction losses due to 
multiple obstructions.39, 40 

Bullington's Equivalent Knife Edge 
This algorithm replaces all the obstacles of terrain with a single knife edge. As shown in 
Fig. 1 .9 .2 .2 .2 .1, the real terrain is replaced by a single "virtual" knife edge at the point of 
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Obstruction 1 Obstruction 2 

FIGURE 1 .9. 2 . 2 . 2 . 1  Si ngle-kn ife-edge mode l .  

intersection of  the horizon ray from each of  the terminals. Then we can use the same 
approach to obtain the path loss as the single knife diffraction. 

This solution is easy to apply but oversimplifies the calculations and often provides 
optimistic estimates of the received signal strength. Therefore, it provides results that 
may underestimate the path loss due to the fact that an important obstacle could be 
ignored. 

Epstein-Peterson Method 
The primary limitation of using the Bullington method is that the prominent obsta
cles can be wiped out. To ease this limitation, the Epstein-Peterson method42 can be 
used. This method computes loss caused by each obstacle by using the neighboring 
peaks as two ends to form a basic single knife, shown in Fig. 1 .9.2.2 . 1 . 1 ,  in calculating 
diffraction loss. Then, by summing up all losses from the individual obstacles (peaks), 
the overall path loss is obtained. As shown in Fig. 1 .9 .2 .2 .2 .2(a), in the propagation from 
the transmitter to the receiver, there are two knife edges. From the figure, we see two 
values of diffraction parameters from two knife-edge heights, h1 and h2• Then the indi
vidual diffraction loss is obtained. In Fig. 1 .9 .2.2.2 .2(b), there are three obstacles, 01, 02, 
and 03, between T (transmitter) and R (receiver) . 

We calculate three losses caused by the three obstacles, respectively: 

Lol = f(dl , d2 , hl ) 

L02 = f(d2A,h2 ) 

Lo3 = f(d3 ' d4 , h3 ) 

where L01 ' L02 , and L03 are the individual losses caused by three obstacles, di is the 
distance, and hi is the effective height. 

Potential errors and correction method when two obstacles are located closed to 
each other have been discussed.43A4 So when diffraction parameters v of both edges 
01 and 02 are smaller than unity, the correction is given by 

L = 20 log10 (cosec a) (1 .9 .2.2.2 .1 )  
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Obstruction 1 
(a) Two kn ife edges 
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(b) Three kn ife edges 

FIGURE 1 .9. 2 . 2 . 2 . 2  Epste i n-Peterson method .  

where a is a spacing parameter expressed as 

Japanese Method 

Obstruction 2 
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'\ 

hs'\  \ ' '\ ' \ ' , \ 
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\ R 
I 

- - 1  

(1 .9 .2.2.2 .2) 

The Japanese method45 follows the same procedure as the Epstein-Peterson method, 
calculating losses caused by each knife edge first and then summing all to obtain the 
overall path loss. But it uses different parameters of distance and effective height. 
Figure 1 .9 .2 .2.2.3 shows the effective transmitter heights T, T', and T", each of which is 
found by projecting a ray from the top of the knife edge, passing on the top of the left 
neighboring knife edge, and ending at the different height at the location of the trans
mitter. The path loss for each knife edge is given by 

LOI = f(d1 , d2 , h1 ) 
Loz = f(dl + d2 A, hz ) 
Lo3 = f(dl + dz + d3 , d4 , h3 ) 
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T" 

FIGURE 1 .9 .2 .2 .2 .3  Japanese method . 

Deygout Method 
The Deygout method39 is depicted in Fig. 1 .9.2.2.2.4 for a three-knife-edge path. It calcu
lates the v parameter for each edge alone, as if all other edges were absent. The edge 
having the largest value of v is named the main edge, and its loss is obtained from the 
standard calculation. From Fig. 1 .9 .2.2.2.4, the edge h2 is the main edge. Then the addi
tional diffraction losses for edges h1 and h3 are found with respect to a line joining the 
main edge to the terminals T and R, respectively. The total diffraction loss is the main 
edge loss plus two additional losses, one from edge h1 and the other from edge h2• The 
same method can be applied to the case of more than three knife-edge paths. 

Estimates of path loss using this method39 generally show fairly good agreement. 
However, when there are multiple edges and they are close together,46 the results 
become pessimistic, and the path losses are overestimated. 

- - , .... 
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FIGURE 1 .9 .2 .2 .2 .4  The Deygout d iffract ion construct ion .  
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1.9 .3 Scattering 
Scattering occurs when photons or electromagnetic waves pass through a medium, 
such as water or glass, and the direction of propagation changes. Scattering can be of 
two kinds: elastic scattering and inelastic scattering. If the scattered photon or electro
magnetic wave has the same frequency as the incident wave, it is elastic scattering since 
the photon energy of the scattered photons is not changed. If the photon energy of the 
scattered photons changes because its frequency changed, it is inelastic scattering. 

1.9.3. 1 Elastic Scattering 
There are two typical kinds of elastic scattering: Rayleigh scattering and Mie scattering. 
Because Mie scattering deals with spherical particles and less with wavelength and 
because Rayleigh scattering deals mainly with wavelength. We talk only about Rayleigh 
scattering here. 

When the wavelength of an incident wave is equal to or larger than 10 times the 
radius of scattered photons, the shape of the scattered photon does not matter any
more and can be assumed as a spheroid. The principles of Rayleigh scattering state that 
if the incident and scattered waves have the same frequency, then the intensity of the 
scattered wave is related to the angle of the incident wave and inversely proportional 
the to biquadrate of the wavelength of the incident wave. The expression of the equa
tion is given by 

(1 .9 .3 .1) 

where a is molecular polarizability, I is the intensity of the scattered wave, while I0 is the 
intensity of incident wave, /.., is the wavelength, N is the number of scatters, 8 is the 
incident angle, and R is the distance from scatters. 

From Eq. (1 .9 .3 .1 ), we see that the intensity of the scattered wave is proportional to 
the incident angle 8 and that the number of scatters is inversely proportional to the 
wavelength A, squared and the distance R. 

1.10 Appl ications of the Pred iction Models 

1 . 10. 1 Classification of Prediction Models 
There are three different kinds of prediction models: the area-to-area model, the point
to-area model, and the point-to-point model. The descriptions are shown below. 

1 . 10. 1 . 1  Area-to-Area Model 
This kind of prediction model can predict the received signal strength in only a general 
area, and the locations of both the base station and the mobile unit are not specified. 

1 . 10.1 .2 Point-to-Area Model 
This kind of prediction model can predict the received signal strength in a general area 
with the location of the base station specified but not the location of the mobile unit. 
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1 . 10. 1 .3 Point-to-Point Model 
This kind of prediction model can predict the received signal strength transmitted from 
a given base station and received by a mobile at a given point. This model is considered 
to have more practical use. All point-to-point models can be used as area-to-area 
models but not vice versa. 

1 . 10.2 Prediction Models for Propagating in  Areas of Different Sizes 

1 . 10.2 .1  Macrocel l  Model 
The macrocell prediction model is used mainly to predict the coverage of a large cell 
with maximum power from a base station under government regulation. The interfer
ence from the co-channel reused cells can be calculated. The predicted carrier-to 
interference ratio CII is used to deploy a system. Macrocell prediction models are the 
prediction models that were deployed in early cellular systems. When planning a 
cellular system in a large area, it is very costly to select proper locations for base stations 
based on the measured data in that area. If a wrong location is selected for a base sta
tion, not only does the system result in a poor coverage but strong interference among 
base stations prevails as well. Therefore, this macrocell prediction model is the most 
valuable tool among all the other small area prediction models. 

1 . 10.2.2 Microcel l  Model 
The microcell prediction model is used for managing system capacity. The size of the 
cells is smaller, and the transmitted power is lower in a confined area. More interference 
problems occur, and more handoffs need to be considered. The prediction tool can be 
used to optimize the overlaid area between any two adjacent cells for maximizing 
system capacity. It is a useful tool for designing a microcell system economically on the 
basis of capacity. 

1 . 10.2.3 In-Building Model ( For Picocel l  and Femtocel l )  
Because more people use mobile units (cell phones) while walking inside buildings, a 
different prediction model has to be built to deal with this different environment. The 
in-building model is especially important with wireless data usages growing exponen
tially enabled by WLAN /WiFi. To optimize the system with best coverage and mini
mize interference in very packed rooms/buildings such as picocell becomes more and 
more critical. Femtocell is a low power cellular base station, which is targeted for in 
home use and small business. The in-building propagation model can be applied to 
both picocell and femtocell deployment. 

1 . 10.3 Aspects for Predicting the Signal Strengths in  a General  Environment 

1 . 10.3 .1  Mobile Path , Radio Path, and Rad ial Path 
Local means are calculated from the measured data while the mobile units are traveling 
along a road or along a certain path. This path is called the mobile path, as shown in 
Fig. 1 . 10.3. 1 . 1  on the x-axis . 

However, each local mean is based on a radio path x' between the base station and 
the mobile unit at a corresponding spot on the mobile path. Identifying radio paths is 
not important if we are modeling an area-to-area model. However, it is very important 
for modeling a point-to-point model because from the radio path, the predicted signal 
strength at the corresponding location of the mobile unit can be calculated. 
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FIGURE 1 .10.3.1.1 Mobi le rad io path . 

For systematically calculating the predicted propagation loss from a prediction 
model on each radio path in a different angle of arrival, a group of radial paths can be 
artificially drawn on a contour map, the first, being a group of radial lines formed with 
its original at a base station. The radial lines from the base station are incremented in 
very small angles, say 0.25° or 0.5° on the map. Also, along each radial line on the map, 
there are sequential spots separated by a given incremental distance, say, 300 ft or 100 m. 
The predicted signal strength at each spot is obtained from the prediction model. Then, 
at each radial path, there are the predicted values of signal strength attached to the cor
responding spots along the radial line. One does not need to know the mobile paths or 
the radio paths when calculating predicted signal strengths at sequential spots along 
the radial paths from a terrain contour map. On the radial path map, the signal strengths 
of all the locations of a mobile unit can be found. Therefore, the predicted signal 
strengths from a radial-path map are more useful in designing a cellular system, but the 
calculation time is lengthened. 

1 . 10.3.2 Antenna Height Gain at Base Station and at Mobile Unit 
From the two-wave propagation model in Sec. 1 .9 . 1 .3, the antenna height gains of both 
base station and mobile unit are 6 dB per octal. Nevertheless, from the actual measure
ment, the antenna height gain is 6 dB per octal at the base station but only 3 dB per octal 
at the mobile unit. 

1 . 10.3.3 Reflection Coefficient of the Ground Wave 
Concerning ground reflections in a mobile radio environment, the incident angle (or 
reflected angle) is very small because the base station antenna heights and the mobile 
unit antenna heights (in feet or meters) are relatively short compared with the distance 
between the two antennas (in miles or kilometers) .  The energy of the incident wave will 
completely reflect back from the ground regardless of the values of the permittivity 
of dielectric constants of the ground. However, the phase of the signal will be shifted 
180° after reflecting from the ground. The principle of reflection is shown in Sec. 1 .9 . 1 . 1 .  

1 . 10.3.4 Radius of  Effective Local Scatterers47•48 
The local scatterers are defined such that the sizes of the scatterers are greater than the 
wavelength of the operational frequency, and the heights of the scatterers are higher 
than the mobile antenna height. Naturally, the houses and building surrounding the 
mobile unit meet this definition and are local scatterers. The local scatterers surrounding 
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the mobile unit cause the short-term fading while the mobile is moving. How large is the 
area in which the effective scatterers are surrounding the mobile unit? The radius r of a 
group of active local scatterers cannot be measured. However, we can obtain it indirectly 
by comparing the measured data to a theoretical model described by Lee:47 

r = (R x BW)/2 (1 . 10.3.4 .1) 
where R is the propagation distance from the transmitter to the receiver and BW is the 
beam width of the incoming signal. 

The experimental data from 850 MHz is trying to match the theoretical curve of cross 
correlation for two base station antennas spacing between 0 and 50 A. and R = 3 mi with 
various BW from 0.35° to 1 .2°. The close match is at an angular sector of 0.5°. The radius 
of effective local scatterers can be roughly estimated from Eq. (1 .10.3.4. 1 ) and turns out 
to be around 70 wavelengths at 850 MHz. Then we may conclude that the radius r of 
effective scatterers is around 50 to 100 /.., variously from different operational frequencies. 

1 . 10.3.5 Near-In Propagation Distance49 
When the base station antenna is mounted close to the ground in an unobstructed con
dition, the signal propagates in free space and can maintain its exponent loss of two to 
only a certain distance before experiencing a higher exponent loss due to the effect of 
the ground. This range is called near-in propagation distance, d,f' The derivation of d,1 is 
from Eq. (1 .9 .1 .3.6) . Let the location of the phase difference 11<\> between the direct wave 
and ground-reflected wave be 1t :  

( 1 . 10.3 .5 .1) 

At this location, the wave strength can still remain strong, as shown in Eq. (1 .9 .1 .3 .2) . 
From Eq. (1 .10 .3 .5 .1), we come up the near-in propagation distance d,/ 

d,f = 
4h�� (1 . 10.3 .5.2) 

Equation (1 .10.3.5 .2) will be a criterion used in the prediction model of the rnicrocell 
(Chap. 4). Another defined distance called close-in propagation distance will be a crite
rion used in the in-building cell (Chap. 5) . 

1 . 10.4 Predicting the Interference Signals 
The prediction tool has to predict not only the local means of the mobile signal but also the 
interference signals that would affect the mobile signal. Once the mobile signal and the 
interference signals are predicted, the carrier-to-interference ratio, C/I, can be calculated. 

1 . 10.4. 1 Co-Channel lnterference 
Based on the frequency reuse scheme deployed in the cellular system, the frequency 
reuse factor K is usually 3, 4, 7, or 12. For an example, K = 7 means a cluster of seven cells 
that will share the total allocated bandwidth of the cellular signals. The distance of two 
co-channel cells can be found from Eq. (1 .7. 1 . 1 ) .  In any value of K, there are different tiers 
of interfering cells . At the first tier, the number of interfering cells is Z1 = 6; at the second 
tier, Z2 = 12; and at the third tier, Z3 = 18 .  The total number of interfering cells, Z, is 

Z = LZ for n = 1 to N 
11 

Usually, we consider only the interfering cells at the first tier. 

(1 . 10.4. 1 . 1 )  
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1 . 10.4.2 Adjacent-Channel lnterference 
The adjacent channels within the cluster of K cells also can create interference due to 
channel filter characteristics. We can figure out the adjacent signals that can leak into 
the mobile signal based on the slope of the channel filter. The leaked signals are the 
additional interference to the mobile signal. Therefore, the sectorized cells can help 
reduce this kind of interference. 

1 . 10.4.3 Simulcast Interference 
The data transmitted over two or more transmitters operating on the same RF carrier 
frequency is called simulcast . The advantage of using simulcast in an area-wide cover
age is to simplify dispatching or to simplify area-wide, mobile-to-mobile communica
tions. In a mobile radio telephone system, normally no simulcast interference exists. 
Recently, simulcast has been used in some systems to improve coverage in mobile 
systems. 

1.11 Summary 
The basic theory of mobile communications is discussed in this chapter. In the following 
chapters, we will first discuss the popular propagation models and then move to the 
Lee macrocell model, followed by the Lee microcell model and then the Lee in-building 
model. Chapter 6 ties all the Lee models together to present an integrated Lee model 
that can be applied to all mobile environments. 
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CHAPTER 2 
Macrocell Prediction 

Models Part 1: 
Area-to-Area Models 

2.1 Free Space Loss 
Free space path loss occurs when a transmitted signal propagates over a line-of-sight 
path through a free space with no obstacles nearby to cause reflection or diffraction. The 
signal strength of the signal decreases with increasing distance. It excludes factors such 
as the gain of the antennas used at the transmitter and receiver and any loss associated 
with imperfections in hardware. 

Free space loss can be calculated, as the signal strength decreases at a rate inversely 
proportional to the distance traveled and proportional to the wavelength of the signal, 
as shown from the Friis transmission formula: 

p ( A )2 P, = gbgm 4nd (2. 1 . 1 )  

where gb and g"' are gains of the terminal antennas, d is the distance between the anten
nas, and A is the wavelength. This can be visualized as arising from the spherical spread
ing of power over the surface of a sphere of radius d centered at the transmitting antenna. 
Since power is spread over the surface area of the sphere, which increases as d2, the 
available power at a receiver antenna of fixed aperture decreases in proportion to d2• 

Equation (2. 1 . 1 )  can be rearranged to express it as a propagation loss in free space: 

LF = ��G��� = (4�dr = (4n:fr (2. 1 .2) 
r 

This expression defines LF, the free space loss in which the square law depends on both 
frequency and distance. 

Expressing the free space loss in decibels, with frequency in megahertz and distance 
d in kilometers or in miles, we obtain 

LF (in dB) = 32.4 + 20 log d + 20 logJMHz d in kilometers 

= 36.57 + 20 log d + 20 log f MHz d in miles 

(2. 1 .3) 
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Thus, the free space loss increases by 6 dB for each doubling in either frequency or dis
tance (or 20 dB per decade of either) . 

The free space value of the loss is used as a basic reference, and the loss experienced 
in excess of this free space loss (in decibels) is referred to as the excess loss, Lex· Thus, 

(2.1 .4) 

The free space loss is usually considered a practical minimum to the path loss for a 
given distance. 

2.2 Plane Earth Model 
The ground plays a key role in the propagation of a radio wave. It acts as a partial reflec
tor and a partial absorber, and it affects the radio energy along the radio distance. The 
principal effect of plane earth propagation is shown in Eq. (2.2.1 ) .  

E = E0 [1 + Rei"' + (1 - R)Aei"' + . . .  ] 

?) b) "C) d) (2.2 .1 )  

where a) is the direct wave, b) is the reflected wave, c) is the surface wave, and d) is 
the induction field and secondary effects of the ground. R is the reflection coefficient 
of the ground and is approximately equal to -1 when the incident angle and reflected 
angle 8 is less than 1 radian. The symbol t. is the phase difference between the trans
mitted wave and the reflected wave. A is a constant loss due to the reception of 
surface wave. 

The sum of three principal waves composes the ground wave. The direct wave and 
the reflected wave are easy to understands, as they correspond to our common experi
ence with visible light. The surface wave is the principal component of the total ground 
wave at frequencies less than 3 MHz but usually can be neglected at frequencies above 
300 MHz. 

The ratio of the received power to the radiated power for transmission over plane 
earth was derived in Chap. 1, Eq. ( 1 .9 .3 .1 .8), as follows: 

(2.2.2) 

where hb and h"' are the antenna heights of base and mobile and Gb and G"' are the antenna 
gains of base and mobile. 

The plane earth model has been derived theoretically based on the mobile radio 
environment. Both the base station antenna and the mobile antenna are much smaller 
compared to the distance between the two antennas. The model is oversimplified, as it 
does not include terrain profile, vegetation, and buildings. 

The plane earth model is a fundamental model used to explain the path loss expo
nent in the mobile radio environment. The plane earth loss increases far more rapidly 
than the free space loss and is independent of carrier frequency. The loss increases by 
12 dB per octal, or by 40 dB per decade. The plane earth model is not an accurate tool to 
be used to predict the path loss in real-world propagation. 
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FIGURE 2 . 2 . 1  Free space versus p lan earth losses at  900 M Hz .  

2.3 Young Model 
Young1 reported an important series of measurements in New York at frequencies 
between 150 and 3700 MHz. Young's experiments were taken in New York City in 1952, 
and his field trials in which the signal from a base station was received at a vehicle mov
ing in the city streets cover frequencies of 150 (250 W), 450 (125 W), 900 (200 W), and 
3700 MHz, where the transmitter height was about 450 ft above the ground.2•3 His 
experimental results confirmed that the path loss was much greater than predicted by 
the plane earth propagation equation. It was clear that the path loss increased with 
frequency, and there was clear evidence of a strong correlation between path losses at 
150, 450, and 900 MHz. The measured data at 3700 MHz were not large enough to jus
tify a similar conclusion, as the data were limited by transmitter power and receiver 
sensitivity. 

The curve presented in Fig. 2.3 .1 displays an inverse fourth-power law behavior. 
His finding was the first one disclosed in mobile radio propagation and has been widely 
quoted. The model for Young's data is 

(2.3 .1 )  

where � is called the clutter factor. In this case, the clutter factor � represents losses 
due to buildings rather than terrain features. Figure 2.3.1 shows that at 150 MHz in 
New York, � is approximately 25 dB. From his experimental results, Young also plotted 
the path loss not exceeded at 1, 10, 50, 90, and 99 percent of locations within his test 
area, and these are also shown in Fig. 2.3. 1 .  The data in Fig. 2 .3 .1 suggest that a lognor
mal fit to the variation in mean signal level is reasonable. 
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The median curves of loss have been replotted for three frequencies in Fig. 2.3.2, 
which shows the median curves of loss for different frequencies. It appears that perfor
mance at the various frequencies seems to differ by a constant number of decibels while 
exhibiting the same trend with distance. 
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FIGURE 2.3.3 Radio frequency path losses at locat ions for the 3700-MC measurement . 

As the test setups for transmitter power and receiver sensitivity for 3700 MC were 
limited, only locations with relatively low path loss can be tested. Figure 2.3.3 compares 
the results of these locations. 

The losses at distances of 10 miles and more are 6 to 10 dB less than might have been 
predicted from the trend at smaller distances, where the measurements were made in 
city areas. This is probably because, away from the city, there is a considerable difference 
in the character of the surroundings, such as the height and number of buildings in the 
suburbs compared to the city. The measurements at longer ranges were in the suburbs of 
New York, whereas those nearer the transmitter were in urban Bronx and Manhattan. 
Except very close to the transmitter, the performance exhibited the same trend with dis
tance at various frequencies and differed by a constant number of decibels. 

In summary, Young's results in 1952 made following points: 

1 .  Propagation losses were proportional to the fourth power of the range between 
transmitter and receiver. 

2. The variation around the mean signal strength in a given area was lognormally 
distributed. 

3. Loss increasing with increasing of frequencies. 
4. The use of a gain antenna can appreciably lower the transmitter power. 
5. The human-made environment has an impact on propagation. 

2.4 Bul l ington Monograms 
Bullington4 made a series of monograms at frequencies above 30 MHz for factors that 
affect radio propagation, such as frequency, distance, antenna heights, curvature of the 
earth, atmospheric conditions, and the presence of hills and buildings. Received power 
can be estimated by means of three or four of these charts . The theory of propagation 
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over a smooth spherical earth is used as a baseline, and empirical methods are used to 
estimate the effects of hills and buildings and the phenomena of atmospheric refraction 
(bending away from straight-line propagation), atmospheric ducts (tropospheric prop
agation), and atmospheric absorption. The principal purpose is to provide simplified 
charts for predicting radio propagation under average weather conditions. 

The Bullington model is deducted from free space, a perfectly flat earth, the effect of 
the curvature of the earth, atmospheric conditions, and irregularities on the earth. But 
this model is not quite applicable to the mobile radio environment. 

Free space and plane earth models were discussed in previous sections. Figure 2.4.1 
shows the baseline of the theoretical versus the measured data. 

2.4. 1 Fading, Refraction from Tropospheric Transmission, and Diffraction4 
Changing atmospheric conditions cause variations in signal level with time. The sever
ity of the fading also occurs when increasing in either the frequency or the path length. 
Fading is usually categorized into two general types: (1) inverse bending due to weather 
and (2) multipath effects due to human-made structures. The path of a radio wave is 
not a straight line, and bending may either increase or decrease. The effective path 
clearance and inverse bending may have the effect of transforming a line-of-sight path 
into an obstructed one. Multipath effects were described in Sec. 1 .6. 

The dielectric constant of the atmosphere normally decreases gradually with 
increasing altitude. As a result, the velocity of transmission increases with the height 
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above the ground. As the change in dielectric constant is linear with height, radio waves 
continue to travel in a straight line over an earth whose radius is now 

a 
ka = d a £ 1 + 2dh 

(2.4 .1) 

where a is true radius of earth and d£/ dh is the rate of change of dielectric constant with 
height. 

Radio waves are also transmitted around the earth by the phenomenon of diffrac
tion. At grazing incidence, the expected loss over a knife edge is 6 dB while over a 
smooth, spherical earth, described in Sec. 1 .  9 .2.2. The phenomenon can also been shown 
in Fig. 2.4. 1 . 1 .  

2.4 .2  Effects of  Bui ld ings and Trees 
Shadow losses result from buildings, trees, and hills. The data from New York City indicate 
that the median signal strength (50 percent) is about 25 dB below the corresponding plane 
earth value. The corresponding values for the 10 and 90 percent points are about 15 and 
35 dB, respectively. Typical values of attenuation through a brick wall are from 2 to 5 dB at 
30 MHz, and 10 to 40 dB at 3000 MHz, depending on whether the wall is dry or wet. 

Over irregular terrain and under the shadow condition, the shadow loss based on 
knife-edge diffraction theory (see Sec. 1 .6) is to be added to the transmission loss, as 
shown in Fig. 2.4.2 . 1 .  
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FIGURE 2 .4 .1.1 Transm ission loss versus c learance. 
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2.5 Egl i Model-One of the Clutter Factor Models 
The Egli model consists of empirical formulas with a "terrain factor" to be applied to 
the theoretical plane earth field strength.6 The terrain factor has a median value of 
27.5 dB for 900 MHz. The variation of field strength with antenna heights and distance 
is based on the plane earth model. Median transmission loss for a 1 .5-m-high mobile 
antenna over a distance d is equal to 

L = 139.1 - 20 log hb + 40 logd (dB) (2 .5 .1) 

The Egli model is a systematic interpretation of measurements covering a wide 
range of frequencies (90 to 1000 MHz) . It is a greatly simplified model based on the 
assumption of "gently rolling terrain with average hill heights of approximately 50 ft. "  
Therefore, no terrain elevation data between the transmitting and receiving facilities are 
needed. Instead, the free space propagation loss formula is used to adjust the height of 
the transmitting and receiving antennas aboveground. The Egli model is based on mea
sured propagation path losses and then reduced to a mathematical model. 

Measurements taken in urban and suburban areas found that the path loss expo
nent is close to 4, so some models to use the plane earth loss formula plus (in decibels) 
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FIGURE 2.5.1 C l utter factor mode l .  

an extra loss component called the clutter factor, a s  shown in Fig. 2.5. 1 .  The various 
models differ based on different frequencies and environments. 

The Egli model6 is an example of a clutter factor model. Based on a large number of 
measurements taken around American cities over irregular terrain at frequencies of 90 
to 1000 MHz, Egli observed, besides that the signal path loss follows an inverse fourth
power law with range, an excess loss over and above that loss. This excess loss depended 
on frequency and the nature of the terrain. Therefore, a multiplicative factor � is intro
duced to account for this: 

(2.5.2) 

where Gb is the gain of the base antenna, G., is the gain of the mobile antenna, hb is the 
height of the base antenna, h., is the height of the mobile antenna, d is the propagation 
distance, and � = ( 40 I / )2, where f is in MHz. The subscripts b and m refer to base and 
mobile, respectively, and � is the factor introduced to account for the excess loss and is 
given by 

� - (40]2 f in MHz - y  (2.5.3) 

In Eq. (2.5.3), 40 MHz is the reference frequency at which the median path loss reduces 
to the plane earth value regardless the irregularity of the terrain. 

The value of � is a function of terrain irregularity, the value obtained from Eq. (2.5.3) 
being a median value. By assuming the terrain undulation height to be a lognormal 
distribution about its median value, a family of curves is given in Fig. 2.5.2. The depar
ture of � from its median value at 40 MHz is a function of terrain factor (dB) and the 
frequency of transmission. This model does not explicitly take diffraction losses into 
account. 
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1 000 

Egli's overall results were presented in a monograph form, but the CCIR7 has given 
an approximation to these results as follows: 

where 

L = 40 logR + 20 logfc - 20 log hb + L"' 

L 
- { 76.3 - 10 logh"' for h"' < 10 "' - 76.3 - 20 logh"' for h"' � 10 

(2.5 .4) 

(2.5.5) 

This approximation involves a small discontinuity at h"' = 10 m. This equation intro
duces an additional fe-z received power dependence, which likely represents the results 
of real measurements. For very large antenna heights, Eq. (2.5.2) may provide the loss 
value less than the free space value, in which case the free space value should be used. 
The Egli model is an empirical model to match the measured data.6 

For detailed planning, software packages are available that use DTED (Digitized 
Terrain Elevation Data) to assist this model. 

2.6 The J RC Method 
The Joint Radio Committee (JRC) of the Nationalized Power Industries has adopted a 
method8 that has been in widespread use for many years, particularly in the United 
Kingdom. It is a terrain-based technique and uses a classical propagation prediction 
approach similar to that used by Langley-Rice, which will be described in Sec. 3.4. This 
model9•10 uses a computer-based topographic database providing height reference points 
at 0.5-km intervals. The topographical database is a two-dimensional array. Each array 
element corresponds to a point on a service area map. Using a quantized map, such as a 
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FIGURE 2 .6 .1 Two or more kn ife edges. 
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digital elevation map, in the service area, the computer program uses topographic data 
to plot a ground path profile between the transmitter and a chosen receiver location. 
The terrain heights and positions of obstructions are indicated. The computer then 
calculates both the loss LF due to free space and the loss LP due to plane earth and 
selects the higher one as expressed here: 

(2.6 .1 ) 

In the case that no line-of-sight path exists or that Fresnel zone clearance is inade
quate, the computer calculates the diffraction loss L0 along the path. The total loss is 

(2.6 .2) 

The calculation of diffraction loss was described in Sec . 1 .9.2.2 for a single diffraction 
edge and multiple diffraction edges . 

The principle embodied in the JRC method8 is still widely used, even though in its 
original form it generally tends to underestimate path losses. 

This model uses a digital elevation map and performs site-specific propagation cov
erage. The calculation of radial terrain profiles and the signal strength along the radial is 
very similar to the Lee model, which will be described in Sec. 3 .1 .8 . It has the limitation 
of being unable to account for losses due to trees and buildings. 

2. 7 Terra in - Integrated Rough-Earth Model 

2.7 . 1  Description of TIREM 
The Terrain-Integrated Rough-Earth model (TIREM)11 is a computer software library 
used by the U.S. government. It consists of hundreds of modeling and simulation tools 
and calculates basic median propagation loss (path loss) of radio waves over irregular 
earth terrain. The calculation method was developed in the early 1960s and evolved 
into a TIREM software version distributed by the Defense Information Systems Agency 
Joint Spectrum Center for Department of Defense users. 

TIREM covers the range of radio frequencies from 1 MHz to 20 GHz over terrain 
elevations that are specified by a set of discrete points along a great-circle path between 
the transmitting antenna and receiving antenna. The digital terrain elevation data can 
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provide earth terrain information. TIREM takes into account (1) the transmitting 
medium (surface refractivity and humidity), (2) antenna properties (height, frequency, 
and polarization), and (3) geometrical environment (relative permittivity, conductivity, 
and terrain elevations) .  The calculation of path loss also includes the effects of reflec
tion, surface wave propagation, diffraction, tropospheric scatter propagation, and 
atmospheric absorption but not ducting phenomena, fading, ionosphere propagation, 
and absorption due to rain or foliage. 

TIREM computes radio frequency propagation loss over irregular terrain and sea
water for ground-based and airborne transmitters and receivers. TIREM is capable of 
predicting the signal coverage for land mobile radios, sensor acquisition ranges, and 
television and radio broadcast stations. 

Figure 2.7. 1 . 1  depicts a radio path over a curved earth involving both rough earth 
terrain and seawater. TIREM examines the terrain type (including seawater) and eleva
tion profile and selects the optimum model(s) for calculating propagation loss along the 
path. Based on the geometry of the profile, all appropriate modes of TIREM are used to 
calculate the path loss either within line of sight (LOS) or beyond line of sight (BLOS) . 
Figure 2.7 .1 .2 illustrates both LOS and BLOS zones in a propagation path. 

Under the NLOS condition, TIREM's modeling of multiple-knife-edge diffraction is 
illustrated in Fig. 2 .7.1 .2. Figure 2.7 .1 .3 shows a larger image of the multiple-knife-edge 
diffraction illustration. The calculation of diffraction loss was shown in Sec. 1 .9.2. 

2.7 .2  Summary of Land Propagation Formulas 
The path loss predicted by TIREM depends on whether the path is LOS, BLOS, or tro
poscatter. The total terrain-dependent propagation loss for LOS and BLOS path is 

LOS 
BLOS 

(2.7.2 .1 )  

where Aws is the excess loss for line of sight as determined by the frequency, A01F is 
the excess loss for the diffracting region, and A850R8 is the molecular absorption loss. 

Land/sea path 

FIGURE 2 .7.1 .1  T IREM propagation paths .  
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FIGURE 2.7.1 .2  T IREM propagation profi le eva l uation .  
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FIGURE 2 .7.1.3 TIREM mu lt ip le-kn ife edge d iffraction .  

Reflect ing region 

The LOS, knife-edge-diffracted and spherical-earth-diffracted propagation, and tro
poscatter losses are calculated separately. The excess propagation losses as obtained 
from either the normalized fields for LOS or diffraction shown in Eq. (2.7.2 . 1 )  can also 
listed, as in Table 2 .7.2 . 1 .  

The formulas listed in Table 2.7.2.1 are semiempirical. They involve certain assump
tions and approximations. The major empirical points are summarized here. 

• The terrain-reflected energy is assumed to cover a region surrounding the 
terrain point, which is clear from the radius of the first Fresnel zone. For low 
antennas, this region is virtually covered by transverse terrain, which is not 
considered in TIREM. 

• The mean scattering coefficient is obtained from measured data. 
• The loss due to the surface wave within LOS is derived from a flat earth. 
• In the diffracted region, each peak is assumed to be a ridge and is treated as an 

ideal knife edge regardless of the appearance of the peak. 
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Region 

L ine-of-s ight 

Diffract ing 

1,/REM: 
LFS: 
ALOS : 
A ABSORB : 
ADIF: 
L,RO: 
ASELOSS: 

EspW: 
Eo : 

ADIF,HF: 
AOIF,a : 
AOIF,VHF: 
A KNIFE: 
�IF: 
AkE: 
K: 

Excess Propagation Loss 

AREF = -20 l og ( I E5FW/E0 1 ) 

AsELoss from Tab le 3-1 

AD/F,H F = ASELOSS 
AD/F,a = cxAD/F,HF + (1 - a) AD/F.VH F 

_ { min (AsELoss . AKN/FE ) 
AD/F,VHF -

A KNI FE 

A5ELoss from Tab le 3-1 

a = _1,4 fMHz + 5 

AKN /FE = -20 l og ( I E01 F/E0 1 )  

- 1 � 
AkE = k £-AF , k 

Limits 

fMHz < 16 
16 � fMHz � 20 

fMHz > 20 

fMHz � 16 
16 < fMHz � 20 
K ;::: 3 and Akf � 7 dB  

fMHz > 2 0  
K < 3 or AkE > 7 dB  

fMHz > 2 0  

Tota l terra i n-dependent propagation loss for LOS and  BLOS path 
Free space loss 
Excess loss for LOS as determi ned by the frequency 
Molecu la r  absorpt ion loss 
Excess loss for the d iffract ion region 
Troposcatter loss 
Spherica l-ea rth loss due to the contri but ion from su rface wave and d iffracted wave , 
depend ing on the re lative perm ittiv ity and conductivity of the terra i n  
Loss re lative to  free space due to  t he  reflected ray 

= 5 - fMH, /4 
I ntens ity of space wave 
I ntens ity of d i rect wave 
Diffract ion loss (estimated by the spher ical earth) for frequency less than 16 MHz 
Loss for the i ntermed iate frequency region 16 < fMHz � 20 
Diffract ion loss for 20 MHz and above 
Knife-edge d iffract ion loss above free space 
K knife-edge fie ld i ntens ity 
Average knife-edge loss va l ue ,  if more than two knife edges 
Number of kn ife edges 
Magnitude of the Fresnel i ntegra l for each knife edge 

= -20 l og Fk 

TABLE 2.7. 2 . 1  Summary of  Terra i n-Dependent Propagation Formu las for LOS or Diffract ion 
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2.8 Carey Model 
The Carey propagation modeP2 is based on Part 22 of the US FCC Rules and Regulations. 
The model is essentially a simplified statistical method of estimating field strength and 
coverage based only on the effective radiated power (ERP) and height above average ter
rain (HAAT) at the base station. Since the terrain information is averaged, the model 
takes into account specific individual localized obstructions or shadowing. The range of 
the terrain for the model to use is between 3 and 16 km from the transmitter site. The ter
rain obstructions outside of this range are ignored. Any terrain obstructions within 3 km 
or beyond 16 km that block the line of sight over the radio path would get the same cal
culation as the LOS condition. The main use for this model is for license applications such 
as cellular radio licensing applications or other submissions to the FCC that specifically 
require the use of the methods described in Part 22 of the FCC Rules or other administra
tive requirements, such as certain frequency coordination procedures. 

Carey curves12 give the F(L, T) field strength versus distance noted that F(L, T)  
denotes field strength exceed at  L percent of  locations during T percent of  the time. 

F(50, 50) and F(50, 10) field strength versus distance for propagation under average 
terrain conditions with: (1) mobile antenna height of 1 .8 m, (2) base station antenna 
heights ranging from 30 to 1500 m above average terrain, and (3) distances up to 130 km 
for the F(50, 50) curves and up to 240 km for the F(50, 10) curves.U The Carey curves for 
450 to 1000 MHz were based on a CCIR recommendation covering the entire band. 
Median transmission loss for this model can be expressed as 

L = l l0.7 - 19 . 1 log h+ 55 logD (dB), for 8 ::; D < 48 

L = 91 .8 - 18 log h+ 66 logD (dB), for 48 ::; D < 96 

(2.8 .1 ) 

(2.8.2) 

The curves are derived from CCIR curves for television broadcasting. The latter were 
adjusted downward by 9 dB to account for the 1 .8-m height of mobile station antennas. 

The Carey formula is used to calculate the FCC Cellular Geographic Service Area 
formula. This formula approximates this distance to the 32-dBj..t contour predicted by 
Carey: 

d = 1 .05 * Ifl·34 * po.J7 
where d is the distance in miles from the cell site antenna to the reliable service area 
boundary, H is the antenna height in feet above average terrain, and P is the ERP in watts. 

The service area usually is defined by connecting the specific coverage distance on 
the 32-dBj..tV /m point along different angle of radius. It is called Carey curve or Carey 
contour. Conversion between dBj..t and dBm in power delivery13 is calculated as 

dBm = dBj..tV /m - 20 log(j ) - 77.21 (2.8.3) 

where f is the frequency in MHz. Equation (2.8 .3) is based on the antenna gain of 3 dBd 
(above dipole) .  The 32-dBm VIm contour was an eased version from that of the 39-dBj..t VIm 
contour for cellular license application. 

The Carey contour was based on the two-way system (for link balance) or paging/ 
broadcast (forward link only) in early measurements by Carey. Actually, Carey mea
sured only a number of frequencies, and others (nonspecific to his actual measurement) 
were interpolated. In general, the higher the value in dBj..tV /m, the stronger the signal 
received, as shown in Eq. (2.8.3) . 
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2.9 CCI R  Model 

2.9 . 1  Description of the Model 
The CCIR (Comite Consultatif International des Radio-Communication, now ITU-R) 
model takes topography into account using only statistical parameters, in contrast to 
most other methods. These parameters are the effective antenna height of the transmit
ter and a value t;.h (as shown in Fig. 2 .9 . 1 . 1 ) defining the degree of terrain irregularity. 
This model predicts the field strength for a given terrain over an extrapolated fre
quency range of 100 to 3000 MHz, and its prediction method was conceived for land 
mobile radio service with vertical polarization. A basic median attenuation is intro
duced to quasi-smooth terrain in urban areas. Some correction factors are applied for 
different transmitter and receiver antenna heights and for different terrain and envi
ronmental clutter. The correction factors correspond to different effective antenna 
heights and terrain irregularities as well as to isolated mountains, sloped terrain, and 
open, quasi-open, or suburban areas and to different receiving antenna heights . 

CCIR curves give field strengths at 900-MHz frequencies for 50 percent of locations 
and 50 percent of the time in urban areas for mobile antenna heights of 1 .5 m and base 
antenna heights between 30 and 1000 m, as shown in Fig. 2 .9 .1 .2.15 

To adjust for mobile antenna heights of 3 m instead of 1 .5 m, a height-gain factor of 
3 dB is suggested. Standard deviations are given as a function of distance and terrain 
irregularity, assuming that propagation variations with location and time are character
ized in decibels by the Gaussian distribution. Treatment of the median transmission loss 
for frequencies near 900 MHz is based on the work of Okumura et al. 14 stated in Sec. 2.12. 

Defi nition of  he11 

0 3 km 15 km 
Okumura, CCIR 

Defi n ition o f  Ml 
T 

Okumura 

T 

CCIR 

1 0% 
90% 

FIGURE 2 .9 .1.1 Defi n it ion of the effective transm itter antenna he ight h•" and the parameter of 
the terra i n  i r regu la rity !lh accord i ng to CC IR and Okumura et a l . 14 
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the t ime, 50 percent of locations ,  1 kW ERP, hm = 1 . 5 m. 15 

An empirical formula for the combined effects of free space path loss and terrain
induced path loss is given by 

LcciR (dB) = 69.55 + 26.16 log10 /MHz 
- 13.82 log10 � - a(h2 ) + (44.9 - 6.55 log10 h1 ) log10 dkm - B (2.9 . 1 . 1 )  

where h1 and h2 are base station and mobile antenna heights in meters, respectively; dkm 
is the link distance in kilometers;fMHz is the center frequency in megahertz; and 

(2.9.2) 

The field strength prediction curves shown in Fig. 2 .9 .1 .2 are based on a consider
able amount of experimental data collected in many countries. They are applicable over 
the kind of rolling, hilly terrain found in many parts of Europe and North America for 
which the terrain irregularity parameter t;.h is typically 50 m. In any specific situation, it 
is necessary to look up another curve, that gives a correction related to the value of !1.h. 
The values of field strength measured in a small area will be lognormally distributed 
around the predicted median value. Standard deviations is expressed as functions of 
distance and terrain irregularity. 
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CCIR curves are based on a single parameter !;:,.h, which is inadequate to define the 
required correction factor with sufficient accuracy. Furthermore, terrain variations in 
the immediate vicinity of the mobile are not explicitly taken into account. A more accu
rate method is therefore required, as shown in the following section. 

2.10 Blomquist- Ladel l  and Edwards-Durkin Models 
The Blomquist-Ladell16 model is used for calculating transmission loss in the VHF and 
UHF regions. It is a deterministic model giving the long-term median of the basic trans
mission loss. The model considers the same type of losses as the JRC method (see Sec. 2.6) 
but combines them in a different way in an attempt to provide a smooth transition 
between points where the prediction is based on free space loss LF and plane earth prop
agation loss Lr. The ground dielectric constant and the terrain profile, including vegeta
tion, are properly accountable. 

The Blomquist-Ladell model considers two limiting propagation cases: the spheri
cal earth can be regarded as smooth, and it can be represented by a number of knife 
edges. Blomquist and Ladell introduce two empirical propagation models. The first 
model calculates the propagation factor as 

Floss = min (F B' F diffraction) (dB) 

where F1oss is a total loss which is taking smaller number among two factors: 

(2.10 .1 ) 

F8(dB) is the propagation factor based on the smooth, spherical earth field. 
Fdiffraction (dB) is the propagation factor based on the obstacle diffraction field. 

The other model is the square root of the sum of the squares of F8 and Fdiffraction' that is, 

F;oss = JF£ + F�ffraction (dB) (2. 10.2) 

Blomquist and Ladell consider the same types of losses as the Edwards-Durkin 
model9 but combine them differently. The total propagation loss is given by an expression 
of the following type: 

where F8 = L; - LF (F8 is given in Eq. [2 .10 .12]) 
LF = free space propagation loss (dB) 

(2 .10 .3) 

L0 = diffraction losses due to irregular terrain (dB) (multiple-knife-edge loss 
after Epstein and Petersons [Sec. 1 .9.2.2.2]) 

L8 = propagation losses caused by buildings (dB) 
4 = total propagation loss (dB) 

LP or L; = plane earth propagation loss (dB) the former is from the Edwards-Durkin 
model and the latter from the Blomquist-Ladell model 

F8 = a  correction term for the earth curvature effect of the troposphere and for 
any factor other than diffraction over irregular terrain 

Hb and H"' = effective antenna heights (m) of base and mobile stations, respectively 
R = distance between base and mobile station (km) 

Edwards and Durkin use an empirical LP from Bullington: 
Lr = K2 - 20 log (Hb) -20 log (H",) + 40 log(R) (dB) (2.10 .4) 
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where K2 is 115.1 dB for transmission between two half-wave dipoles and is 118.7 dB in 
the case of isotropic antennas. It is shown that for most cases, 

(2 .10.5) 

One way to perform the calculations is to solve the propagation problem first for a 
smooth spherical earth and then correct the solution with factors that account for differ
ent conditions of wave propagation phenomena. 

The plane earth propagation loss (dB) L; from the Blomquist-Ladell model is 

where F8 is shown in Eq. (2.10 .12) .  
The total loss 4 can be  expressed as 

4(dB) = LF + [(L; - LF) 2 + Lo2 ) 1 12 + Lv + Lu + LA 

(2.10.6) 

(2.10 .7) 

where Lv is the vegetation loss, Lu is the urban loss, and LA is the loss from atmosphere. 
The square-root model is frequently used. Over highly obstructed paths, L0 >> 

(L; - LF), the total loss of Eq. (2.10.3) can be approximated by 

(2.10 .8) 

For unobstructed paths, L0 approaches 0, and the total loss from Eq. (2.10.3) becomes 

4 (dB) = L; (2.10.9) 

Besides diffraction losses being equal to 0, this result is similar to the one of Edwards 
and Durkin, and it would in fact be identical if the same formula were used to estimate 
LP (Edwards and Durkin) and L� (Blomquist and Ladell) . 

The essential part of the Blomquist-Ladell9 model is an empirically developed formula. 
The total loss is a weighted sum of free space loss, plane earth loss, and multiple-knife
edge loss as 

L -T -
where 

1 
L + (P +U )2 F B D 

1 
L + (P -U )2 F B 0 

1 
L - (P -U )2 F B D 

F8 :o; o  

F8 > 0, but :::; I Lo l  

F8 > 0, but > I Lo l  

(dB) 

When an isotropic antennas is used, the propagation factor F8 is 

y = { -2.8X 
6.7 + 10 log10 X - 10.2X 

X < .53 
.53 :::; X < 2 

(2.10 .10) 

(2.10 .11 ) 

(2.10 .12) 

(2.10 .13) 

(2.10 .14) 
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where 4 = total loss (dB); 
F8 = propagation factor (dB); 
Y = correction factor (dB); 
R = distance between antenna (km); 

Lr = free space loss (dB); 
L0 = diffraction loss (dB); 
fc = frequency (HHz); 

hb, h"' = base and mobile station effective 
antenna heights (m); 

A. = wavelength (m); d = distance between antenna (m) 
= 1000 R; 

d = earth radius (6.371 X 106m); 
K = earth radius factor (� for standard ratio atmosphere); and 

cb, c"' = dielectric constant at the base and mobile stations (normally taken as 10 over 
dry terrain) . 

2.11 lbrahim-Parsons ModeP7· 18 

2. 1 1 . 1  Findings from the Empirica l Data 
This empirical model is applied to urban environments. It was based on the field trials 
in London between an elevated base station and a mobile moving in the city streets at 
frequencies of 168, 445, and 896 MHz. Measured data were collected with base station 
antennas at a height of 46 m above local ground.16 Samples were taken every 2.8 em. 

List of principal symbols: 
H = relative mobile spot height, m 
L1 = free space propagation loss, dB 
Lr = plane earth propagation loss, dB 
L0 = terrain diffraction loss, dB 
L = land usage factor 
U = degree of urbanization factor 
PL = predicted median path loss between two isotropic antennas, dB 
d = range, m (d :::; 10,000 m) 
f = transmission frequency, MHz 
h, = transmitter antenna height above local ground level, m 
h, = receiver antenna height above local ground level, m (h, :::; 3 m) 

The data were collected in batches, each batch representing a square of 0.5 km coin
ciding with the National Grid System. This size of test square was judged suitable so 
that the propagation data become representative in the urban environment. The layout 
of the test squares in London is shown in Fig. 2 .11 . 1 . 1 .  The average route length within 
each test square was 1 .8 km. 

Each square is assigned three parameters, H, U, and L, defined as follows: 

H (terrain height) is defined as the actual height of a peak, basin, plateau, or valley 
found in each square or the arithmetic mean of the minimum and maximum heights 
found in the square if it does not contain any such features. 
U (the degree of urbanization factor) is defined as the percentage of building site area 
within the square that is occupied by buildings having four or more floors. U varied 
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FIGURE 2 .11.1.1 Layout of the test squares i n  London . 18 

Transmitter 1 4  

1 8  

---• River thames 

between 2 and 95 percent, a very sensitive parameter. The building height distri
butions in the urban and suburban areas are shown in Figs. 2 .11 . 1 .2 and 2 .11 .1 .3, 
respectively. 
L (land usage factor) is defined as the percentage of the test area actually occupied 
by any buildings. 

These parameters were selected empirically as having good correlation with the 
data. 
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FIGURE 2 .11.1.2 
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RMS Prediction 

Median Path Loss (dB) Error 

Best fit 1 .6  + 36.2 log d 5 .3 
fou rth-power law - 12 .5 + 40 log d 5 .3 

Best fit 15 .0 + 43 . 1 1og d 6 .18 
fou rth-power law - 4 .0 + 40 log d 6 .25 

TABLE 2.11.1.1 Range Dependence Regression Equations at 168 and 455 MHz 
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FIGURE 2.11.1.4 Mean path loss to each test square at 2-km range i n  London Y  

A total o f  64 test squares were selected in three arcs, approximately 2 ,  5 ,  and 
9 km around the base station. The total length of the measurement route was about 
115 km. 

Two models were proposed. The fully empirical model shows marginally lower 
prediction errors but relies on a complex formulation that bears no direct relationship to 
propagation principles. The semiempirical model associated with the Egli clutter factor 
method is based on the plane earth loss. A clutter factor b is introduced as a function of 
fc , L, H, and U. 

In general, the median received signal decreased as the mobile moved away from 
the base station. The range dependence regression equations at 168 and 455 MHz is 
shown in Table 2 .11 . 1 . 1 .  

Figure 2.11 . 1 .4 shows the median path loss to  each of  the test squares a t  2-km range 
for three frequencies. The correlation coefficient was 0.93 between the measurements 
at 168 and 455 MHz and 0.97 between the measurements at 455 and 900 MHz. 

2 .1 1 .2 Two Proposed Models 
Two possible approaches were taken. The first one was an empirical expression for 
the path loss based on multiple regression analysis, and the second was to start 
from the theoretical plane earth equation and to correlate the excess path loss in 
terms of "clutter factor. " The main difference between the first empirical method 
and the second semiempirical method is that a fourth-power exponent law is 
assumed in the second approach. 
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2 .1 1.2. 1 Empirical Model 
The following equation was produced as the best fit for the London data: 

L50 (dB) = -20 log(0.7hb ) - 8 log h"' + fa  + 26 log fa - 86 log (f �5
1�0) 

+ [40+ 14.15 log (f �5
1�0)Jogd+ 0.265L - 0.37H + K1 (2.11 .2 .1 ) 

where K1 = 0 .087U - 5 .5 for the highly urbanized area and 0 otherwise. H is the dif
ference in average ground height between the transmitter and receiver, while the 
distance is limited by 0 ::; d ::; 10 km on the OS (Ordnance Survey, UK mapping 
authority) map . 

2 .1 1.2.2 Semiempirical Model 
This model is based on the plane earth equation. The median path loss is expressed as 
the sum of the theoretical plane earth loss and an excess clutter loss termed �· The val
ues of � at 168, 455, and 900 MHz were obtained for each test square. 

The model is given as 

(2.11 .2 .2) 

where 

� = 20 +  {0+ 0.18L - 0.34H +K2 

and 

K2 = 0 0.094U - 5.9 

K2 is applicable only in the highly urbanized city center; otherwise, K2 = 0. 
The root-mean-square prediction errors produced by the two models are summa

rized in Table 2.11 .2. 1 .  
The estimation o f  values o f  parameters L ,  U, and H of  the test squares i s  under 

consideration. 
Parameter H can be easily extracted from a map. 
L and U can sometimes be obtained from other stored information or through the 

estimation. 

Emp i rica l model 

Semi-emp i rica l model 

168 

2 . 1  

2 .0  

Frequency ( M Hz) 

455 

3 .2  

3 .3 

900 

4 .19 

5.8 

TABLE 2 . 11 . 2 . 1  Root-Mean-Square Pred iction Errors i n  Decibe ls 
Produced by the Two models 
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FIGURE 2 .11.2 .1 Pred icted versus measured based on A l lsebrook B i rm i ngham's data at 
441 MHz . 18 

The value of � in a flat city (H = 0) at a frequency of 900 MHz is given as 

� (dB) = 42.5 + 0 .18P (2.11 .2.3) 

The symbol P in Eq. (2.11 .2.3) lies in the range of 0 to 80 percent, where � is between 42.5 
and 57 dB. This agrees well with some independently measured results, shown in 
Fig. 2 .11 .2 .1 , for which � =  49 dB. The model is used mainly in urban areas. 

2.12 Okumara-Hata and the Cost 231 Hata Models 

2.12 . 1 Okumura Method Hata Model 
From the Okumara method, the Okumara-Hata model is created. It was developed 
based on the results of an extensive series of measurements in certain urban and subur
ban areas around Tokyo, Japan, through the works of Y Okumura et al. 19 

Okumura provides a method for predicting field strength and area coverage for a 
given service area by using the basic median field strength curve for 900 MHz as a refer
ence for an urban area application. The parameters for the Okumura-Hata model are 
listed in Table 2.12 . 1 . 1 .  

Predictions are made via a series of graphs and a set of formulas. Quasi-smooth ter
rain is taken as the reference, and correction factors are added for the other types of 
terrain. 
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Frequency 

( M Hz) 

200, 453, 922 , 
1310, 1430, 
and 1920 

Base Station 

Distance Effective Antenna 

( km) Height (m) 

1-1000 30-1000 

TABLE 2.12.1.1 Okumura-Hata Mode l  Parameters 

Receiver 

Antenna 

Height Correction Factors 

Typica l of Suburban ,  open and isolated 
land mob i le mounta i n ,  ro l l i ng h i l ls ,  s lop ing 
app l ications terra i n ,  and m ixed land-sea paths 

The Okumura-Hata model divides the area being investigated into a series of clut
ter and terrain types, namely, open, suburban, and urban. Definitions of these areas are 
described here: 

• Open area: Open space, such as farmland, rice fields, and open fields 
• Suburban area: A village or highway scattered with trees and houses, such as 

residential areas and small towns 
• Urban area: A built-up city or large town with large buildings and houses 

The Okumura-Hata model uses the free space loss as baseline and derives the refer
ence curves, as shown in Fig. 2.12 . 1 . 1  for a fixed base station antenna height of 200 m 
and a mobile antenna height of 3 m. Based on the frequencies and distance, the basic 
median attention (path loss), Amu (f, d), can be found on the curve. The base station 
antenna height correction factor is shown in Fig. 2 .12 .1 .2, and the mobile antenna height 
correction factor is shown in Fig. 2 .12 .1 .3 . 

The baseline predicted value is expressed as 

Path Loss (median attenuation) (dB) = L1 + A,"' (f, d) + hb + h.,. (2. 12. 1 . 1 )  

where L1 i s the free space loss and A"'" i s a function of distance of frequency, derived 
from Fig. 2 .12. 1 . 1 ,  and hb and h.,. are the base station and the mobile station antenna 
height, respectively. 

Correction factors have to account for antennas heights other than the reference 
heights. The basic formulation of the technique can be expressed as 

Path Loss (median attenuation) (dB) = L1 + A""' (f, d) + hb + h,, + h.,. +  h,, (2 .12 .1 .2) 

where h,, is the base station antenna height gain factor as a function of range and h,, is 
the mobile (receiver) antenna height gain factor as a function of frequency. 

The dependency of hb on propagation loss is shown in Fig. 2 .12 .1 .2. It shows that 
path loss increases as the antenna height decreases. 

As shown in Fig. 2 .12 .1 .3, the correction is presented as relative height gain to a 
mobile station 3 m in height in an urban area over quasi-smooth terrain. 

The dependence of fc on propagation loss is shown in Fig. 2 .12. 1 .4. It shows that 
path loss increases as the frequency increases. 

More correction factors are also provided in graphical form for rolling hilly terrain, 
isolated mountain, general sloping terrain, and mixed land-sea path, and can be added 
or subtracted as appropriate. 
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2 .12 . 1 . 1  Okumura-Hata Model 
The Okumura-Hata model, together with related corrections, is probably the most 
popular model used in planning real systems. Okumura published many empirical 
curves useful for cellular systems planning based on extensive measurements of 
urban and suburban radio propagation losses in Tokyo. These empirical curves were 
condensed to a convenient set of formulas known as the Hata formulas that are widely 
used in the industry. 

2.12 .1 .2  Hata's Formulation 
Hata15 drew a set of formulas to replace the graphical information given by Okumura. 
Hata's formulation is confined to certain ranges of input parameters over quasi-smooth 
terrain. 

Hata's formula for Okumura's predictions of median path loss is as follows: 

L (dB) = 69.55 + 26.16 log10 fMHz - 13.82 log10 /; - a(h2 ) 
+ (44.9 - 6.55 log10 /; ) log10 dkm - K (2.12 .1 .3) 

where h1 (30 to 200 m) and h2 (1 to 10 m) are the base station and mobile antenna heights 
in meters, respectively; dkm (1 to 20 km) is the link distance and fMHz(150 to 1500 MHz) is 
the carrier frequency; a(h) is a mobile antenna height-gain correction factor that 
depends on the environment; and K is the factor used to correct the small-city formula 
for suburban and open areas. 

2 . 1 2 . 1 .2 . 1  Urban Areas In urban areas, Eq. (1 . 12 . 1 .3) can be deduced as follows: 

L (dB) = 69.55 + 26.16 log10 fMHz - 13.82 log h1 - a(h2 ) 
+ (44.9 - 6.55 logh1 ) logd (2.12 .1 .4) 

where K = 0, 150 MHz ::; fc ::; 1500 MHz, 30 m ::;  h1 ::; 200 m, and 1 km ::; d ::;  20 km. 
For a small or medium-size city, 

a(hz) = (l . l logfMHz - 0.7)h2 - (1 .56 logfMHz - 0.8) 

For a large city, 

a(h ) = { 8.29 (log 1 .54h2 )2 - 1 . 1 2 3.2 (log 1 1 .75h2 )2 - 4.97 

2 . 1 2 . 1 .2 .2  Suburban Areas 

f ::; 300 MHz 
f � 300 MHz 

L (dB) = L (urban) - 2 [log( .f/28)]2 - 5.4 

(2.12 .1 .5) 

(2 .12 . 1 .6) 

(2. 12 . 1 .7) 

where L (urban) is from Eq. (2.12 .1 .4), K = 4.78 (log10 fMHJ2 - 18 .33 log10 fMHz + 40.94, and 
a(h2 ) = (l . l log10 fMHz - 0.7)h2 - 1 .56 log10 fMHz - 0.8. 



80 C h a p t e r T w  o 

2.12 . 1 .2 .3 Open Areas 

L (dB) = L (urban) - 4.78 (log.fJ + 18.33 logfc - 40.94 (2 .12 . 1 .8) 

where L(urban) is from Eq. (2 .12 .1 .4), K = 2 [log10 (JMHj28)F + 5.4, and a(h2) = (l . l log10 
jMHz - 0.7) h2 - 1 .56 log10JMHz - 0.8. 

2.12. 1.2.4 Hata's Formulas for fMHz = 800 M Hz In this case, Eq. (2.12 .1 .3) atfMHz = 800 MHz 
reduces to the following formula: 

where 

Type of Area 

Open 

Suburban 

Med i um-s ize to smal l  c ity 

Large c ity 

2 . 52h2 - 3 .77  

K 
28.26 

9 .79 

0 

0 

(2 .12 .1 .9) 

Many methods were derived to improve the Hata model, including those of Allsebrook/8 
Delisle et al./0 Aurand and Post,21 and Akeyama et aP2 The Okumura-Hata model is 
perhaps the most widely deployed model for macrocells as it is accurate and easy to 
implement. 

2. 12.2 Cost 23 1 Hata Model 
The European Co-operative for Scientific and Technical Research (EURO-COST) formed 
the COST-231 working committee to develop an extended version of the Hata model 
from 1500 MHz to 2 GHz. 

The COST 231 model, sometimes called the Hata model PCS extension, is valid 
between 1500 and 2000 MHz. The COST 231 median path loss is given by 

L(dB) = 46.3 + 33.9 log(JMHz ) - 13.82 log(h1 ) - a(h2 ) 

+ [ 44.9 - 6.55 log(h1 ) log(d) + C (2.12 .2 .1) 
where JMHz is the frequency in MHz (1500 to 2 Ghz), h1 is the base station height in 
meters, h2 is the mobile station height in meters, a(h2) is the mobile antenna height cor
rection factor (see Eq. 1 .12 . 1 .5 for suburban and Eq. 2.12 . 1 .6 for urban), d is the link 
distance in kilometer (1 to 20 km), C = 0 dB for medium-size cities or suburban centers 
with medium tree density, and C = 3 dB for metropolitan centers. 

The application of this model is restricted to macrocells where the base station 
antenna is above the rooftops of adjacent buildings. It is not applicable to microcells 
where the antenna height is low. 

2 . 12.2. 1 Extension of the Hata Model to Longer Distances 
An empirical formula for modifying the Hata model from Eq. (2.12 .1 .4) to extend dis
tances 20 to 100 km was developed by ITU-R and is given by 

L1Tu (dB) = 69.55 + 26. 16 log10 /MHZ - 13.82 log10 h1 - a(h2 ) 
+ (44.9 - 6.55 log10 �)(log10 dkm )b - K (2.12.2.2) 
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where 

b - { 1, dkm < 20 km 
- 1 + (0.14+ 0.000187 JMHz + 0.00107h; ) (log10 (dkm/20))0 8 dkm � 20 km 

and h; in the equation of b is 

2. 12.2.2 Hata-Davidson Model 
The Hata-Davidson modeP is derived from the Hata model, which was in turn based 
on the Okumura' curves, as described previously. 

The main factors included in Hata-Davidson model are the area type (urban, suburban, 
quasi-open, and open) as well as corrections for the receiver antenna height. The model 
also includes frequency and distance corrections to extend the distance range to 300 km. 

The Hata-Davidson model computes the basic median field strength based on the trans
mit antenna height measured on the HAAT rather than the topography of the entire path. 
HAAT is calculated on the undulation of terrain from a 3 to 16 km segment over the radio path. 

The Telecommunications Industry Association recommends in its publication 
TSB-88A that the Hata-Davidson model is the modification of Hata model, which con
sists of the addition of correction terms: 

(2.12.2.3) 

where A(h1, dkm) and 51 (dkm) are the distance correction factors extending the range to 
300 km. They are listed below: 

dkm < 20 0 0 

20 � dkm < 64.38 0.62137(d,m - 20)[0 .5 + 0 .15 1og10 (h1 /121.92)] 0 

64.38 � dkm < 300 0.62137(dkm - 20)[0 .5 + 0 .15 1og10 (h1 /121.92)] 0.17 4(dkm - 64.38) 1 
52 is a base station antenna height correction factor extending the range of h1 values to 
2500: 

53 and 54 are frequency correction factors extending the frequency to 1500 MHz: 

53 (/MHz ) = /MHJ250 log10 (1500/fMHz ) 

54 (/MHzAnJ = [0 . 112 log10 (1500/JMHJ](dkm - 64.38) for dkm > 64.38 km 

2.13 Walfisch-Bertoni  Model 
The Walfisch-Bertoni model is a physical model that addresses propagation in urban envi
ronments. Figure 2.13.1 illustrates the geometry used in the Walfisch-Bertoni modeF4•25 
As shown in Fig. 2.13.1, there are four paths. The most important path is the primary path 
to the mobile that is diffracted over the tops of the buildings in the vicinity of the mobile/6•27 
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as shown by path 1 .  Another path over the rooftop to the mobile from reflection is shown 
as path 2. Other possible propagation paths exist due to building penetration (path 3) and 
multiple reflections and diffractions (path 4) . The last two are generally negligible. 

To determine the field diffracted down to street level, it is necessary to establish the 
field incident on the rooftop of the building right before the mobile. For a large number 
of buildings between the base station and the mobile, the field at the rooftop, ERoof' can 
be obtained from [ ff] 0.9 ERoof "" 0.1 �.0� (2 .13 .1 ) 

where the glancing angle a, and the separation between two adjacent buildings b are 
shown in Fig. 2 .13 . 1 .  

The total path loss is the sum of  two losses: the free space path loss between the 
antennas, and the additional loss due to the final diffraction down to the mobile on the 
street level. 

The free space path loss formula is shown in Eq. (2.13.2) : 

LFS (dB) = 32.4 + 20 logJMHz + 20 log dkm (2 .13 .2) 

Due to the final diffraction down to the mobile on the street level, the amplitude of 
the field at the mobile E, is obtained by multiplying the rooftop field ERoof by a factor: 

(2.13 .3) 

where h is the height of the buildings and h., is the height of the mobile antenna. The 
angles y and a are measured in radians with 

y = tan-1 [2(h - h,) I d] (2 .13 .4) 

For a level terrain, a (radians) is given by 
h - h d a = -b __ _ _ 

d 2re (2. 13.5) 

where re is the effective earth radius, re = 8.5 x 103 km. 

d �-----------------------:� 

FIGURE 2 .13.1 Propagation geometry for the model proposed by Wa lfisch and Berton i .24 
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Equation (2.13 .3) is further simplified by neglecting 1 / (2rc + y - a) as compared to 
1 / (y - a) and assuming that a is small compared to y. 

Using Eqs. (2. 13.2), (2.13.3), (2.13 .4), and (2.13 .5), the excess loss is given by 

L,)dB) = 57.1 +A +  logfc + 18 logd - 18 log(hb - h) - 18 log(1 - 17(�b2- h)) (2 .13 .6) 

The last term in Eq. (2.13 .6) accounts for the earth curvature. It can often be neglected. 
The building geometry A can be expressed as 

(2 .13 .7) 

When using isotropic antennas, the total path loss is obtained by adding Lex to the 
free space path loss LFs· 

2.14 l kegami Mode!27 
The Ikegami model tries to predict the field strengths at each point in an urban coverage 
area using a ray-theoretical approach. Ikegami analyzed the controlling propagation 
factors based on the geometrical optics assuming a simple two-ray model. 

Ikegami has made extensive drive tests in Kyoto City. He analyzed building 
heights, shapes, and positions with detailed city maps and traced ray paths between 
the transmitter and receiver using only single reflections from the walls of the build
ings . Diffraction is calculated using a single-edge approximation at the building 
nearest the mobile unit. The building-wall reflection loss is assumed to be fixed as a 
constant value. The two rays, reflected and diffracted, are received by the mobile 
unit as follows: 

Em = EFs - 10 log JMHz - 10 log (sin<j>) - 20 log (hb - h"' ) 

+ 10 logW + 10 log (1 +  � )  + 5.8 (2.14 .1) 

where E"' = local mean field strength, EF5 = free space field strength, L, = reflection loss, 
set to a fixed value at -6 dB, <1> = angle between the street and the direct line from base 
to mobile, hb = building height in meters, hm = receiver height in meters, W = street width 
in meters, and fc = frequency in MHz. 

The model represents the situation illustrated in Fig. 2.14. 1 .  Further, the elevation 
angle e of the base station from the top of the knife edge shown in the figure is negli
gible in comparison to the diffraction angle down to the mobile level. Therefore, there 
is no dependence on base station height. This model has been compared with the mea
surements at 210, 400, and 600 MHz as well as with transmitting antenna heights of 600, 
500, and 120 m above mean ground level. 

The Ikegami model assumes that all urban buildings in the area have the same 
height and that the base station antenna height does not affect propagation in the urban 
area. The model predicts that mean field strength is approximately determined by dif
fracted and reflected rays, which are subject only to geometrical optics. 
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Transmitter 
e 

FIGURE 2 .14.1 l kegam i  model i l l u strated.27 

2.15 Walfisch- lkegami ModeF8 

Reflecting 
bui ld ing 

.. _ _  ... -... T I I I 

The Walfisch-Ikegami model is a semi deterministic model for medium-size to large 
cells in built-up areas. This model was adopted by COST (Cooperation of Scientific and 
Technical Research) Project 231 in Europe and is recommended by ITU for cellular and 
PCS applications. 

The Walfisch-Ikegami model is applied in the in the range of 800 to 2000 MHz and 
path distances in the range of 0.02 to 5 km. The model provides two propagation situa
tions: LOS and NLOS. In a LOS situation, there is no obstruction in the direct path 
between the transmitter and the receiver. This model assumes that the base station 
antenna height is hb :2: 30 m such that the path has a high degree of Fresnel zone clearance. 

For LOS paths, the path loss equation for the Walfisch-Ikegami model is 

�1 (dB) = 42.6 + 26 log dkm + 20 logfMHz (d :2: 20 m) 

while the free space path loss is 

LFS (dB) = 32.4 + 20 logfMHz + 20 log dkm 

When the distance dkm ---7 20, the loss Lw1 ---7 Lrs· 
For NLOS path situations, four factors are included: 

• Height of buildings 
• Width of roads 
• Building separation 
• Road orientation with respect to the LOS path 

(2.15 .1 ) 

(2 .15 .2) 

The Walfisch-Ikegami model for the NLOS path gives the path loss using the following 
parameters: 

hb = base antenna height over street level in meters (4 to 50 m) 
h"' = mobile station antenna height in meters (1 to 3 m) 
h8 = nominal height of building roofs in meters 
�hb = hb - h8 = height of base antenna above rooftops in meters 
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t:.hm = h8 - hm = height of mobile antenna below rooftops in meters 
b = building separation in meters (20 to 50 m recommended if no data) 
W = width of street (b /2 recommended if no data) 
<)> = angle of incident wave with respect to street (use 90° if no data) 

Using the parameters listed above, for NLOS propagation paths, the Walfisch-Ikegami 
model gives the following expression for the path loss in decibels: 

[ = { LFS + L,,, + Lmds ' 
NLOS LFS 

L,,, + Lmds � Q 
L,,, + [mds < Q 

(2.15.3) 

where LF5 = free space loss = 32.45 + 20 log10 dkm + 20 log10 JMHz' L,,, = roof-to-street diffrac
tion and scatter loss (see Eq. (2.15.4)), and Lmsa = multiscreen diffraction loss (see Eq. (2.15.6)). 

The formula given for L,1, involves an orientation loss, L(<)>). Angle <)> is the street 
orientation angle, as shown in Fig. 2 .15 .2 . 

L,,, = -16.9 - 10 log10 W + 10 log10 fMHz + 20 log10 t:.h"' + L(<!>) (2.15 .4) 

wherefMHz is the frequency in MHz and w"' is the distance between the building and the 
mobile on either side of the street, typically w, = W /2, and the final term of Eq. (2.15 .4) 
is the orientation loss for street orientation at an angle <!> to the radio path: 1 -10 + 0.354<)>, 

L(<)>) = 2.5 + 0.075(<)> - 35°), 
4.0 + 0 .1 14(<)> - 55°), 

0 :S:: <)> ::;  35° 
35° ::; <!> ::;  35° 
55° ::; <!> ::;  90° 

The formula given for the multi screen diffraction loss term L,sa is 

(2.15 .5) 

(2.15 .6) 

In this expression, Lbsh is shadowing gain, which occurs when the base station antenna 
is higher than the rooftops: 

L = { -18 log10 (1 +l1hb ), bsh 0, 

Base station antenna d 
-

Bui ld ings 
- -

hb 
D D D D 

D D D D 

D D D D 

r- -

D D D D 

D D D D 

D D D D c Thm 
� Street level b w Mobi le antenna 

FIGURE 2 .15.1 The geometry of the Wa lfisch-l kegam i  mode l .  

(2.15 .7) 

--

ha 
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FIGURE 2 .15.2 Defi n i ng the street orientation angle .  
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Lmsd decreases for wider building separation (b) . The quantities ka , kd , and kMHz determine 
the dependence of loss on the distance (dkm) and the frequency (JMHJ The term in the 
formula for the multiscreen diffraction loss is given by 

tlhb > 0 
tlhb � 0 and dkm 2 0.5 
!:J.hb � 0 and dkm < 0.5 

(2.15 .8) 

This relation in Eq. (2.15.8) shows that there is a 54-dB diffraction loss if the base station 
antenna is above the rooftops (tlhb > 0), but more than a 54-dB loss if it is below the rooftops. 

5 
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FIGURE 2 .15.3 Orientat ion loss versus angle of i nc idence. 
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The loss will be just a little more than 54 dB if the link distance is less than 500 m. The dis
tance factor kd in Eq. (2.15.6) for L,,d is given by 

(2.15.9) 

L,,d increases with distance at 18 dB per decade if the base antenna is above the rooftops 
(t1hb > 0) . But if the antenna is below the rooftops, the kd is higher than 18 db per decade. 

The frequency factor �Hz in the formula for the multiscreen diffraction loss is given by 

k . = -4 +  925 l 0.7 (/MHz - 1) 
MHz 

1 .5({2'5 - 1) 
medium-size city and suburban areas 

(2.15 .10) 
metropolitan (urban) areas 

LF5 and L,1, together give an increase of 30 dB per decade of frequency. For a typical 
cellular frequency of 850 MHz, the value of kMhz is about -4 dB for either situation, as 
shown in Eq. (2 .15 .10), so the total dependence on frequency for the 800-MHz cellular 
band is about 26 dB per decade. 

If data are unavailable, the following default values are recommended: 

h = 3m x (number of floors) + roof height 

Roof height, h8 = { 3 m for pitched roofs 
0 m for flat roofs 

Building separation b = 20 to 50 m 
Width of the street w = b/2 
Angle of incident wave <1> = 90° 

The COST model is applicable to the following range of parameters: 

JMHz = 800 to 2000 MHz 
hb = 4  to 50 m 
h = 1 to 3 m  

"' 

dkm = 0.02 to 5 km 

The Walfisch-Ikegami model matches measurements quite well when the base 
station antenna is above rooftop height, producing mean errors of about 3 dB with stan
dard deviations in the range 4 to 8 dB. 

2.16 Flat-Edge Model 
The flat-edge model was created by Saunders et. al.29•30 assuming that all buildings are of 
equal height and spacing. The geometry is shown in Fig. 2 .16 .1, illustrating the following 
parameters: 

r1 = distance from the base station to the first building in meters 
a =  elevation angle of the base station antenna from the top of the final building in 

radiant when = 0, the base station 
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FIGURE 2 .16 .1  Defi n it ion of  geometry for the flat-edge modeL 

w = building separation 
h0 = building height 
dm = distance from the mobile to the last building in meters 

The value of w used should be an effective way to account for the longer paths 
between the buildings for oblique incidence. The excess path loss is then expressed as 

(2.16 .1 ) 

where Lke is the single-edge diffraction loss over the final building and L" - 1 is the loss 
for multiple diffraction over the remaining (n - 1) buildings. The result is that L" - 1  is a 
function of a parameter t only, where t is given by 

It is given by the following formula: 

rmv t = -a vT 

1 11-1 
Lll (t) = n LLn,(t)F, (-jt../n-m) for n 2 1  Lo (t) = 1 

m-0 

where 

and 5 and C are Fresnel integrals. 
The flat-edge model may be calculated either directly from Eq. (2. 16.3) . 

(2.16.2) 

(2 .16 .3) 

(2 .16 .4) 

Walfisch28 has introduced the concept of the "settled field" : if the number of build
ing n is large enough for buildings to occupy the whole of the first Fresnel zone from the 
line-of-sight ray, then the attenuation function can be given by (jkwa2 ) [ rruv] A" (a) = exp -2- L" aVT (jkwa2 ) 

= exp -2- LJt] (2.16.5) 

Equation (2.16.5) is applied to the distance r to the base station is very large, r >> n w .  
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FIGURE 2 .16 . 2  Variation of attenuation with number of edges - w = 150 A. 

The field A" (a) becomes independent of further increases in n, as can be seen from 
Fig. 2. 16.2. From the results of numerical simulations Walfisch proposed the approxi
mate function 

for n >> 1 (2.16.6) 

where I A I is the attenuation relative to the free space field strength. This function sug
gests a propagation loss dependence of approximately 38 dB I decade of range, which is 
in a close agreement with many reported measurements. This function is I A I is only an 
approximate, however, and is not a function of n .  

The overall path loss from the flat-edge model is a summation of three losses: the 
free space loss, the final building diffraction loss, and the reflections from the buildings 
across the street using the Ikegami model, shown as follows: 

(2.16 .7) 

where LF5 is the free space loss, LE is given in Eq. (2 . 16 . 1 ), and L"(t) can be found from 
Eq. (2 . 16.3) . 

This formulation is extremely simple to compute and applies for any values of 
angle a, even when the base station antenna height is below the rooftop level. The num
ber of buildings can be increased to extremely high values without difficulty. 

2.17 ITU Model 
It is often difficult to evaluate the best model for a given application from the many 
described in this chapter. Recommendations produced by the ITU are a good reference 
source in this situation, as they summarize in simple form some recommended proce
dures, as shown in Table 2 .17 .1 .  

The ITU's recommendations may not always represent the most accurate model for 
a given case, but they have the benefit of being widely accepted and used for coordina
tion and comparison purposes. 

We'll focus on ITU-R P.1546 and ITU-R P.530 in this section. ITU-R P. 1141 is more 
focused on microcells and will be discussed in Chap. 4. 
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ITU-R P.1411 

ITU-R P.1546 

ITU-R P.530 

ITU-R P.341 

ITU-R P.676 

ITU-R P.526 

ITU-R P.833 

ITU-R P.679 

ITU-R P.1057 

ITU-R P.1238 

ITU-R P.370 
and ITU-R P.529 

ITU-R P.1407 

ITU-R P.453 

Propagation data and pred iction methods for the plann i ng of short-range 
outdoor rad io  commun i cation systems and rad io local a rea networks i n  
t he  frequency range 300 MHz to  100 GHz 

Method for poi nt-to-area pred ictions for terrestria l  services i n  the 
frequency range 30 MHz to 3000 MHz 

Propagation data and pred iction methods requ i red for the design of 
terrestria l  l i ne-of-s ight systems 

UHF frequency range , basic transm ission loss 

Gaseous attenuation 

Knife-edge d iffract ion 

Propagation th rough trees spec ific attenuation i n  vegetation 

Bu i l d i ng entry for terrestria l  systems 

Defi n it ions of probab i l ity d istri but ions 

I ndoor propagation over the frequency range 900 MHz to 100 GHz 

Propagation for over d istances of 1 km and greater, and over the 
frequency range 30 MHz to 3 GHz 

Mu lti path propagation and defi n it ion of terms 

Effects of refraction 

TABLE 2 . 17. 1 ITU-R Recommendations Tab le 

2 . 17 . 1  ITU-R Recommendation P. 154631 
This is the recommendation of ITU-R P.1546 for point-to-area prediction of field strength 
for broadcasting, land mobile, maritime mobile, and certain fixed services, such as point
to-multipoint systems. This model uses a semiempirical method for the reliable predic
tion of radio propagation at VHF and UHF bands. It covers point-to-area predictions for 
terrestrial services in the frequency range 30 to 3000 MHz and for the distance range of 
1 to 1000 km. 

This method can include the effects of terrain, scattering objects of the environment, 
and other propagation conditions, among various factors and corrections. There are 
21 tunable parameters in the point-to-area prediction method of ITU-R P.1546, provid
ing a high degree of freedom for tuning the model. 

The propagation curves represent field strength values for 1 kW of ERP at nomi
nal frequencies of 100, 600, and 2000 MHz, respectively, as function of various param
eters, including frequency, transmitting antenna height (10 to 1200 m), time variability 
(percentage of time exceeded 50, 10, and 1 percent), and path type (land, cold sea, and 
warm sea), the height of the receiving (mobile) antenna being equal to the representa
tive height of ground cover and distance. These curves are based on measurement 
data relating mainly to mean climatic conditions in temperate regions containing cold 
and warm seas. 

A rigorous interpolation/ extrapolation procedure is given to allow prediction for 
any input values within the specified range. The model is based on series of curves (or 
tables) originating from measurements and allowing predictions for wide area macro
cells and for broadcasting and fixed wireless access applications. 
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The field strength at each measurement point is calculated for a given percentage of 
time inside the range from 1 to 50 percent. The field strength will be exceeded for t% of 
times at each receiver location given by 

E(t) = E, (median) + Qi(t/100) crT dB(j..tV /m) (2.17.1 .1 ) 

where E, (median) is the median field strength with respect to the time at the 
receiver location, Qi(x) is the inverse complementary cumulative normal distribu
tion as a function of probability, and crT is the standard deviation of normal 
distribution of the field strength at the receiver location. ITU-R P1546 is intended to 
provide the statistics of reception conditions over a given area, not at any particular 
point. The field strength value at q% of location within an area represented by a 
square of 200 x 200 m is given by 

E(q) = EL (median) + Qi(q/100) crL dB(j..tV /m) (2 . 17.1 .2) 

where EL (median) and crL are the median and standard deviation of field strength over the 
defined area, respectively and q is the percentage of location varying between 1 and 99. 

When the terrain information is available, the transmitting (base) antenna height h1 
should be obtained as follows: 

Condition 1: For land paths shorter than 15 km, 

where hb is the height of the antenna above terrain height averaged between 0.2 d and d 
in kilometers and d is the distance between the transmitter and the receiver. 
Condition 2 : For land paths of 15 km or longer, 

hi = h,ff 
where heff is defined as the transmitter height in meters over the average level of the 
ground between distances of 3 and 15 km from the transmitting (base) antenna in the 
direction of the receiving (mobile) antenna. 

The following formulas are used according to the recommendation for field strength 
prediction: 

ld = log10 (d) 

k =  
log10 (�) 

log10 2 

E1 = (a0F + a1k + a2) ld + (0.1995k2 + 1 .8671K + a3 )  

E,efl = b0 [exp(-b4 101;' ) - 1] + b1 · exp[-(1d�b2 JJ 

(2. 17. 1 .3) 

(2. 17.1 .4) 

(2. 17. 1 .5) 

(2. 17. 1 .6) 

(2. 17. 1 .7) 

(2. 17.1 .8) 
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E1, = 106.9 - 20 /d 

E, = Eh + corrections dB (11 %) 

(2. 17 .1 .9) 

(2. 17. 1 . 10) 

(2. 17. 1 . 11) 

(2. 17.1 . 12) 

(2. 17 .1 . 13) 

(2. 17 .1 .14) 

(2. 17.1 . 15) 

(2. 17.1 .16) 

In the above equations, d and h1 are in kilometers and meters, respectively; Efs is the 
free space field strength; and Eh is the propagating field strength without considering 
the corrections. Both E1s and Eh are received from 1 kW ERP. All coefficients a0, a1, • • •  , a7, 
b0, b1, • • •  , b7, c0, c1, . . .  , c6, d0 are given for nominal frequencies and time percentage in the 
recommendation. These coefficients are defined as the optimization parameters in the 
optimization algorithm. CERP ' ch, ' curban ' CTCA ' and ch, < 0 are the corrections for effective 
radiated power, receiving (mobile) antenna height, short urban/suburban paths, ter
rain clearance angle, and negative values of h1, respectively. The related formulas for 
calculation of c,, ' curban' CTCA and chi < 0 can be found in.31 The correction CERP must 
be added to Eh if fue ERP of the transmitter antenna is not equal to the nominal value of 
1 kW: 

CERP = 10 log10 (�:0) (2. 17. 1 . 17) 

The above formulas are used according to the recommendation P. 1546 for point-to-area 
field strength prediction. 

2 . 17  .2 Recommendation ITU-R P.530-932 
This ITU terrain model is based on diffraction theory and provides a relatively quick 
means of determining a median path loss.32 Diffraction loss will depend on the type of 
terrain and the vegetation. For a given path ray clearance, the diffraction loss will vary 
from a minimum value for a single-knife-edge obstruction to a maximum for smooth 
spherical earth. Methods for calculating diffraction loss for the single-knife-edge case 
and for the smooth spherical earth case as well as for paths with irregular terrain are 
discussed in Recommendation ITU-R P.526-Knife-Edge Diffraction. These two cases 
are shown in Fig. 2 .17.2. 1 .  

The diffraction loss over average terrain can be  approximated for losses by the formula 

(2.17.2 .1) 
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FIGURE 2 .17. 2 . 1  Diffract ion loss for obstructed LOS rad io pathsY 

where h is the height difference (m) between most significant path blockage and the 
path trajectory. The height difference h is negative if the top of the obstruction of interest 
is above the virtual line of sight. 

F1 is the radius of the first Fresnel ellipsoid given by 

F1 = 17.3�d��2 m (2.17.2.2) 

where f = frequency (GHz), d = path length (km), and d1 and d2 = distances (km) from 
the two terminals to the path obstruction. 

A curve, referred to as Ad, based on Eq. (2 . 17.2.1), is also shown in Fig. 2 .17.2. 1 .  This 
curve, strictly valid for losses larger than 15 dB, has been extrapolated up to 6-dB losses. 

Figure 2 .17.2 .1 shows three plots of the expected diffraction loss due to terrain 
roughness versus the normalized terrain clearance. Curve B is the theoretical knife
edge diffraction curve. Curve D is the theoretical smooth-earth loss at 6.5 GHz using a 
4/3 earth radius. Curve Ad is the ITU terrain loss model over intermediate terrain. Each 
of these curves represents the excess terrain loss beyond the free space loss. 

The ratio h/F1 is the normalized terrain clearance. When the terrain blocks the line 
of sight, h/ F1 < 0. This model is generally considered valid for losses about 15 dB, but it 
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is acceptable to extrapolate to as little as 6 dB of loss. The other two curves shown rep
resent extremes of clear terrain and very rough terrain, so they provide insight into the 
variability that can be expected for any given value of normalized clearance. 

2.18 On-Body ModeP3 
The on-body model is a new concept. When the terminal handset is used, the body size, 
shape, and posture, as well as the orientation and distance of the antenna from the 
body of the user will become a part of the system. It has been called the body-area net
work (BAN) .33 This BAN will affect the reception of the mobile signal and need to be 
included in the prediction of the overall path loss of the mobile radio propagation. We 
include it in this chapter because it is an area network. Also, it affects the performance 
of all cellular networks, from macrocell to in building (picocell) . There are two models. 

2. 18. 1 Model 1 
The received signal may be represented as the combination of a constant LOS signal 
and a Rayleigh-distributed time-varying component. The spatial subchannel linking 
the ith receive element and the jth transmit element in an (N x M) MIMO channel matrix 
H can be represented as 

(2. 18 .1 . 1 )  

where K is the Rician factor, <Jl;j is the phase of the jth transmit element to ith subchannel 
in the constant component, and z .. (t) is the correlated NLOS component. The phase <p q q 
is randomly distributed over [0, 2n] . The received power term p, can be modeled for a 
given transmitter-receiver separation as 

p, (d) = p, (d0 ) - 10n log (:o) + Xshad (d) 

where Xshad (d) is the lognormally distributed shadowing term. The first term in 
Eq. (2. 18 . 1 . 1 )  corresponds to the LOS component, and the second term corresponds 
to NLOS component. 

2. 18.2 Model 2 
In model l, the receive antenna did not encounter identical statistics owing to the varia
tion in their position, orientation, and the amount of shadowing. In model 2, the index 
I is attached to the receive power (p); and to the Rician K-factor in order to indicate that 
they depend on the receive antenna. It follows that the hij (t) of the MIMO channel 
matrix in this model can be represented as 

K (p )i · (p )i h (t) = -' -'- el<i';; + -'-z (t) 'I K + l K + l 'I 
I I 

(2. 18.2 .1) 

The two models are used to predict the on-body antenna orientation and position. For 
each on-body channel, the transmitting array was placed at the belt position at the left 
side of the body, while the receiving array was placed at the right side. The receiving 
array that was placed on the head is called belt-head channel, and that placed at the 
chest is called the belt-chest channel. Model l has been shown to well represent the belt
chest channel, while model 2 provides a more reliable representation of the belt-head 
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channel and a good estimation of the capacity in such a channel. Readers who are inter
ested in this topic should read the reference.33 

2.19 Summary 
In this chapter, we have selected only those macrocell prediction models that are widely 
used by the industry. Some of these models are simple and some are complicated. In 
general, we can categorize on the basis of the different approaches of prediction into 
three kinds of models: physical, empirical, and statistical. Physical models are not prac
tical to use in macrocell prediction because manipulating the model in coverage areas is 
complex. Statistical and empirical models are commonly used. For planning purposes, 
there are three different models: area-to-area, point-to-area, and point-to-point models. 
When exploring an area for a cellular system, the area-to-area model or point-to-area 
model is enough to get the information we are looking for. However, if deploying a cel
lular system in an area, then the point-to-point model is more adequate. Two point-to
point models will be introduced in Chap. 3: the Lee model and the Longley-Rice model. 

We also include the on-body model in this chapter to give readers an overall picture 
of predicting the outcome from a cellular system, not only the radio path from the base 
station to the receiver but also the received signal affected by the human body. 
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CHAPTER 3 
Macrocell Prediction 

Models Part 2: 
Point-to-Point Models 

3.1 The Lee ModeP-5 
The calculation of macrocell coverage is based on signal propagation prediction tech
niques. The Lee "point-to-point" model predicts each local mean of the received signal 
strength at the mobile terminal based on the radio path between the base station and 
the mobile but plots all the predicted local means along a mobile path in a mobile cel
lular environment. The point-to-point model is a cost-saving tool used for planning a 
system in a large coverage area. Otherwise, selecting the proper sites of a base station 
based on the measured data in a large area is very costly and labor intensive. 

The predicted signal strengths also can be calculated on a sector-by-sector basis . 
It is used as an area-to-area model or point-to-area model. A recommendation is to use 
a sector of 60° or 120°. In each sector, we may predict the local means along every 0.25° 
or 0.5° radial increment within a sector and also use a small distance (radial length) 
increment along each radial line . The prediction of local means for each sector is stored 
in a data file. These files can be used to support most analyses, such as to generate 
a neighboring cell list, frequency planning, traffic demand distribution, hardware 
dimensioning, and so on. 

The Lee model uses a reference frequency of 850 MHz; however, the model has been 
validated with the measured data within the frequency range from 150 to 2400 MHz. 

Measurements taken from over 500 drive tests conducted in Europe, Asia, and the 
United States have been used to test the Lee model's implementation. These data cover 
many different cities and many different characteristics of morphologies, such as dense 
urban, urban, suburban, and rural. 

The Lee model is also integrated with measurement data and can be customized in 
any particular area or to support the use of path loss values that are derived from drive 
test data as the basis for any analysis supported. This can be handled alone or in con
junction with predicted data. Empirical data can also be used to "tune" path loss slopes 
and intercepts, using a technique known as measurement integration, to improve pre
diction accuracy for the Lee model. 

99 
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Based on the measurement results, the Lee model is enhanced to combine line-of
sight (LOS) gain and non-line-of-sight (NLOS) loss together for more realistically pre
dicting the signal strength. This is covered in Sec. 3.3 of enhanced Lee model. 

This chapter focuses on theoretical and technical aspects of the algorithm of Lee 
macrocell modeling. 

3 . 1 . 1  Implementation o f  the Lee Macrocel l  Model 

3.1 . 1 . 1  Models of Implementation 
Three modes of the Lee macrocell model are analyzed here . The basic mode of the 
Lee model is the Lee single breakpoint model; the other two modes are the multiple 
breakpoint model and the automorphology model. 

The other two modes of macrocell model are derived from the Lee single break
point model. Therefore, the theoretical discussion in this chapter focuses primarily on 
the Lee single breakpoint model, with additional explanations of how the other two 
modes differ from it. 

In implementation, the easiest way to select a mode among the three modes is based 
on the granularity in a sector-by-sector basis . Thus, a coverage plot may consist of dif
ferent sectors using different modes, based on the appropriate modeling objectives for 
dealing with different specific propagation conditions in a given sector. 

The accuracy of using each mode depends on a number of factors, as discussed 
below. Users have the opportunity to customize a certain mode among the three modes 
in the Lee macrocell model by feeding the empirical data into the modeling parameters 
to increase prediction accuracy and to meet the specific . 

3.1 . 1 .2 Accuracy of Model Variations 
The multiple breakpoint model is currently considered to provide the most accurate pre
diction and is the one recommended to be used. This model was designed specifically to 
improve prediction accuracy for "near in" distances (within 1 mile from the base station). 

Imported empirical data can be used to increase the accuracy of both the single 
breakpoint and the multiple breakpoint models through a technique known as mea
surement integration. Many radial zones can be identified due to the user 's specified 
requirements from running this process; the more zones identified, the more accurate 
the prediction results provided. 

The degree of accuracy of signal strength predictions is based on the automorphol
ogy model and depends on a careful selection of a path loss slope value for each land
use class based on an appropriate propagation condition. But measurement integration 
technique cannot be used with this mode. 

All three modes of the Lee macrocell model may be customized to the extent that 
certain model parameters and constants can be specified in a particular mode. 

• Model parameters, which include the radial length increment dx (sampling 
interval), gain factor, loss factor, and a distance from reflection point and a 
mobile signal smoothing. Values for these model parameters may be used for 
the choice of modes, path loss, intercept point value, and so on associated with 
each different environment type. 

• System constants, which include parameters related to the use of water 
enhancement, earth curvature, and terrain averaging. 
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• Center frequency, which can be used to further optimized the prediction. 
• Path loss slope values per land-use class, for use with the automorphology model. 

Sector parameters can be specified for each sector, which include environment type, 
the mode of the model to be used, path loss slope(s) /intercept(s), radial length, and 
number of radials. 

When using the single breakpoint model or the automorphology model, you may 
specify a single slope and a 1-mile intercept. When you choose to use the multiple 
breakpoint model, you may specify additional slopes and intercepts. 

The choice of environment type brings with it the associated values for the model 
parameters, such as radial length dx, gain factor, loss factor, and distance from reflection 
point and mobile smoothing. This set of parameters is independent of the choice for all 
other sector parameters related to macrocell modeling. 

All sector parameters may be specified for each sector individually or on a group 
basis for any group of cells/sectors. 

The model is based on the experimentation that can be created through the terrain 
and signal profiles or by including the slope and intercept calculations through mea
surement integration. 

3 .1 .2 The Lee Single Breakpoint Model-A Point-to-Point Model 
The Lee single breakpoint model forms the basis for all three modes of macrocell mod
eling. This model is given by the following equation: 

P, = P, - y · log (!...) - A1 + Gefl7,(h, ) - L + a  (3. 1 .2 .1 ) 
o ro 

where P, = the received power in dBm 
P = the received power at the intercept point r0 in dBm 

'o y = the slope of path loss in dB per decade 
r = the distance between the base station and the mobile in miles or kilometers 

r0 = the distance between the base station and the intercept point in miles or 
kilometers 

h, = the effective base station antenna height in feet or meters 
h2 = the mobile antenna height in feet or meters 
h; = actual antenna height at the base station 
h: = maximum effective antenna height 
A1 = the frequency offset adjustment in dB from the default frequency J0 

= 20 log ({) 
G,ff" (h) =  gain from effective antenna heights he due to the terrain contour 

= 20 log(�) (under a nonshadow condition) 

Max. G,ff1, (h;) = the maximum effective antenna height gain 

= 20 log(�D 

(3. 1 .2.2) 

(3.1 .2.3) 

(3. 1 .2.4) 
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L = (the knife-edge diffraction loss) - (the maximum effective antenna height gain) 

= L0 - 20 log (�U � 0 (under a shadow condition) (3.1 .2.5) 

The effective antenna height h; is measured the height at the base station from the 
intersected point of a line that is drawn from the tip of the hill along the slope of the 
hillside to the base station. The description of h; is shown in Sec. 3 .1 .2.4. 
a =  the signal adjustment factor in dB, such as additional gains if the actual antenna 

gains g; and g,; and antenna heights h; and h; at two terminals are different 
from the standard conditions 

= (g� - gb ) + (g"' -g:, ) + 20 log(�) + 10 log(�:) 
= !lgb + !lg"' + !lg,,j + !lg,2 (3 .1 .2.6) 

The signal strength value given by the Lee single breakpoint model is composed of four 
components: 

1 .  The area-to-area path loss, used as a baseline for the model, is derived from 
a propagation slope (y) and 1-mile (or extrapolate to 1 km if not measured at 
1 km) intercept value (P, ) . P, may be obtained from the measured data. 
Because P,, and y vary fro"m city to city due to human-made structures and 
only measured data can give the answer, the effect due to human-made 
structures is accounted in the model. The area-to-area component includes 
a frequency-offset adjustment (A1), which is used to adjust the actual center 
frequency of your system to the model's reference frequency of 850 MHz 
(see Table 3 . 1 .2 . 1 .2 ) .  

2 . The effective antenna height gain G,ffi, is determined by the terrain contour 
between the base station and the mobile where a specular reflection point is 
located. This component is significant for the case of a nonobstructed direct 
signal path, including LOS and NLOS paths. It accounts the terrain-contour 
effect into the model. 

3 . Diffraction loss L is predicted using Fresnel-Kirchoff diffraction theory. For 
multiple knife edges, Lee uses both a modified Epstein-Petersen method3 and 
a separated knife-edge check to evaluate diffraction loss. This component is 
significant for the condition of an obstructed direct signal path or called 
diffraction path. It is also the effect due to the terrain contour and is also 
accounted for in the model. 

4. An adjustment factor compensates for the difference between a set of default 
conditions for base station transmit with mobile parameters (which are used as 
assumptions for calculating the area-to-area path loss component) and the 
actual values for these parameters in each sector to be predicted. 

Once received signal strength values have been predicted for each point along the sig
nal path (radial), the Lee model can use a signal-smoothing process to produce the final 
prediction. 

A point-to-point model constantly calculates along the signal path for path loss and 
checks for signal obstructions. There are three conditions for the direct path. When the 
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direct path is not obstructed by the terrain, it has two conditions: LOS path and the 
NLOS path. Also, there is a diffraction path that is obstructed by the terrain: 

1 .  Nonobstructed direct path or LOS path-When a direct path is not obstructed 
by any objects between the transmitter and the mobile and the reflected path 
from the ground is weak, the free space path loss formula will be used. If the 
mobile is very close to the ground, the reflected path from the ground is strong, 
and the open area case is considered. 

2 . NLOS path-When the direct path is obstructed from human-made structures 
and trees, common condition in mobile communications, there is a gain or loss 
according to the terrain contour along the radial path. The effective antenna 
height gain is a significant contributor to the received signal. This gain varies 
according to the terrain contour along the radial path. The effective antenna 
height gain is represented by GefJh (h) in Eq. (3 .1 .2.3) 

3 . Diffraction path-When the direct path is obstructed by the terrain contour 
between the transmitter and the mobile, the signal actually incurs a loss due to 
terrain-related diffraction. This diffraction loss is designated by symbol L in 
Eq. (3 .1 .2.5) . 

The direct path and a shadow region are illustrated in Fig. 3 .1 .2 .1 .  In the area of 
transition from the shadow region to the clear region, the nonobstructed direct path 
appears only in the clear region, and the signal received at the mobile may have two 
wave components: a direct path and a reflected path. The reflected path occurs if the 
effective reflective point exits clear from the shadow region and an effective antenna 
height gain is yielded from the reflected wave. 

Both the effective antenna height gain and diffraction loss are also known as 
"attenuation adjustments . "  The calculation of these adjustments depends on terrain 
elevation effects . 

3.1 .2 . 1 Area-to-Area Path Loss 
Area-to-Area Path Loss is the first component of the model as shown in Eq. (3 . 1 .2 .1 ) .  
It is due to human-made effect on the environment such as structures. 

There are a number of possible path loss curves measured in different areas used as 
references in predicting the area-to-area path loss in the modeling of a macrocell. The 
Lee single breakpoint model uses the suburban area-to-area path loss curve as its start
ing reference curve. 

The path loss curve is derived from the slope y and 1-mile intercept values (P,, ), which 
are used to predict the received signal strength (P,) at each mobile point along the radio 

Shadow reg ion 

FIGURE 3 .1 .2 .1  Di rect path and shadow region .  
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FIGURE 3 .1 .2 .1 .1  Path loss reference cu rve (suburban ) .  

9 1 0  

path from the base station to the mobile. The 1-mile intercept value i s  based on the given 
ERP at the base station and the antenna heights of both at the base and at the mobile. 

The slope and intercept values, which can be adjusted by the user, are defined as 
follows: 

• The slope indicates signal path loss along the radio path in decibels per decade 
(dB I dec) . The suburban curve uses a default value of 38.4 dB I dec for the path 
loss slope over land. 

• The 1-mile intercept indicates the signal level (dBm) received, under the 
standard conditions as shown below, at a distance of 1 mile from the transmitter. 
The reference value for this 1-mile intercept is -61 .7 dBm. 

The predicted signal strength (P,) from the area-to-area path loss of the model is 
given by one component of Eq. (3 .1 .2 .1) as follows: 

P,<area-to-areaJ = P, - Y log (_!__) - A  1 + a 
o r0 

where P = the received power at the intercept point in dBm 'o y = the slope of path loss in dB per decade 

(3. 1 .2 .1 ) 

r = the distance between the base station and the mobile in miles (or kilometers) 
r0 = the distance between the base station and the intercept point in miles 

(or kilometers) 
A1 = the frequency-offset adjustment from 850 MHz in dB 

= 20 log (8{0) (3. 1 .2.2) 

a = �gb + �gm + �glt, + �gh, 

= (g� - gb ) + (g:, - g", ) + 20 log (�) + 10 log(�:) (3.1 .2.3) 

where gb, g"', h1, and h2 are described below with their standard values shown. Those g;, 
g,�, h;, and h� are the values different from the standard ones. 
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The standard conditions assumed for the path loss prediction include the following 
base station transmit power and mobile parameters: 

P1 = base station transmit power = 10 W 
h1 = base station antenna height = 100 ft ( -30.5 m) 
h2 = mobile antenna height = 10 ft (3 m) 
gb = base station antenna gain = 6 dBd (dB over dipole) 
g"' = mobile antenna gain = 0 dBd (dB over dipole) 

The Lee model uses the standard base station antenna height to determine effective 
antenna height gain. The model also uses the actual base station antenna height to 
determine the diffraction loss. 

An adjustment factor is also applied to the signal strength prediction to fine-tune for the 
difference between the standard condition values and the values of the actual parameters. 

3. 1 .2. 1 . 1  Significance of the 1-Mi le Intercept The 1-mile intercept (P,0 ) used by the Lee 
single breakpoint model is an initial parameter at which the signal received, under stan
dard conditions, at a distance of 1 mile (1 .609 km) from the base station. There are four 
main reasons the model uses a 1-mile intercept for predicting propagation for near-in 
distances, as follows: 

1. Within a radius of 1 mile, the antenna beam width is narrow in the vertical 
plane; this is especially true of high gain omnidirectional antennas. Thus, the 
signal reception is reduced at a mobile less than 1 mile away because of the 
large elevation angle. This angle causes the mobile to be in the shadow region 
outside the main beam. The larger the elevation angle, the weaker the reception 
level due to the antenna's vertical pattern. 

2. There are fewer roads within a radius of 1 mile around the base station, and the 
data are insufficient to create a statistical curve. Also, the road orientation
both in-line and perpendicular-close to the base station can cause a significant 
difference (from 10 to 20 dB) in signal reception levels on those roads. 

3 . The nearby surroundings of the base station can bias the reception level-either 
up or down-when the mobile is within the 1-mile radius. When the mobile is 
more than 1 mile away from the base station, the effect due to the nearby 
surroundings of the base station becomes negligible. 

4. For a land-to-mobile propagation, the antenna height at the base station strongly 
affects mobile reception in the near field; therefore, the mobile reception at 1 mile 
away has to refer to a given base station antenna height. 

For distances of less than 1 mile, the Lee macrocell model projects the path loss 
curve predicted by the single breakpoint model extending backward from 1 mile to the 
base station. 

3.1 .2 .1 .2 Slope and Intercept Reference Values Slope and intercept values for a specific 
city can be obtained from the mean value of measured data. There are slopes and 
intercept values for the major cities in a list. For future predictions in similar areas or 
cities as in the list, we may copy the slopes and intercept values without further mea
surement data. The available values from Table 3 .1 .2 .1 .1 shown below can be used. 
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Environment (1-Mile Intercept) ( Path Loss Slope) 

Free space -45 dBm 20dB/dec 

Open a rea -49 dBm 43 .5dB/dec 

Suburban -61 . 7  dBm 38.4dB/dec 

Newark -64 dBm 43. 1dB/dec 

Ph i lade lph ia -70 dBm 36.8dB/dec 

Tokyo , Japan -84 dBm 30.5dB/dec 

New York City -77 dBm 48.0dB/dec 

TABLE 3 .1 .2 .1 .1 S lope and I ntercept Reference Va l ues 

The measured data shown in Table 3 . 1 .2. 1 . 1  can be illustrated by plotting signal loss 
against distance on a logarithmic scale, as shown in the area-to-area path loss curves in 
Fig. 3 .1 .2 .1 .2 .  Some cities have human-made structures similar to those of cities shown 
in the chart. They can use the value of that similar city. Therefore, the area-to-area pre
diction model is based on the human-made structures in different environment, such as 
open areas, suburban and urban areas, and cities. In the area-to-area model, the terrain 
contour is not considered, but it will be considered by the point-to-point prediction 
model as shown in the following section. 
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FIGURE 3 .1 .2 .1 .2  Area-to-area path loss reference curves .  
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3. 1.2.2 Frequency-Offset Adjustment 
Frequency offset adjustment is the second component of the model shown in Eq. (3 . 1 .2 .1 ) .  
The reference frequency for the lee single breakpoint model is 850 MHz, and the model 
is valid within the frequency range of 150 to 2400 MHz. 

When the center frequency used in the prediction is different from the reference 
frequency, the single breakpoint model calculates a frequency-offset adjustment (A1) in 
Eq. (3 . 1 .2 .1 ), which is given in dB. The algorithm for this adjustment depends on the 
following two factors: 

1. The frequency range that includes the specified center frequency, such as 150 to 
450 MHz, 451 to 850 MHz, and 851 to 2400 MHz, are defined for the adjustment. 

2. Environment selection can be specified per sector. The Lee model can support 
many environment types, such as dense urban, urban, commercial suburban, 
residential suburban, cluttered rural, open rural, deciduous forest, water, and 
evergreen forest. 

For purposes of the frequency-offset adjustment, the Lee model categorizes the 
environment types into two classes, as follows: 

1. Urban, which includes dense urban and urban 
2. Non urban, which includes commercial suburban, residential suburban, cluttered 

rural, open rural, deciduous forest, and evergreen forest 

Table 3 .1 .2 .2.1 gives the frequency adjustment algorithms for each of the three 
frequency ranges and within each of the two environment cases. 

Urban 

150 MHz :o; f :o; 450 M Hz 

451 MHz  :o; f :o; 850 M Hz 

851 MHz  :o; f :o; 2400 MHz 

Non urban 

150 MHz :o; f :o; 450 M Hz 

451 MHz  :o; f :o; 850 M Hz 

851 MHz  :o; f :o; 2400 MHz 

( 450 M Hz J ( ( (f)M Hz JJ A = -30 log 
850 M Hz + -20 log 

450 M Hz 

A = -30 log l850
f 
M Hz J 

I 
Ar = -30 log l850

f 
M Hz J 

Ar = -20 log l850
f 
M Hz J 

A = -20 log + l850
f 
M Hz J 

I A = -30 log + l850
f 
M Hz J 

TABLE 3 .1 .2 .2 .1 Frequency-Offset Adjustment Algorithms 
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3. 1.2.3 Effective Antenna Height Gain 
Effective antenna height gain is the third component of the model as shown in 
Eq. (3. 1 .2 . 1 ) .  It is due to the terrain-contour effect. When the direct path from the base 
station to the mobile is not obstructed by terrain, the received signal consists of direct 
and reflected waves. In this situation, the adjustment of received signal strength due 
to a change in antenna height at the base station does not depend solely on the actual 
antenna height above the local ground level. Rather, it depends on the effective 
antenna height (h) as determined by the terrain contour between the base station 
and the mobile. 

Once the effective antenna height is found, we can use it with the standard condi
tion antenna height (h1) to calculate the effective antenna height gain (Gefll,) from the Lee 
single breakpoint model, shown in Eq. (3 .1 .2.3) . 

3 . 1 .2 .3 . 1  Determining Effective Antenna Height Effective antenna height is determined 
by deriving from a specular reflection point, which can be found using the following 
parameters: 

• Base station antenna height, h1 
• Mobile antenna height, h2 
• Distance from the base station to the mobile, d 
• Terrain elevations between the base station and the mobile 

Note that both the base station antenna height and mobile antenna heights are consid
ered. Both antennas are vertically lined up with y-axis, not perpendicular to the ground 
slope, as shown in the figure. This is because, for illustration, the scales of antenna 
heights and the scale of the ground are not the same. If the scales of x-axis and y-axis are 
the same, then both antennas are almost perpendicular to the ground. 

Effective antenna height is determined using the following steps: 

1. Find the specular reflection point. 
a. Connect the negative image of the transmitter antenna to the positive image 

of the mobile antenna; the intercept point at the ground level is considered a 
reflection point (RJ 

b. Connect the negative image of the mobile antenna to the positive image of 
the transmitter antenna; the intercept point at the ground level is also 
considered a reflection point (R) . 

The Lee model uses the reflection point found closest to the mobile as the spec
ular reflection point. 

2. Extend a ground plane-tangent to the average elevation along the terrain 
contour at the specular reflection point-from the specular reflection point 
back to the location of the base station (transmitter) antenna. 

3. Measure the effective antenna height (h) from the intersection of the extended 
ground plane and the y-axis on which the vertical mast of the base station 
antenna is located. 

Four different cases are considered for calculating effective antenna height gain. 
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3 . 1 .2.3.2 Calculating Effective Antenna Height Gain The effective antenna height gain 
calculation considers the terrain contour and the relation of effective antenna height (he) 
to the standard condition antenna height (h1) of 100 feet (-30.5 m) . The Lee model con
siders four different cases: (1) terrain sloping is upward when he > hl' (2) over a flat ter
rain when he > hl' (3) terrain sloping is downward when he < hl' and ( 4) over a flat terrain 
when he < h1 • These cases are illustrated in Figs. 3 .1 .2 .3 .1 and 3 .1 .2.3.2. 

The formula of the effective antenna height gain from the Lee model is shown in 
Eq. (3 .1 .2.3) when the actual antenna height is the same as the standard antenna height 
(h; = h1) as follows: 

(3 . 1 .2 .3 .1) 

1 .  For these two cases (for a terrain sloping upward and for a flat terrain when 
he > h1), Eq. (3 .1 .2 .3 .1) results in a positive gain (Geffi' > 0 dB) . 

2. For these two cases (for a terrain sloping downward and for a flat terrain when 
he < h1), Eq. (3.1 .2.3 .1 )  results in a negative gain (Geffi' < 0 dB) . If he < hJ10, then 
he is forced to cap at h/10 . 

Figure 3 .1 .2.3.3 illustrates the path loss prediction that is obtained based on the 
area-to-area path loss curve, adding or subtracting the effective antenna height gain at 
each local point due to the influence of the local terrain contour; as a result, the overall 
point-to-point signal strength prediction is plotted for each local point along the mobile 
path. Note that the variation in prediction can be significant, as shown at points D 
through G in the figure. 

Geffh > 0 
for terrain he 
sloping up 

Geffh > 0 for he flat terrain 
when he > h 1 

hi 
..,..... 

.,.,.... v 

h,l 
.,.,.... • Diffuse reflection point (R1 ) • Specular reflection point (R2) 

--- Di rect wave 
- - - Specular wave 
- · · · · · · · · · · ·  Diffuse wave 

FIGURE 3 .1 .2 .3 .1  Effective antenna he ight ga in  (Getth)-positive ga i n .  
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Geffh < 0 
for terrain 

sloping down 
he < h 1 

Getth < 0 for 
flat terrain 

when he < h 1 

Extended ground plane 
• Diffuse reflection point (R1 ) 
• Specular reflection point (R2) 

--- Direct wave 
- - - · Specular wave 
•• · • • · • • · • ·  ·• Diffuse wave 

/ 
Image 

Extended ground plane 

FIGURE 3 .1 .2 .3 .2  Effective antenna he ight ga in  (Geffh)-negative ga i n .  

3. 1.2.4 Diffraction Loss from Diffraction Path 

3. 1.2.4. 1 Single-Knife-Edge Case The diffraction loss is the fourth component as shown 
in Eq. (3. 1 .2 .1) that is due to the obstruction from the hills. The diffraction path is where 
the direct path from the base station to the mobile is obstructed (in shadow) or partially 
obstructed (near shadow) by one or more knife edges. We introduced diffraction loss 
briefly in Sec. 1 .9.2.2. In this case, the radio signal experiences losses due to the diffraction. 

The Lee model uses Fresnel-Kirchoff diffraction theory to predict the diffraction 
loss component (L) in Eq. (3 . 1 .2 .1 ) for the Lee single breakpoint model. The diffraction 
loss L consists of two parts. One is the based on the knife-edge diffraction loss L0, and 
the other is the correction factor due to the loss from a real obstacle, the shape of which 
is not a knife edged. The correction factor obtained from the effective antenna height 
will be described in the next section. The knife-edge diffraction loss L0 is obtained based 
on a dimensionless parameter v, a diffraction factor, given by Eq. (1 .9 .2.2 .1 .6) as 

(3. 1 .2.4 .1) 

where 'A =  wavelength, r1 = distance from the base station to the knife-edge (r; "' r1) , 
r2 = distance from the knife edge to the mobile (r; "' r2) , and hP = height of the knife 
edge, which can be above or below the line that connects the base station and mobile 
antennas . 
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FIGURE 3 .1 . 2.3.3 I nfl uence of terra i n  contou r  on Getth and signa l  strength .  

9 1 0  

Once the value o f  diffraction factor v i s  obtained, the knife-edge diffraction loss 
L0(v) can be found from the curve, which is shown in Fig. 1 .9 .2.2. 1 .  Table 3 .1 .2.4.1 gives 
an approximation of this curve for different values of diffraction factor v. 

The method for calculating the height of a knife-edge obstruction was discussed 
earlier. When a signal is blocked by multiple knife edges, the Lee model evaluates the 
parameters for all knife edges together and treats each one separately. 

h' e 

FIGURE 3 .1 . 2.4.1 Determ i n i ng for the d iffraction loss ca lcu lation .  
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1 :o; v  

o :o; v < 1 

-1 :o; v < 0 

-2 .4 :o; v < -1 

v < -2 .4 

L = 0 dB 

L = 20 l og (0 . 5 + 0 .62v) 
L = 20 l og (0 . 5e0 95') 

L = 20 log (0 .4�0. 1184 - (0. 1v + 0.38)2 ) 

L = 20 l og (- 0·:55) 
TABLE 3 .1 .2 .4.1 Diffract ion loss (L) Va l ues6 

3.1 .2.4.2 A Real Situation: When Diffraction Is from a Real Hi l l  In past years, engineers 
have found that the Fresnel diffraction loss formula always gave the calculate values 
more pessimistic than the measured data. The diffraction loss formula is based on the 
knife-edge scenario, but the curvature of the earth is not a knife edge. Also, the bending 
of the curvature is different from every hilltop. The knife-edge diffraction formula does 
not include the curvature factor. Therefore, in this section, a method7 to predict the diffrac
tion loss L more realistically is presented. 

The slope of the hillside can gauge the bending of the curvature of the hilltop. In the 
Lee prediction model, the slope of the hilltop is used to calculate the effective antenna 
gain Geflli when the mobile is in a nonshadow area. In the area of transition to or from 
shadow, the diffraction loss is also affected by effective antenna height gain (G,1ft, ) . 
Therefore, use of  the Gefftl to adjust the diffraction loss from the formula is  the right 
approach. 

Logically, the G,ff/1 of a mobile on top of different hills are different due to the hillside 
slope. The more steep is the hillside, the more gain is the G,1ftl" From the knife-edge dif
fraction loss formula, the loss is obtained based on the diffraction parameter v, which is 
a function of r1, r2, hP, and A, only, as shown the formula in Eq. (3. 1 .2.4. 1 ) .  This equation 
does not involve the parameter of curvature. Therefore, we have added a correction factor 
to the knife-edge diffraction loss. 

Now the prediction tool takes the maximum Gefftl into the calculation of diffraction 
loss as 

L = L0 (v) - max G,ff/1 (3 .1 .2.4.2) 

where max G,ff/1 is the effective antenna height gain, G,ff/1' calculated from an effective 
antenna height h;, which is measured the height at the base station from the intersected 
point of a line that is drawing from the top of the hill along the slope of the hillside to 
the base station.8 In Fig. 3 .1 .2.4 .1 , h; is depicted in the figure. Now comparing the calcu
lation from Eq. (3. 1 .2.4.2) with the measurement data, we have found a great match. 

Actually, the rigorous derivation should include the curvature parameter in the dif
fraction formula. At present, no one has done this yet. Thus, our approach is to calculate 
the gain from max G,ff/1 and use it to reduce the theoretical diffraction loss. It can be inter
preted as equivalently lowering the actual height of hP in the diffraction formula so that the 
loss becomes less. This is an indirect method of solving the diffraction loss. However, this 
approach can be applied only to the slope angle of a small hill, say, less than 100. Another 
methods for predicting the diffraction loss at a high hill case are described in Sec. 3.2.4. 
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3 . 1 .2 .4.3 M u ltiple-Knife-Edge Case with Si ngle-Knife-Edge Check When a signal path 
is blocked by multiple knife edges, the Lee model compares diffraction losses 
calculated by adding all knife edges together and from each one separately. The great
est loss value is then used for the diffraction loss component of the signal strength 
prediction. 

The multiple-knife-edge evaluation involves these steps: 

1. For each knife edge, the Lee model calculates the obstruction height (hP) using 
the Epstein-Petersen method (see Sec. 1 .9.2.2.2) . The Lee models consider two 
different scenarios-when there are two knife edges and when there are three 
or more knife edges. 

2. The parameter v is evaluated for each single knife edge, assuming no other 
knife edge, and the individual single-knife-edge diffraction loss is computed 
from the appropriate formula in Table 3 .1 .2.4 . 1 .  

3. The individual values L; of two or three knife edges are calculated as shown in 
Fig. 1 .9 .2.2.2 .2, and the individual values are summed for all knife edges as a 
total diffraction loss (q using the formulas in Table 3 .1 .2.4. 1 .  

4. The "single-knife-edge check" is  then used to compare the greatest diffraction 
loss caused by any individual knife edge with the total diffraction loss. The 
Lee model uses the greatest of these values for the diffraction loss component 
of the signal strength prediction. This ensures that the total loss caused by the 
multiple-knife-edge calculation is at least as great as the loss caused by any one 
knife edge considered individually. 

3 . 1 .2.4.4 Transition to and from the Shadow Region In the area of transition to and from 
the shadow, region, the received signal strength at a knife edge is affected through a 
transition region; the Lee model considers the case by using the positive effective 
antenna height gains G,ft71 as a reference. 

The transition region is that when hP is negative, the value v is between 0 and -1 .  As 
hP becomes positive, the effective antenna height gain disappears and G,ff" is used in the 
transition region from the nonobstructed direct path to shadow, as shown in Fig. 3 .1 .2.4.2. 
When hP = 0 at the knife edge (v = 0), the diffraction loss is 6 dB. The diffraction loss 
becomes 0 dB when v :2: 1 .  

As  hP becomes negative, the signal path i s  partially obstructed by the terrain con
tour, and G,11,, is used in the transition region. The signal path is out of the shadow and 
becomes the nonobstructed direct path, as shown in Fig. 3 .1 .2.4.3. This gain is phased in 
as v goes from 0 to 1 .  

,f�====�=====:;q�li::
ra
i-::1f��

io
�n 
�,'"::c � /// 

hP is posit ive 
v is between 0 and -1 

FIGURE 3 .1 .2 .4 .2  Transit ion to shadow. 
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FIGURE 3 .1 . 2.4.3 Transit ion from shadow. 

3. 1 .2 .5 Adjustment Factor 

� aansit ion reg ion 
hP is negative , 

v is between 0 and 1 

The adjustment factor is the fifth component of the model as shown in Eq. (3 . 1 .2 .1 ) .  The 
initial signal strength prediction at each point along the radial assumes a set of standard 
conditions in making certain parameters at a base station transmit and at a mobile unit, 
as follows: 

P1 = base station output power = 10 W 
h1 = base station antenna height = 100 ft ( -30.5 m) 
h2 = mobile antenna height = 10 ft (-3.0 m) 
gb = base station antenna gain = 6 dBd 
g, = mobile antenna gain = 0 dBd 

The fifth component of the Lee model in Eq. (3 . 1 .2 . 1 )  also applies an adjustment 
factor a for the signal strength prediction to compensate for the difference between 
the standard conditions and the actual values of these parameters, which are defined 
as follows: 

�' = actual base station output power in watts 
J; = actual base station antenna height in feet 
h; = actual mobile antenna height (a default at 5 ft or 1 .5 ms) 
g; = actual base station antenna gain in dBd 
g:, = mobile antenna gain in dBd (a default at 0 dBd) 

Note that the adjustment factor calculated here does not include an adjustment for 
the standard base station antenna height. The standard base station antenna height is 
used in determining the effective antenna height gain, whereas the actual base station 
antenna height is used in determining diffraction loss. 

The adjustment factor a is given by the following equation: 

(3. 1 .2 .5 .1) 

Because the actual mobile antenna height (h; ) is always fixed at a half of the stan
dard condition mobile antenna height (h2), the adjustment for mobile antenna height is 
10 log (0.5) = -3 dB. Also, because the mobile antenna gain is fixed a 0 dBd for both the 
standard and the actual conditions, no adjustment is needed. Thus, the adjustment 
factor needs only to adjust the actual base station output power and actual base station 
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antenna gain and includes the -3dB mobile antenna height adjustment. The adjustment 
factor a in Eq. (3 .1 .2.5 . 1 )  can be simplified as follows: 

a =  10 log(�') + (-3 dB) + (g� - gb ) (3. 1 .2 .5.2) 

An example calculation is given next. 

3 . 1 .2.5. 1 Example of Adjustment In this example, the unadjusted signal strength of 
-61 dBm is predicted at a point in the field under the standard conditions. However, the 
actual base station output power and antenna gain are as follows: 

P;= 30 W  g� = 5  dBd 

The adjustment factor in Eq. (3 .1 .2.5.2) is calculated as follows: 

a = 10 log(���) + (-3 dB) + (6 dB - 5  dB) 

a =  10 log (3) + (-3 dB) + (1 dB) 

a =  (4.8 dB) + (-3 dB) + (1 dB) = 2.8 dB 

The 2.8-dB adjustment factor is applied to the unadjusted prediction, giving an 
adjusted signal strength of -58 .2 dBm at this point. This value is subject to signal 
smoothing if necessary as it will be described Sec. 3 .1 .2.6. 

3 . 1 .2.5.2 Determining Actual Base Station Antenna Gain The Lee model assumes a base 
station antenna gain of 6 dBd as one of the standard conditions. However, in any given 
model, the antenna may have a different standard gain. Also, the actual gain at any 
point is a function of the radiation pattern observed from both vertical and horizontal 
angles that in turn depend on the angle of mechanical or electrical downtilt. We will 
describe this issue in Sec. 3 . 1 .7. 1 . 1 .  

Besides adjusting the antenna gain difference from the standard antenna gain, the 
Lee model calculates the actual different base station antenna gains from the observed 
angle at the mobile after the antenna is either electrically or mechanically down tilted. 
When the electrical downtilt of an antenna is applied, the actual antenna gain from 
the observed angle at the mobile can be obtained from the free space antenna pattern 
at the angle. 

However, when the mechanical downtilt is applied, the antenna pattern is no 
more the same as a free space pattern but is in a different shape. Therefore, the calcu
lation of the antenna gain from the mechanical downtilted antenna is different, as 
shown in Sec . 3 .1 .7 . 

3.1 .2 .6  Signal -Smoothing Process 

3. 1.2.6. 1 From the Raw Predicted Values The Lee single breakpoint model predicts a 
signal strength value for each local point on every signal path (radial) . These points are 
spaced evenly along the radial at an equal distance. Once raw signal strength values 
have been predicted from the Lee model, a signal-smoothing process is used to deter
mine the final predicted value (P,) for each point. This process enhances the model and 
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Base 
Station -67.0 dBm -68 .0 dBm -69 .5 dBm Raw prediction 

()------���------���------�@)�--------� Radial d; Rad ial* (km) 

A, = A  

Base 

B, = (A, + 8)/2 = 
[-67.0 + (-68 .0)]/2 

C, = (B, + C)/2 = 
[-67.5 + (-69.5)] /2 

Station -67.0 dBm -67.5 dBm -68.5 dBm 

Smoothing 
algorithm 

Final pred iction 

()�----�Qg�------�@9�------���--------J� Radial d; Rad ial* (km) 

*Note : rad ial dx and radial length are user inputs. 

FIGURE 3.1.2 .5 .1  Signa l-smooth i ng examp le . 

is called the enhanced Lee model. This process, illustrated in Fig. 3 .1 .2 .5 .1, calculates a 
"running average" at each point as follows: 

1. The predicted signal at the initial point (A in the diagram) has not been 
averaged, thus let A, = A for this point. 

2. Beginning with the second point (B in the diagram), the final predicted signal 
strength is determined by adding the raw signal strength at this point with the 
final signal strength at the previous point and dividing it by two. Thus, B, = 
(A, + B)/2 and so on. 

3 . 1 .2.6.2 From the Measured Data We have to use the running average to get the local 
means from the measured data. The local mean has been determined by averaging 50 
samples of a piece of data over a distance of 40 wavelengths at 800 MHz. If the carrier 
frequency is at 400 MHz, the averaging of a distance of 20 wavelengths is adequate. It 
has been determined by Lee9 and described in Sec. 1 .6.3. 1 .  

3 .1 .3 Variations of  the Lee Model 
There are several variations of the Lee single breakpoint model. The variations differ 
from the basic model only in predicting the path loss component (exclusive of the 
frequency-offset adjustment) in certain areas, as described below. 

The basic method for determining path loss for the single breakpoint model was 
described in detail earlier. For distances of less than 1 mile, the Lee model projects the 
path loss curve predicted by the single breakpoint model extending backward from 
1 mile to the base station, as illustrated in Fig. 3 . 1 .3 . 1 . 1 .  

3.1 .3 . 1  Lee Multiple Breakpoint Model 
The multiple breakpoint model was developed to improve the accuracy of prediction 
for distances within 1 mile of the base station. Among the currently provided model 
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FIGURE 3 .1 .3 .1 .1 Lee si ngle and mu lt ip le breakpoi nt models-sample path loss curves . 

variations, this model is considered the most accurate, particularly when measurement 
integration is used to further "tune" the slope and intercept values. 

Two intercepts are defined-one is the free space slope from the transmitter to the 
near-in distance (d1) and the other is the environment slope connected from the near-in 
distance to the 1-mile (r0 ) point. The user may specify two slope values-one using the 
free space slope from a point (one wavelength from the base station) to distance d1 and 
the other using the extended environment slope backward from the 1-mile intercept (r) 
beginning at dr On some occasions, the model needs to interpolate the path loss slope 
between these two points d1 and r0 , as illustrated in Fig. 3 .1 .3 . 1 . 1 .  

An optional 10-mile intercept may also be specified, with a different slope value for 
distances beyond 10 miles from the base station. Therefore, values for multiple slopes 
and intercepts may be specified by the individual users under different circumstances. 

Once the path loss is determined for each point along the signal path (radial), the 
frequency-offset adjustment and other component adjustments of the single breakpoint 
model will be added to the signal strength prediction. 

When the imported empirical data collected from the field are used with the mul
tiple breakpoint model, the model can have as many as 12 radial zones defined in the 
measurement integration process. These intercepts and path loss slopes can be auto
matically generated for each of the defined zones. 
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3.1 .3.2 Automorphology Model 
The automorphology model was developed to provide users with an additional option 
for modeling with multiple path loss slopes due to the absence of measured data. With 
this model, morphology (for the cover-of-land conditions, such as forest or water, and 
the use of land, such as human-made structures) data are used to determine the path 
loss slopes beyond the 1-mile intercept. The morphology attribute types can be grouped 
appropriately and correlated to path loss slope values. 

The effect of the automorphology prediction is that, for distances beyond 1 mile, the 
path loss slope changes as the morphology class changes. 

The accuracy of signal strength predictions from the automorphology model 
depends on a careful selection of a path loss slope value for each land-use class. Users 
may revise these values at any time to help increase prediction accuracy by customizing 
the specific sectors in the database. 

Although the measurement integration cannot be used directly with the automorphol
ogy model, the results obtained from measurement integration using the single breakpoint 
or multiple breakpoint models can be used in the automorphology model to help deter
mine values for the 1-mile intercept and the path loss slope within 1 mile of the base station. 
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FIGURE 3 .1 .3 .2 .1  Automorphology model-sample path loss curve . 
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3 .1 .4 Effects of Terrain Elevation on the Signal Strength Prediction 
The calculation of two of the Lee model components-that is, the effective antenna 
height gain and the diffraction loss-is affected by the local terrain elevation. Terrain 
elevation data are extracted from the terrain files and used to create a terrain contour 
profile of each radial, which support s the signal strength prediction of a sector with the 
terrain contour profile of the radial array. 

The model can also consider the effects of terrain averaging and the effective earth 
curvature when determining terrain elevations in use. Terrain elevation data can also be 
used for support when an optional water enhancement affects the signal strength calcu
lation in the Lee model variations . 

The Lee model can use different terrain elevation data, terrain averaging, and effec
tive earth curvature in dealing with a complicated mobile environment. 

3.1 .4. 1 Terrain Elevation Data 
Terrain elevation data10•11 are stored and divided into a grid of data points spaced at 
3-arc-second intervals. The average of all the data points in one grid is stored in that 
grid. When a final file of all the grids is completed, the Lee model extracts the average 
terrain elevations from the files to calculate the signal strength prediction. 

3 . 1 .4. 1 . 1  Extracting Terrain Elevations First, the area of interest will be determined by 
the radial distance of the terrain map (specified by the individual users) and the base 
station location. 

When the corners of the area of interest only have partial 3-arc-second grid points, 
the area of interest has to expand each corner to align with the entire grid. This "aligned 
area of interest" is illustrated in Fig. 3 . 1 .4. 1 . 1 .  
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When the aligned area of interest has been determined, the Lee model creates a list 
of terrain contour (elevation profile) files covering this area. The elevation data needed 
for the signal strength prediction are extracted from this list of files and formed in radial 
arrays before being stored in memory. 

3 . 1 .4 .1 .2  Terrain Rad ials and Radial Arrays A terrain radial represents a signal path 
from the base station to the mobile, and a radial array represents the points along the 
radial at which the signal strength is predicted. 

The number of radial arrays extracted from the terrain elevation data depends on 
the number of radials specified by the user. The number of points contained in each 
radial array is determined by the radial distance of the prediction divided by the radial 
increment unit (equidistant spacing of points along the radial) . 

In creating the terrain radial, the Lee model uses three methods for choosing the 
elevation values for radial points, as follows: 

1. When a local point is located at a 3-arc-second grid, the elevation of that grid is 
used. 

2 . When a local point is located between two 3-arc-second grids, the Lee model 
takes the average elevation from the two grids along either a latitude or a 
longitude line. 

3. When a local point is located at the corner of four 3-arc-second grids, such as 
shown in Fig. 3 . 1 .4 .1 .2, the Lee model calculates the weighted average of the 
four closest 3-arc-second grids surrounding the point. 
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FIGURE 3 .1 .4 .1 .2 Elevation of a poi nt a long a rad i a l .  
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3. 1.4.2 Terrain Averaging 
When a terrain-averaging program is turned on, the Lee model uses a simple running 
average by averaging the elevations from three points, the current local point, the pre
ceding point, and the succeeding point to find a new elevation at the current local point. 

For example, when the averaging scope is set to 5 points, the new elevation for any 
given point on the radial is obtained by averaging the current elevation with the 2 pre
vious points and 2 succeeding points along the radial. 

For those points where only fewer than 3 or 5 points can be averaged (such as the 
last point on a radial), the extrapolate elevations are used for those points. 

3.1 .4.3 Effective Earth Curvature12· 13 
When the distance is greater than 10 miles, we may consider the effect of earth curva
ture. Terrain elevation values can be adjusted with an offset value to compensate for the 
horizon effect caused by the earth's curvature. This offset represents a reduction in 
elevation at the point of the mobile, which increases with distance from the base station. 

When the earth curvature offset is used, a parameter known as the K factor can be 
specified to represent the earth's radius . This parameter is used to adjust the earth cur
vature offset to compensate for the slight curvature of the signal path. 

The earth curvature offset can be turned on or off based on a specified value for the 
K factor, as described below. 

3.1 .4.3 .1  Earth Curvature Offset The earth curvature offset value is the difference between 
a straight line drawn from the site elevation point to a point along the radial as compared 
with the curve of the earth through these same points, as illustrated in Fig. 3.1 .4.3 .1 .  

A formula for the earth curvature offset can be derived as follows: 

1 .  Consider a mobile elevation point is at a distance (D) in meters from the site 
elevation and assume the earth's radius (R) to be 6,370,997 m. 

2. The angular distance from the site to a point is given by 

1 . D ang e = arc sm R 

3. The dip below the horizon is given by 

dip = (1 .0 - cos( angle)) x R 

(3. 1 .4.3. 1 ) 

(3. 1 .4.3.2) 

3 . 1 .4.3.2 K Factor When the earth curvature option in the prediction model is turned 
on, a parameter known as the K factor can be specified to adjust the calculated earth 
curvature offset. The K factor represents a proportion of the actual radius of the earth. 
The Lee model uses a default value of 1 .33: 

Offset = 2D2/3K (3 .1 .4.3.5) 

Any value of K factor larger than 1 assumes that the radius of the earth is larger than 
the actual one, thus resulting in a smaller earth curvature offset. Because the signal path 
is somewhat curved rather than straight, the signal horizon is lower than would be 
represented by drawing a straight line from the transmitter to the mobile. Thus, the 
earth curvature offset should be less than that calculated by using the actual radius of 
the earth, and use of K factor values larger than 1 is recommended. 
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��----- Radial distance ____ .,. 

FIGURE 3 .1.4.3.1 Effective earth cu rvature .  

3.1 .5 Effects of  Morphology on the Signal Strength Prediction 
The morphology (different land covered and different land used) data affect the calcu
lation of path loss and can be stated as follows: 

1. The effects of morphology for many different types of land covered and land 
used from the basis of the model for the path loss prediction are described in 
the automorphology model. With this model, the morphology data are used 
to adjust the path loss slope for each grid along the radial beyond the 1-mile 
intercept. 

2. When the optional water enhancement is used, the path loss calculation for the 
effects of water-reflected waves is adjusted. The morphology data can be used 
to determine which grid contains water. This enhancement can be applied to all 
of the Lee macrocell models. 

The morphology data are stored in the morphology directory as a set of files with a 
certain extension. Each file can cover a 1 x 1 degree area and is divided into a number 
of grids with an average elevation value from the data points spaced at 3-arc-second 
intervals . 
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In the automorphology model, each attribute is correlated to a path loss slope value. 
The slope values specified from different types of land covered and land used are used 
in the automorphology model for those grids beyond the 1-mile intercept. 

In the optional water enhancement, the slope value assigned to any type of water in 
the morphology class is irrelevant. The fact that a bin contains water (or not) is the only 
consideration for this option. 

3.1 .5 . 1 Network Engineering Process 
There are still some issues with most of the currently used network planning tools. One 
of the problems is that no flexible model can handle the different types of morphology 
that affect propagation, coverage, interference, handoff, and capacity. The morphology 
model needs to be enhanced from many different perspectives. A simple 2D model 
comprised of 2D morphology data is not good enough today. The third dimension 
(height) is playing a more important role in the planning arena of network engineering. 
Trees can make LOS mobile become non-LOS. Tall, dense forest can cause a difference 
in decibels up to two digits from the predicted path loss, impacting the accuracy of the 
morphology model. Another drawback is that some field data are sensitive to the time 
of the year, which has not been integrated with the network engineering process. 

This section addresses innovative ways to deal with the impact of morphology on 
network engineering. There are many different morphologies, and each has a unique 
impact on network engineering and planning. For example, different types of trees will 
have different impacts on propagation. Also, they behave differently if they are weather 
sensitive. In this section, a 4D (time of the year, and height, width, and length of the 
morphology) database associated with algorithms is proposed to deal with the impact 
on system engineering.14 The key point of this enhancement is that it includes a means 
of gaining feedback and of integrating measured data from the field so that the 4D mor
phology model can be tuned (full flexibility) to handle different situations better. 

The innovations include; first, the fundamental concept of dealing with morphol
ogy in an integrated network with entire system propagation (the specific path loss 
slope from the morphology will be derived and applied to the existing model); second, 
the algorithm of deriving these morphology slopes; third, the calculation of shadow 
loss; and fourth, the identification and integration of the impact on time variance and 
associated engineering algorithm. 

The minutes of use of wireless transmission for calculating the prediction model 
need to be substantially increased for the enhancement of the morphology. Fortunately, 
with today's technology, mobile operators in network engineering can afford the cost of 
the minutes of use with more accurate processes and cheaper data available. 

3. 1.5.2 The Algorithm of Categorizing Different Morphologies 
A generic propagation model is comprised of a slope and a 1-mile (or 1-km) intercept as 
shown in Fig. 3 . 1 .5 .2. 1 .  It applies the slope and intercept to each radial in calculating the 
signal strength along the radial. 

The morphology area can be classified into three different categories, such as type 
1-water, type 2-foliage, and type 3-tunnel, as shown in Fig. 3 .1 .5.2.2. The detailed 
description of the signal propagation over the water will be shown in Sec. 3 .1 .6 .  

Figure 3 .1 .5.2.2 shows the morphology model that deals with the in-morphology 
area proposed by this innovation. It is integrated with the traditional slope and inter
cept of the model. 
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FIGURE 3 .1 .5 .2 .1  Gener ic propagat ion mode l . 
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FIGURE 3 .1 .5 .2 .2  Proposed integrated morphology mode l . 

The first and most difficult part i s  to  categorize different morphologies. Once the 
morphology type is defined, the next step is to calculate the cause from the impact of 
the morphology. The measured data are extracted from the drive test and then normal
ized to calculate the slope and the intercept for the identified morphology area, as 
shown in Fig. 3 .1 .5.2.3. 

The measure data need to be compared with the morphology database. To derive 
the correct slope for different morphologies, the morphology data need to be updated 
as follows: 

1. Take out the normal propagation factor (the slope and intercept) from the area 
of interest. 

2. Identify the radial distance from the measured point to the origin of the 
morphology along the radial path in the area of interest. 

3. Do step 2 until points in the same morphology area of interest are processed. 
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I ntercept Radial distance 

FIGURE 3 .1 .5 .2 .3  I ntegrated resu lts for different morphologies/attri butes . 

4. Use the best-fit algorithm for these points to yield a slope in each different 
morphology area. 

5. Store the multiple slopes in the morphology database. 
6. Compare with the previous slope in the same area of interest and set the time 

trigger if the slope is different. 

A pseudocode is used to implement this algorithm for storing the measurement data, as 
shown below: 

Preparation 
Allocate all radial paths 
Allocate morphology slope array 
Allocate all data points along a specific radial path 

Do 
Allocate a radial array 
Get the radial distance from cell site 
If the data point is not within the boundary of morphology area 

Store the measured signal strength in the radial array 
If the data point is within the boundary of morphology area 

Allocate morphology radial array 

Done 

Get the morphology radial distance from the morphology origin point 
Store the measured signal strength in the morphology radial array 

The slope and intercept for the radial arrays are calculated by the best-fit algorithm 
Then store the slope and intercept of each radial path. The algorithm for the pro
cess of morphology I attribute data is shown in Fig. 3 .1 .5.2.4 

A different pseudocode, used to implement the measurement integration and to 
derive the slope in an area of interest for the morphology I attribute, is shown below: 

Preparation 
Allocate all morphology data point along the morphology radial path 
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FIGURE 3 .1.5 .2 .4 The a lgorithm for morphology/attri bute data processing. 

Do 

Measurement integration : 
extract morphology specific 

data and derive 

Allocate morphology for the radial-normalized signal 
Morphology-radial-normalized signal = (measured-morphology-signal) 

(predicted-nonmorphology signal) 
Store morphology-radial-normalized signal in the morphology database 

Done 
The slope from the morphology-radial-normalized-signal is calculated by using the 
best-fit algorithm 
The slope is stored for this morphology and used for the morphology-slope array 
along this radial. This morphology slope is shown in Fig. 3 .1 .5.2.4. 

In determining the transition slopes, two "for" loops are used to calculate the two 
slopes, one before and one after the morphology area. The only key factor is to decide 
on what distance from the morphology area is needed for calculating the transit slopes. 
Although the distance does not have much impact on the final results, it might have 
some impact on the calculation time. 

Another added flexibility of the model is to support finding the path loss slopes 
before and after the morphology area. In many instances (except the water situation in 
the morphology), the slope after the morphology area will be the main issue. The dia
gram in Fig. 3 .1 .5.2.5 shows the scenario of both slopes before and after the morphology 
area for the purpose of demonstration. The same algorithm that is used to derive the 
in-morphology slope can be applied in this scenario also. 

3 . 1 .5.2 . 1  Through a Tunnel Figure 3 .1 .5.2.5 shows the difference due to the enhance
ment from the beginning to the end of a radial path with the morphology. In the case of 
passing through a tunnel, the morphology of the tunnel is very important to consider. 
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FIGURE 3 .1 .5 .2 .5 Morphology/attri bute flex ib i l ity. 
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Otherwise, the mobile signal will be very weak toward the end of the turmel (morphology = 
tunnel) . Immediately after existing the tunnel, a spike of signal strength will be seen. 
This creates the issues of interference, handoff, and capacity. 

The calculation of generic blockage loss is described in the algorithm diagram shown 
in Fig. 3 .1 .5.2.5. It provides the foundation for further enhancement with morphology. 

3.1 .5.2.2 Blocked by Forest Something else to consider is the morphology of the blockage 
along the radio path. As shown in Fig. 3 .1 .5.2 .6, a simple example of blockage is a forest. 
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FIGURE 3 .1 .5 .2 .6  Hand l i ng of a spec ia l case . 
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FIGURE 3 .1 .5 .2 .7 The importance of integrated attr ibute; morphology. 

Some trees are taller than 30 ft and will have some impact on signal propagation, espe
cially in situations where signals pass through a boundary from LOS to non-LOS. 
A sudden change of signal strength can easily be from 10 to 20 dB. 

Figure 3 . 1 .5 .2 .7 shows the whole scenario of a radial path from the beginning at the 
BTS to the end at the mobile with morphology. Immediately after exiting a tunnel, a 
spike of signal strength is expected. 

3 . 1 .5.2.3 Knife-Edge Diffraction As shown in Fig. 3 .1 .5.2.8, the edge h, which is gener
ally used to calculate the shadow loss is replaced by H, which equals the sum of h and 
the human-made structure height a. Also, the formula of calculating the diffraction loss 
with morphology will be different. 
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FIGURE 3 .1 .5 .2 .8  The importance of integrated attr ibute/morphology with terra i n . 



M a c r o c e l l  P r e d i c t i o n  M o d e l s - P a r t  2 :  P o i n t - t o - P o i n t  M o d e l s  129 

The chart of the diffraction loss L versus the diffraction parameter V is shown in 
Fig. 1 .9 .2 .2 .1 .2, but the diffraction parameter v is replaced by V for calculating the inte
grated diffraction loss, which needs to include the factor of morphology I attributes: 

• Use of the diffraction loss curve (diffraction loss (L) versus normal diffraction 
parameter v) for finding the terrain diffraction loss. The height of edge hP is used. Therefore, H = hP . 

• Use of the diffraction loss curve for finding the morphology diffraction loss. 
The morphology loss L(V _morphology) = L(V), where the new diffraction 
parameter V can be found from the diffraction loss curve for H = hP + a. The 
knife-edge height H is increased by the morphology of additional height, as 
shown in Fig. 3 .1 .5.2.8. 

The figure of morphology diffraction loss curve is the same as the figure of 
terrain diffraction loss curve, as shown in Fig. 1 .9 .2 .2 .1 .2. 

3.1.5.2.4 The Fourth Dimension: Time The fourth dimension of the Lee morphology I 
attribute model includes the time variable. In certain forests, such as pine forests, leaf length 
glows to a quarter or half of the wavelength of the signal carrier in a certain season, and 
those leaves will impact the propagation loss of the signal. Also, in most forests, leaves will 
be falling during the wintertime. As shown in Fig. 3.1 .5.2.9, this fourth dimension changes 
the characteristic of propagation loss. The Lee model has integrated this as well. 

BT fr.l Mon itor � device 

Forest 
(Winter, no leaves) 

Forest region Less loss 
(as compared 
with summer) 

Radial distance 

FIGURE 3 .1 .5 .2 .9  The fou rth d imens ion of the Lee morphology/attri bute model . 

Slope 
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FIGURE 3 .1 .5 .2 .10 The propagation characteristics based on seasons. 

As we have mentioned, the fourth dimension, time, is another important morphol
ogy. For example, leaves on trees change sizes based on season. Some forests will affect 
the signal from different propagation characteristics as time passes. Sometimes the 
changes from these effects can be swung up to double digits in decibels. This innovation 
includes a feedback loop to incorporate the changes of time. It is implemented in two 
different steps. First, a sensor is placed to monitor the system's behavior and to provide 
the feedback loop. Once the sensor triggers the loop, the system characteristics will be 
tuned to the new status based on the criteria. For example, in dense foliage areas in 
Atlanta, the propagation loss can swing 10 dB from summer to a cold winter. The sea
sonal change spans about six months or more. The sensor placed in the field can provide 
feedback on the measured data every month or every other month. The prediction model 
can be tuned according to the changes. Once the part of propagation path loss is tuned, 
as shown in Fig. 3 .1 .5 .2 .10, the associated frequency plan, coverage plan, and capacity 
plan for the designing system can be also tuned accordingly. Therefore, the system will 
always have a parameter of time as one of the inputs and adjust it dynamically. 

The slope of the path loss occurring each month (or at any time frame) is different 
since the morphology might be sensitive to weather. For example, leaves are in full 
bloom in the summertime and gradually fall to become thinner layers. When winter 
comes, there are no tree leaves, and the coverage area will be different, except for pine 
trees the leaves, of which, called pine needles, will never fall in the wintertime. The 
system has a program to deal with this situation. 

First based on the peculiarity of the area under test to update the propagation model, 
then the coverage, the best servers (base stations), the interference issues, the handoffs 
and the system capacity together with dimensioning other network elements (BSC, 
MSC, and so on) will be predicted from the model. 

In the summertime, as we have mentioned, the whole forest can be densely covered 
with leaves and the impact on propagation can be significant. Especially when the dimen
sions of the pine tree needles are very close to the quarter, half, or one wavelength of radio 
wave, major signal loss will be encountered due to the absorption of the propagation 
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FIGURE 3 .1 .5 .2 .11 Dynam ics of the Lee mode l . 
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energy by the leaves. The coverage can quickly shrink, and associated network engineer
ing issues arise, as shown in Fig. 3 .1 .5.2.11 .  

As weather changes, the leaves on trees also change. Through autumn and winter, 
the forest becomes thinner and thinner. The forest can be better penetrated, and the 
associated network engineering also needs to be adjusted. 

As we can see, the morphology factor has become more important in engineering 
today. It is important to have an intelligent algorithm that can work with measured data 
and also be able to link with the network engineering. The Lee model provides an inte
grated system solution for dealing with the morphology issue. As more morphology data 
become available, more effective and efficient means of doing network engineering 
become possible. Thus, it is important for cellular engineering to consider the factors of the 
morphology and to develop the algorithms and processes for dealing with these factors. 

3 .1 .6  Water Enhancement 
An optional water enhancement is available for use with any of the three modes of the 
Lee macrocell model. Like effective antenna height gain, water enhancement behaves 
as an additional attenuation factor that is applied to the calculation of the Lee model for 
determining signal strength. 

When water enhancement is turned on, the Lee model checks to see if the mobile is 
located on land but receives both reflected waves, one from water and one from land, 
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FIGURE 3 .1.6 .1 Effect of water-reflected waves . 

as illustrated in Fig. 3 .1 .6 .1 .  In this case, the Lee model compensates for the effect of the 
water-reflected wave by adjusting the path loss at the mobile upward to approach the 
free space curve. 

3.1 .6 . 1 Over-the-Water Conditions15 
When the mobile is traveling on the other side of the water from the base station antenna 
as shown in Fig. 3 .1 .6 .1 , three waves arrive at the mobile. Since there are no human
made structures over the water, the reflected wave over the water is still considered a 
speculative reflected wave, although the reflection point of the wave is at a distant loca
tion away from the mobile. The received signal strength from three waves can be 
expressed by extending from two waves, shown in Eq. (1 .9 .1 .3 .1) , as 

(3 . 1 .6 . 1 . 1 )  

where a1 and a2 are the reflection coefficients of water and land, respectively, and 11<\>1 
and 11<\>2 are the phase differences between a direct path and a reflected path from water 
and from land, respectively. 

In a mobile environment, a1 and a2 are equal to -1 because the energy of the signal 
is totally reflected with a phase reversed. Then Eq. (3 . 1 .6 . 1 . 1 )  becomes 

P, = P0 (1 / (4 nd/f.. ) )2 1 1  - (cos 11<\>1 + cos 11<\>2 ) - j (sin 11<\>1 + sin 11<\>2 ) 1 2 

= P0 (1 / (4 nd//.. ))2 • L, 

where L is the loss factor and r 

since 

L, = 1 1  - (cos 11<\>1 + cos 11<\>2 ) - j (sin 11<\>1 + sin 11<\>2 ) 1 2 

= [1 - (cos 11<\>1 + cos 11<\>2 ) F + [sin 11<\>1 + sin 11<\>2 F 

cos 11<\> = 1 - 2 sin2 (.:1<\>/2) 

(3 . 1 .6 .1 .2) 

(3. 1 .6 .1 .3) 

(3. 1 .6 .1 .4) 

Substituting Eq. (3 . 1 .6 . 1 .4 ) into Eq. (3.1 .6 .1 .3) and simplifying the equation yields 

L, = 1 - [- 2 + 2 - 2  sin2 ((.:1<\>1 - .:1<\>2 )/2)] 
= 1 - 2 sin2 ((.:1<\>1 - .:1<\>J/2) 
"" 1  (3. 1 .6 .1 .5) 
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This is because the value of sin ((�<1>1 - �<1>2 ) /2) is very small. From Eq. (3. 1 .6 .1 .5), the loss 
factor L, becomes one. It means no loss. Therefore, Eq. (3 . 1 .6 . 1 . 1 )  becomes 

P, = P0 (1 / (4 rtd/')._))2 (3 . 1 .6 .1 .6) 

It is a free space path loss. We may conclude that the free space path loss will be observed 
when propagation over the water occurs. 

For treating the water enhancement, there are two options for determining where 
water is located, as follows: 

1. Attribute-When the morphology is used as the basis for determining the 
location of water. 

2. Terrain-If the elevation for any point along the terrain radial path is within 
0.2 m of the specified elevation for the water base, then the point is considered 
to be located on water for implementing the water enhancement. 

Determining the water location from the morphology of water is a more accurate 
method. Generally, terrain elevation should be used for this condition only when the 
morphology files of water files are not available. 

3.1 .6.2 The Unique Challenges 
The location of water presents a unique challenge for radio wave propagation. With 
inexpensive and easier access to the morphology and terrain data, it is imperative for a 
prediction model to effectively adapt and manage unique water scenarios . The poten
tial impact on the system performance and resources would be drastic when propaga
tion over the water occurs . 

The objective of this section is to specifically address the enhancement added to the 
Lee macrocell and microcell prediction models in order to handle the unique impact on 
radio propagation as a result of water surface. It is generally accepted that water enhances 
radio signals. However, there are many different impacts at varying levels, depending on 
where a mobile is located relative to the positions of water and the base station. An algo
rithm has been developed to deal with various scenarios in which water plays a critical 
role in predicting the effect of propagation loss. With water enhancement, the model can 
better predict the radio propagation, which has directly impacted cellular system engi
neering, most notably in coverage, handoffs, interferences, and thus capacity. 

This issue focuses on when and in which cases the water enhancement is imple
mented. A high-level flow diagram and an individual case-by-case analysis is shown in 
this section. It is assumed that the propagation characteristics of uplink are identical to 
that of the downlink; therefore, only the characteristics of downlink are illustrated. 

There are two generalized cases for the prediction in the proximity of water: case 1, the 
mobile receiver has a LOS condition, and case 2, the mobile is blocked from the transmitter 
of the base station. ill each case, a number of possible situations can occur in which the water 
surface enhances the radio waves. When the "basic model" is referred to, only the regular 
prediction algorithms are used; therefore, the water enhancement is not implemented. 

3 .1 .6.3 The Algorithm Diagram 
The Lee macrocell prediction model has treated the radio wave as a theoretical ray path. 
The reflection point of that ray is obtained by finding a mirror image point of the mobile 
antenna in the image plane below either the land level or the water level, depending on 
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the whether mobile location is on the land or water. Connect the image point at the 
mobile to the base station antenna by a line. A water reflection point is located where 
the line intersects the water level. The reflected ray is then tested by drawing a straight 
line from the water reflection point(s) to the existing mobile antenna. 

The prediction result is raised if the reflected wave from the water level is detected 
along the ray path unblocked from the reflected point to the mobile. That includes the 
case in which the mobile is located on water. The flow diagram shown in Fig. 3 .1 .6 .3 .1 
is the algorithm for testing the effective wave reflection from the water. 
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FIGURE 3 .1.6 .3 .1 Wave enhancement flow d iagram . 
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The brief notations shown in Fig. 3 .1 .6 .3 .1 stand for following: 

TxHt = base station antenna height + above mean sea level (AMSL) [ft] 
MoHt = mobile antenna height 
HtAGL = base station antenna elevation above ground level [ft] . The antenna height 
in the standard condition is 100 ft. If the actual height h1 is not 100 ft, a gain difference 
20 log (h1 /100) should be added to the final prediction value. 
OAL = open area loss. If the default 
FSL = free space loss 
T = base station transmitter 
L = land 
W = water 

If the standard condition (see Sec. 3 . 1 .2 .1 ) is applied, the OAL includes a loss slope 
of 43 .5 dB I decade and 1-mile intercept of -49 dBm, and the FSL equation uses the total 
ERP (antenna output power and gain) to be 46 dBm at the base station. 

The shadow loss is obtained from Sec. 3 .1 .2.4. 
Four situations of the mobile locations: 

A Mobile is on land. 
If the reflected wave from the water is not detected along the straight line between 
the base and the mobile, the signal does not get enhanced. When there are no water
reflected waves, as shown in Fig. 3.1 .6.3.2, there are two rays, the LOS and the 
reflected wave. This case is known as the two-ray model, as shown in Sec. 1 .9 .1 .3. 

B. Mobile is on water. 
a. If TxHt = MoHt, 

then Signal = OAL + 6 dB 

If signal > free space loss value 
then signal = free space loss value 

OAL is generally used when a mobile is on water because of the absence of 
obstacles that can cause one reflected wave from the water. It is similar to an 
open area effect that can be seen from Fig. 3 . 1 .6.3.3(a) . 

• 

0 

Mobi le 
Line-of-sight wave 
Land reflected wave 

Water Or 

Tx Y'',,,'',,, 
.-----_[__ ________ '

',,,',,,',,,, 
Land 

',,, 
,/"' 

FIGURE 3 .1 .6 .3 .2  Case 1 :  A .  Mob i le is not on water, and no water is between the base and the 
mobi l e . 
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• Mobi le 

Land 

Line-of-sight wave 
Water reflected wave 

FIGURE 3.1.6.3.3a Mobi le visible and on water (use base station antenna height above ground leve l ) . 

TxHt > MoHt 
• Mobi le 

Line-of-sight wave 
- - - - - - - - - Water reflected wave 

FIGURE 3.1.6.3.3b Mobi le vis ib le and on water (use base station antenna height above sea leve l ) . 

b. If TxHt > MoHt 
then signal = OAL + 20 log ((TxHt-MoHt) /HtAGL) 

= OAL + effective antenna height gain 
If signal > free space loss values 
then signal = free space loss value 

Under this condition, we use the base station antenna height, TxHt, above the 
sea level, as shown in Fig. 3 .1 .6.3.3(b). 

C. The mobile is on land and the water reflected wave is detected. 
This case is shown in Fig. 3 .1 .6.3.4. 

1 .  If both reflected waves, one from the water and one from the land, are not 
blocked, then a three-ray model is used. When three rays exist, the propagation 
loss approaches to the free space loss (see Sec. 3 .1 .6 .1 ) .  

2 . If both the land- and water-reflected waves are blocked (see Fig. 3 .1 .6 .3.5), 
1. Find the shadow loss from the knife-edge point that blocks the mobile from 

the land. 
2. Signal = path loss + shadow loss 

3. If the path is blocked by the land but not the water (see Fig. 3 .1 .6.3 .6), then the 
basic model (two-ray model) is used. 

4. If the radio path is blocked by the land but not by the water (see Fig. 3 .1 .6 .3.7), 
then the basic model (two-ray model) is used. 

5 .  If the radio path is blocked from the terrain (see Fig. 3 .1 .6.3.8), then the knife
edge diffraction loss is applied. 
1. Calculate the shadow loss 
2. Signal = open area loss + shadow loss 
3. No obstruction from buildings 
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Land Water 

• Mobi le 
Line-of-sight wave 
Land reflected wave 

- - - - - · Water reflected wave 

Land 

FIGURE 3. 1.6.3.4 Mobi le vis ib le , and water between mob i le and base and mob i le is on land . 

• Mobi le 
--- Line-of-sight wave 
- - - - - - - - - · Land reflected wave 
- - - - - · Water reflected wave 

Land 

FIGURE 3. 1.6.3.5 Land and water blocked . 

• Mobi le 
--- Line-of-sight wave 
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Land Water 

FIGURE 3 . 1.6.3.6 Land blocked and water not blocked . 

• Mobi le 

Land 

--- Line-of-sight wave 
- - - - - - - - - · Land reflected wave 
- · - - - - · Water reflected wave 

Land Water Land 

FIGURE 3.1 .6.3.7 Land not blocked and water blocked . 
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FIGURE 3 .1 .6.3.8 Mobi le is b locked . 

3.1 .6.4 Conclusion 

• Mobi le 
• Land 
D Water 

The enhancement of the Lee macrocell propagation model for the radio path over the 
water ensures the inclusion of the result impacting from the water when designing a cel
lular system. Specifically, when dealing with a COMA-centric 3G system, it is imperative 
to be able to predict the behavior of radio waves affected by water. The propagation over 
the water can introduce an unexpected coverage and create interference problems and 
thus impact the system capacity and coverage. As a result, the enhancement from the 
radio path over the water has a significant effect on system resources and performance. 

3 .1 .  7 Effect of Antenna Orientation 

3 .1 .7 . 1  Antenna Tilting16·17 
There are two types of antenna tilting-mechanical and electrical-used in cellular 
systems for reducing interference to neighboring cells. Mechanical downtilting of an 
antenna will change the antenna pattern, but electrical downtilting of an antenna will 
not. These are depicted in Fig. 3 . 1 .7. 1 . 1 .  

The horizontal beam shape vary when the mechanical downtilted angle changesY 
The antenna patterns measured from +90° to -90° of the beam horizontally have differ
ent beam shapes, as shown in Fig. 3 . 1 .7. 1 . 1 .  The horizontal half-power beam width 
increases as the downtilted angle increases . Also, power reduction depends on the 

oo 

1 80° 
goo 

oo 

® 
0 

0 

Color ind icates ti lt angle 

FIGURE 3.1.7.1 .1 Antenna downti lted horizonta l pattern-mechan ica l ( left) and electrica l ( right) . 
Cou rtesy of Kathre i n I nc . , Sca la Divis ion . 
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�··········· 

···········� ············�� ..... . 

FIGURE 3.1.7.1 .2 Reduct ion of co-channe l i nterference by creating a notch i n the pattern . 

azimuth angle. The notch will occur at the center (0°) of the beam when the downtilted 
angle is tilted down to a certain angle. But the electrical downtilting will keep the 
antenna pattern unchanged over the whole azimuth range, and the horizontal half
power beam width is independent of the downtilted angle. 

Mechanical antenna down tilting has been an effective way to reduce interference 
by confining the signal in its own coverage cell. It can reduce co-channel interference 
significantly when a notch is developed in the direction of co-channel cell. 16 We will 
define the condition for developing a notch in the antenna pattern and discuss the 
impact of downtilting antenna on the system design. We will also introduce the 
means of achieving the significant and optimal notch. The computer simulation is 
done to illustrate the notch-developing process in dealing with different antenna 
patterns . 

A major contribution of reducing the interference by the down tilting of the antenna 
is co-channel interference. One way to reduce co-channel interference is to use a direc
tional antenna at each cell site. In this way, the co-channel interference can be reduced 
by more than one-half.3 Also, this interference can be further reduced by downtilting a 
directional antenna beam pattern. When the antenna pattern is tilted to a certain angle, 
a notch at the center of horizontal beam pattern is produced. The notch becomes larger 
when the tilted angle increases. This notch can be effective in reducing the interference 
in the co-channel cells, as shown in Fig. 3 .1 .7. 1 .2. 

We will review the idea that downtilting the antenna develops the notch. We also 
derive the equations for demonstrating the notch phenomenon. The concept of the 
notch-developing process is discussed. It can be used as a guideline for designing a 
cellular system. 

3 . 1 . 7 . 1 . 1  Antenna Downtilting Figure 3 . 1 .7. 1 . 1 . 1  shows that the normal horizontal 
antenna pattern is on the x-y plane. The maximum beam form is at the x-axis (em = 0°, 
<!> = 0°). When the antenna is downtilted at an angle em * 0°, the relationship between 
the downtilted angle em at the azimuth angle <)> =  0° and the related off-center angle \jf 
at any azimuth <)> due to the downtilted angle em can be shown as follows: 16 

. em d sm T = T 
DB l 
sin <1> sin(135° - <)>) 

sin45° CD = l sin(135 - <)>) 

(3. 1 .  7. 1 . 1 . 1 ) 

(3. 1 .7. 1 . 1 .2) 

(3. 1 .7.1 . 1 .3) 
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CE = CB = CA = I 

AB = AE 

jCBA = /CAB = 45° 

y z 

FIGURE 3 .1 .7.1 .1 .1 Coord i nate of the ti lt ing antenna pattern . 

AD _ AB _ ,fiz 
DF - 2([ - 2d 

AD = AB - DB 
-2 -2 -2 

cos\jf=  2CD - DF = 1 _ __!2£_ 
2cd 2cd 

B 

Substituting Eqs. 3 . 1 .7. 1 . 1 . 1  to 3 .1 .7. 1 . 1 .5 into Eq. 3 .1 .7. 1 . 1 .6, we obtain 

cos\j/= 1 - cos2<\> (1 - cos e, ) 

or \jf= cos-1 [1 - cos2<!> (1 - cos e,. )] 

(3 .1 .7.1 . 1 .4) 

(3 .1 .7. 1 . 1 .5) 

(3. 1 .7. 1 . 1 .6) 

(3 .1 .7. 1 . 1 .7) 

(3 .1 .7. 1 . 1 .8) 

where \jf is the off-center angle at an azimuth angle <1> when the antenna is mechanically 
downtilted at an angle e,. 

Equation (3 .1 .7. 1 . 1 .8) is used to determine the off-center angle \jf. 

., ""'  

/ / / 

/ "\ Reduced 
1 9o ga1n l sector _ - -

- - -- -

FIGURE 3 .1 .7.1 .1 .2 Reduced-ga i n sector of two co-channe l ce l l s . 
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/ 
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gain sector 

- - - - -
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If the physically tilted angle is 8111 = 180°, then the off-center vertical angle \jf is tilted 
downward dependent on the azimuth angle <j>: 

l 0° 1 18° = 8 
<1> = 45° \jf=  12.7° 

90° 0° 

This list tells us that the physically tilted angle <1> and the angle \jf are not linearly related 
and that when <j> = 90°, then \jf = 0°. When the angle 8 increases beyond 18°, the notch 
effect of the pattern in the x-y plane becomes evident, as illustrated in Fig. 3 .1 .7. 1 . 1 .2 
and indicated in Fig. 3 .1 .7. 1 . 1 .3 . 

Because the shape of the antenna pattern at the base station relates directly to the 
reception level of the signal strength at the mobile unit, the following antenna pattern 
effect must be analyzed. 

When a high-gain directional antenna (the pattern in the horizontal x-y plane is 
shown in Fig. 3 .1 .7. 1 . 1 .3 and in the vertical x-z plane in Fig. 3 . 1 .7. 1 . 1 .4 is physically 
(mechanically) tilted at an angle 8111 in the x-z plane shown in Fig. 3 . 1 .7. 1 . 1 .4, how does 
the pattern in the x-y plane change? The antenna pattern obtained in the x-y plane after 
tilting the antenna is shown in Fig. 3 . 1 .7. 1 . 1 .3 . When the center beam is tilted downward 
by an angle 8111, the off-center beam is tilted downward by only an angle \jf, which is 
smaller than 8111, as shown in Fig. 3 . 1 .7. 1 . 1 . 1 .  The pattern in the x-y plane can be plotted 
by varying the angle <j> at any giving downtilted angle 8111 • 

3 .1 .  7 . 1 .2 Evaluation of the Notch Condition First, the antenna patterns of the undertested 
antenna, both vertical and horizontal, are stored in the computer for the simulation pro
gram. Then, for any given downtilted antenna angle 8111, we may use Eq. (3.1 .7. 1 . 1 .8) to 

e = 1 8° 
2."-�t--., -1 0° 

FIGURE 3 .1 .7.1.1.3 Notch appear ing in ti lted antenna pattern ( repri nted from Lee4) . 
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FIGURE 3.1.7.1.1.4 Vertica l antenna pattern of a 120° d i rectiona l antenna . 

find the corrected downtilted antenna angle \jl from the corresponding horizontal direc
tion <jl. From the vertical pattern, the gain at angle \jl is higher than the gain at angle e"'. 
The additional gain will be added on the horizontal pattern at angle <jl, as shown in 
Fig. 3 .1 .7. 1 . 1 .3. Up to a certain angle e"', the notch appears in the pattern as depicted in the 
figure. The notch appears at a different angle of e"' , depending on the different antenna 
patterns. Therefore, a study of the notch condition from the antenna pattern for an under
tested antenna can be done by using the simulation program. However, to obtain a useful 
notch, other conditions must be considered as well. 

Suppose that we would like to take advantage of this notch effect. From Fig. 3 .1 .7. 1 . 1 .2, 
we notice that the interfering site could cause interference at those cells within a 19° 
sector in front of the cell. 

In an ideal situation, such as that shown in Fig. 3 .1 .7. 1 . 1 .2, the antenna pattern of the 
serving cell must be rotated clockwise 10° by such that the notch can be aimed properly 
at the interfering cell. The antenna tilting angle e"' may be between 22° and 24° in order 
to increase the carrier-to-interference ratio C I I by an additional 7 to 8 dB in the interfer
ing cell, as shown in Fig. 3 .1 .7. 1 . 1 .3 . Now we can reduce co-channel interference by an 
additional 7 to 8 dB because of the notch in the mechanically tilted antenna pattern. 
Although signal coverage is rather weak in a small shaded area in the serving cell, as 
shown in Fig. 3 .1 .7. 1 . 1 .2, the use of sufficient transmitting power should correct this 
situation. Besides, because the antenna is downtilted, the signal strength of the close-in 
area near the base station becomes strong. Therefore, the mechanically downtilted 
antenna can serve two purposes. 

3 . 1 .7 . 1 .3 Computer Simulation A simulator is built to simulate the effect of antenna 
downtilt. It takes the horizontal and vertical gain pattern as an input and generates the 
3D composite gain pattern. Then the downtilt is applied to the 3D pattern, and the 
observed gain pattern is obtained by cutting the 3D pattern with our observing plane. 
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Three antenna patterns are chosen to demonstrate the effects of mechanical down
tilting of the antenna. The vertical beam main-lobe widths of those antennas are 8°, 30°, 
and 60°. Their horizontal and vertical beam patterns are listed in Figs. 3 .1 .7 .1 .3 .1 , 
3 .1 .7.1 .3.2, and 3.1 .7 .1 .3.3. According to our optimal condition, the first one has a 30° 
beam width in the horizontal pattern, and its vertical beam is narrow, so we should 
expect to see a useful notch. However, when either the horizontal beam width is too 
narrow (see Fig. 3 .1 .7.1 .3 .2) or the vertical pattern is too wide (see Fig. 3 .1 .7 .1 .3.3), no 
useful notch can be obtained. So it is impossible to generate a useful notch under these 
conditions. 

Our simulation result shows that all three cases can generate a notch by downtilt, 
and the notch tilt angle is approximately at the joint angle of their first and second lobes 
of the vertical pattern. The notch for the first antenna (in Fig. 3 .1 .7. 1 .3 .1 ) is shown as a 
useful one. The other two notches (see Figs . 3 .1 .7 .1 .3.2 and 3 .1 .7 .1 .3.3) may not be useful 
because they are too weak and have a large side or back lobe, and that will interfere the 
co-channel cells behind it. 

As our simulator shows, not all patterns can generate useful downtilted patterns . 
Antenna downtilt might actually create problems for some systems. As shown in 
Fig. 3 . 1 .7 . 1 .3.2, although a notch is generated, it is not useful for improving system 
performance. With this simulator, engineers can simulate the effect of downtilt in 3D 
and decide whether mechanical downtilt is the right approach to improving the sys
tem performance. 

3.1 .  7 .2 Smart Antenna and Lee's Microcel l  System 

3 . 1 . 7 . 2 . 1  Smart Antenna A "smart antenna" is viewed as a means of significantly 
improving spectral efficiency and achieving better quality of service and higher capac
ities while also achieving considerable savings in base station costs. 18 The smart 
antenna system uses a small number of antenna panels (usually three) .  Each of these 
antenna panels has multiple beams generated by a passive electronic phasing matrix. 
With the smart antenna, the number of cellular subscribers continues to stay within the 
antenna coverage. The signals received on the narrow beams of the smart antenna are 
dynamically connected to the base site radios via an electronic matrix switch. The sys
tem capacity is increased in two ways. First, the use of high-gain narrow beams dra
matically improves the C/I ratio, thus reducing frequency reuse factor K for the same 
quality of service. A lower frequency reuse factor means more channels per cell, that is, 
higher capacity. Second the smart antenna system maintains its channels in one trunk 
pool. Therefore, it has a higher capacity compared with the sectorial cell, in which 
three sectors do not share their resources. 

3.1 .7 .2.2 Lee's Microcell System19 In Lee's patented microcell system, each microcell 
consists of three zones (noted as zone A, zone B, and zone C), as shown in Fig. 3 .1 . 7.2 .1 . Each 
zone has its own small base station just like an access point. This should be the first time 
the access points were used in the cellular system. A zone switch connects the three zones 
such that a signal channel can be switched from one zone to another. Thus, within the three 
zones, a mobile will stay at one signal channel until it moves out from its microcell. Based 
on the regular cells, the system is K = 7, but based on the zones, the system become K = 3, 
as shown in Fig. 3.1 .7.2.2. Since the signal channel is confined in one zone at a time, we 
use K = 3 and find that the capacity increases by 2 to 2.5 over that of K = 7. The implement 
of microcell system is very cost effective. The modification of existing cellular equipment 
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FIGURE 3 .1 .7.1.3 .1 Antenna model 1560L-O . 
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FIGURE 3.1.7.1 .3 .2 Antenna model ALP4014-N . 

for the microcell system is shown in Fig. 3 .1 .7.2.3. The microcell system has been deployed 
in Los Angeles and San Diego since 1991 . 

Both the smart antenna and Lee's microcell system are believed to be the solutions 
for achieving a high-capacity system. Both improve both the C/I ratio and trunk 
efficiency. The computer simulation was implemented to compare the capacities among 
omni-cell, three-sector cell, Lee's microcell, six-sector cells and a 12-switched beam smart 
antenna cell. First, the C/I ratios under different path loss exponents Y and frequency 
reuse factors K are used to compare these systems. Then the trunking efficiencies among 
these systems are also compared. As the result shows, the smart antenna has supported 
a reasonably good C/ I ratio and the highest trunking efficiency. This simulator has been 
also enhanced to calculate the path loss exponent for specific design areas based on the 
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collected measured data. This path loss exponent can then be used as an input to the 
simulator to simulate the C/I and frequency reuse factor for the area. Measured data 
were collected in Los Angeles. The path loss exponents were calculated using Lee's pre
diction model. Based on the calculated path loss exponent and the C/I from the simula
tor, in a dense urban area, the smart antenna system can support a K = 3 reuse scheme. 

Since the number of cellular subscribers always continues to grow at a rapid pace in 
a starting market, service providers are forced to find new methods to increase capacity 
in their networks. Having sectors in a cell is a means of reducing co-channel interfer
ence, and thus increase system capacity. However, it is associated with a trade-off in 
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4·� The basic m icrocel l  concept U 

FIGURE 3 .1.7.2 .1 Lee 's m icroce l l  system .  

I ntel l i gent m lcrocel l  capacity appl ication 

Microce l l  ut i l izes 01 JR1 = 4.6 
for active zone separation 

This provides a D = 3R for 
microce l l  cel l  separation 

This yields a K = 3 = (O�R)2 
This is a 2 to 2.5 capacity 

FIGURE 3 .1.7.2 .2 Capac ity i ncreases i n  the m icroce l l  system as i nterference is reduced . 

trunking efficiency. The recent movement in digital modulation technology has helped 
cope with the increase in subscribers' demands. In the early years, the analog systems 
were sharing the frequency spectrum with the digital systems. There were more inter
ference coming from the analog system into the digital systems. One economical 
approach to solve this problem is to use the smart antenna. 
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Mod ifyi ng the equipment arrangement for the mlcrocel l  systam 
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FIGURE 3.1.7.2 .3 Mod ifying existi ng ce l l u l a r  equ i pment for the m icroce l l  system .  

Computer simulation was implemented to compare the capacity among the following 
systems: omni-cell, three-sector cell, Lee's microcell, six-sector cell, and switched-beam 
smart antenna cell. First, the C/I ratios under different path loss exponents and reuse 
factors are compared within these systems. Then the trunking efficiencies among these 
systems are also compared. 

3 . 1 .7 .2 . 1  Simulation Model A Monte Carlo simulation model was developed to ana
lyze the cellular system. The simulator supports the Lee/0 Hata, and flat-fading propa
gation models. Mobile units can be distributed randomly, uniformly, or linearly in a 
cell. The ideal (flat) terrain and hexagonal grid (cell) with different sizes are also sup
ported. The multiple sectors within each grid (cell) need to be specified by the users. 
Usually, three-sector and six-sector cell layouts are the most frequently used. The ideal 
as well as real antenna patterns can be used in the simulation. Each cell (grid) or sector 
can have unique cell/ sector parameters (ERP, antenna pattern, down tilted angle, per
centage of pilot channel power, and so on) . Different frequency reuse factors can also be 
changed interactively (K = 3, 4, 7, 12). The power control is simulated with the option of 
different levels of power steps and errors. The performance of the system can be ana
lyzed using a uniform distribution to get the first order results. After the system is 
quickly accessed through the uniform distribution of mobile movement, the more com
plicated and time-consuming analysis can be done based on the outcome from the ideal 
(i.e., uniform, same-cell parameters) analysis. The flat-fading propagation model sup
ports the path loss with the propagation exponent y and the lognormal variation of 8 dB. 
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The nominal value for y is from 2 to 4 and for o is usually 8 dB. Only the effect of flat 
fading is considered. The coverage, C I I plots, and statistical charts based on the results 
from simulation can be generated. Detailed information for each mobile unit and cell 
site from different layouts and distributions are also supported through all text files. 

This simulation is handling an ideal two-tier layout for K = 3 and 4; a three-tier 
layout for K =  7; and four-tier layout for K =  12. All mobiles have assumed the same ERP 
if the power control is absent or otherwise have caused the same received power at the 
base station. The transmission from the mobile antenna is assumed to be omnidirec
tional. Each cell or sector uses the same antenna for both transmission and reception. 
The interference from the higher tiers of co-channel cells is compared with the first tier 
of co-channel cells to show that the interference from the higher tiers can be negligible 
for the sake of analysis. 

Our simulator is run in both forward and reverse links for different path loss expo
nents (y = 2, 2.5, 3, 3.5, 4), different sectorial schemes (ornni-cell, three-sector cell, Lee's 
microcell, six-sector cell, and smart antenna cell) and different frequency reuse factors 
(K = 3, 4, 7, 12) . Different real antenna patterns are used in different schemes (shown in 
Figs. 3 . 1 .7.2. 1 . 1  and 3 .1 .7.2 .1 .2) . In Fig. 3 .1 .7.2.1 .2, the different shapes of left beams and 
right beams are shown. 

180° 
(a) Model DB-589 (Omni) 

oo 

1 80° 
(c) Model DB-567B 
(beamwidth 60°) 

1 80° 
(b) Model DB-564 A 
(beamwidth 1 20°) 

FIGURE 3 .1 .7.2 .1 .1 Normal ized horizonta l patterns of  antennas .  
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FIGURE 3 .1 .7.2 .1 .2 Normal ized smart antenna horizonta l pattern . 

3 . 1 . 7 .2.2 Simulation Result A parameter named "C/I satisfaction percentage" is used 
to present our simulation result. The C/ I satisfaction percentage is defined as the percent
age of area with a satisfactory C/I value in a given cell. In an analog system, a satisfactory 
C I I value is greater than or equal to 18 dB. The coverage area is obtained by measuring 
the received carrier power C. The interference I is obtained by taking the signals from the 
neighboring sites. Therefore, even the smart antenna covers a larger area but receives a 
higher interference. As a result, the C/I satisfaction percentage may not be high. 
Figure 3.1 .7.2.2.1 shows that the C!I satisfaction percentage improves as the path loss 
exponent increases. This is because using a low path loss exponent for the received sig
nal at mobile with a certain C/I can cover only a small area near the base station. Also, 
the C/I satisfaction percentage improves as the number of sector increases due to the 
additional gain from directional antennas. In Fig. 3 .1 .7.2.2.2(a), the worst case in a smart 
antenna system21 is shown in the figure (a) . The worst case in Lee's microcell system18 is 
shown in Fig. 3 .1 .7.2.2.2(b) . 

The simulation plots the results of smart antenna cell, Lee's microcell, and the other 
three systems. From the simulation, if we do not specify the environmental areas (free 
space, open, suburban, urban, and metropolitan), the smart antenna system has the best 
C/I performance, followed by six-sector cell, Lee's microcell, three-sector cell, and 
ornni-cell, which has the lowest C/ I performance. The advantage of using smart antenna 
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(a) Smart system 

(a) The worst case in a 
smart antenna system.  

(b )  The worst case in Lee's microcel l .  

FIGURE 3 .1 .7.2 .2 .2 Worst case scenar io .  

(b) Lee's microcel l  

M icrocel l  ut i l izes 01 ,/R1 � 4.6 
for active zone separation 

This provides a 0 = 3R for 
microcel l  cel l separation 

This yields a K = 3 

This is a 2 to 2 .5 capacity 
increase 

system over other systems is the most significant improvement of C/I coverage at a low 
path loss (y = 2). It is in a free space area. Because of the high gain provided by the smart 
antenna, at a high path loss (y = 4), the six-sector cell out performs the smart antenna 
system. Since the smart antenna system has very good C/I performance with a low 
path loss exponent, the cellular operator can have both the good C/ I performance and 
the higher trunking efficiency in the system in those areas with y =  2. 

From the experiment, we used the measured data collected in Los Angeles. The drive 
routes with longitude and latitude are shown in Fig. 3 .1 .7.2.2.3. Through the signal prop
agation analysis using Lee's model, we found that the path loss exponent in Los Angeles 
area is very close to 4, as shown in Fig. 3 .1 .7.2.2.4. Figure 3 .1 .7.2.2.1 shows from the plots 
for forward and reverse links, with the pass lost exponent y = 4, at a 95 percent C I I satis
faction, the frequency reuse factors are 7, 4, 3, 3, and 3 for the ornni-cell, three-sector cell, 
Lee's microcell, six-sector cell, and smart antenna systems, respectively. Given a frequency 
spectrum bandwidth of 12.5 MHz, their capacities are listed in Table 3.1 .7.2.2. 1 .  

We can see from Table 3 .1 .7.2.2.1 that the smart antenna system and Lee's microcell 
have the highest capacity. Table 3 .1 .7.2.2 .1 gives a statistical comparison only between 
Lee's microcell and the smart system. Now let us compare these two in a worst case. 
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Parameter Omni 

Bandwidth (MHz) 12 .5 

# of  channe ls 417 

Reuse factor 7 

Channeljce l l  59 .57 

Channeljcel ljsector 59 .57 

Er langj sector 49.2 

Er langjce l l  49 .2 

Er langjce i i/MHz 3 .94 

3-Sec 

12 .5 

417 

4 

104.3 

34.75 

26.1 

78.3 

6.26 

-1 1 7. 9 186 

2500 3000 

Lee's 6-Sec 

12 .5  12 .5 

417 417 

3 3 

139 139 

23 .17 

15 .9  

126 95.4 

10.08 7 .63 

+ 

3500 

Smart 

12 .5 

417 

3 

139 

126 

10.08 

TABLE 3.1.7. 2 . 2 . 1  Capac ity Compa rison Between Different Systems at  a 2% 
Block ing Rate 
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FtGURE 3.1.7.2 .2 .5 Comparison of  C/1 d istri but ion at  the worst po int .  

In the worst case, Lee's microcell is about 10 dB better than the smart antenna 
system. However, due to the randomness of the frequency assignment between different 
sectors or zones within a cell, the C/I at the worst position is not a constant. The distri
butions of C!I for the two systems are drawn in Fig. 3 . 1 .7.2.2.5. We can see that the C/I 
distribution for the smart antenna system is more spread out than Lee's microcell. 

For a smart antenna, its worst case is that all beams of the same frequency are point
ing to one vertex of the center cell shown in the figure. It is not difficult to see that it is 
the same performance as in the omni-cell. And, at the vertex of the center cell, 

(3. 1 .  7.2.2 .1 ) 

Similarly, for Lee's microcell, the worst position is in zone Q of the center of the cell. We have (c) _ (Rl )-4 _ 

T . . - 3(4 bR )-4 3(5 5R )-4 - 100 or 20 dB (worst case) 
Lee s nucrocell • 1 + · 1 

(3 . 1 .7.2.2.2) 

3 . 1 .7.2.3 Conclusion A simulator was built to handle the analysis of C/I. The C/I 
satisfaction percentages are plotted and compared among the omni-cell, three-sector 
cell, Lee's microcell, six-sector cell, and smart antenna cell. We find that the smart 
antenna cell has the best C I I performance at the low path loss exponent. The six-sector 
cell outperforms the smart antenna cell when the path loss exponent is high. In an 
urban area, with a given path loss exponent y = 4 and a given C/I satisfaction percent
age of 95 percent, the capacities among different systems are also compared. We find 
that the smart antenna cell and Lee's microcell have the best spectrum efficiency. 
Besides, Lee's microcell performs better than the smart antenna system in the worst 
case by about 10 dB. 

3 .1 .8 Prediction Data Files 
Depending on the various parameters applied to the Lee macrocell model, the signal 
strength is predicted for each point on a radial from the base station to the mobile. The 
calculation of the signal strength at each point on each radial on a terrain map uses 
the digitized terrain elevation data, land-use data, and antenna data stored in the file. 
The path loss values of the propagation prediction are stored in a data file . 
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3.1 .8. 1 Coverage Files5 
A file stores the predicted path loss values along each radial for a given set of elevation, 
terrain, and model parameters. Whenever possible, files are shared across sectors and 
tiers at a single geolocation to save disk space and file calculation time. When antenna 
heights or model parameters differ between co-located sectors/tiers, the additional 
final files are created. 

A coverage file has two components: 

1. A header containing various identification fields, including the format version, 
date and time stamp, prediction area extents, parameter values used, and the 
number of points along each radial. 

2. Path loss values stored in n arrays of p values, where n is the number of radials 
used in the calculation and p is the number of elements along each of the radi
als. Note that p = (radial distance/radial distance unit) + 1 .  

The time required for calculating a coverage file a s  well a s  the file size are deter
mined by three calculation parameters as follows: 

1. The radial distance (from 1 to 100 miles), which can be specified by the 
individual user on a sector-by-sector basis 

2. The number of radials (either 360, 720, 1440, or 2880), which can be specified by 
the individual user on a sector-by-sector basis 

3. The distance between points along the radial (radial distance unit) 

3. 1.8.2 RSSI Grid Files 
An RSSI (Received Signal Strength Indicator) file stores the received signal strength 
value (in dBm) for each bin in the predicted area. An RSSI file is the result of the conver
sion of a radial-based coverage file into a grid-based block of values for a given bin size. 
Several options and formats of the stored final file values can be used to provide an 
aligned sample space for the different tiers involved. 

Note that the distance between arc seconds differs in the latitudinal and longitudi
nal directions, depending on the latitudinal position on the earth. Thus, the bin sizes 
given in the table are approximate, and the bins are rectangular, not square. 

Storage space requirements for grid files increase four times when bin size is 
reduced in half. To help conserve disk space, choose the largest bin size suitable for the 
intended analysis . If desired, you may create plots using a size of multiple bins. 

Grid files are generally created only when needed to support data visualization or 
other bin-based analyses. The grid file is based on the bin size and does the interpreta
tion to attain better granularity. For example, there can be four grids in one of the bins, 
and the data for each grid are interpreted based on the data in each bin. There are many 
different ways of doing the interpretation. 

Arc sec 

Meters 

Feet 

24 

720 

2400 

12 

360 

1200 

6 

180 

600 

3 

90 

300 

1 .5 0 .75 

45 22 .5  

150 75 .0 

TABLE 3 .1 .8 .2 .1  Samp le of Supported B in Sizes 

0 .375 

11 .25 

37 .5 

0 .1875 

5 .625 

18.75 
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3.2 Fine-Tun ing the Lee Model22 

Both terrain contour and human-made structures strongly affect the received mobile 
radio signal strength. But it is difficult to separate the effects of the natural environment 
and human-made structures on the received data for two reasons. First, in a natural 
environment, the ground is never flat; second, human-made structures in each area are 
different. Finding the propagation characteristics, such as the intercept signal level at a 
given range (1 km or 1 mile away from the base station) and the slope of path loss along 
the radio path, is a challenging task. This section introduces a method that can separate 
the effects of human-made structures from those of the terrain contour with a high 
degree of confidence. The propagation characteristics differ from different areas, and 
the proper ones are used as valuable inputs to the propagation prediction software 
program. The theoretical shadow loss and the effective antenna height gain are also 
compared with the large amounts of measured data when a mobile is either blocked or 
not blocked by terrain from the base station. Finally, a means of fine-tuning the propa
gation model due to the terrain effect by feeding back the measured data is discussed. 

The increasing demand for cellular services offers a great challenge in designing 
cellular systems. To be able to design a good cellular system and fine-tune intricate 
parameters demands a good design tool. In the meantime, an accurate propagation 
prediction tool is a key to successfully designing a cellular system, especially in the early 
stages of cellular and PCS cell design. The alternative to the prediction tools is to drive 
every route in the interested areas before deciding on the locations of base stations, and 
this is both costly and tedious. A more practical and cost-effective solution would be to 
collect a sufficient amount of measurement data ahead of the system deployment and 
use the statistics gained from these values as an input to fit the prediction tool. It is 
necessary to collect the measured data so as to enhance the predicted outputs and at the 
same time reveal the characteristics of the region under consideration. 

Since every area has its own unique building structures, terrain configuration, and 
morphology, it is very difficult to separate the effects caused by the natural obstructions 
of the area from the human-made obstructions of the measured radio signal data.5•13 In 
general, the parameters can be classified in two categories: 

Impact of Human-Made Structures. The effect of human-made constructions can be 
translated to a path loss curve of slope and a 1-mile (or 1-km) intercept value, which become 
the input parameters for the prediction model. Thus, every region will have its own char
acteristic slope and intercept values due to the different human-made constructions.2 

Impact of the Natural Terrain and Variation. Variations in terrain, valleys, moun
tains, and so on. result in strong or weak signal reception, depending on the effective 
antenna height gain or loss in the nonobstructive case and on the diffraction loss in the 
obstructive case due to terrain contours . 1 

The methodology of separating the effects of human-made structures from those of 
terrain contours using the pre-collected measurement data is discussed here. Then two 
deduced parameters are obtained as an input in the prediction tool. These two deduced 
parameters are the correct slope and the 1-mile intercept value for the area of interest. 

In the real environment, the ground level is never flat, the structures above ground 
level are of different types, and the accuracy of the collected measurement data is never 
100 percent accurate. We cannot expect the measured data to be totally reliable, but the 
accuracy of the terrain database does play a major role in the prediction results . 

We will first explain the method of how to separate the factors of human-made 
structures from the factors of natural terrain contours. Then examples will be presented 
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regarding how to apply this method to real system applications. Finally, suggestions for 
future enhancements will be discussed. 

3.2 . 1  The Terrain Normal ization Method 
Before discussing normalization of the terrain, it is necessary to know exactly how the 
terrain contour affects the prediction. The path loss curve constitutes a 1-mile intercept 
P0 and the slope of the path loss y, as shown in Eq. (3.2 . 1 . 1 ) .  The method used to find 
P0 and y for each geographical area is described below. 

From Eq. (3.2 . 1 . 1) , it is shown how the gains and losses vary with terrain along the 
mobile direction. The purpose at this stage is to factor out the terrain variation and to 
show the effects of human-made structures on the prediction. To achieve this, we need 
to either nullify the terrain effect or do terrain normalization. 

Slope y and intercept P0 are determined due to different human-made environ
ments. Gains or losses calculated based on the antenna height gain use terrain contour. 
As mentioned in the previous section, the measured data are affected by both human
made structures and terrain contours. If we can separate the terrain variation effects on 
the received signal from the human-made effects, then we can obtain the right set of 
values for the slope and the 1-mile intercept for the human-made effects. 

Now let us explain what exactly the terrain normalization does on the measured 
data points. Every measured data point is considered individually, and the following 
steps are carried out: 

Step 1: Collect drive test data 
Step 2: Screen the valid measured data 
Step 3: Run terrain normalization on the measured data 
Step 4: Calculate the slope and intercept based on data from step 3 

In order to obtain meaningful statistics, a large amount of data needs to be collected. 
The measured data need to be carefully screened because bad data can lead to a wrong 
conclusion. The data collected in tunnels, elevated highways, or below the noise floor 
need to be discarded. 

The terrain normalization method in step 3 is discussed in more detail here. For 
every measured point, the following steps need to be performed. 

First, extract a terrain radial from a cell site from the terrain base to match the mea
sured point. Then calculate the prediction along the radial. Depending on whether or 
the path is being clear or shadowed, calculate both the gain or the loss at that point and 
the adjustment factor: 

P, = P0 - y log (!...) + Geffh - L(v) + a  ro;/ t ' 
Gain Loss Adjustment 

(3.2. 1 . 1 )  

By nullifying the effects of gain or loss and adjusting the measured data M from a 
different setting, the fully normalized points from the measured data are then obtained: 

where Mnorm is the normalized signal from the measurement. 

(3 .2 .1 .2) 
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Normalization is done only on the valid measured points. After all measured points 
have been normalized based on terrain, use the mean square best-fit algorithm to calcu
late the slope and intercept for the cell site. 

After inserting the proper path loss slope and the 1-mile intercept in Eq. (3.2 . 1 . 1 ), 
the signal strength predictions can be found by adjusting Geffh or L(v) from a terrain 
contour map. 

3.2 .2 Measurement Data Characteristics 
The measured data from a single cell were collected in the Italy Ivrea area. There are a 
total of 10 drive routes. This cell site had an elevation of 246 m above sea level with a 
50-m transmitter height and an ERP of 45.3 W. 

The measured data were collected by driving away and toward the cell site. 
Figure 3.2.2.1 shows the actual physical locations of these 10 routes, which demon
strated most of the characteristics of the measured data at this cell site. 

Because the morphology might be drastically different in making the same setup of 
cell sites, it is important to be able to apply different slopes and intercepts for different 
areas covered by the same setup of cell sites. This situation can easily be handled and 
solved by applying this treatment. 

When a cell site is located in a hilly area, there are some known terrain problems. 
Also, morphology data, such as tunnels, elevated highways and bridge information, are 
not always available. Usually, the measured data were collected without screening 
these restrictions. Although there are questions regarding how accurate the measured 
data are, the amount of sampled data is believed to be large enough to be statistically 
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FIGURE 3 .2 .2 .2 Terra i n  e levat ion (ft) of measurement data versus d istance on d ifferent routes. 

meaningful. The goal is to make the best use of the drive test data by applying the feed
back to enhance the propagation model. Deriving a set of path loss slopes and 1--mile 
intercepts, and then applying these parameters back to the propagation model for an 
accurate prediction in a certain area is the objective of this section. Figure 3.2.2.2 pres
ents all measured points and their corresponding elevations along the radial line from 
the cell site. It shows that the measured data were collected in an area where the eleva
tion of the terrain is generally going up. Without applying the terrain normalization 
process, the slope and intercept values are misleading and cannot be applied to an 
accurate prediction of the signal coverage. 

After applying the terrain normalization process, a more reasonable slope and 
1--mile intercept were achieved and should be applicable for those areas similar to the 
area where the drive test was performed. 

3.2.3 Comparison of Measured and Predicted Curve 
for the Nonobstructive Case 

Considering the nonobstructive situation under real terrain conditions shown in 
Fig. 3.2.3 .1 and selecting a case of sloping up, the terrain contour does affect the signal 
received by the mobile. There is an effective antenna gain because of the position of the 
mobile on an elevated slope. The effective antenna gain G,ff" is given in Eq. (3 .1 .2.3 . 1 ) .  

All the field points that are collected over a nonobstructive path from the cell site 
can be identified from the drive test data based on the terrain data provided in 
Fig. 3.2.3.2. The effective antenna height gain at each data point along the nonobstruc
tive path is then calculated and plotted in Fig. 3.2.3 .3, which also shows the graph of 
signal strength versus radial distance for these points. 

If a set of morphology data involving buildings is available, the same procedure can 
be applied to handle the effect on both blocking and nonblocking by buildings. Again, 
this procedure can be useful only if the terrain database in the field and the measure
ment data from the test equipment are accurate. 
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Figure 3.2.3.3 compares the theoretical effective antenna gain with the effective antenna 
gain derived from the drive test data after normalization. We can see that the actual effec
tive antenna gain can go higher than the theoretical value. The Lee model can be easily 
fine-tuned with the measurement data and enable those data to be flexible and accurate. 

Figure 3.2.3.4 shows another situation when the terrain blocks the mobile. We will 
go through the same exercise for the terrain blocking situation in Sec. 3.2.4 

3.2.4 Comparison of Measured and Predicted Curves 
for the Obstructive Paths 

In the previous section, we covered the effects of gains and losses due to terrain varia
tion where the mobile is in the nonobstructive path from the base station. Besides, the 
varying terrain contour along the path of the mobile traveling and the scattering loss 
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Kn ife / edge 

k. 

due to the buildings add one more factor that contributes significantly to the gains or 
losses of the received signal. Now let us consider a more complex case of a mobile 
under hidden conditions, or a mobile blocked by the terrain contour of a hill. Due to a 
hill, there is a loss in the signal strength because of diffractions caused by the obstruc
tion. The diffraction loss can be calculated from the knife-edge diffraction loss curve 
shown in Fig. 1 .9 .2 .2 .1 .2. The diffraction factor, v, is also defined in Fig. 1 .9.2.2. 1 .2 . In this 
section, where we have to adjust the loss in the drive test data due to a shadowing situ
ation, the new normalized field data then contains only the human-made effect and can 
be used to find the slope and the 1-mile intercept. Figure 3.2.4.1 shows the signal 
strengths of all spots, some of which are blocked from the cell site and some not. The 
theoretical diffraction loss at each spot under the shadowing situation is calculated. 
Figure 3.2.4.2 presents three sets of data: the theoretical shadowing loss curve; the mea
sured data, which are in the shadowing situation; and the new best-fit shadowing loss 
curve. The measurement data were plotted on the parameter v scale. Each data point 
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was first calculated its v according to the propagation condition. Also, each data point 
was subtracted from its path loss before plotting on the v scale in Fig. 3.2.4.2. The mea
sured data points always have less diffraction loss than the theoretical diffraction loss, 
as shown in the figure. A best-fit shadowing loss curve is shown in the figure. 

For making a correction to predict the shadow loss more accurately, we have intro
duced three methods, as shown below. 

3.2.4. 1 A Method of Using Max Getth 
Using Max Geftll to correct the prediction loss in the shadow condition has been described 
in Eq. 3 .1 .2.4.2. 

3.2.4.2 An Empirical Method 
As we can see from the measured data points, the best-fit shadowing loss curve would 
be used for adjusting the parameter v because the theoretical knife-edge diffraction loss 
prediction curve is not fitted to the measured data, as shown in Fig. 3.2.4.2. For making 
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an adjusting v' for predicting the diffraction loss from the real measured data, we have 
proposed an adjusted curve, shown in Fig. 3.2.4.3. The adjusted v' is taken by following 
the best-fit curve and would be more likely to match the real measured data points . 

3.2.4.3 A Method for the H igh-Knoll Condition 
The basic concept of dealing the high-hill case is that at the top of a high knoll, the 
signal is very strong. The signal, beyond the knoll, will be weaken due to the shadow. 
Then the signal strength, not the average path loss signal, will be subtracted from the 
knife-edge diffraction loss. Therefore, we implement the correction of knife-edge dif
fraction loss for the following two cases: one for a single knoll and one for double 
knolls. 

3.2.4.3 . 1  Single-Knoll Case (see Fig. 3.2 .4.4) 

1. In a Negative-Slope Condition (Fig. 3.2.4.4(a)) 
The receiving power at a distance r is expressed as 

P,<area-to-areal = P, , - Y log (� J - A 1 + a (3. 1 .2 .1 ) 

where r0  is either 1 mile or 1 km, and the path loss slope y will be found from 
Fig. 3 .1 .2 .1 .2, depending on whether it is an open or a suburban area. 

The power at distance P can be obtained from Sec . 3 .1 .2 . 1 :  
'r 

(3 .2.4.3. 1 ) 
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where Geffh is shown in Eq. (3 .1 .2.3 . 1 ) .  Then the received power P,; at A where 
r; = r1 + r2 , becomes 

P. = P + 10 log (!l.)-y + L (knife-edge diffraction loss at A) rl rl rl 
(3.2.4.3.2) 
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2. In a Positive-Slope Condition (Fig. 3.2.4.4[b]) 
The power P,1 at distance r1 is the same as Eq. (3 .2.4.3 . 1 ) .  At a positive-slope 
condition, there is a gain that needs to be calculated. First is to measure from 
the peak of the knoll to the valley of the knoll, h , and then to measure the p-p 
height from the peak of the knoll to the crossing of the positive slope at the 
distance rl' \ · The gain G,ffB is 

GeffB at point B = 20 log (:'1 ) (3.2.4.3.3) 
p-p 

There are two cases (r; = r1 + r2 ): 

Case 1 :  If 10 log (*T + G,ffB < 10 log(*T 
P,; = P,, + 10 log (* r + Gef!B + L (knife-edge diffraction loss) 

Case 2: If 10 log (* r + Gef!B � 10 log (* r 
P, = P + 10 log (!{_)-y + L (knife-edge diffraction loss) rl rl r1 

3.2.4.3.2 Double-Knol l  Case (see Fig.  3 .2 .4.5) 

1. In a Negative-Slope Condition (Fig. 32-4-S[a]) 

(3.2.4.3 .4) 

(32.4.3,5) 

The power P at distance r1 is the same as Eq. (3.2.4.3 . 1 ) .  The path loss from the r, 
first peak to the second peak of the knoll would be assumed the free space loss. 
Then the received power at point A, where r'� = r1 + r2 + r3 = r� + r3, is 

P,; = P,, + 10 log (*T + 10 log (�r + L (double knife-edge diffraction loss) (3.2.4.3.6) 

2, In a Positive-Slope Condition (see Fig, 32-4-S[b]) 
We are following the same derivation as shown in the single-knoll case. In this 
double-knoll case, there is a gain c:ffB which can expressed as 

c;ffB = 20 log ( h h;, J (p-p)2 

where h J  and h( ) have been shown in Fig. 32.45(b). ,, p-p 2 
There are two cases: 

case 1: If 10 log (�T + c,ffB < 10 log (�T 

(32,4.3,7) 
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P,;· =  P,, + 10 log ( �) -2 + 10 log ( �) -y + Gef!B + L (double-knife-edge diffraction loss) 

(3.2.4.3.8) 

Case 2: If 10 log ( � ry + Gef!B � 10 log ( � r2 
P,;·= P, + 10 log (5.) -2 + 10 log ( r3

,) -r + L (double-knife-edge diffraction loss) (3.2.4.3.9) 
1 � � 

where r;' = r; + r3 

3.2.4.3.3 Measured Data versus Predicted Values Figure 3.2.4.6 shows the measured 
data taken in San Diego along 25th Street while the site was located at 25th Street and 
F Street. The transmit power was 1 W, the antenna gain was 6 dB, the antenna height 
was 20 ft, and the carrier frequency was 850 MHz. The mobile antenna height was 6 ft 
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FtGURE 3.2.4.6 Measured data versus pred ict ion va l ues i n  San D iego . 

with a 3-dB-gain dipole. The drive test was started from the north of 25th Street, and 
passed the site and continued to the south of the street. In this test run, the test range 
was short and close to the antenna site; therefore, we had to use the microcell predic
tion model shown in Sec. 4.2. 1 .2 . In the nonshadow area, the prediction values fol
lowed were the LOS path loss plus the building block loss. Also, the effective antenna 
gain was applied due to the terrain contour changes with respect to the antenna site. 
The shadow section is also shown in the figure. In the shadow section, the shadow loss 
prediction from the high-knoll condition was used. Comparing the measured data 
with the predicted values, we can see a amount of agreement. 

3.2 .5 Conclusion 
It is critical for the prediction tool to be accurate by separating the two parts, natural 
contours and human-made effects, from the collected measurement data. After the part 
of natural contours is removed, the collected measured data can be used to calculate the 
correct slope and the 1-mile intercept of the propagation model. Especially in irregular 
terrain, the terrain varies drastically within a short distance. Without applying this ter
rain normalization method, it is difficult to come up with a correct slope and 1-mile 
intercept for the propagation model. This normalization method also allows users to 
collect measurement data with more flexibility and less effort. Users need to be aware of 
this fact while applying this method. Several dominant factors can change the result 
drastically. For example, if the terrain database is not accurate, the poor data will pro
duce inaccurate results. Filtering out the poor or invalid data is crucial for an accurate 
prediction. Also, the approach of using measured data to further characterize the human
made environment in specific areas is critical to cellular engineers. For example, the 
theoretical curve of the knife edge is too pessimistic in estimating the loss due to the 
knife edge. Therefore, the data that are affected by the nature terrain contour (in either 
the nonobstructive or the obstructive case) must be normalized out before obtaining the 
1-mile intercept level and the path loss slope affected by the human-made environment. 
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3 .3 Enhanced Lee Macrocel l  Pred iction Model 

3.3 . 1  I ntroduction 
This chapter describes the enhancements added to the Lee macrocell prediction model, 
which has been well recognized by the wireless industry as one of the most accurate 
propagation prediction models.23-25 This section discusses innovative approaches deal
ing with a pile of rough digital samples of terrain data and the enhancements to the Lee 
model during the validation process. 

In general, the Lee model is composed of two parts: the impact of human-made 
structures and the impact of the natural terrain variation. 1•2•26 Other authors discuss 
innovative algorithms for calculating effective antenna gain27•28 and diffraction loss29•30 
as well as for enhancing the Lee modeP3•25•31 This section focuses on the natural (terrain) 
factor. The new algorithm presented in this section is quite different from the others. It 
integrates the calculation on both LOS and shadow loss. First, in the LOS scenario, it 
addresses the issue of the big swing of effective antenna gain due to noncontinuous ter
rain data. Second, in the obstructive situation, the effective antenna gain is integrated 
with shadow loss. Both single- and multiple-knife-edge scenarios are discussed. The 
new algorithm is developed based on the analysis of measured and predicted (calculat
ing the theoretical shadow loss and effective antenna gain) data. The new algorithm 
involves more calculation but improves the accuracy of the predicted value. 

This algorithm was implemented and verified using field terrain and measured 
signal data from a variety of environments in different countries, including Italy, the 
United States, Spain, Japan, South Korea, Taiwan, and Romania. 

3.3.2 The Algorithm 
As we have mentioned, the new algorithm covers two areas . First, it addresses the big 
swing of effective antenna gain due to noncontinuous terrain data. There are several 
ways to handle this, such as averaging the terrain data along the radial path around the 
reflection point, averaging the effective height gains from all potential reflection points, 
and so on. Based on data from the large volume of measured data, the biggest gain must 
compare with the value from free space loss as a cap value. 

Second, effective antenna gains need to be integrated with knife-edge diffraction loss. 
This section proposes an integrated solution that effectively combines both the effective 
gain and the shadow loss for each knife-edge situation. Section 3.3.2.1 discuss single 
knife-edge integration, and Sec. 3.3.3 addresses the integration of multiple knife edges. 

3.3.2 . 1  Effective Antenna Gain Algorithm 
In order to work on the original effective antenna height gain (in the LOS case) calculation,1•2 
we have to find the reflection point on the ground first. If the ground is not flat, there 
are two reflection points between the base station and the mobile receiver. Connecting 
the image of the transmit antenna height at the base station below the ground to the 
actual receiving antenna at the mobile, the intercept point on the ground is the first 
reflection point. Connecting the actual transmit antenna height of the base station to the 
image of the mobile receiving antenna below the ground, the intercept point on the 
ground is the second reflection point. Between the two points, the one that is close to 
the mobile receiver is chosen as the effective reflection point to be used. Take a tangen
tial line on the curved terrain at the reflection point and extend the line to intercept at the 



170 C h a p t e r T h r e e 

transmitting antenna mast. The height from the intercept point on the transmitting 
antenna mast to the antenna top is the effective antenna height. 

The calculation of the effective antenna gain is restrained by the noncontinuous ter
rain data. Every grid along the terrain radial might result in a different effective antenna 
gain due to this kind terrain data. Sometimes the effective antenna gain becomes huge 
regardless of the elevation of the mobile and the position of the reflection point from the 
base station transmitter. 

The new algorithm introduced earlier calculates the effective antenna gain based on 
all the reflection points and selects the one with the biggest gain. 

3.3.2.2 Integrated Solution: Single Knife Edge 
This section discusses how the Lee model deals with the natural situation. The shadow 
loss and effective antenna gain were calculated separately and applied to calculate the 
received signal strength. 

If the mobile is at the LOS condition, the received signal strength is 
r 

P, = Po - y log 'o +G,ffl, (3.3.2.2 .1) 

If the mobile is behind a single knife edge, the received signal strength is (see Eq. (3 .1 .2.5)) 
r 

P, = P0 - y log 'o + Max Geffl, - L0 (3.3.2.2.2) 

where Max G,1fl, is the maximum gain assuming the mobile is on top of a hilU 
Figure 3.3.2.2.1 shows using the algorithm on identifying the valid knife edges and 
calculating effective antenna gains. 

3.3.2.3 Integrated Solution: Multiple-Knife Edge 
In this section, the integration of the diffraction loss with the effective antenna height 
gain when the mobile is blocked by multiple knife edges is discussed. 

Figure 3.3.2.3.1 shows the algorithm on how to identify the valid knife edges and 
how to integrate these with effective antenna gains. 

Under a multiple-knife-edge condition, the major contributions were the following: 

1. Path loss 
2. Diffraction loss due to all knives (e.g., sum of the losses from all true knives) . 
3. Effective antenna height gain from the first knife edge and the h,lhPP gains from 

the rest of the knife edges. 

Figure 3.3.2.3.1 explains how to integrate the effective antenna gain in the knife
edge calculation, especially in the multiple-knife-edge scenarios. h,lhPP is the effective 
antenna height gain while the mobile is blocked. The formulas for knife-edge losses 
were discussed in previous sections. 

3.3.3 Measured versus Predicted Data 
All the field points are collected and used to calculate the path losses along the radial 
paths from many cell sites, where the LOS and blocked situations are identified. Those 
field points are stored in the drive test database. 

Figure 3.3.3.1 shows all measured LOS data compared with the theoretical prediction 
curve, the best-fit curve, and the curve generated from the new algorithm. As shown, the 
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effective antenna gain added into the new algorithm provides a slight and unnoticeable 
improvement. Therefore, the original prediction method should be used: 

Signal = ERP - PL + Max200fi (effh)gain1knife - DiffLoss1knife 

+ i:/ Max2000fi [hhrj .J gain - DiffLossKnife) 
j=z \ PPJ 

(3.3.3 .1 )  
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Figure 3.3.3.2 shows the original diffraction loss curve, the best-fit curve, and the new 
algorithm for a new adjusted v' found from the best-fit curve shown in Fig. 3.2.4.3 for the 
diffraction loss prediction. 

To demonstrate the importance of the accurate prediction model, Fig. 3.3.3.3 com
pares the two coverage plots-one from the predictions using the original diffraction 
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FIGURE 3.3.3.3 Old versus new coverage p lots. (A color vers ion of th is figu re is ava i lab le at 
www.mhprofess iona l .comjiwpm . )  

loss algorithm (top) and another from the predictions using the new diffraction loss 
algorithm (bottom). The predicted coverage is much larger based on the new algorithm. 
The original diffraction loss algorithm is more conservative, as we point out in Fig. 3.3.3.2. 

3.3.4 Conclusion 
It is important to have an accurate propagation model that deals with all the different 
environments and limitations. This section presents several innovative and possible 
revolutionary approaches in the Lee model that can better handle issues created by the 
rough terrain sampling data. These enhancements enable the Lee model to be more 
flexible and more accurate. 

The model works only as long as the input data are accurate. In Chap. 6, we will 
look into the input data that affect both urban areas and in-building propagation 
modeling. 
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3.4 Longley-Rice Model 
In the 1960s, Longley and Rice introduced the Langley-Rice model, which is used 
mainly for predicting the signal strength over a longer distance, says 10 mi or more. The 
Langley-Rice model is a well-established, general-purpose propagation model. Basi
cally, this model presents methods for calculating the median transmission loss relative 
to the free space transmission loss based on the characteristics of the propagation path. 

The Langley-Rice model is essentially a computer implementation of many tech
niques described in Ref. 32. This model uses terrain information to compute terrain 
roughness and radio horizons automatically. The users must supply other environmen
tal variables, such as average climate conditions, soil conductivity, and so on. While 
these factors can be set to custom values, the program includes default or average val
ues that are applicable in most cases. 

In this section, we merely introduce the program with associated formulas of the 
Langley-Rice model. The reader can search for details from the reference.32 

3.4. 1 Point-to-Point Model Prediction 
When a detailed terrain path profile is available, the path-specific parameters can be easily 
determined, and the prediction is called a point-to-point model prediction. This prediction 
tool is often applied in computer program and for a range usually over 10 miles. The method 
is applicable for radio frequencies above 20 MHz. The point-to-point prediction procedure 
requires detailed terrain profiles. From the profiles, one must determine the distance to the 
respective radio horizon, the horizon elevation angles, and effective antenna heights. These 
distances, angles, and heights are then supplied as input to the computer program. 

3.4.2 Area Model Prediction 
If the terrain path profile is not available in the area of interest, the Langley-Rice method 
provides techniques to estimate the path-specific parameters, and such a prediction is 
called an area model prediction. This model predicts a long-term median transmission 
loss based on random paths made in an area where variations in terrain elevation exist. 
Estimates of variability are provided as the program output. These estimates vary with 
respect to location and time. 

The ranges of system parameters over which the models are applicable are the 
following: 

1. Transmission frequency (MHz) : 20 to 20,000 
2. Range (km) : 1 to 2000 
3. Antenna heights (m) : 0.5 to 3000 
4. Antenna polarization: vertical or horizontal 

Figure 3.4.2 .1 gives us a brief sketch of a transhorizontal radio path, and some 
parameters are listed here: 

dLb and dLm are horizon distances of the antennas. 
eeb and eem are horizon elevation angles . 
ee is the angular distance for a transhorizon path. 
�h is a terrain irregularity parameter. 



176 C h a p t e r T h r e e 

FIGURE 3.4.2 .1 Geometry of a transhorizon rad io  path . 

If a terrain data map is available, then the above listed parameters can be deter
mined for any particular path, and the prediction technique operates in a point-to-point 
mode. If the terrain profile is not available, the program gives techniques for estimating 
these path-related parameters for use in an area model. The terrain irregularity param
eter �h is a roughness indicator that is related to another parameter �h(d), the interdecile 
range of heights, estimated at fixed distances along the path. The value of �h(d) increases 
with path length. For long paths, it reaches an asymptotic value given by 

�h(d) = M [1 - 0.8 exp (-0.02 d)] 

where for water or very smooth plains, �h = 0-5; 
for plains, �h "' 30; 
for hills, �h "' 80-150; 
for mountains, �h "' 150-300; and 
for rugged mountains, �h "' 300-700. 

(3.4 .2 .1) 

Longley and Rice define the effective antenna heights with respect to the dominant 
reflecting plane similar to the effective antenna height defined in Lee model's formula 
shown in Sec. 3 .1 .2.3. The smooth earth horizon distance dL is determined by dL = �17he 
in metric units as a function of effective antenna height h, The total distance between 
the antennas and their respective horizons is dL = dLb + dLm' where dLb and dLm are the 
smooth-earth horizon distances of the base station antenna and the mobile antenna, 
respectively. 

In the area-to-area model, the statistical estimations of the relevant parameters over 
irregular terrain are expressed as 

dLb = dub exp[-0.07 J¥J 
dLm = d�.sm exp[-0.07 J¥J 

(3.4.2.2) 

(3 .4.2.3) 

(3.4.2.4) 
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where he is either heb or hem as appropriate. he should be 5 m or greater. The total distance 
between the antennas and their respective horizons is dL = dLb + dLm· The value of 8eb 
(radians) can be obtained as 

8 = 0.0005 [1 3  (dLSb - 1)tJz - 4h ] eb dLSb 
. dLb 

eb 

The sum of the elevation angles 8, is 

d 8, = 8,b + 8,m or - 8495 

where the larger value is selected for 8, 
The angular distance for a transhorizon path is 

where di is the distance of the transmission path in kilometers . 

(3.4.2.5) 

(3.4.2.6) 

(3.4.2.7) 

For computing diffraction loss, the distances d1 and d2 to two ideal knife edges over 
the horizon distances can be expressed as 

and 

where dl ' d�, and d2 are in kilometers. 

(3.4.2.8) 

(3.4.2.9) 

(3.4 .2 .10) 

In the diffraction loss formula, the v parameters appropriate to knife edges at dis
tances d1 and d2 are 

(3.4.2. 11) 

(3 .4.2.12) 

with i = l and 2 (two knife edges) . 
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The diffraction losses L1 and L2 are then estimated using 

(3.4.2.13) 

(3.4.2. 14) 

The diffraction loss L0 at a mobile located at a distance d from the base station is 

where 

and 

Lo = Afo + Lz - dz md 

where an empirical clutter factor A1o is determined as 

where Afi, is given by 

and o(dL5 ) is given by 

o(dL5 ) = 0.78h (d) exp{-O.S[M(d)]+} m 

(3.4.2.15) 

(3.4.2 .16) 

(3.4.2 .17) 

(3.4.2 .18) 

(3.4.2.19) 

(3.4.2.20) 

The Langley-Rice model has used the empirical formulas based on the measured 
data to predict the path loss. This model has been widely used in US government 
projects . 

3.5 Summary 
This chapter focuses on macrocell modeling. Although two models were discussed, the 
key is to understand those approaches that different models take to solve the common 
problems. The input from measured data should be carefully examined before use. The 
characteristics of the mobile environment and the algorithms from the different models 
that deal with these issues are discussed. 

The Lee model has been around for a long time . The earlier version of Lee model 
has been used by AT&T and named the ADMS planning tool .33 The later version has 
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been used internally in Pactel and AirTouch markets. Some new algorithms and 
enhancements for the Lee macrocell prediction model are discussed in this chapter. 
The results are based on measurement data collected from all over the world to 
prove that the Lee model is one of the most efficient and accurate macrocell predic
tion models. 

The Carey (Part 22) propagation modeP4 started in Chap . 2 is based on the perti
nent sections of the U.S. FCC Rules and Regulations . This method is essentially a 
simplified statistical method of estimating field strength and coverage based only on 
a station's effective radiated power and height above average terrain. Many details 
of terrain information have been ignored. Therefore, it can be used only for a gener
ally for designing cellular systems. It cannot be used to design a realistic cellular 
system in a specified area. The main use of this model is for license applications or 
other submissions to the FCC that specifically require the use of the methods 
described in Part 22 of the FCC Rules .  The Carey model is also used for other admin
istrative requirements, such as certain frequency coordination procedures. 

The Bullington,35 Okumura,36 Lee/ and Longley-Rice32 models described both in 
Chaps. 2 and 3 are more analytical and consider a number of other factors, such as indi
vidual obstructions (either terrain or human-made), and terrain roughness. Okumura is 
often used in urban environments and includes correction factors for various area 
types, such as urban and suburban. Bullington considers individual obstructions and 
computes losses, such as for terrain obstructions, and ridges. The Longley-Rice model 
is a general model that considers radio horizons and various environmental condi
tions . The Lee model has been enhanced with much drive test data and can deal 
with more situations with more accuracy and is a better point-to-point prediction 
model. In the past, the first author and his colleagues had used their hand calculation 
on the 5 x 8 mile terrain contour maps from the Defense Map Agency to get the pre
dicted signal strengths along mobile routes. Therefore, the basic Lee model is very simple 
to use and has developed the ability to integrate measured data back to the model to 
continue to improve its accuracy. The Lee model also can evolve from macrocell to 
microcell, covering dense urban and in-buildings with an integrated solution. 

To sum up, we can see that all the propagation models were developed based on 
the requirement of deployed information, the available data, and the technology. 
When the cellular network first started, the goal was to provide a large coverage, 
and the focus was only on terrain contour. As capacity demand rises, especially in 
urban areas, the human-made environment becomes more important. Once wireless 
services become more popular, the dense urban microcell prediction models take 
center stage. These models will be introduced in Chap. 4 .  Many old existing theories 
that were prohibited before have now reinvented themselves; such as FDTD and ray 
tracing. Then in-building coverage, such as intrabuilding and interbuilding pene
tration from outdoor cells, becomes necessary. In-building models will be intro
duced in Chap. 5. The macrocell models were developed very early, then microcell 
and in-building (or picocell) models came out later. Table 3 .5 . 1  shows a timetable of 
the different models. 

Although there are many different ways to implement these different models, the 
basic principles do not change, and the fundamental challenges among them are still 
the same. We need to collect measured data to fine-tune the models. 
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Name Short-Name Category Year 

Fri i s '  Freespace fri is Foundationa l 1946 

Young's Model Young Measu rement 1950 

Bu l l i ngton Model Bu l l i ngton Nomograms 1950 

Carey Model Ca rey Terra i n  1950 

Egl i  egl i Basic 1957 

Longley R ice Langley-R ice Terra i n  1960 

Okumu ra Okumura et a l .  Basic 1968 

Edwards-Durk in edwards Basic/Terra i n  1963 

A l lsebrook-Parsons a l l sebrook Basic/Terra i n  1977 

B lomqu ist-Lade l l  b lomqu ist Basic/Terra i n  1977 

Lee Macroce l l  Lee Terra i n  1978 

Hata-Okumura Hata Basic 1980 

Langley-Rice I r regu la r  Terra i n  Model Langley-Rice Terra i n  198222 

ITM itm Basic 1988 

Wa lfisch-Berton i  berton i  Basic 1991 

Lee M icroce l l  Lee Bu i l d i ng/Terra i n  199123 

Flat-Edge flatedge Basic 1993 

COST-Hata/Cost-231 cost231 Basic 1993 

Wa lfisch-l kegam i  wa lfisch Foundationa l 1994 

Lee Picoce l l  Lee & Lee Bu i l d i ng 1994 

Two-Ray (Ground Reflect ion) two . ray Basic 1997 

Hata-Davidson davidson Basic 1998 

Ereeg-Greenste in  ereeg Supplementary 1999 

D i rectiona l  Gain Reduction Factor (GRF) grf Basic 2000 

Rura l  Hata rura l . hata Terra i n  2001 

ITU Terrian itu Basic 2001 

Standford U n iversity l nteri um  (SU I )  su i  Basic 2002 

Green-Oba idat green Basic 2002 

ITU-R/CC I R  itu r Basic 2003 

ECC-33 ecc33 Supplementary 2006 

Ri back-Medbo R i back-Medbo Basic 2007 

ITU-R 452 itu r452 Basic 2008 

IMT-2000 imt2000 Supplementary 2009 

de Souza de Souza Basic 2010 

Effective Di rectivity Antenna Model (EDAM) Edam Basic 2010 

TABLE 3.5.1 Timetab le of Different Models 
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3.5. 1 Ways of Implementation of Models 
If we look at the models described in Chaps. 2 and 3 from the ways they are imple
mented, we can categorize them into four different approaches: 

Empirically Based-Young, Okamura, and Hata use the measurement-based graphi
cal method that predicts the received field strength as a function of various terrain 
features and system parameters. Young's measurement data were taken at the micro
wave frequency range from 150 to 3700 MHz on the East Coast of the United States.37 
Okamura's measurement data36 were taken around 150 to 800 MHz in Japan. 
Terrain Data-An accurate terrain database for calculating the transmission path 
loss over irregular terrain based on the statistical properties of the terrain profile 
is needed. The detailed point-to-point version rather than the area version is stud
ied in this chapter because it provides better prediction accuracy. A portion of the 
Longley-Rice procedure is used in conjunction with International Radio Consultative 
Committee (CCIR) propagation curves based on a method published by Durkin 
in 1977.38 Durkin's computer program generates field strength contours around a 
base station by computing path loss estimates along radial lines. Two other pre
diction techniques, one from the Joint Radio Committee (JRC) of the Nationalized 
Power Industries of the United Kingdom and the other from Palmer of the Canadian 
Communications Research Centre (CRC)39 are also operating on computer programs 
using terrain database. The Lee model is a point-to-point model and has used mixed 
theoretical derivations and statistical approaches in predicting the signal strengths 
on U.S. Defense Map Agency (DMA) topographic data (1 ox 1 o tape) with a satisfac
tory prediction as compared with the measured data.22 
Plane Earth-Egli was the first to publish a technique incorporating the plane earth 
model, estimating received power by treating the earth as a plane surface and adding 
a terrain clutter factor to account for surface obstructions. Egli40 estimates the median 
path loss in decibels by summing the plane earth reference loss and the median 
terrain factor. Later, Murphy41 presented a statistical method for predicting trans
mission loss over the irregular terrain using empirical data from the plains and 
mountains of Colorado. A third method was developed by Allsebrook and Parsons 
in the United Kingdom.42 They designed a prediction technique specifically for urban 
environments using data in three British cities. The Allsebrook-Parsons model was 
introduced in Chap. 2. 
Monograms-Bullington provides a short manual procedure for making estimates 
of the average received power using graphs and monograms. His study also contains 
a brief summary of vehicular radio propagation. 

3.5.2 Features Among Models 
Different models have different features. A summary of model features is shown in 
Table 3.5 .2 . There are three major categories: input parameters, propagation factors, 
and output treatment parameters. Under each category, is a list of items. We take each 
model and check whether covers the items. N means not treated, L means limited 
treated, and E means extend treated. The simpler models that can be found in the 
table are Carey34 and CCIR 56743 introduced in Chap. 2. Depending on the purpose of 
using a particular model, some parameters may not be important. The Lee model has 
covered most features and has tried to make a more accurate prediction. 
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Carey E N N N N N N N E N N N N N N 

Langley-Rice pt .-to-pt. N E E E E N N L E E E E N L E 

Langley-Rice Area N E L E N N N N E E E E N N E 

Okumu ra N E E E N L N N E E E N N L N 

T i rem E E E E E N N L E E E E N E E 

Lee E E E E E E E E E E E E E E E 

CC IR Report 567 E L N N N N N N E E E N N N N 

Berton i  and Wa lfisch N E L E L E N N E E N N N N N 

Rati ng Sca le :  N = not treated ; L = L im ited treatment; E = extens ive treatmc 

TABLE 3 . 5 . 2  Summary of  Mode l  Featu res 



References 

M a c r o c e l l  P r e d i c t i o n  M o d e l s - P a r t  2 :  P o i n t - t o - P o i n t  M o d e l s  183 

1 .  Lee, W. C. Y. Wireless and Cellular Telecommunication . 3rd ed. New York: McGraw-Hill, 
2006, Chap. 8 .  

2 . Lee, W. C .  Y. Mobile Communications Design Fundamentals . 2nd ed. New York: John 
Wiley & Sons, 1993. Chap. 2 . 

3 . Lee, W. C. Y. Mobile Communications Engineering. 2nd ed. New York: McGraw-Hill, 
1998. Chaps. 3 and 4. 

4. "Lee's Model, Appendix VI, Propagation Special Issue." IEEE Transactions on 
Vehicular Technology 37, no. 1 (February 1988): 68-70. 

5. Phoenix Handbook, "A Propagation Signal Strength Prediction Tool Based on 
Lee Model. "  Internal Publication, Pactel Corp . (became AirTouch after 1996), 
1991-2000. 

6 . Lee, W. C .  Y. Mobile Communications Engineering, Ibid. p .142. 
7. Lee, W. C .  Y. Wireless & Cellular Telecommunication, Ibid., p .  382. 
8 .  Lee, W. C. Y. "Estimate of Local Average Power of a Mobile Radio Signal," IEEE 

Transactions on Vehicular Technology 34 (February 1985) : 22-27. 
9. Lee, W. C. Y. Wireless & Cellular Telecommunication, Ibid. p. 382. 

10. U.S. Geological Survey 7.5 minute maps and terrain elevation data tapes (a quarter
million scale; 250,000:1  map tapes) . 

11 .  Defense Map Agency, 3-second arc (roughly 200 to 300 ft depending on the geo
graphic locations) tape and a planar 0 .01-in tape (an elevation at intervals of 
0.01 inch, i.e., 208 ft) . 

12. Vogler, Lewis E. "An Attenuation Function for Multiple Knife-Edge Diffraction." 
Radio Science 17, no. 6 (November-December 1982) : 1541-46. 

13. Bullington, P. "Radio Propagation at Frequencies above 30 Megacycles." Proceedings 
of the IRE 35, no. 10 (October 1947) : 1122-36. 

14. Lee, D. J . Y. "40 Morphology Model with Feedback Loop ." IEEE Vehicular 
Technology Conference, 56th Proceedings. VTC 2002-Fall 2002, pp. 839-43. 

15. Lee, W. C. Y. Wireless and Cellular Telecommunication, Ibid. Sec. 8.3.2. 
16 . Ibid, Sec. 9 .7.3 
17. Lee, W. C .  Y. "Cellular Mobile Radiotelephone System Using Tilted Antenna 

Radiation Patterns ." U.S. Patent 4,249,181, February 3, 1981. 
18 . Wang, J. S. W., and Wang, I . "Effects of Soft Handoff, Frequency Reuse and Non

ideal Antenna Sectorization on COMA System Capacity." Proceeding of the 43rd 
IEEE VTC, Secaucus, NJ, May 1993, pp. 850-54. 

19 . The six patents of Lee's microcell system, listed in reference 27 of Chap. 1 .  
20. Lee, W. C .  Y. "A Computer Simulation Model for the Evaluation of  Mobile Radio 

Systems in the Military Tactical Environment." IEEE Transactions Vehicular Technology 
32, no. 2 (May 1983) : 403-9. 

21 .  Lee, D. J. Y., and Xu, Ce. " The Capacity and Trunking Efficiency of Smart antenna 
System." Proceedings of the Vehicular Technology Conference, Phoenix, May 1997, 
pp. 612-16. 

22. Lee, W. C. Y., and Lee, D. J. Y. "Fine Tune Lee Model." Personal, Indoor and Mobile 
Radio Communications, 11th IEEE International Symposium, Vol . 1, PIMRC, 
London, September 2000, pp. 406-10. 

23. de la Vega, David, Lopez, Susanna, Gil, Unai, Matias, Jose M., Guerra, David, 
Angueira, Pablo, and Ordiales, Juan L. "Evaluation of the Lee Method for the 



184 C h a p t e r  T h r e e  

Analysis of Long-Term and Short-Term Variations in the Digital Broadcasting 
Services in the MW Band." 2008 IEEE International Symposium on Broadband 
Multimedia Systems and Broadcasting, March 31 2008-April 2, 2008, pp . 1-8 . 

24 . Evans, Greg, Joslin, Bob, Vinson, Lin, and Foose, Bill. "The Optimization and 
Application of the W. C. Y. Lee Propagation Model in the 1900 MHz Frequency 
Band." IEEE Transactions on Vehicular Technology, March 1997, pp. 87-91 .  

25 .  Kostanic, Ivica, Rudie, Nikola, and Austin, Mark. "Measurement Sampling Criteria 
for Optimization of the Lee's Macroscopic Propagation Model."  IEEE 48th Vehicular 
Technology Conference, May 18-21 ,  1998, Vol. 1, pp. 620-24. 

26. Lee, W. C. Y., and Lee, D. J. Y. "The Propagation Characteristics in a Cell Coverage 
Area." IEEE 47th Vehicular Technology Conference, Vol . 3, Phoenix, May 1997, 
pp. 2238--42. 

27. Ostlin, E., Suzuki, H., and Zepernick, H. J. "Evaluation of a New Effective Antenna 
Height Definition in ITU-R Recommendation P.1546-l ." Proceedings of Asia-Pacific 
Conference on Communications, October 2005, pp. 128-32. 

28. Green, D. B., and Obaidat, M. S. " An Accurate Line of Sight Propagation Performance 
Model for Ad-Hoc 802.11 Wireless LAN (WLAN) Devices ." IEEE International 
Conference on Communications, Vol. 5, April 28-May 2, 2002, pp. 3424-28. 

29. Zhao, Xiongwen, and Vainikainen, Pertti. "Multipath Propagation Study Combining 
Terrain Diffraction and Reflection. "  IEEE Transactions on Antennas and Propagation 
49, no. 8 (August 2001) :  1204-9. 

30. Giovaneli, C. L. "An Analysis of Simplified Solutions for Multiple Knife-Edge 
Diffraction." IEEE Antennas and Propagation 32, no. 3 Qanuary 2003) : 297-301 . 

31 .  Lee, W. C. Y., and Lee, D. Y. J. "Enhanced Lee Model from Rough Terrain Sampling 
Data Aspect." IEEE VTC, Fall 2010, Anchorage, Canada, pp. 1-5. 

32 . Longley, A. G., and Rice, P. L. "Prediction of Tropospheric Radio Transmission over 
Irregular Terrain: A Computer Method." ESSA Technical Report, ERL 79- ITS 67, 
1968. 

33. Lee, W. C. Y. Lee's Essentials of Wireless Communication. New York: McGraw-Hill, 
2001, Chap. 1 .  

34. Carey, R .  "Technical Factors Affecting the Assignment o f  Frequencies in the Domestic 
Public Land Mobile Radio Service." Washington, DC: Federal Communications 
Commission. Report R-6406, 1964. 

35. Bullington, Kenneth. "Radio Propagation for Vehicular Communications." IEEE 
Transactions on Vehicular Technology 26, no. 4 (November 1977) : 295-308. 

36. Okumura, Y., Ohmori, E. , Kawano, T., and Fukuda, K. "Field Strength and Its 
Variability in the VHF and UHF Land Mobile Radio Service." Rev. Elec. Comm. Lab. 
16, no. (9 /10), (1968) : 825-73. 

37. Young, W. R. "Comparison of Mobile Radio Transmission at 150, 450, 900 and 3700 
MC." Bell System Technical Journal 31 (1952) : 1068-85. 

38. Durkin, J. "Computer Prediction of Service Areas for VHF and UHF Land Mobile 
Radio Services ." Transactions on Vehicular Technology 26, no. 4 (November 1977) : 
323-27. 

39. Palmer, F. H. "The CRC VHF /UHF Propagation Prediction Program: Description 
and Comparison with Field Measurements." NATO-AGARD Conference Proceedings 
238, (1978): 49/ 1--49/15. 

40. Egli, J . J . "Radio Propagation above 40MC over Irregular Terrain." Proceedings of the 
IRE (1957) :  1383-91 .  



M a c r o c e l l  P r e d i c t i o n  M o d e l s - P a r t  2 :  P o i n t - t o - P o i n t  M o d e l s  185 

41 . Murphy J. P. "Statistical Propagation Model for Irregular Terrain Paths Between 
Transportable and Mobile Antenna." NATO-AGARD Conf. Proc. No. 70, 1970, 
pp. 49/1-49/20. 

42. Allsebrook, K., and Parsons, J. D. "Mobile Radio Propagation in British Cities at 
Frequencies in the VHF and UHF Bands." IEEE Transactions on Vehicular Technology 
26, no. 4 (1977): 95-102. 

43. CCIR. "Methods and Statistics for Estimating Field Strength Values in the Land 
Mobile Services Using the Frequency Range 30MHz to 1GHz." CCIR XV Plenary 
Assembly, Geneva, Report 567, Vol . 5, 1983. 



This page intentionally left blank 



CHAPTER 4 
Microcell Prediction Models 

4.1 I ntroduction 
The use of microcells to increase the capacity of cellular mobile communication, espe
cially in dense urban areas, is an attractive tactic . A number of experimental and theo
retical studies have been undertaken regarding propagation in the urban microcellular 
system. However, predicting the local mean of this microcell requires building layout 
data in a 2D or 3D format on aerial photographical maps. Usually, the more detailed the 
data, the higher the cost and the more accurate it is to form the model. Balancing the 
cost and resolution of building layout data with the accuracy of the model is always a 
challenging task. 

Microcell prediction is a very important tool in RF design in dense urban areas, 
especially for both cellular and WLAN applications. Generally, a microcell is defined as 
a cell located in dense urban area, providing less than 1 mile or 1 km of coverage (in 
radial) on a generally flat terrain with a low transmitted power (less than 1 W ERP) and 
embedded within a cluster of buildings . 

When the size of the cell is small, less than 1 mile or 1 km, the street orientation and 
individual blocks of buildings have significant effects on signal reception. These vary
ing street orientations and individual blocks of buildings do not make any noticeable 
difference in reception when the signal is well attenuated at a distance over 1 mile or 
1 km based on the measured data. However, when the cells are small, a signal receiving 
multiple reflections from the individual buildings along the path, before arriving at the 
mobile unit, is weakened. These buildings directly affect the received mobile signal 
strength and are considered part of the path loss. The general path loss prediction is an 
average process. Therefore, we do not need high-resolution 2D and 3D building data, 
which are expensive and difficult to obtain and to process correctly. Even though 
detailed building data are available, the associated parameters might make the imple
mentation and accuracy of the model more complicated and less efficient. 

There are many microcell prediction models for dense urban-area propagation pre
dictions.1-9 This chapter starts with the introduction of the Lee microcell model, how it 
works, and what are its enhancements. Then other microcell prediction models will be 
presented and discussed. The first few sections focus on the Lee microcell propagation 
model. l· 10 The Lee model predicts the local mean from the statistical properties of the 
average signal strength, or long-term fading, based on physical parameters, such as 
antenna height, frequency, and building thickness. The model starts with 2D building 
data, and has been verified against many dense urban areas around the world with 
good results . It was enhanced first to deal with the terrain effect in dense urban areas, 
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as many major cities reside on top of varying terrains. For example, in Los Angles, 
San Francisco, Tokyo, and Seoul, the terrain undulation over a few feet has a great 
impact on the accuracy of the model. The Lee model was also enhanced to deal with 
attributes, such as water and foliage. The water in Amsterdam and the trees in Atlanta 
have a profound impact on the accuracy of the model. 

Later, the Lee microcell prediction model will be used to determine the path loss 
statistical properties of the cell site based on multiple breakpoints. This microcell path 
loss prediction model predicts the signal strength based on both theory and experiments, 
that is, multiple-break-point formulas, cell site parameters, and measured data. As the 
prediction model will be shown later, the results of this model are very promising. 

The Lee model provides a baseline for integrating the microcell to the macrocell so 
that coverage, interference, and handoffs among microcells and macrocells can be prop
erly simulated and integrated. This model has been validated with the measured data 
from drive tests performed in various countries and cities, with different transmitter 
heights, unique frequencies, and separate cell site parameters as well as different kinds 
of mobile environments. The initial findings are that this empirically and theoretically 
based microcell model performs well in all areas under various conditions. Further
more, this model can be reinforced based on the collected measured data. 

Many other microcell prediction models, including their empirical, theoretical, and 
physical approaches and site specifics, are discussed as well. Note that the FDTD model 
and the TLM model for the microcell and the picocell will be discussed in Chaps. 5 and 6. 

4.2 The Basic Lee M icrocel l  Pred iction Model 

4.2 . 1  Basic Principle and Algorithm 

4.2. 1 . 1  Near-In Distance in the Microcel l  Prediction Model 
Near-in distance has been derived from the simple plane earth model, which has been 
described in Sec. 1 .9 . 1 .3. Actually, it is a two-ray model, and the Lee model has been 
derived from this fundamental model. Because in the microcell region, the distance 
between the base station and the mobile is much longer than the antenna height of each 
of them, the incident angle between the reflected wave and the ground is very small. In 
this model, the signal s received at the mobile as shown in Fig. 4.2. 1 . 1 . 1 :  

s = �(4�/t-
) · exp(j<j>1 ) [1 + av exp(-j(<j>1 - <j>2 ))] 

= �(4rc�/t-) . exp(j<j>1 ) [1 + ave-iM ] (4.2. 1 . 1 . 1 )  

The received power P, at  the mobile i s  I s 1 2 • I t  was expressed in Eq. (1 .9 . 1 .3 .1 ) as 

- 1 -jl>$ 2 ( )2 P, - Po 4rtd/A. 1 1 + ave I 
where av = -1 for small incident angle. 

The phase difference between two wave paths is shown in Eq. (1 .9 . 1 .3 .6) as 

�<1> = � �d "" 2rc 2h1h2 
A. d 
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and the received signal P, is expressed as a function of L'i<j>, shown in Eq. (1 .9 .1 .3.2), as 

2 P, = P0 (47td/A/ (1 - cosL'i<jl) 

From the above equation, we can find that when L'i<j> = rc, the received signal P, becomes 
maximum: 

2 P, = Po (4rcd/A)2 (1 - cosL'i<jl) = max when L'i<j> = rc  

Let L'1<jl = rc in Eq. (1 .9 .1 .3.6) : 

A rt- _  2rc 2h,hz _ 
L.l'l' - A d - TC 

From Eq. (4.2 . 1 . 1 .3), we can find the near-in distance dr 

d - 4hlh2 
J - A 

(4.2 . 1 . 1 .2) 

(4.2 . 1 . 1 .3) 

(4.2 . 1 . 1 .4) 

where h1 = height of base station antenna, h2 = height of mobile antenna, and A =  wave
length in meters. The near-in distance was calculated and described in Lee's book.2 The 
criterion for defining the near-in distance is when the phase difference between the 
direct wave and the reflected wave is 180°, as shown in Fig. 4.2. 1 . 1 . 1 .  

Within the near-in distance, the received signal i s  still very strong and i s  not dis
turbed by the reflected wave. We may consider the signal path loss following the free 
space path loss in this regain. The near-in distance is used for the microcell model and 
can be used for the macrocell model but does not apply for the in-building model. This 
is because the angle of incidence of the reflected wave in the in-building environment is 
not small. The derivation of the distance in which the received signal is still strong for 
the in-building model will be shown in Chap. 5. We call it the close-in distance to distin
guish it from the near-in distance. 

Base 
station 

Reflection 

FIGURE 4 .2 .1 .1 .1 The criter ion of near- in d i stance. 
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4.2. 1 .2 The Basic ModeP 
The microcell model is used for a distance of up to 1 km or 1 mile. When the size of a 
cell is small, less than 1 km, the street orientation and individual blocks make a differ
ence in signal reception. These buildings that directly affect the received signal strength 
level are taken into account for the path loss. Although the strong received signal at the 
mobile unit is coming from the multipath reflected waves outside the buildings, not 
from the waves penetrating through the buildings, there is a correlation between the 
attenuation of the signal and the number of building blocks along the radio path. The 
larger the number of building blocks with the size of the blocks, the higher the attenua
tion of the signal. The propagation mechanics within the microcell are shown in 
Fig. 4.2. 1 .2 . 1 .  The microcell prediction formula over a flat terrain is 

(4.2 .1 .2 .1 ) 
= Pos + Ga 

where P, is the ERP in dBm and Lw5(d A,h1) is the line-of-sight (LOS) path loss at distance 
dA with the antenna height h1 • The general formula of the theoretical Lw5(dA,h1) at a loca
tion A, which is a distance d A away from the base station (shown in Fig. 4.2 .1 .2.2), can be 
obtained as 

L - 20 1 4rcdA (fr 1 ) d d ws - og -A- ee space oss A < 1 

4rcd d 
= 20 logy + y log / 

f (4.2.1 .2 .2) 

where d1 is the near-in distance, d1 = 4h1hzf'A derived in Sec. 4.2.1 .1, h1 is the base station 
antenna height, and h2 is the mobile antenna height. y is the path loss slope. Figure 4.2.1 .2.2 
shows the signal strength Pws = � - Lw5 (dA , h1 ) for the LOS conditions as the curve (a) indi
cated at the carrier frequency of 850 MHz, the transmitting power of ERP = 1 W (20 dBm), 
the antenna height h1 = 20 ft, and the gain Ga = 3 dB. The curve (a) is an empirical curve. 

The L8 in Eq. (4.2 . 1 . 2 . 1 )  is the loss due to the transmitted signal blocked by the 
buildings measured by the building blockage length B shown in Fig. 4 .2 . 1 .2 .3 .  

Antenna }Wa �  
a 

FIGURE 4 .2 .1 .2 .1 The propagat ion mechan ics of low antenna heights at the ce l l  s ite . 
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Computational model 
ERP = 1 W, l ine-of-sight, bui lding blockage, 20 foot antenna 

0 �----------------------------------------� 

' .J� _ _ _ _ _  '=.§ f5:r� ����g� � �e.!_ _ _ _ _ _ _ _  _ 
-- 20 foot LOS (a) 
- - - Bui ld ing loss (b) 

-1 20 �------L-------L-------�------�------� 
1 000 2000 3000 4000 5000 
Distance dA and B (feet) and the same scale 

FIGURE 4 .2 .1 .2 .2 Emp i rica l cu rves of L8 and Pws· Curve of G A  is not shown i n  th is figure .  

D 

\ D \ 
'D 

Main 

Antenna site 

D 

D 
B = a + b + C  

FIGURE 4 .2 .1 .2 .3 Bu i l d i ng b lock occupancy between antenna s ite and location A. Here d1 is  the 
d istance between the base stat ion and the bu i l d i ng (Bu i l d i ng c) . 

In Fig. 4 .2 .1 .2 .3, the distance between the base station and the first building, d1 is 
shown. GA in Eq. (4.2 . 1 .2 . 1 )  is a gain when d1 > 200' and G A = 0 when d1 � 200' . 

The total block length is B = a + b + c. The value of L8 for a blockage of B can be 
obtained as follows: 

(4.2.1 .2.3) 

The empirical curve of L8 is obtained by first calculating the sum of lengths of build
ing blocks between the antenna site and location A, as shown in Fig. 4.2.1 .2.3 and plot
ted on Fig. 4.2.1 .2.2 as curve (b), where Pas is the measured local mean at point A. 
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Therefore, we will use an empirical curve P0, which can be found by taking Pws from 
curve (a) and adding the block loss Lb in curve (b) shown in Fig. 4.2 .1 .2.2 as our pre
dicted curve to compare with the measured data. Again G A will be considered when 
d1 > 200'. When d1 :;:; 200', G A = 0. 

The blockage length B shown in Fig. 4 .2 .1 .2 .3 is the sum of the widths of all build
ings, which are located in line with the transmitted signal. The curve (b) in Fig. 4 .2 .1 .2 .2 
shows that rapid attenuation occurred while B is less 500 ft. When B is greater 1000 ft, 
a nearly constant value of 18 dB is observed. The corner turning effects were found 
during the test. When the mobile turned from one street to another street, the signal 
strength changed noticeably. Because the blockage length of the buildings varies quite 
differently during the turning of the mobile from one street to another street, this sce
nario can be taken care of in the model. The curve b is used for obtaining L8 in Eq. ( 4.2. 1 .2 .1 ) 
in the microcell prediction model. 

In the microcell environment, the antenna height ha at the base station and antenna 
gain Ga relationship follows a 9-dB I oct rule was observedY Therefore, G)n Eq. ( 4.2. 1 .2 .1 ) 
is shown as follows: 

(4.2 .1 .2 .4) 

The numerical expression of two curves in Fig. 4.2 .1 .2.3 can be depicted as follows: 

- d � Pws - � - 77 dBm - 21 .5log 100, + 30 log 20, 

= P - 83.5 dBm - 14 log 1g0, + 30 log ;0, 
= P - 93.3 dBm - 36.5 log 1g0, + 30 log ;0, 
= use the macrocell prediction model for 

100' :;:; d < 200' 

200' :;:; d < 1000' 

1000' :;:; d < 5000' 

5000' :;:; d 

(4.2 .1 .2.5) 

Readers may notice that the symbol d is for the distance in the microcell model and that the 
symbol r is for the distance in the macrocell model. This makes it easier to recognize that 
the prediction calculation is for the microcell or the macrocell model from the equations. 

We set the maximum building blockage loss to 20 dB instead of 18 dB in the follow
ing expression for giving a conservative estimation: 

LB = 0  
B = 1+ 0.5 log 10, 

B = 1 .2 + 12.5 log 25, 
B = 17.95 + 3 log 600, 

= 20 dB 

25' :;:; B < 600' 

600' :;:; B < 3000' 

3000 :;:; B 

The predicted signal strength P os shown in Eq. 4.2 .1 .2 .1 is 

p OS = PLOS + LB + GA = PLOS + LA 

(4.2 .1 .2.6) 

( 4.2. 1 .2 . 7) 

The measurements for the case of d1 :;:; 200' were carried out along various routes, as 
shown in Fig. 4.2.1 .2.4. The measurement on the zigzag route (R2) in San Francisco was 
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FIGURE 4.2.1.2.5 Measured and predicted versus mobi le d istance from the zigzag drive-microce l l  
model pred ictions compared t o  measurements versus de lta . 

shown in Fig. 4.2.1 .2.5 with a frequency at 1.9 GHz, h1 = 13.3 m, and the power at ERP = 1 W. 
The measured and predicted curves agree fairly well with each other,l2·13 as shown in the 
figure. In Sec. 4.2.1 .3, there are more comparisons between the measured and the predicted 
on different scenarios of runs. Those data were used to develop Lee microcell system.14 

4.2. 1.3 Handl ing Different Scenarios 
In predicting the signal strengths in the microcelV two different parameters deal with 
two different scenarios . Along the radio path, one is the range d1 of the first close build
ing to the antenna site, and the other is the total length B of the sum of the building 
blockage thickness. 

4.2 .1 .3 .1  The Range d1 Empirical Curve: The range d1 is the range between the first 
building and the antenna site along the radio path. From the measured data, we have 
found that when the range d1 is small, the new path loss LA (see Eq. 4.2 .1 .2 .7) due to the 
buildings will be higher and remain higher after the distance dA of the mobile unit 
reaches 1000 ft and beyond. When d1 is large, the new path loss LA becomes smaller and 
remains smaller after d A reaches 1000 ft and beyond. An empirical formula can be found 
for the different range d1 when B � 500 ft, as shown in Fig. 4.2. 1 .3 . 1 .  In the figure, the new 
path loss LA due to the buildings is about 18 dB when d1 is less than 200 ft. Then LA will 
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FIGURE 4.2 .1 .3 .1 An emp i rica l cu rve for pred icti ng LA with Range d1 when B � 500 ft. 

be reduced as the range d1 increased linearly. The new path loss LA with different values 
of B and d1 can be found in Fig. 4 .2 .1 .3 .6 . 

Measured Data The measured data were taken at Irvine and San Diego, California, with a 
frequency of 850 MHz, h1 = 20 ft, ERP = 1 W (30 dBm), and antenna gain at the base Ga = 3 dB. 
Figure 4.2.1 .3.2 shows the LOS scenario (d1 = > 1000') along Main Street in Irvine. The pre
dicted curves were found by taking the P LOs curve of Fig. 4.2.1 .2.2 adjusted by the effective 
antenna height gain G effl' due to the ground contour. Figure 4.2.1 .3.3 shows the measured data 
in San Diego. It was at a site of d1 ::; 200 ft and G A = 0. The predicted curve P os (at A) is drawn 
as subtracting the building blockage L8 curve from the P LOs curve, shown in Fig. 4.2.1 .2.2. The 
predicted and the measured curves were in agreement. Figure 4.2.1 .3.4 shows the mobile 
unit run on Jamboree Road from north to south, while the measured data were collected 
starting from the Barranca Parkway intersection (on the left of the figure) and ending at the 
Michaelson Road intersection (on the right of the figure) .  The antenna site was located on 
Alton Avenue. The range d1 on the north side (left side of the figure) was d1 = 500 ft and on 
the south side (right side of the figure) was d1 ::; 200 ft. The predicted curves (P os (at A)) were 
found from Fig. 4.2.1 .3.1 for different ranges of d1 • Figure 4.2.1 .3.5 shows the measured data 
collected on Alton Avenue from the Jamboree Road intersection to Red Hill Avenue. The 
range is d1 = 700 ft, as shown in the figure. The predicted P0s (at A) is found from Fig. 4.2.1 .3.6 
for d1 = 700 ft. The predicted curve and the measured data agree with each other well. 

4.2 . 1 .3 .2 The Total Length B-The Sum of Individual Bui lding Blockage 

Empirical Curve The total length B is the sum of individual building blockage along the 
radio path. In some scenarios, the length B can be less than 500 ft. If this happens, the 
new path loss LA will be less than shown in the measured data. Therefore, an empirical 
curve was generated for a different length B and a different d1, as shown in Fig. 4.2 .1 .3.6. 
The predicted P0s (at A) can be obtained when the values of B and d1 are known. 
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Signal strength prediction 
Von Karmen (Michaelson-Barranca) 

20 feet, 3 dB gain ant, 1 watt, main location 
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FIGURE 4 .2 .1 .3 .2 Measured data versus pred icted cu rve at a LOS scenar io .  
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FIGURE 4 .2 .1 .3.3 Measured data versus pred icted cu rve at d1 � 200 ft. 
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FIGURE 4.2.1.3.4 Measured data versus pred icted cu rve at d1 :::; 200 ft (right-s ide data) and at d1 = 500 ft 
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FIGURE 4 .2 .1 .3.5 Measured data versus pred icted cu rve at d1 = 700 ft. 
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FIGURE 4 .2 .1.3.6 An emp i rica l cu rve for pred icti ng L. with b lockage B and d1 . 
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FIGURE 4.2 .1.3.7 Measured data versus pred icted cu rve when B = 200 ft ( right-s ide data) and 
B = 350 ft ( left-s ide data ) .  
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Measured Data Figure 4.2. 1 .3 .7 shows the data that were collected while the mobile unit 
ran on Von Karman Avenue from south to north. The antenna site was on Main Street, 
which was a relatively quiet street. The value of B blockage on the north side was 
B = 200 ft, corresponding to LA = 8 dB. On the south side, B = 350 ft, corresponding to 
LA = 15 dB. The new path losses LA due to the blockage B are found from Fig. 4.2. 1 .3 .6 . 
The predicted P05 (at A) after adding LA was obtained from two different blockages of B 
in two different areas, then plotted in Fig. 4.2 . 1 .3 .7 for comparing with the measured 
data. They fairly agree with each other. 

4.2. 1 .4 A Simpl ified Algorithm 
Since digitalizing building layout maps of a city is a tedious job, we may simplify this 
by digitizing only the streets, not the buildings, as shown in Fig. 4.2. 1 .4 .1 .  The method
ology is as follows: 

1. Digitize the streets (see Fig. 4.2. 1 .4 .1 ) .  
2 . Identify the street blocks. 
3. Calculate the percentage of building occupation within each street block (density) . 

p = densit of ith street block = total area occupation by the building blocks 
1 Y area of street block 

Indicate P; for each street block as a ratio shown in the figure. 
4. Take the LOS path loss curve Lw5(dA'h1) from Fig. 4.2.1 .2.2 curve a. 
5. At point A, there are three street blocks-a, b, and c (see Fig. 4.2. 1 .4 .1 ) .  
6 . Calculate the total equivalent block length Beq by considering the density of 

each street block shown in Fig. 4.2. 1 .4 . 1 :  

Beq = a · Pa + b · Pb  + c · Pc 

= a · (0.347) + b · (0.31) + c · (0 .41) ( 4.2. 1 .4 .1) 

_j l  I I  I I  I I  I L  

J ,�::;) DO (0.5) [ 
][8!�, 0 00[ 
J (0.25) (02 1 )

-

LJ.W[ 
I I  I I  I I  I I  I I  

FIGURE 4 .2 .1.4.1 A s imp le method of estimating bu i l d i ng b locks. 
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7. Find L8 from Fig. 4.2 .1 .2.2 curve b or from Eq. (4.2 . 1 .4 .1 ) for the value of Beq· 

8. The predicted signal strength is expressed similarly to Eq. (4.2 . 1 .2 .1 ) as 

4.2.2 Input Data for Microcel l  Prediction 

4.2.2 . 1  The Consideration of Input Data 

( 4.2.1 .4.2) 

Having reliable input data is always a challenge for the prediction model to work. If the 
data are too coarse, the prediction cannot be accurate. However, detailed and accurate 
data are not easy to get and are too expensive. Sometimes, even with data with very 
high granularity, the prediction model may actually lose some accuracy and efficiency. 
For the Lee microcell model to work, we need accurate building, terrain, and attribute 
(e.g., water and foliage) data. As explained earlier, the building block data are the pri
mary input to the Lee microcell model, such as in dense urban areas, due to the fact that 
buildings impact propagation loss the most. Some flat-city microcell models are avail
able. In most major dense urban cities, the terrain factor cannot be ignored. Even a ter
rain variation of 3 to 5 m will impact the result quite drastically. This is based on the 
drive test data from San Francisco, Tokyo, Seoul, and Los Angles, to name just a few. As 
far as attribute (morphology) data are concerned, water and foliage data are two major 
attributes that are needed to provide accurate predictions. In most cases, there are not 
many trees in dense urban areas. However, water can make quite a difference for a city 
like Amsterdam. Again, this is based on the analysis of measured data. 

One issue to be noted here is that sometimes GPS does not work accurately in a 
high-rise dense urban area. Recorded measured data need to be handled carefully as 
input data so that these data and measured data can be lined up correctly to ensure the 
accuracy of the prediction. 

The flexibility of the Lee microcell model is that although building data are hard to 
acquire, the model works well with street map data. It can simply assume that the area 
bounded by four streets is a building block. This provides an efficient way to assess first
order assessment on the coverage and interference at an urban base station antenna. As 
shown in Fig. 4.2.2 .1 .1 ,  the street data were actually used for the verification and bench
mark with the Lee microcell model. The street information detailing certain street widths 
is stored in the database for an area shown in Fig. 4.2.2 . 1 .2 . Since the data include street 
classification, users can easily specify widths for varying kinds of streets (major, minor, 
alley, and highway) . Also, based on street data, a building database can be created. 

4.2.2.2 Col lecting and Leveraging Measured Data 
Deriving the building loss curve and specifying the propagation characteristics of a 
predicted area from the measured data is crucial. Especially, each city most likely has 
different building materials, structures, and distributions of buildings. 

To collect drive test data, it is more accurate to use ETAK and GPS data together, for 
GPS might not be accurate, especially in dense urban areas . The ETAK data can be used 
to correct the GPS error. The drive routes need to be predefined and explored to make 
sure that they preset the characteristics of the predicted areas. Typically, routes selected 
for the validation of the model are LOS, zigzag, staircase, and random. A typical drive 
test route is shown in Fig. 4.2.2.2 .1 .  Since many tall buildings are around, during the 
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FIGURE 4 .2 .2 .1 .1 Bu i l d i ng b lock data . 

FIGURE 4 .2 .2 .1 .2 Downtown San Franc isco street data . 

measurement, we want to make sure that the antenna pattern at the base station will not 
get distorted, and the drive test needs to be kept at a constant speed to obtain a local 
mean later by averaging every 20 to 40 "A length of data along the test run. 

The following process is used to derive the building loss curve: 

1. Manage the measured database on GPS and ETAK data 
2. Filter the umeliable data 



FIGURE 4 .2 .2 .2 .1 Drive test route and data ana lys is .  

3. Identify LOS data points 
Validate near-in distance 
Validate the slope after break points 
Basically identify the microcell LOS curve 

4. Identify NLOS data points 
Calculate building thickness 
Create the building loss curve 
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Building height is one of the parameters in many urban microcell prediction models. 
3D building data are shown in Fig. 4.2.2.2.2. If 3D building data must be used, the data 
need to be very accurate to ensure the benefit of using these data. It would complicate 
both the process and the ability to achieve high accuracy. It might be beneficial to vali
date a specific propagation model, but it comes with more prone to disarray the data 

FIGURE 4 .2 .2 .2 .2 Downtown San Francisco bu i l d i ng data i n  3D .  
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base and yet with limited gain in prediction accuracy, especially when applied to the 
whole city. However, based on the drive tests conducted in many cities, it appears that 
building height does not play a critical role in the accuracy of the model, as in most 
cases antenna height is about the same or just a bit higher than the surrounding build
ings to ensure that the coverage is within 1 km. This is another benefit of the Lee micro
cell model, as it simplifies a 3D problem to a 2D one without sacrificing accuracy. 

Figure 4.2.2.2.3 shows the San Francisco building data in 2D. These are the input 
data for the Lee microcell prediction model. The data can cover the area under test 
using street map data as the baseline for prediction. As shown in the figure, there is a 
big open space without any building in the middle. If by using the street data, we 
assume that these are buildings, the accuracy of the model will suffer. A way to deal 
with open space is to implement it in the program. Again, the basic requirement for any 
model to work accurately is to keep the input data reliable to a certain degree. 

Figure 4.2.2.2.4 shows the Lee microcell model coverage plot. Again, the same cov
erage threshold is shown in one color, and the threshold colored red demonstrates that 
building data are most important input data for the model to function accurately. 

An accurate microcell prediction model needs to consider the effects of terrain 
contour and building factors on urban microcell radio propagation. An inexpensive 
and accurate way to execute this prediction is to utilize readily accessible street and 
terrain data as proposed in this section. Various comparisons were made within the 

FIGURE 4 .2 .2 .2 .3 Downtown San Franc isco bu i l d i ng data in 20 .  (A color vers ion of th is figu re is 
ava i lab le at www.mhprofess iona l .comjiwpm . )  
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Cell site 

I >= -65 dBm 
> 85 dBm 
> 75 dBm 
> 85 dBm 
> 95 dBm 
> 1 05 dBm 

FIGURE 4 .2 .2 .2 .4 Downtown San Franc isco Lee microce l l  coverage p lot. (A co lo r  vers ion of th is 
figu re is ava i lab le at www.mhprofess iona l .comjiwpm . )  

San Francisco Bay Area and discussed in this section. The model calculations for the 
combination of attenuation from buildings and the gain or loss from terrain (i .e. , dif
fraction loss and effective antenna gains) encountered along the path of the mobile 
are fairly accurate . The street map data utilized can be employed either as the base for 
creating the building database or as a method of fine-tuning to improve the accuracy 
of the microcell model. 

Historically, there has been a need to increase the capacity of cellular mobile com
munication systems in urban areas. The Lee microcell model has been one of the most 
effective methods in achieving this goal. Most of the models and investigations per
formed within this realm have concentrated on analyzing propagation under the effect 
of building blockage in smaller coverage areas, assuming that the terrain is flat. 1-9 1t is 
thought that within smaller regions, the terrain does not vary to a large extent in pro
ducing any major effect on propagation. However, the microcell predictions consider
ing only flat terrain become much simpler but not necessarily more accurate. 

This section explains how to forecast a signal at different locations by considering 
building loss, effective antenna gain, and diffraction losses due to terrain. The approach 
discussed here is to anticipate the signal strength in the microcell environment by con
sidering the following factors: each loss encountered along the radio propagation radial 
separately, building loss, effective antenna height gain (due to terrain sloping upward), 
and diffraction loss (due to the shadow condition) . Comparison with experimental 
results originating from the measurements of downtown San Francisco shows that this 
method provides reasonable prediction outcomes in various terrain fluctuations . 

Building data are still expensive to get, but the need for achieving accurate microcell 
prediction is increasing. Creating building data by using street map data is a cheap yet 
effective method. Therefore, street data can be used as input for microcell prediction. 
This approach is inexpensive and accurate due to the proliferation of buildings located 
in dense urban areas. Users also have the option of specifying height and width of the 
selected buildings so that the resulting 30 database can be created at nominal cost. 
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This street data can be further utilized not only as a base for creating a building 
database but also as a method of fine-tuning, which is necessary to improve the accu
racy of the microcell model. The ETAK data can also be employed as a base to build 
building data with low granularity. Building data with fine granularity can then be 
structured by combining ETAK data and street map data. 

Figure 4.2.2.2.5 displays a sample of variation in terrain in the Los Angeles region. 
These data are readily accessible via the Internet. As shown in Fig. 4.2.2.2.6, there is a 
significant amount of terrain undulation within the region, and the terrain effect cannot 
be ignored in many major urban cities. 

Figure 4.2.2.2.6 shows the sample of the water attribute file in the Sacramento area. 
The water attribute is highlighted in blue. When the propagation prediction runs 
through this area, certain correction factors need to be applied to fine-tune the Lee model 
for accuracy. The water enhancement formula is discussed in Sec. 3 .1 .6 and also in a 
later section of this chapter, and Lee has developed a generic approach to deal with this 
attribute parameter. It was named the Lee morphology model, and it provides a generic 
way to apply correction factors to the model. 

FIGURE 4 .2 .2 .2 .6 Sample water data in the Sacramento area .  (A color version of th is figu re is 
ava i lab le at www.mhprofess iona l .comjiwpm . )  
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By integrating building, terrain, and attribute data, such as water, the Lee microcell 
prediction model can work with these inputs and come up with a much more adaptable 
and accurate propagation model. 

These data are readily accessible through the Internet. However, to integrate these 
data into the model, calculation is not a trivial task. 

Cities in different countries most likely will have different building loss curves, as 
they are built with different materials . The Lee model also developed an algorithm to 
derive the building loss curve Lb. Measurement integration is one of the key features of 
the Lee model to ensure the model's accuracy and adaptability. All impacted parame
ters need to go through the measurement integration process so that data are normal
ized in each category. Then the model can be applied with the new derived parameters 
to secure better accuracy. 

Let us give more details on how the model works. The effect of buildings on propa
gation will be addressed first, followed by an analysis of the effect of terrain on micro
cell prediction. 

4.2.3 The Effect of Bui ld ings on M icrocell Prediction 
A received signal can be in LOS either without any building blockage or with signifi
cant obstruction. These two factors are discussed in more detail in Lee. 1 The flat-earth 
assumption is utilized in this section as well. 

Let us begin by considering a basic microcell scenario in which there is no building 
obstruction and the existing terrain loss occurring on the radio path is Lws· 

4.2.3 . 1  The Basic LOS Situation 
Considering a very basic case of a microcell where there are no buildings obstructing 
the LOS and assuming a flat-terrain scenario to start with, the only loss that occurs on 
the radio path is Lws· Figure 4.2.3. 1 . 1  provides a map of San Francisco for searching the 
LOS situation. 

FIGURE 4.2 .3 .1 .1 San Franc isco terra i n .  
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The received signal strength under flat terrain is as follows: 

P, = F: + G, - Lws + G, (4.2.3 . 1 . 1 )  

where P, = received signal strength, P, = transmitted power, G, = transmitter antenna 
gain, Lws = loss under LOS, and G, = receiving antenna gain. Lws is computed as follows: 

First, calculate the near-in distance (see Sec. 4.2. 1 . 1 )  from the following equation: 

d - 4�h2 
I - A (4.2.3 .1 .2) 

where d1 = near-in distance (Eq. [4.2 . 1 . 1 .4]), h1 = transmitter height, h2 = receiver height, 
and A =  Wavelength. If the mobile's position at distance d is within the near-in area, d � df' 

47td Lws = 20 logT (4.2.3 .1 .3) 

_ 
4nd1 d Lws - 20 log -A- - y log d 

f 
( 4.2.3 .1 .4) 

where y = slope and d = distance between transmitter and receiver. 
Considering Figure 4.2.3 . 1 .2 under true terrain conditions, taking a case of terrain 

sloping up the terrain contour does have an effect on the signal received by the mobile. 
There is an effective antenna gain that is due to the position of the mobile on an elevated 
slope. The signal received under this condition would be 

The effective antenna gain G,ff" is given as 

h Geff = 20 log ft a 

( 4.2.3 .1 .5) 

(4.2 .3 .1 .6) 

where at the base station antenna h, = effective height, and ha = actual height. 
Equation (4.2.3.1 .5) is the same as used in Lee macrocell prediction model (see Sec. 3.1 .2.4) . 

. . . . . . . . . Y 

FIGURE 4 .2 .3 .1 .2 LOS . 
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4.2.3.2 The Non-LOS Situation 
Now focusing on the losses due to building loss, we need to eliminate the terrain effects. 
To do this, we need to have a building layout of the area under consideration. 
Figure 4.2.2.1 . 1  shows a sample building's layout, which is in the standard AutoCAD 
DXF file format. The prediction tool is developed for the analysis of the model and 
takes the vector-based building data as the input. In reality, the buildings are not on a 
flat surface, but so that we can accurately find the effect of the building losses on the 
received signal, we consider the surface to be flat. The model currently is based on 2D 
building data. There is no consideration of the height of the building; rather, the thick
ness of the building is the main phenomenon for predicting the losses. 

The detailed explanation of the loss due to building blocks has been discussed. 1• 6 

The blocking is caused by the thickness of buildings Ba, Bv and Be and their respective 
radial cutting thickness being a, b, and c as shown in Sec. 4.2. 1 .2 . The blockage L8 can be 
expressed as 

(4.2.3 .2 .1) 

where Pws = LOS signal and Pbld = the signal received after passing the building blocks 
(the measured local means) . 

4.2.4 The Terrain Effect 

4.2.4. 1 Nonshadow Region 
Now we are considering the realistic LOS case with the elevated terrain, where the 
radio path is blocked by the buildings, as shown in Fig. 4.2.4. 1 . 1 .  

The mobile i s  blocked by buildings 1 and 2 ,  but the terrain contour contributes an 
antenna effective height gain. Both factors affect the signal received at the mobile receiver. 

The received signal due to both the LOS gain and the losses from the building thick
ness blockage is expressed as 

(4.2.4. 1 . 1 )  

where P, = received signal strength, P1 = transmitted power, G1 = transmitter antenna 
gain, Ga = antenna height gain, Lws = loss under LOS, G, = receiving antenna gain, 
G,1fl, = effective antenna height gain, and L8 = building block transmission loss. 

FIGURE 4.2 .4.1.1 LOS terra i n  and bu i ld i ng b lockage . 
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4.2.4.2 Shadow Region 
We have already considered the signal received over the elevated terrain along the LOS 
where there are effective antenna height gains or losses due to terrain variation. Now a 
more complex case of having a mobile under a hidden condition or the mobile being 
blocked by a knife-edge case is considered in this section. 

The basic algorithm of detecting hidden conditions, where the direct path from the 
mobile is obstructed by a hill, has been described in Sec . 3.3.2. The mobile signal has 
occurred in an obstructed condition by terrain, as shown in Fig. 4.2.4.2 . 1 .  

The received signal P, takes a generalized form as the typical output in the predic
tion analysis tool: 

( 4.2.4.2 .1 )  

where effective antenna gains G,11" can be calculated based on the terrain contour (see 
Sec . 3 .1 .2.3) . Loss L8 is due to building blocks (see Sec . 4.2 .1 .2), and diffraction loss L0 
due to terrain (see Sec. 3 .1 .2 .4) . 

Now we have to demonstrate how to use Eq. (4.2.4.2 .1 )  to deal with the real mea
surement conducted in various cities, as shown in Fig. 4.2.4.2.2. The current situation is 
such that the mobile is far away from the base station transmitter in an elevated terrain 
situation and 10 buildings are blocking the radio path propagation. 

As shown in Fig. 4.2.4.2 .3, considering only the loss due to building blockage on a flat 
terrain, the sum of the 10 buildings' thickness is computed, and the building blockage 
loss is L8•  It is worth mentioning at this stage that the height of the building will not make 
a significant difference because the incident angle e of the direct wave is very small. 

Antenna 

FIGURE 4.2.4.2 .1 Mob i l e  b locked by  terra i n .  
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0 .8 
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FIGURE 4.2.4.2 .2  The true transm itter and mob i le situation .  
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FIGURE 4.2.4.2.3 Bu i l d i ng b lockage loss . 
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Building height might be an important issue if the antennas are placed on the top of the 
building, but this issue is not discussed in this section. 

If Lws is the LOS loss of the direct wave reaching the mobile due to the transmitter 
of power Perp and only the building blockage is considered, then the received signal at 
the mobile would be 

P, = perp - LLOS(nt Mobile) - LB (4.2.4.2.2) 

Introducing the elevated terrain contour along the radial path from the transmitter 
to the mobile and considering only the terrain effect, it is found in Fig. 4.2.4.2.4 that the 
mobile is blocked. The knife-edge height hP is calculated, and the corresponding diffrac
tion loss L" due to the knife edge hP can be obtained from Fig. 3 .1 .2.3.2. 

Figure 4.2.4.2.5 is a caption of the tool that provides the gains and losses along the 
radial due to the terrain contour and the effective antenna height gains/losses. Those 
gains/losses will be added to the received signal P, shown in Eq. 4.2.4.2.3. 

230 ft 
1 84 ft hp 
1 38 ft + 82 ft 

... 
46 ft 

O ft 0 0 .2 0 .4 0 .6 0 .8 1 .0 1 .2 
M i les from site 

FIGURE 4.2.4.2 .4 D iffract ion loss. 
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FIGURE 4.2 .4.2 .5 Ga in  and loss curves .  
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FIGURE 4.2.4.2.6 Pred icted versus measured data without i ntegrating with terra i n  (downtown 
San Franc isco) .  

The actual received signal at the mobile is 

(4.2.4.2.3) 

If the prediction model is not integrated with G,1fl, due to the terrain contour, we 
observe a big difference in the predicted versus the measured data. We have 
explained the reason for this using Eq. (4 .2 .4 .2 .3) in Sec . 3 . 1 .2 .4 . Figure 4.2 .4 .2 .6 
shows measured versus predicted data without considering the terrain elevation. 
Figure 4.2 .4 .2 .7 shows measured versus predicted data in which both terrain and 
building characters are integrated into calculation. We can see that if we consider 
only the building blockage, accuracy suffers drastically. Once we put in the elevated 
terrain calculation, the predicted and the measured data follow each other nicely. 
This happens in most big cities, and we do notice that even when terrain elevation 
varies slightly, the measured data vary greatly. The reason for this is discussed in 
Chap. 3 .  

4.2 .5 Prediction Model with Four Situations 
A model constituting a microcell prediction under a real terrain situation and the effect 
of elevated terrain contour on urban microcell radio propagation has been introduced 
in Sec. 4.2.4. Various comparisons were done to show that the model is appropriate 
under the LOS condition, the obstruction due to terrain contours (i .e. , under shadow 
conditions), and the situation of building blockage . A wide-scale analysis of the 
San Francisco, Tokyo, Amsterdam, and Rome terrain proved that the model calculation 
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Measured & Pred icted (dBm) vs. Rad io Distance (ft) 
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FIGURE 4.2.4.2.7 Predicted versus measured data i ntegrati ng with terra i n .  

of considering diffraction loss and effective antenna gains encountered over the radio 
path of the mobile is fairly accurate. 

There has always been a need to increase the capacity of cellular mobile com
munication systems in urban areas, and using the microcell10• 15 has been one of the 
positive solutions to achieve this. Most of the models have concentrated only on 
analyzing the propagation under the LOS condition and reflections due to build
ings . The terrain is assumed flat because the microcell has a far smaller coverage 
area. 16 It has always been assumed that within a small region, the terrain elevation 
cannot vary to a large extent and cannot produce a major effect on propagation. Of 
course, considering a flat terrain makes the predictions much simpler but not neces
sarily accurate and correct. This section provides more evidence that the fluctua
tions of terrain contour play a major role. How to predict the signal strength at a 
desired location considering building loss, LOS gain, and diffraction losses due to 
terrain will be discussed. 

The approach is to predict the signal strength on urban streets by considering build
ing loss, effective antenna height gain due to terrain elevation, and diffraction loss due 
to the shadow condition separately along the radio propagation path. A near-in distance 
criterion under the LOS condition is also considered for predicting signal strength. 
Comparison of experimental results from measurements of downtown San Francisco 
shows that this method gives reasonable prediction results for various terrain eleva
tions. Figures 4.2.2.2.2 and 4.2.2.2.3 show the San Francisco building data in 2D and 3D. 
Figure 4.2.3 . 1 . 1  shows the terrain in 3D covering the terrain variations within 2 miles of 
the cell site. The benefit of the Lee model is that both the terrain and the building data 
are considered in the prediction. 
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The following four cases result from the combination of terrain factors and building 
data: 

Terrain Building 
Case 1 Nonblocking Nonblocking 
Case 2 Blocked (shadow case) Nonblocking 
Case 3 Nonblocking Blocked 
Case 4 Blocked (shadow case) Blocked 

Cases 1 and 2 are handled the same way as in the macrocell prediction model. Case 3 
is discussed next. 

Let's assume a scenario of Case 3 in which the LOS signal is affected by the terrain 
elevation but not in the shadow case and also that the buildings block the radio path. In 
Fig. 4.2.4. 1 . 1 ,  the radio path is blocked by buildings 1 and 2 and experiences an effective 
antenna height gain in the received signal instigated by the surrounding terrain. The 
received signal at the mobile, under the Case 3 condition, can be expressed as 

(4.2 .5 .1) 

where P, = received signal strength, P1 = transmitted power, G1 = transmitter antenna 
gain, Lws = loss under LOS, G, = receiving antenna gain, Geffl, = effective antenna height 
gain, and L8 = building block transmission loss. 

For case 4, the current scenario dictates the received mobile signal, which can be 
separated from the effect by the shadow of varying terrain contour and the building 
blockage. First considering only the loss due to building blockage, the sum of the 
building thickness along the radio path is computed, and the building blockage loss is 
L8 • To simplify the calculation of L8, we can find L,q from Eq. (4.2 . 1 .4 .1 ) .  

Also, Lws is the path loss of the direct wave reaching the mobile from the transmis
sion of power P . Then the received signal at the mobile would be erp 

(4.2.5 .2) 

The next step is to introduce the terrain contour fluctuations along the radial path 
from the transmitter to the mobile and to consider only the terrain effect. The knife
edge height hP with the corresponding diffraction loss Lv due to hP has been described in 
Sec . 3 .1 .2.4. 

4.2 .6  Characteristics of the Measured Data 
San Francisco, as an example, exhibits a variety of building layouts and a fluctuating 
terrain contour. Figure 4.2.6 .1 displays the building layout of downtown San Francisco. 
A selected portion of San Francisco is also shown in Fig. 4.2.6.2 for the sake of demon
strating the significant impact of signal enhancement from the terrain elevation. There 
are 200 to 300 ft of undulation of terrain contour. 

The comparison of results, such as measured versus predicted, on the various routes 
leads to a difference between the two sets of data around 6 to 10 dB, as shown in the 
next section. 



FIGURE 4.2.6.1 San Franc isco measurement route . 
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Terrain elevations 

<= 20 feet 
<= 26 feet 
<= 33 feet 
<= 39 feet 
<= 46 feet 
<= 56 feet 
<= 72 feet 

FIGURE 4.2.6.2 Downtown San Francisco terra i n .  (A color vers ion of th is figu re is ava i lab le at 
www.mhprofess iona l .comjiwpm . )  
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The route types were as follows: 

1 .  Along a straight line and maintaining LOS 
2. Zigzag kind of route 
3. Route following a staircase pattern 
4. Random routes 

Figure 4.2.6.2 displays the variation of terrain contour in the San Francisco region. 
There is a lot of undulation of the terrain, and this is within a small region of 2 miles. 

Figure 4.2.6.3 shows the map when building and terrain data are combined. The 
terrain elevation plays a crucial role in ensuring the accuracy of the prediction in the 
dense urban area. The drive test in Tokyo shows that with a difference, of only a few 
feet, the propagation prediction can have a standard deviation 6 to 8 dB from the mea
surement data, as shown in following section. 

Figure 4.2 .6 .3 displays the variation of terrain contour as seen between the 
transmitter and the receiver. The received signal is affected from terrain elevation as 
well as buildings blockage . It is critical to cover these two parameters in this sce
nario. As discussed later, other parameters (water, foliage, and so on) should also be 
handled by the model. The Lee model covers these parameters, which are easily 
integrated into the model. 

All the terrain profiles are drawn for the city of San Francisco from the same trans
mitting site but in different radial angles, as shown Fig. 4.2.6.4. Based on the different 
terrain profiles, the Lee model provides the predicted results at each mobile location 
along the radio path. The validation of the model is introduced in the next section. 

4.2. 7 Val idation of the Model: Measured versus Predicted 
The Lee model is validated based on the measurements collected in the real elevated 
terrain. Different configurations of runs taken in San Francisco are shown in Fig. 4.2.1 .2.4. 
Comparisons of the measured data with the predicted results along various routes in 
San Francisco are shown in Fig. 4.2.7.1 for the zigzag-run case (the same figure has been 
shown in Fig. 4.2.1 .2.5 when introducing the basic principle), in Fig. 4.2.7.2 for the LOS
run case, in Fig. 4.2.7.3 for the stair-run case, in Fig. 4.2.7.4 for the random-run case 1, and 

Top 
view 

Side 
view 

D iffract ing edges 

FIGURE 4.2.6.3 Top and side view of combi ned terra i n  and bu i l d i ng data . 
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in Fig. 4.2.7.5 for the random-run case 2. Each figure shows the received signal strength 
indicator (RSSI) and the cumulative distribution function (CDF) on a particular run. 
A large scale (in miles) is used to plot RSSI in each figure. We find that a deviation 
between the measured and predicted at 60% data is about 6 dB in all five figures. The 
following four figures showing the RSSI received on a particular street in San Francisco 
are plotted on a small scale (in feet) . Figure 4.2.7.6 is the LOS run on California Street at 
909 MHz, and Fig. 4.2.7.7 is the zigzag run on Drum-Sacramento Street at 1937 MHz. 
Fig. 4.2.7.8 shows the same run as Fig. 4.2.7.7 but at 909 MHz. Figure 4.2.7.9 is the stair 
run on Front Street at 844 MHz. The CDF of deviations at 60 percent of data in the last 
four figures are 6, 7, 6.5, and 5 dB, respectively. This shows that the prediction model is 
a fairly accurate tool to use. 

For a city like San Francisco, if terrain is not a part of the parameters to be consid
ered, the results will be misleading and thus derive a wrong conclusion. Just like if the 
water is not considered a parameter in Amsterdam, the results will be twisted as well. 
The attributes are very important in leading to a correct conclusion and developing 
models. 
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4.2.8 Integrating Other Attributes into the Model 
The Lee microcell model has successfully integrated building and terrain attributes to 
provide an accurate propagation model. There are many other important attributes in 
the dense urban area, such as, water, trees, parks, and open areas shown in Fig. 4.2.8 . 1 .  
The model needs to be able to integrate capabilities to handle all these different attri
butes. The Lee macrocell model has developed the ability to integrate these attributes, 
such as water, and other morphologies into the model. 

The grid along the radio radial in the map can be divided into a smaller unit, a 
"bin." Each bin has its own unique attributes associated with it. During the calculation 
of the prediction, the associated "attributes" in each bin can be considered and the 
adjusted to the final prediction value. This capability enables the Lee microcell model 
to handle many different environments as well as many unique challenges in the com
plex urban area. 

The attribute file can be overlaid on the terrain and building information to enable 
the model to be more flexible in handling different characteristics of the environment. 
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The Lee microcell model does not leverage the building height data because usually the 
transmitter antenna height is below the surrounding building; therefore, the building 
height is, on average, much higher. In reality, the building distribution is very nonuni
form, and the street spacing and layout are unique in every city. All these factors will 
impact the accuracy of the propagation prediction. For example, if a few unique build
ings in a certain area are much higher than of her buildings in the coverage area, we will 
need to categorize the area with unique building IDs so that the model has the flexibil
ity to add some extra parameters in predicting that area. If the street is very narrow or 
has multiple paths through which the signal can be received from the same cell site, the 
model can leverage these "data" or this "knowledge" to further fine-tune the formula. 

Figure 4.2.8.2 shows the 3D view from the cell site. If the cell site is much higher 
than the surrounding buildings, the propagation path will be much different than if the 
cell site is about the same height of the surrounding buildings. Normally, a microcell 
base station antenna is mounted at about the average height with the surrounding 
buildings. However, with complex building deployment becoming more popular, the 
coverage from inside the buildings needs to go to the in-building (picocell) models, and 
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FIGURE 4.2 .7.9 Sta i r-run case : measured versus predicted on Front Street at 844 MHz .  (a) RSSI 
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these picocell sites can be much lower than the surrounding buildings. This will be 
discussed in more detail in the next chapter, as one must consider some in-building 
situations more carefully so that coverage, cost, and capacity can be balanced. 

Figure 4.2.8.3 shows the building height clusters in different colors. Depending on 
the distribution and height of these buildings, the propagation characteristics over the 
radio path vary. The propagation model needs to have the ability to integrate these 
characteristics in a proper and effective manner. Based on the work from the Lee mac
rocell model with the automorphology factors described in Sec. 3 .3, these factors and 
functions can be easily added to the Lee Microcell Model. 

From a measurement integration perspective, some cities have both old and mod
ern buildings coexisting in the same vicinity. Applying one empirical curve for the 
building loss might not provide an accurate result. The measurement data need to be 
integrated into the attribute file to make the prediction more accurate. The model can 
thus derive the building loss curve based on the building material. The model can add 
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extra loss/ gain at certain "attributed" areas. This will definitely improve the accuracy 
of prediction. Furthermore, with accurate signal coverage, interference can be further 
controlled. 

Figure 4.2.8.4 shows an addition to the generic approach by applying attributes that 
enable the model to be more accurate. Along this radial path, the model needs to be able 
to handle many attributes. The radio wave travels over and/ or through the buildings, 
the treetops, and the water, and in an open area encountering the terrain effect. The 
generic path loss can be used as the baseline, but other propagation factors can be easily 
added into the propagation prediction with the help of the attribute files. 
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4.3 I ntegration of the Microcel l  Pred iction Model and the Macrocel l  
Pred iction Model 

Lee has developed the macro, micro, and pico propagation models. The key advan
tage of the Lee models is that they can be integrated and work seamlessly together 
so that one integrated set of three models can cover all radio planning needs, from 
pico- (in-building) to micro- to macrocells. Many field data have been collected and 
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used to verify the models as well as to understand the key issues that are to be 
addressed in this section. From the measured data, we clearly understand the impact 
of the nature and thus enhance the models so that the models interact among them
selves and smoothly transition from one to another. 

In this section, we will focus on the transition of models from microcell to macro
cell.17·18 The microcell prediction can work closely with the concept of using multiple radio 
radials. We have to ensure that the characteristics of microcell propagation are simulated 
through the multiple radials in the database of the macrocell model. 

4.3 . 1  The Algorithms for Integrating the Two Models 
The Lee model for microcell prediction has been enhanced to support this multiple 
breakpoint macrocell propagation prediction model, as mentioned in Chap. 3. The 
1-mile intercept is used as the final breakpoint of this multiple-breakpoint microcell 
propagation model. Note that the symbol for distance is the Lee macrocell model uses 
r, and the Lee microcell model uses d. It is for making a distinguishability between the 
two groups of formulas. 

A. The Lee Macrocell formula used for distances greater than 1 mile is 

P, = P0 - y log(� J + Geffh + L0 + a for r > r0 in dBm (4.3 . l . la) 

When the signal is obtained over a flat ground with a standard setting (a = 0), then 

P, = P0 - y log (� J for r > r0 in dBm (4.3 . l . lb) 

where P0 = a  power at r0 in dBm; 
r = distance from the transmitter in meters; 
r0 = distance measured in feet or meters (the default distance is 1 mile or 1 .6 km); 
y = macrocell slope in dB I dec; 

Ge!Jh = effective height gain = 20 log (h/h) in dB, when in shadow Geffh = 0; 
he = effective antennas height in meters\ 
h1 = height of base station antenna in meters; 
L0 = shadow loss in dB if blocked (when in LOS, L0 = 0; and 
a = standard adjustments in dB for those parameters having different values from 

the standard set. 

B. The received signal for the area within a radius of the near-in distance d1 is 
expressed as 

(4nd) P, = P,, - 20 log T + L0 + Geff1' + a in dBm for d s; d 1 in dB (4.3.1 .2a) 

C. The radio signal received at the near-in distance is 

in dBm (4.3 .1 .2b) 
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where P,1 = standard radiated power in dBm; 
Geffli = effective antenna height gain in dB, G,ffi, = 0 for d =  d1; 
L0 = diffraction loss in dB; 
d = distance from transmitter to mobile in meters; 
'A =  wavelength in meters; and 
a = standard adjustments in dB. 

D. The received signal in the range d1 to dl' assuming that no measured data exist 
between d1 and d1, is 

P, = Pa1 - (PJ1 
�:: 1 }d - d1 ) in watts for d1 < d1 and d1 s; d s; d1 (4.3 . 1 .3) 

where Pa1 is obtained from (4.3 .1 .2b) at d = d1 (convert to watts), 
Pa = the signal power received at d1 (convert to watts), (pd - pd : J1 - df 

1 = the path loss slope in linear scale, 

d1 = distance less than r0, d1 can be adjusted based on the measured data, and 
d1 = Fresnel distance in meters. 

As shown in Fig. 4.3. 1 . 1 ,  this microcell model is composed of three breakpoints. The 
near-in distance shown in Eq. (4.3 .1 .2b) induces the first breakpoint. The second break
point is determined by Eq. (4 .3 .1 .3), and the last breakpoint is the 1-mile intercept in 
Eq. (4.3 . 1 . 1 ) .  These equations can be used if no measurement data are available. One of 
the special characteristics of this model is that the distance d/d1 s; d1 s; r0 ) can be fine
tuned based on the measured data. When the measured data are available, the break
points are calculated and adjusted based on the measured data on a per radial basis. 

Also, when the measured data are available in a region, the region around the trans
mitter will be narrowed to a specific number of radial zones. The measurement data 
will be assigned to zones and will be based on finding the best line fitting slope to the 
measurement data to achieve each zone's own path loss curve. 

0 .01 d, 0 . 1  d, 
D istance (mi les) (Log scale) 

FIGURE 4.3.1.1 A Mu lt ip le-break po int mode l .  
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4.3 .2 Treatment of Measured Data 

4.3.2 . 1  Finding the Propagation Path Loss Slopes 
When the measurement data exist in the range from df to dl' a best-fit slope 11 is obtained, 
including the measured power Pdf at the near-in distance df to a distance dr Similarly, if 
the measured data exist in the range from d1 to r0 or 1-mile, a best-fit line slope 12 is 
obtained. 

A. Area after the first breakpoint 
If the measured data exist in the range df to d1 the received signal P, can be predicted as 

d P, = Paf - 11 logd (4.3.2 . 1 . 1 )  
f 

where pdf = the power at the intercept of the path loss slope ro (= free space path loss 
slope) and at the near-in distance df in dBm (Eq. [4.3 . 1 .3]) and 

11 = the best-fit slope from the measurement data in dB I dec. 

B. Area after the second breakpoint 
If the measured data exist in the range from d1 to r0 (or 1 mile), then the received signal 
P, can be predicted as 

(4.3 .2 .1 .2) 

where 12 = the best-fit slope in the range from d1 to r0 , where d1 < r0 (r0 is usually equiv
alent to 1 mile); 

Geff!t = effective height gain; and 
df = near-in distance in meters. 

The lines 12 of Eq. ( 4.3.2.1 .2) and y of Fig. 4.3. 1 . 1a intersect at a point within a range 
from d1 to r0 (at 1 mile) . The received signal at d1 is Pa,· Hence, the received signal 
strength in the range from d1 to 1 mile is obtained. 

C. Finding the intersection point of two slopes, 11 and y, at distance d1 by letting 
11 = y in Fig. 4.3. 1 .1, then the distance d1 can be found as shown below. 

We can eliminate the path loss slope 12 if we can find the intersection point of the 
slope 11 and the slope y at the distance d1 • The intersection point at the distance d1 in 
the range df < d1 < r0 can be obtained by solving Eqs. (4.3.2 . 1 . 1 )  and (4.3 . l . la) .  We get 
the distance d1 at which the intersection point of slopes 11 and y occurred: 

(4.3 .2 .1 .3) 

When the slopes 11 and y are known, the distance d1 can be determined as follows: 

(4.3.2 .1 .4) 
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4.3.2.2 Finding the Path Loss Slopes from the Measured Data 
The data are stored in corresponding radial zones. The slopes and intercepts are calcu
lated for each zone and each range, that is 0 to df, df to d1, and d1 to 1 mile. The area 
around the transmitter is typically divided into radial zones, and the zones are typically 
uniformly distributed. The Fresnel distance is then calculated for the central radial line 
of each zone. 

First, if no measured data exist, then as soon as the predicted slopes y of Eq. (4.3 . 1 . 1 )  
and11 ofEq. (4.3.2 . 1 . 1 )  are determined, the distance d1 canbe calculated fromEq. (4.3.2.1 .4) . 
If measurement data do exist, the data are then distributed into corresponding zones. 
The data in each zone are then further separated and stored in three ranges: 0 to df' df to 
d1, and d1 to 1 mile. We may call each range the sub-zone. 

We may either subtract diffraction loss or add effective antenna height gain in order 
to normalize the measured data in each subzone for a flat terrain. When the distance d 
between the base station and measured point is less than the near-in distance, only dif
fraction loss is subtracted. When the distance d is greater than the near-in distance, the 
diffraction loss is subtracted and effective height gain added. Diffraction losses and 
effective antenna height gain can be calculated at each measurement point. The predic
tion will start after the normalization of the measurement data. 

The line fitting is taken on the normalized measured data in the 0 to df range, and 
we obtain slope 10 and the power intercept Pdf at the near-in distance dr Similarly, the 
slope 11 can be found from the line fitting on the normalized measured data in the range 
from df to d1 • The slope 12 can be found from the line fitting on the measured data from 
d1 to 1 mile (r0 ), as shown in Fig. 4.3. 1 . 1  mostly time 12 can be assumed by y. Since it is 
possible that the lines 10 and 11 do not intersect at Pdf at the distance df, we may need to 
modify the distance df to be the distance where lines intersect. Similarly, 11 and y gener
ate a power intercept at d1, at the second breakpoint between df and 1 mile. 

The characteristics shown in Fig. 4.3.2.2.1 are the near-in distances after being 
adjusted, which are different in different radials. The coverage area of the adjusted 
near-in distance will not be a circle within 1 mile. 

0 

1 80 

FIGURE 4.3 .2 .2 .1 Rad ia l  zones for a specific cel l .  
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For example, as shown in Fig. 4.3.2.2 .2, there is a difference in prediction between the 
microcell and the macrocell coverage. Based on the Lee microcell model applied to the 
small size of cells, we can ensure that microcell coverage is more accurately defined in 
small cells . Based on the predicted microcell coverage, a better solution is to engineer the 
coverage, mitigate the interference, and indicate the handoffs. The integration of micro
cells and macrocells has served two goals. One is to ensure that without building data, the 
Lee macrocell model can provide enough flexibility to give accurate predictions for dense 
urban areas. The other goal is to ensure that the data can be integrated between the micro
cell and macrocell models so that radio planning can be done much more effectively. 

Using the microcell prediction model to predict a small cell when a low-height base 
station antenna is served, the 1-mile signal strength contour around 360° is shown in 
Fig. 4.3.2.2.3. In general, the 1-mile signal strength contour coming from the macrocell 
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FIGURE 4.3 .2 .2 .3 Macroce l l  versus m icroce l l  rad ia l  zones for a spec ific ce l l .  
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prediction model is more or less circular. The difference in using either of the models 
can make a big difference in dense urban areas when a low-height base station antenna 
is served in a small cell. 

4.3.2.3 Characteristics of Measured Data 
Measurement data were collected from various countries/ cities and served for selected 
applications of various frequencies, various transmitting antenna heights, and different 
cell site parameters in a mobile communication environment. We must also consider 
certain buildings that have unique shapes, and individual heights and widths, that 
were built with various materials and different thickness. 

The following configurations of drive routes were used to collect various measured 
data as shown in Fig. 4.3.2.3 . 1 :  

1 .  Measurement under LOS (R1) 

2. Zigzag kind of route (R2) 

3. Staircase kind of route (R) 

4. Random routes (R4) 

.. . 
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FIGURE 4.3.2 .3 .1 A sample of d ifferent routes on the street map .  
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The position of a mobile as well as a cell site needs to be extremely accurate. Using only 
CPS is not recommended in positioning urban microcell measurement data collection. 
Utilizing both ETAK and CPS is more accurate in collecting measured data. In cities where 
no ETAK data are available, road markers are used to keep track of the positions between 
the cell site and mobiles. Comparisons with collected measurement data demonstrate that 
the model does perform exceptionally well in varying mobile environments with different 
cell site parameters. 

4.3.3 Val idation of the Model: Measured versus Predicted 
The integrated microcell and macrocell models are validated in both 900- and 1800-MHz 
frequency bands based on the collected measurement data. Some comparisons with 
collected data in different countries/ cities are shown here for demonstration pur
poses. Figures 4.3 .3 .1 to 4.3.3.4 show the RSSI signals along the different radial dis
tances and CDF in percentage of the deviation between measured and predicted. 
From the four figures (Figs. 4.3.3 .1 to 4.3.3 .4), their deviations in dB at 60% of data (CDF) 
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FIGURE 4.3.3.2 Route s_1900_02.  (a) Measured and pred icted versus d istance . (b) CDF of 
d ifference between measured and pred icted . 

are 3, 6, 3.5, and 4.5, respectively. Thus, the predicted values follow the measured signal 
data fairly accurately, and the standard deviation is approximately 3 to 6 dB on average. 

This prediction in the four figures utilizes a statistical approach and a multiple
breakpoint model to calculate the path loss. The method is simple and easy to 
implement and does not require building data . Validation was done in several dif
ferent countries / cities, and the prediction results are very encouraging. One area 
that can still be enhanced is the specification of the average building height for each 
radial so that the multiple-breakpoint model can more accurately predict the near
in distance. 

It is imperative that the two prediction models, macrocell and microcell, can work 
seamlessly to ensure a smooth transition of coverage. Understanding the characteristics 
of micro- and macrocells as well as the ability to model them provides a huge advantage 
to network deployment and engineering. This integrated micro- and macrocell model 
demonstrates another unique advantage of the Lee models. The integrated model has 
been used in many different cities, countries, and continents for the success of planning 
network deployment. 
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d ifference between measu red and pred icted . 

4.4 Tuning the Model for a Particular Area 

4.4. 1 Before Tuning the Lee Microcel l  Model 
The purpose of feeding the field-measured data back to tune the model improves the 
accuracy of the model. 

4.4. 1 . 1  The Multiple-Breakpoint Model 
Within Lee's microcell model, the prediction of path loss uses the multiple-breakpoint 
microcell prediction model with the terrain and building database. It is composed of 
three breakpoints, Pdf' Pd1, and P0, as shown in Fig. 4.3. 1 . 1 .  

The areas within the first and second breakpoints as  well as  the intersection point d1 
can be obtained from the measured data and are described in Sees. 4.3.1 and 4.3.2. 1 .  The 
calculation of near-in distance is shown in Sec. 4.2. 1 . 1 .  

4.4. 1 .2 The Algorithms of  Integrating the Two Models before Tuning 
The algorithms of integrating the two models are described in Sec. 4.3 . 1 .  These algo
rithms are applied without using the measured data. The enhancement is introduced by 
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taking the measurement data into the integration model and finding the two breakpoints 
on the adjusted path loss curve. 

4.4.2 The Tuning Algorithm of the Lee Model 

4.4.2 . 1  Tuning the Lee M icrocel l  Model in the First Two Ranges 
Next, we will discuss the algorithm based on the optimization9 to fine-tune the Lee 
microcell model. The optimization minimizes the difference between the measurement 
and the prediction by applying the joint local optimization ( JLO) procedure to fine-tune 
the model. 

4.4.2 . 1 . 1  Linear Optimization For applying the Lee microcell model within 1 mile, there 
are two different ranges in the three breakpoints from the equations stated previously: 

d P, = Pdf -rl logd f 
(4.4.2 . 1 . 1 )  
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and 

( 4.4.2 .1 .2) 

Let's denote R"' as the measured result from the mobile for each local point and s as 
the difference between our predicted result and the measured result at each local point. 
Then we have 

( 4.4.2 . 1 . 1 )  

4.4.2 .1 .2  Matrix Optimization In order to match JLO procedure, let us make up our 
matrices y, '0, and A. Note that there is no physical meaning to these matrices. With 
these newly formed matrices, we can apply the JLO procedure. In matrix y, the first 
matrix contains only the constant values, such as measured data and distance; in matrix 
'0, the second one contains only the parameters, which can be fine-tuned and have 
direct effects to the performance of our model; in matrix A, the third one contains only 
the coefficients related to the parameters, which also are constants. Then we have the 
following: 

1. For the case of the first range 
Three matrixes are 

2. For the case of the second range 
Three matrixes are 

Then we can rewrite Eq. 4.4.2 .1 . 1  into a matrix form as follows: 

s = y - A-o 

( 4.4.2. 1 .2) 

( 4.4.2 .1 .3) 

( 4.4.2 .1 .4) 

By now, all we are trying to do is find an optimized solution for '0 to minimize s in 
Eq. (4.4.2.1 .4) . 

4.4.2.2 Tuning the Lee M icrocel l  Model in the Last Range 
The optimization of the predicted results in the first two ranges is described in 
Sec. 4.4.2 . 1 .  In the last range, the third range in the non-near-in zone scenario, the effects 
of building obstructions are modeled with a correction term L8 (see Eq. (4.2 .1 .2.3) ) .  
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The value of this correction is the loss proportional to the length of the radio path 
obstructed by buildings. To clarify the loss due to buildings, a scenario considers the 
radio wave propagating from the transmitter to the receiver, as shown in Fig. 4.4.2.2 . 1 .  

The total normalized block length x of the obstructed radio path in Fig. 4.4.2.2 .1 is 
given as 

( 4.4.2.2. 1 ) 

where d8,e1 is a suitably chosen reference distance. From the study reported in Kostanic 
et al ./ dBref = 10 ft, which is an adjustment factor derived from the measured data . 
Substituting the normalized length into Eq. (4 .4 .2 .3 . 1 ) ,  the building loss factor is 
calculated as 

LB = f(x) (4.4.2.2.2) 

where f (x) is a monotonically increasing function of x and can be found in the following 
equation. Within the original description of Lee microcell modeV the format of f(x) is 
shown in Eq. (4.2 . 1 . 1 .3) .  For the implementation of JLO suggested in this section, the 
form of the function is provided as 

f(x) = a + bx+ c log(x) ( 4.4.2.2.3) 

The coefficients a, b, and c are determined empirically through the analysis of measured 
data. The three matrixes then can be shown as 

Rx 

FIGURE 4.4.2 .2 .1 I l l ustrat ion of  the bu i l d i ng b locks for fi nd i ng the correct ion factor. 

( 4.4.2 .2 .4) 
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For all the matrixes for each case or scenario we list above, we can simply follow the 
JLO procedure to fine-tune the model. In this approach, the values of the model param
eters are obtained through minimization of the cost function given by 

(4.4.2.2.5) 

where 

(4.4.2.2.6) 

The JLO method solves for all parameters of the model simultaneously and gener
ally provides the best fit to the measured data. However, although numerically optimal, 
the values for the parameters may not be physically intuitive and may vary substan
tially from cell to cell. 

4.4.3 Verification of the Lee Model 
The work of fine-tuning the Lee model was published by Kostanic et al .9 as described in 
Sec. 4.4.2 and the result is discussed here. Kostanic used a different approach to integrate 
the measured data with the Lee microcell model. The Lee rnicrocell model and tuning 
techniques have been implemented by the WIZARD RF propagation software tool of 
Agilent technologies. 19 

Applying the Lee microcell model and the JFO tuning method, the range of stan
dard deviations was shown to be between 5.3 and 6.6 dB. These low values from the 
measurement errors rank better than the typical standard deviations observed in dense 
urban environments, which are often as high as 8 to 10 dB. 

Another illustration of the accuracy of the model is presented in Figs. 4.4.3.1 and 4.4.3.2. 
The predictions are calculated using only initial default rnicrocell propagation parameters 
and no building losses. These predictions are used for comparison with the predictions 
from the tuned model. Figure 4.4.3.1 shows a scatter plot of predicted versus measured 
points for the default (no building losses added) and the tuned models. The ideal zero
mean, no-scatter line is shown as reference. The default model underpredicts by 18 dB 
when compared with the measured data. As shown in Fig. 4.2.1 .2.2, the building loss L8 
remains constant as 18 dB after a building block exceeds 250 ft. The basic Lee rnicrocell 
prediction model in Sec. 4.2 describes the calculation of prediction in microcell environ
ments by adding the building block loss to the default LOS loss. Therefore, by adding 18 dB 
to the prediction of the default model if the building block data are not available, the results 
are the same as the prediction from the tuned model, as shown in Fig. 4.4.3 .1 .  The tuned 
model introduced by the JLO tuning technique also shows the tight fit to the reference line. 
Both predictions are fairly accurate, but the basic Lee rnicrocell model is much simpler to 
use than the tuned Lee model by using JLO procedures. Although the prediction from the 
default model plus the loss due to the building block curve is just as accurate as from the 
tuned model, it may not have as sound a calculation as the tuned model does. However, 
the tuned model proves that the default model plus the building block curve, which is the 
basic Lee rnicrocell model, is the right approach to making the prediction. 

A similar comparison can be observed from the histogram of measurement errors 
shown in Fig. 4.4.3.2. Histograms for both the default model and the tuned Lee micro
cell model are shown. The difference of 20 dB between two prediction results is the loss 
due to building blocks, which the default model does not include. Removal of the bias 
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and tighter grouping around zero are shown for the two optimized models. The histo
gram shapes of two predictions are the same, but the difference of about 20 dB is the 
loss due to the building blocks, as mentioned before. When using the Lee microcell 
prediction model instead of the Lee default model to compare with the tuned Lee model, 
the results shown in the two figures will be almost identical. 

The performance demonstrated in Figs. 4.4.3 .1 and 4.4.3.2 clearly demonstrates the 
importance of measurement integration and the Lee microcell model as a suitable can
didate for propagation prediction in dense urban environments. When the building 
data are available, the building block loss L8 will be obtained from the curve shown in 
Fig. 4.2. 1 . 1 .2. When the building data are not available, simply set the block loss L8 "' 20 dB 
in the Lee microcell model to get a fairly accurate prediction. 

4.5 Other M icrocel l  Prediction Models 

4.5 . 1  I ntroduction 
In this section, several approaches of modeling propagation in a microcell environment 
are introduced. Both theoretical and empirical methods have been used, and ray-tracing 
techniques have also been investigated. The multipath effects in the prediction results 
are very important in urban areas, depending on the relative height of the base station 
antenna and the surrounding buildings . 

Generally, all existing microcellular models are valid only in flat urban areas, and 
little attention has been given to the influence of terrain variations; the effects of vegeta
tion have also been largely ignored. Both of these aspects are important and need to be 
incorporated specifically into the ray-tracing models . 

For the practical application of microcell propagation models, an important trade
off is between the accuracy of the prediction and the computational speed with which 
the prediction can be obtained. Microcells often have to be deployed in the field very 
quickly, with little engineering effort. The guiding procedures and rapid statistical 
planning tools are very important. A very high resolution topographic database is 
required. 

These microcell models are used and run at the start of a system deployment, and 
then used to create a unique set of predictions and recommendations for deployment. 
The real-time processes are operating within the base station, with assistance from the 
mobiles, which can optimize and are used by the system to assess the likely system 
parameters, such as transmit powers, antenna patterns, and channel assignments, on an 
ongoing basis. This section describes models other than Lee model that can also yield 
reasonable prediction accuracy when their parameters are tuned against measurements. 

4.5.2 Empirical ( Path Loss) Models 
Normally, microcell models are based on statistical techniques. The Lee model is one 
kind of statistical model. 

Empirical models are statistical models with lower computational overhead but 
less accuracy in small urban cells and subjective clutter classification. The parameters of 
the model are the properties of the buildings along the radio path between the transmit
ter and the receiver. These models are not as accurate for smaller cells under 1 km. 
However, these models should not require any calibration and are more suited for the 
urban macro- and microcells . 



M i c r o c e l l  P r e d i c t i o n  M o d e l s  239 

4.5.2 . 1  Dual -Slope Model 
In a dual-slope model, two separate path loss exponents are used to characterize the prop
agation, together with a breakpoint distance of a few hundred meters, at which propaga
tion changes from one regime to the other. In this case, the path loss is modeled as 

1 
r 

or the path loss L in decibels 

L

= l 

k 
rill 

k 

( r r " - r, I  
r b b 

10n1 log(f} L
Y 

10n2 log(f} LY 

for r :::; rb 

for r > rb (4.5.2 . 1 . 1 )  

for r :::; rb 
(4.5.2 .1 .2) 

for r > rb 

where L
Y 
is the reference path loss at r = rb' rb is the breakpoint distance between 100 and 

500 m, n1 is the path loss exponent for r :::; rb, and n2 is the path loss exponent for r > rb . 
Typical values for the path loss exponents are found by measurement to be around 

n1 = 2 and n2 = 4, with breakpoint distances of 200 to 500 m. However, these values vary 
between different measurements, as discussed in.20-22 

This model is very similar to the Lee microcell-to-macrocell integration model. The 
Lee model has more flexibility with multiple breakpoints as well as different radial 
zones so that the granularity of data points can be further fine-tuned. 
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4.5.2.2 Kaj i and Akeyama Microcel lular Model 
In this model, two dominant waves are considered: the waves that propagate over the 
tops of buildings and the waves that propagate along road paths. They are called row 
waves: "building diffracted waves" (BD waves) and the along-road path (RG). 

BD waves propagate in all directions, while RG waves propagate in a linear fashion 
like plant roots. The total received power is the summation of received power from both 
BD waves and RG waves. The building distribution in test area is shown in Fig. 4.5.2.2 . 1 .  
Figure 4.5.2.2.2 shows the following excess path losses for BD waves and RG waves: 

*Ld1 = diffraction loss caused by average height buildings at transmitting point, 
*Ld2 = diffraction loss caused by average height buildings at receiving point, 
*Ld3 = shielding loss caused by buildings of higher than average height, 
*Lg1 = shielding loss caused by buildings facing road, and 
*Lg2 = diffraction loss at corners of roads. 

The strength of waves depends on factors such as base station antenna height, 
frequency, propagation distance, and building distribution. For BD waves, diffrac
tion losses are large, and the path loss increases noticeably even at small distances. 
For RG waves, path loss is very small when the road is straight but increases abruptly 
at the corners of roads. Therefore, RG waves are stronger than BD waves in areas 
near the transmitting antenna, and BD waves are stronger than RG waves in areas far 
from the transmitting antenna . 

._______,I .__I ____.I I I .__I _ __JI .__I ----� 
Tx (transmitt ing antenna) 

\ I I ,...--'------., ...________, 

c=J I.________. .____ _ ____. ...___ _ __, ._ __ __, 

\.___ __ ___. 

\.___ _ ____. 

\.___ _ __, 

c=J 
0 
D 
D .__I _____. 

CJ ...._______. D D .__I _____. 

'---------'1 0_0_m ___ __,200 m t t t 1 

- N0. 1 St 

- N0.2 St 

- N0.3 St 

- N0.4 St 

- N0.5 St 

- N0.6 St 

- N0.7 St 

- N0.8 St 

- N0.9 St 

- N0. 1 0  St 

N0. 1 Ave. N0.2 Ave. N0.3 Ave. N0.4 Ave. 

FIGURE 4.5 .2 .2 .1 Bu i l d i ng lay out  for Kaj i 's measurement . 
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FIGURE 4.5 .2 .2 .2 Mu lti path propagation model i n  a h igh-dens ity u rban area . 

In the microcell environment, a street-guided wave exists, at least in the immediate 
vicinity of the transmitter. From a result of their measurements, Kaji and Akeyama23 
suggested an empirical model in the form: 

(4.5.2 .2 .1) 

for base antenna heights in the range of 5 to 20 m and for distances between 200 m and 
l km. In this equation, 

S = the signal level (dB�V), 
d = the distance from the transmitter, 
a =  the basic attenuation rate for short distances (approximately l), 
b = the additional attenuation rate for distances beyond the turning point, 
g = the distance corresponding to the turning point, and 
c = the offset factor. 

The model has two limiting cases. In case 1, for distances significantly less than g, the 
attenuation is such that 

S = -20 log d" + c (4.5.2.2.2) 

In case 2, for distances greater than g, the attenuation falloff rate tends to be such that 

S = -20 log d <n + b) + c + constant (4.5.2.2 .3) 

This model was fitted from their measured results at 900 MHz; the values for the vari
ous coefficients are given in Table 4.5.2.2.1 .  
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Antenna Sum of Errors 

Height (m)  a b G c Squared 

5 1 .15 -0 . 14 148 .6 94 .5 309 

9 0 . 74 0 .27  151.8 79.8 246 

15 0 .20 1 .05 143 .9 55 .5 577 

19 -0 .48 2 .36 158 .3 37 .3  296 

TABLE 4.5 . 2 . 2 . 1  Resu lts of Fitt ing the Proposed Propagation 
Model to Exper imental Resu lts at 900 MHz Us ing a Least Squares 
Regression Procedu re 

4.5.3 Physical Models 

I 

The empirical models in the previous section can provide reasonable results . However, 
it is desirable to understand the physical mechanisms underlying them to gain insight 
and to create physical models with potentially greater accuracy earlier. Depending on 
the building distributions and antenna location and height, measurement data vary 
drastically. This is one of the characteristics of microcell propagation. 

4.5.3 . 1  Street Canyon Model24·25 
This is also known as the urban canyon model. This street canyon model can be also 
called four-ray model: direct ray, ground reflection, wall 1, and wall 2 reflection. It can 
be called the six-ray model if double building wall reflections are also taken into 
account. All the buildings around the mobile can reflect the transmitted signal. A dis
play utilizing the model is shown in Fig. 4.5.3. 1 . 1 .  It assumes that both the mobile and 
the base stations are located on a long, straight street and that the buildings on both 
sides are acting like plane walls . 

The characteristics of a four-ray model consider the direct path and all three singly 
reflected paths from the walls and the ground. The structure of the model follows the 
two-ray model described in Sec . 1 .9 . 1 .3, but the reflections from the vertical building 
walls involve the Fresnel reflection coefficients, not the reflection coefficient from the 
ground. The four-ray paths are depicted in Fig. 4.5.3. 1 . 1 ,  and a typical result is shown in 
Fig. 4.5.3.1 .2, in which the multipath fading is more rapid. The average path loss expo
nent is close to 2 over the whole range up to 105 m. 

Six possible ray paths are illustrated in Fig. 4.5.3 . 1 . 1 .  They tend to include reflec
tions from more than two surfaces of the walls . These wall reflections are typically 
weakening the signal. 

Bui ld ing wal l  F B  y� 
Bui ld ing wal l  

FIGURE 4.5.3 .1 .1 Street canyon mode l of LOS microce l l u lar propagat ion . 
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FIGURE 4.5.3 .1 .2 Compar ison of measu red power at 900 MHz on Lexington Avenue and 
ca lcu lated mean power based on the s ix-ray mode l .  

In today's cellular systems, the signal amplitude (especially in urban environments) 
varies randomly with distance due to multiple scatterings between the mobile and the 
base. The signal envelope usually follows a Rayleigh distribution/5 implying many 
scatterings of comparable strength. Whenever the subscriber (mobile or portable user) 
and base station are within LOS, the direct path will tend to dominate in strength, and 
the envelope distribution will be more typically Rician.26•27 With the increased proxim
ity of the mobile to the base station in LOS microcells, we expect the scatter components 
of the signal to be weak relative to the direct ray. 

Four additional specular wall-reflected rays adequately represent propagation in 
urban areas. Consequently, the mean power falloff at 900 MHz decays faster than 1 /r2 
in rural environments for distances exceeding 1000 ft, and the asymptotic 1 I r2 depen
dence is essentially reached beyond 1500 ft. In urban and semi urban environments, we 
observe that a 1 /r2 dependence out to distances exceeding 2000 ft at this frequency. At 
11 GHz, we observe a l /r2 dependence of the measured mean power and calculated 
power in both rural and urban environments out to distances well over 5000 ft. 

4.5.3.2 Random Waveguide Model 
A random waveguide model is applied to large metropolitan areas that have tall build
ings, and where both the transmitting and the receiving antennas are located below the 
rooftops. The city streets act as a type of wave-guiding structure for the propagating 
signaP8•29 Theoretical analysis of propagation in a city street modeled as a 3D multislit 
waveguide has been proposed. 

A new multislit waveguide model with randomly distributed slits, such as gaps 
between buildings, and screens, such as walls for low antenna heights, in comparison 
with surrounding building heights along the street level, is presented here. 

At long distances, the street canyon LOS models suggest a path loss exponent of 4. 
This model implicitly considers the multiple reflections on building walls, multiple dif
fraction on their edges, and reflections from the road surface. 
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z 

FIGURE 4.5.3 .2 .1 A 2D d iagram of the wavegu ide i n  the zy p lan .  The coord inates of sou rce are 
y = y1 and z = d, and "a "  is the street width . 28 

Figure 4.5.3.2.1 shows the street in plain view for this model. The distances between 
the buildings (called slits for the waveguide model) are defined as 1"', where m = 1, 2, 
3, . . . .  The buildings on the street are assumed randomly distributed nontransparent 
screens with lengths L"' with the wave impedance ZEM given by 

1 . 4ncr 
ZEM = r:: ' £ = £, - ; ---.;£ (!) (4.5.3 .2 .1) 

where £, is the relative permittivity of the walls and cr is their conductivity in Sm-1 • 
The model uses a geometrical theory of diffraction calculation to apply on the rays 

reflected from the walls and diffracted from the building edges. In this approximation, 
the resulting field can be considered as a sum of the fields arriving at the mobile at a 
height h"' from the virtual image sources II/, II1-, and II/, as shown in Fig. 4.5.3.2 . 1 .  

The full field inside the street waveguide can be presented as a sum of the direct 
field from the source and rays reflected diffracted from the building walls and corners. 
In order to calculate the full field from the source, we substitute for each reflection from 
the walls an image source Tin+ (for the first reflection from the left-hand walls of the 
street waveguide) and Tin- (for the first reflection from the right-hand walls), where n is 
the number of the reflections. 

The path loss is then approximately28 

- [1 - (M IR/1 1 )2] 
L - 32.1 - 20 log IR�� I - 20 log 1 + (M IR" I )2 

+ 17.8 log r + 8.6�lnMIR" I I  
[(nn -�

;
, la)]r l 

� p/1 ) 
where it is assumed that L >> A and l >> A. 

m m 

(4.5.3.2.2) 
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FIGURE 4.5.3 .2 .2 Fie ld i ntens ity versus d istance r from transm itter. Sol id curve is the ca lcu lated 
data and so l id c i rc les are the exper imenta l data . 

Here, M is the parameter of brokenness, defined as 

M = � Lm + l (4.5.3.2.3) 

so that M = 1 for an unbroken waveguide without slits or separations between build
ings p is defined as 

( 4.5.3.2.4) 

where k is the wave number and n, represents the number of reflections and n, = 0, 1, 2, 
3, . . .  R11, is the reflection coefficient of each reflecting wall given by 

R = (rcn +  j l lnM I /a - kZEM ) = lr.> l ei'fi, "' (rcn + j l lnM I /a + kZEM ) f'"' 
(4.5.3.2.5) 

When the street width is larger than the average building heights and both antenna 
heights, beyond the breakpoint the field intensity attenuates exponentially. This law of 
attenuation is close to that obtained experimentally in most measurements, where the 
attenuation mode of field intensity beyond the breakpoint was , -q. The breakpoint hap
pens around 100 to 500 m as shown in Fig. 4.5.3.2.2. 

The waveguide multislit model is in agreement with urban canyon model, and 
predicts the propagation characteristics in LOS conditions along straight streets. 

This model is one kind of physical-statistical model. It combines physical propagation 
mechanisms with a statistical analysis of the environment. 

4.5.4 Non-LOS Model 
The non-LOS (NLOS) empirical model is also known as the diamond-shaped model 
because the shape of the signal coverage coming out from this model is like a diamond. The 
NLOS empirical model is derived from a series of microcellular urban radio propagation 
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measurements carried out in the metropolitan areas of the United States,30-37 where the 
street orientation is very much a grid-like structure. 

4.5.4. 1 Propagation Mechanisms in NLOS 
In LOS, when the LOS path in a microcell is blocked, signal energy can propagate from 
the base to the mobile via mainly three mechanisms: 

• Diffraction over building rooftops 
• Diffraction around building edges 
• Reflection and scattering around walls and the ground 

Figure 4.5.4. 1 . 1  shows the plan view of buildings arranged in a regular grid struc
ture.38 Path A shows a building edge created by the motion of a mobile across the 
shadow boundary. Because this building is isolated, diffraction in the shadow region 
takes place, and the signal strength drops very rapidly with increasing distance. The 
other path to reach the mobile from the base station is through path B. The diffraction 
path propagates through the building roof, no reflected signal exists, and the rooftop
diffracted signal begins to dominate due to the large number of diffractions and causes 
interference between co-channel microcells . Path C describes the reflection path of the 
radio wave. In path C, the building is now surrounded by other buildings, which act as 
reflecting surfaces. In this case, the reflected ray is much stronger than the diffracted 
ray, so the signal strength remains strong over much longer distances. 

In Fig. 4.5.4. 1 . 1 ,  there are many different paths. The short paths A and B are single 
reflections or diffractions and are main sources of signal strength. The long path C after 
four sequential reflections becomes very weak at the spot, and the rooftop-diffracted 
path D then dominates. This variation in propagation mechanism with distance is an 
additional parameter in the two path loss slopes in the empirical models. 

The resultant coverage area in NLOS microcells generally is broadly diamond 
shaped, as shown in Fig. 4.5.4. 1 .2. From the measurement, the curved boundaries of 
signal strength forming the diamonds indicate that the dominant mechanism of propa
gation into side streets is diffraction rather than reflection.39 

In more realistic environments, where buildings are not regular in size, advanced 
planning techniques must be applied, particularly when frequencies are shared between 
microcell and macrocell layers.4042 

Diffraction #2 over the top 

Diffraction #1 over the edge 

FIGURE 4.5.4.1 .1 Street geometry where d iffract ion dominates . 



M i c r o c e I I  P r e  d i c t i o n M o d e I s 247 

4.5.4.2 Recursive Model43 
This is a mathematical model for calculating path losses along streets surrounded by build
ings, that are much taller than the height of the antennas. The method is recursive and 
suited for ray- or path-tracing techniques. The procedure works in cases of perpendicular 
street crossings, any arbitrary angles in street crossings, and bent streets with linear seg
ments. The method is reciprocal, computer efficient, and simple to use. Before using the 
procedure, one needs some basic information regarding street orientation and transmitter 
location. Then the model can handle these cases by choosing appropriate parameter values. 

This model is an intermediate model between an empirical model and a physical model. 
It uses the concepts of GTD /UTD for NLOS propagation at the street intersections where 
diffraction and reflection points exist. The model breaks down the radio path between the 
base station and the mobile into a number of segments interconnected by nodes. 

An illusory distance for each ray path is calculated according to the recursive expres
sions as 

ki = ki_1 + di_1 X q(8i_1 ) 

di = ki x si_1 + di_1 

where the initial values of k0 and d0 are 

(4.5.4.2 .1 )  

(4.5.4.2.2) 

In Fig. 4.5.4.2 .1, solid lines indicate the path of the propagating wave between the 
transmitter Tx and the receiver Rx. The path change directions at the nodal point, j = 1 
and j = 2, with the angles 81 and 82• The illusory distance d" is calculated for each straight 
line. In Fig. 4.5.4.2.1 , the number n of straight lines along the ray path is 3. The physical 
distance ri is the line segment in meters following the jth node. 

The path loss is determined by the parameter qi' The angle at which the path turns 
at node j is 8i (degrees) . When angle 8i increases, the illusory distance d" is increased 
according to the following equation: 

FIGURE 4.5.4. 2 .1 Recu rsive mode l-example of street orientation .  

(4.5.4.2.3) 



248 C h a p t e r F o u r 

50 

60 

70 

ill 80 
:s. 
CIJ 90 CIJ 
0 � 1 00 
Cii c... 1 1 0  

1 20 

1 30 

1 40 

� 

50 

� 

� ' � I ' 
\ \ 

' -

' 
' 

1 00 1 000 
Path distance (m) 
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The calculated path loss for a configuration according to Fig. 4.5.4.2 .1 , with s0 = 100 m, 
s1 = 200 m, 01 = 90 and 02 = 0,10 and 90 degrees is displayed in Fig. 4.5.4.2.2. The param
eter values q90 = 0.5 and v = 1 .5  is chosen from Eq. (4.5.4.2 .3 .1 ) .  As mentioned earlier, 
the distance dependency of the path loss has two-slope behavior. The first slope is usu
ally about 2. After a certain breakpoint distance, xbrk ' 

D(x) = J x:k
' 

1 1, 

Then Eq. (4.5.4.2.3 .4) is extended according to 

for x > xbrk 
for x � xbrk 

L<"J = 20 - log[4 · n - d" o("'" s .  )l dB A £...j=l J-1 � 
where si is the physical distance along the path 

( 4.5 .4.2.3 .4) 

(4.5.4.2.3 .5) 

Equation (4.5.4.2 .4) yields a dual-slope path loss curve with a path loss exponent of 
2 for distances less than the breakpoint rb and 4 for longer distances. 

The recursive model is simple and applicable to predicting the microcell signal cov
erage. The major microcell propagation effects, such as dual-slope path loss exponents 
and street-corner attenuation, are covered in the model. 

4.5.5 ITU-R P. 1411  Model44 
This model is a popular model issued by the International Telecommunication Union 
(ITU) . It consists two parts. One deals with LOS paths and the other with NLOS paths. 
The empirical formulas of this model are explained in this section. 

4.5.5. 1 Definition of Propagation Situations 
In ITU-R P1411, base station BS1 is mounted above rooftop level in a small macro
cell environment. Base station BS2 is mounted below rooftop level in a micro- or 
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FIGURE 4.5.5.1.1 Typica l propagat ion situations i n  u rban areas (top view) . 

picocell environment. In these environments, the signal propagation is occurs 
mainly within street canyons, as shown in Fig. 4 .5 .5 . 1 . 1 .  Four situations are consid
ered for the base-to-mobile links: 

1 .  BS1 propagates over the rooftop to MS1 . 
2. BS1 propagates passing rows of buildings to MS2• 
3. BS2 propagates passing only one row of buildings to MS4• 
4. BS2 propagates to MS3• from diffracted waves. 

For mobile-to-mobile links, both ends of the link are below rooftop level, and the 
models relating to BS2 may be used. 

4.5.5.2 LOS Condition 
Under the LOS condition, the model can be applied to two types of LOS paths: the 
paths BS1 to MS2 and BS2 to MS4, shown in Fig. 4.5.5 . 1 . 1 .  

The basic transmission loss from the signal propagation in the UHF range can be 
characterized by two slopes and a single breakpoint.45 An approximate lower bound is 
given by 

where Rbp is the breakpoint distance and is given by 

R _ 4hbhm bp - -).._-

(4.5.5.2 .1 )  

for d > Rbp 

(4.5.5.2 .2) 
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where A. is the wavelength (m) . Equation (4.5.5.2 .2) is adapted from the near-in distance 
d1 shown in Eq. (4.2 . 1 . 1 .4) . An approximate upper bound is given by 

25 log10[�J 
40 log10[�J for d >  Rbp 

Lbp is a value for the basic transmission loss at the breakpoint, defined as: 

Lbp = 1 20 loglo [sn�:hJ 
4.5.5.3 N LOS Models 

(4.5.5.2.3) 

( 4.5.5.2.4) 

Usually under the NLOS condition, NLOS signals can arrive at the BS or MS by diffrac
tion mechanisms or by multi path, which may be a combination of diffraction and reflec
tion mechanisms. There are two cases to be treated in this model: the base station 
antenna above the rooftop and the base station antenna under the rooftop. 

The models are valid under the following conditions: 

hb = 4 to 50 m 
h = 1 to 3 m  m 
f= 800 to 2 000 MHz 
d = 20 to 5 000 m 

4.5.5.3 . 1  Propagation over Rooftops-N LOS44 The typical NLOS case (link BS1 to MS1, 
shown in Fig. 4.5.5.3. l . l (a) is a view in a vertical plane) is described by Fig. 4.5.5.3. l . l (b) 
in a top view. This case is called NLOSl . 
The relevant parameters for Fig. 4.5.5.3 . 1 . 1 (a) are the following: 

h, = average height of buildings (m), 
w = street width (m), 
b = average building separation (m), 
<p = street orientation with respect to the direct path (degrees), 
hb = BS antenna height (m), 
h"' = MS antenna height (m), 

l = length of the path covered by buildings (m), and 
d = distance from BS to MS. 

In the NLOS1 case (see Fig. 4.5.5.3. 1 . 1 )  for rooftops of similar height, the loss 
between two isotropic antennas is expressed as the sum of (1) freespace loss, Lb1; (2) the 
diffraction loss from rooftop to street, L,1, ;  and (3) the reduction due to multiple screen 
diffraction past rows of buildings, Lmsd· 

In this model, Llf and L,1, are independent of the BS antenna height, while Lmsd is 
dependent on whether the base station antenna is at, below, or above the building 
height. 
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MS 

I ncident wave 
(b) 

FIGURE 4.5.5.3.1.1 Defi n it ion of parameters for the NLOS1 case. 

The NLOS path loss LNws1 can be expressed as 

The free space loss is given by 

for L,1 + Lmsd > 0 
for Lrts + Lmsd :s; 0 

Lb1 = 32.4 + 20 log10 (�000) + 20 log10 (j) 

where d = path length (m) andf = frequency (MHz). 

(4.5.5.3 . 1 . 1 ) 

(4.5 .5 .3 .1 .2) 

The diffraction loss L,15 describes the loss after the wave propagating along the mul
tiple-screen path and diffracted into the street where the mobile station is located. It 
takes into account the width of the street and its orientation: 

(4.5 .5 .3 .1 .3) 
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where 

-10+ 0.354<p 
2.5 + 0.075( <p - 35) 
4.0 - 0 .1 14(<p - 35) 

for 0° � <p < 35° 
for 35° � <p < 55° 
for 55° � <p < 90° 

(4.5.5 .3 .1 .4) 

( 4.5.5.3. 1 .5) 

L0,; is the street orientation correction factor, which takes into account the effect of 
rooftop-to-street diffraction into streets that are not perpendicular to the direction of 
propagation (see Fig. 4.5.5.3 . 1 . 1  [b ]) ; <p is the incidence angle, w is the width of the street, 
and h, is the building height, as shown in Fig. 4.5.5.3 . 1 . 1 (a) . 

Because the signal propagates passing over the rows of buildings, the multiple
screen diffraction loss Lmsd depends on the BS antenna height relative to the building 
heights h, and on the incidence angle <p. A criterion for grazing incidence is the "settled 
field distance," d,: 

(4.5 .5 .3 .1 .6) 

where 

(4.5.5.3 . 1 .7) 

For the calculation of Lmsd for the distance l > ds, and, more accurately, when l >> ds, 

where 

for hb > h, 
for hb � h, 

Lbslr is a loss term that depends on the BS height: 

Ka --
1 54 

54 - 0.8�hb 

54 - 1 .6Mb �000 

for hb > h, 
for hb � h, and d :::0: 500 m 

for hb � h, and d < 500 m 

for hb > h, 

1 
18 

Kd = 
18 - 15 Mb 

h, 

( 4.5.5.3. 1 .8) 

(4.5.5 .3 .1 .9) 

(4.5.5.3 . 1 . 10) 

(4.5.5.3. 1 . 11) 
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0.7(9{5 - 1) for medium-size cities and suburban centers with medium tree density 

1 .5(9{5 - 1) for metropolitan centers 

For the calculation of Lmsd for l < d,, 

QM = 

2.35[ �;b Jf] o.9 
b 
d 

b #[1 1 J 2nd p 8 - 2n+ 8 

8 = arc tan[ �b] 
p = ��h� + b2 

(4.5.5.3 . 1 . 12) 

(4.5.5 .3 . 1 . 13) 

for hb > h, 

for hb "" h, (4.5.5 .3 .1 . 14) 

for hb < h, 

(4.5.5.3 . 1 . 15) 

(4.5.5.3 . 1 . 16) 

We have described the model for the typical NLOS case 1 in this section. The follow
ing section will introduce different approaches. 

4.5.5.3.2 Different Approaches for Rooftop Diffraction Calculations For calculating the 
multiple diffraction loss over building rooftops, diffraction can occur around the 
sides of individual buildings . The diffraction angle over most rooftops is usually less 
than 1 o for typical base station heights and distances, and the diffraction is largely 
unaffected by the particular shape of the obstacles. It is appropriate to treat the build
ings by equivalent knife edges. The calculation of multiple diffraction loss will be 
separated into two parts . The first part considers the multiple diffractions across the 
first (n - 1) buildings, treated as knife edges. The second part treats a final building 
(see Fig. 4 .5 .5 .3 .2 .1 )  either as a knife edge or as some more complex shape for which 
the diffraction coefficient is known. 

For dealing with small diffraction angle much less than 1 °, special methods have 
been developed to enable reasonably rapid calculation of the multiple diffraction inte
gral for cases where accurate results are required and where the necessary data on the 
building positions and heights is available.46 

4.5.5.3.3 Propagation along Street Canyons Figure 4.5.5.3.3.1 depicts the situation of a 
BS2 to MS3 link in a typical microcellular NLOS case. This case is called NLOS2. 
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Final bu i ld ing 

FIGURE 4.5.5.3 .2 .1 Mu lt ip le d iffract ion over bu i l d i ng rooftops. 

<J 

FIGURE 4.5.5.3.3.1 Defi n it ion of parameters for the NLOS2 case . 

The relevant parameters shown in Fig. 4.5.5.3.3.1 for this situation are the following: 

ro1 = street width at the position of the BS (m), 
ro2 = street width at the position of the MS (m), 
x1 = distance BS to street crossing (m), 
x2 = distance MS to street crossing (m), and 
a =  is the corner angle (rad) . 

NLOS2 is the scenario for macrocells in urban high-rise environments and for 
micro- and picocells in urban low-rise environments.47 

In NLOS2 situations, both antennas are below rooftop level, and diffracted and 
reflected waves at the corners of the street crossings must be considered (see Fig. 3.5.5.3.2.1 ) : 

L = -10 log (10L;{o + 10L�o) NLOS2 10 (4.5.5.3.3 .1 ) 



M i c r o c e l l  P r e d i c t i o n  M o d e l s  255 

where L, = The reflection path loss defined by 

where 

_ j(=) [4n] L, - -20 log10 (x1 + x2 ) + x1x2 -- - 20 log10 � wJwz " j -41 + 110 = 

j(=) = -13 .94 + 28 = 
-5.33 + 7.51 <X 

0 

for = :s; 0.33 
for 0.33 <= ::;  0.42 
for 0.42 <= ::;  0.71 
for = > 0.71 

where Ld = The diffraction path loss defined by 

Da � -[��] [arc tan(�:) + arc tan(�� )- �] 
4.6 Summary 

dB (4.5.5.3.3.2) 

(4.5.5.3.3.3) 

( 4.5.5.3.3 .4) 

(4.5.5.3.3.5) 

In this chapter, microcell models for both empirical and deterministic methods are dis
cussed and compared. The exponential growth of wireless system demands accurate 
and efficient propagation models. Although many researchers have been working hard 
during the past few decades in the area of field strength prediction, numerous problems 
remain to be solved. Many different prediction models have been proposed, and each 
of these has advantages and disadvantages and can be applied only in particular cir
cumstances. Also, the models depend to a great extent on the accuracy of building, ter
rain, and morphology databases. 

The trade-off between the accuracy of prediction and speed is critical for microcell 
prediction. Microcells often have to be deployed very quickly, and the environment is 
much more complicated as microcells are situated in dense urban areas. In the microcell 
system, signal coverage is usually not a problem. Therefore, the major goal of microcell 
prediction models is to solve the potential interference from other pico- (in-building), 
micro-, and macrocells, making prediction a challenging task. Even with a very high 
resolution databases, propagation prediction is still affected by many other factors, such 
as street furniture (signs, lampposts, and so on) and by details of the antenna siting and 
its interaction with neighboring cells . As we discussed earlier, terrain, tree, water, and 
other morphologies have a great impact on the accuracy of the model as well. 

The Lee microcell prediction model is a statistical model based on street layout with 
buildings and empirical data to predict signal strength. The basic principles and algo
rithms of the model are simple and easy to implement. Using the statistical approach, it 
requires only 2D. The empirical data received on the streets include the loss due to the 
rooftop diffraction phenomenon. Therefore, in the Lee model, the heights of buildings 
need not be considered. The other physical models do consider the heights of the build
ings, as shown in Sec. 4.5.3. 

In Table 4.6 .1, make comparisons in seven categories among selected models, some 
of which have been described in Chap. 3. The table gives us a general understanding of 



Suitable Experimental Details of 

Model Name Environment Complexity Data Environment Accuracy 1 
Okumura Model Macrocel l  S imple Based on No Good 

experiments 
Hata Model Macrocel l  (ear ly S imp le No No Good 

ce l l u la r) 
t-

COST-231 Mic roce l l  (outdoor) S imp le No No Good L 
Dual-s lope M ic roce l l  and S imp le No No Good 

picoce l l  ( LOS region) 
Ray-trac ing Outdoor and i ndoor Complex No Yes Very Good " 
FDTD I ndoor( sma l l )  Complex No Every deta i l  Best " 

ANN Outdoor and i ndoor Complex Yes Deta i l  Very Good 

TLM I ndoor Complex No Yes Good " 
Lee M ic roce l l  Outdoor S imple For fi ne tun i ng No Very Good 
Model 

TABLE 4.6.1 Characteristics of the Different M icroce l l  Models 
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the individual models. Of course, this is more or less a subjective comparison, and we 
have tried to be unbiased. 

In this chapter, the Lee microcell prediction model has proven to be fairly accurate 
and not need a detailed database. It seeks balance among many different factors, such 
as speed, accuracy, and the ability to fine-tune measurement data. It also has the flexi
bility of quickly integrating with many other key parameters, such as terrain, trees, and 
water. As we will discuss in later chapters, the Lee macro-, micro-, and picocell models 
can be integrated and provide an effective solution for radio network planning and 
deployment. 
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5.1 I ntroduction 

CHAPTER 5 
In-Building (Picocell) 

Prediction Models 

5. 1 . 1  Differences from Other Models 
The principal characteristics of an indoor RF propagation environment that distinguish 
it from an outdoor environment are that the multipath is usually severe, a line-of-sight 
(LOS) path may not exist, and the characteristics of the environment can change drasti
cally over a very short time or distance.1 The ranges involved tend to be rather short, on 
the order of 100 m or less. Walls, doors, furniture, and people can cause significant 
signal loss. Indoor path loss can change dramatically with either time or position 
because of the amount of multipath present and the movement of people, equipment, 
and/ or doors .2 As discussed in the previous chapter, multiple reflections can produce 
signal smearing (delay spread) and may cause signal fading. 

Propagation prediction for indoor radio systems has some unique considerations, 
requirements, and challenges. As we have mentioned earlier, the in-building prediction 
has become more and more crucial to the performance of many wireless systems, espe
cially as WLAN, WiMax, 3G, and 4G become more and more popular. There are several 
ways of implementing an in-building prediction model. From the empirical model 
based on the earlier measurement data, we include building layout to characterize 
the radio behavior in a specific building. With more building data available and the 
improvement of computer speed, site-specific propagation models can be created, 
including building materials of walls, ceilings, and partitions into its calculation. Some 
radio propagation theories can now be applied to calculate the propagation for inside 
and outside buildings.3-16 For example, ray tracing combined with GTD/UTD, FDTD, 
and TLM models can all be used to predict the coverage of in-building systems. The 
ray-tracing technique will be described in Sec. 5 .6 . 1 .  Once the required coverage is 
defined, all-critical parameters can be used to make a suitable prediction for the signal 
coverage. Furthermore, taking some specific parameters due to a particular area under 
test into the model so that the deduction of interference, the capacity, the system perfor
mance, and handoffs can be optimized. 

The ultimate purposes, just as when dealing with outdoor systems, are to ensure suf
ficient signal coverage in a required area (or to ensure a reliable path in the point-to-point 
systems) and to avoid interference both within its own system and to other systems. 

261 
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However, in the indoor environment, the boundary of coverage is well defined by the 
geometry of the building, and the walls of the building itself will affect the propagation. 
In addition to the frequency reuse on the same floor of a building, there is often a desire 
to have frequency reuse between floors of the same building, adding a third dimension to 
managing interference issues. Finally, in a very short range, particularly where millimeter 
wave frequencies are used, small changes in the immediate environment of a radio path 
may have substantial effects on the propagation characteristics. Because of the complex 
nature of these factors, if the specific planning of an indoor radio system were under
taken, the detailed knowledge of a particular site would be required, including geometry, 
materials, furniture, and expected usage patterns. However, for an initial system planning, 
it is necessary to estimate the number of base stations with their proper locations to pro
vide coverage to the scattered mobile stations within the area and also to estimate poten
tial interference to other wireless services or between systems. At the same time, the 
model should not require a lot of input information by the user in order to carry out the 
calculations. 

5.1 .2  Propagation Impairments and Measure of  Qual ity in 
I ndoor Radio Systems 

Propagation impairments in an indoor radio channel are caused mainly by the following: 

• Reflection from and diffraction around objects (including walls and floors) 
within the rooms 

• Transmission loss through walls, floors, and other obstacles 
• Channeling of energy, especially in corridors at high frequencies 
• Motion of persons and objects in the room, including possibly one or both ends 

of the radio link, giving rise to impairments such as the following: 
• Path loss-not only the free space loss but also additional loss due to obstacles 

and transmission through building materials and possible mitigation of free 
space loss by channeling 

• Temporal and spatial variation of path loss 
• Multi path effects from reflected and diffracted components of the wave 
• Polarization of the radio wave mismatches due to random alignment of the 

mobile terminal 

This chapter presents mainly general site-independent models and the description 
of propagation impairments encountered in the indoor radio environment. In many 
cases, the available data on basic models were limited in either frequency ranges or test 
environments; it is hoped that the accuracy of the models will be improved with more 
available data and experience in their application. 

It is useful to define which propagation characteristics of a channel are most appro
priate in describing their significance for different applications, such as voice commu
nications, data transfer at different speeds, and video services. 

5 .1 .3 The H ighl ights of the Lee In-Bui ld ing Model 1·3 
This section explains the features of newly constructed office buildings that influence the 
radio-wave propagation between a transmitter and a receiver located on the same floor. 
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Many in-building propagation research material and predictions have never been pub
lished before and are disclosed in this chapter. The first feature that impacts communi
cation is assuming a clear space loss between the transmitter and receiver. The second 
feature is the loss due to reflections from interior and exterior walls. The third feature is 
using different propagation loss formulas for regular rooms (such as conference rooms 
or offices) and special rooms (such as elevators and utility rooms). This model provides 
an improved prediction by allowing one to understand the effect of the building envi
ronment on the propagation characteristics of a mobile receiver. The prediction is done 
basically along a radial by applying different formulas while passing through different 
environments. Because there are many different propagation paths from the transmit
ting antenna to the receiving antenna, the paths exhibit many different starting direc
tions at the transmitting antenna and many different directions of arrival at the receiving 
antenna. At any point, the signal can be higher or lower than the free space loss due to 
the multipath. However, the average signal loss is always higher than free space. The 
measured data were collected by moving the transmitter or the receiver over a spatial 
area (often running in a circular path) and then averaged by following the traditional 
method to find the local mean, as stated in Sec. 1 .6.3. 1 .  The area had linear dimensions 
of 10 to 20 wavelengths for obtaining the local mean signals. These local means can 
remove the rapid variation of the received signal. 17•18 

Once the room penetration loss characteristics are derived, the optimized place
ment of antenna can be determined by moving the mobile around at each of different 
antenna locations. In general, the mobile communication channel often consists of a few 
strong paths combined with a number of weaker paths; the indoor channel exhibits 
similar characteristics. 19 However, the prediction from the model is based only on the 
average of the signal strength received by the mobile receiver. 

5.2 The Lee In -Bui ld ing Pred iction Model 
The potential implementation of an in-building prediction model for the wireless local 
area networks (LAN) and personal communication services (PCS) inside buildings 
requires a thorough understanding of signal propagation in a building. In this section, the 
Lee in-building (Picocell) prediction model is presented. This prediction model focuses 
on a single floor of a building but is also applicable to different floors of the building. This 
model is also applicable to the through-building propagation loss by applying the same 
principle. The validation of this model was done in two different buildings of similar 
construction in the 900-MHz band. A special feature of this model is its ability to handle 
different types of obstructions. The model is validated by gathering the measured data for 
a specific floor of a building and comparing them with the predicted values. The standard 
deviation between measured data and predicted values is within 5 dB. 

5.2 . 1  Derivation of Close- In  Distance for the In-Bui ld ing Model 
In this chapter, the near-in distance is derived for the microcell model. Here, we are 
dealing with, a different signal propagation environment. It is an in-building environ
ment, so it is a close-in environment. Since the microcell environment is an open envi
ronment, the near-in distance used in the microcell environment can not be applied to 
this close-in environment. Therefore, we have derived another propagation distance 
that is from the base station to a short distance at which the signal still maintains strong 
can be treated as a free space path-loss signal. We name the distance the close-in distance. 
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Also, in a close-in environment, there are four planes: one ground, one ceiling, and two 
side planes. These four planes will generate four reflected waves received by the 
receiver besides the direct wave. Because the transmitting antenna is usually set up 
high and close to the ceiling, among the four reflected waves, only the ground-reflected 
wave is a dominant wave because the reflected point on the ground from the ground
reflected wave is closer to the receiver than the other three reflected points on the other 
three planes from the other three reflected waves. The three reflected points from three 
reflected waves occurred further away from the receiver would scatter the energy after 
reflected and cause the three reflected waves to carry the weak energy to the receiver. 
Therefore, we may ignore the other three reflected waves and consider only the direct 
wave and the ground-reflected wave as the two main components. 

5.2. 1 . 1  Based on the Two-Ray Model 
The close-in distance can be derived from the two-ray model, which was described in 
Sec. 1 .9 . 1 .3.20 The received signal power is expressed as 

(1 .9. 1 .3 .1 ) 

where the reflection coefficient av appeared in Eq. ( 1 .9 . 1 . 1 .2) as 

£ sin8 - (E - cos2 8 )112 a = , 1 , 1 
" £, sin 81 + (E, - cos2 81 )112 

(vertical) (1 .9 . 1 . 1 .2) 

and �<I> is the phase difference between the direct wave and reflected wave at the point 
of reception, 81 is the incident angle, and £, is listed in Eq. (1 .9 .1 . 1 .3) as 

£, = £, - j60a'A (1 .9 . 1 . 1 .3) 

where the permittivity £, is the principal component of the dielectric constant £,, a is the 
conductivity of the dielectric medium in Siemens per meter, and 'A is the wavelength.21 

Some typical values of permittivity and conductivity for various common types of 
media are shown in Table 5.2 . l . la . 

Medium Permittivity e, 
Copper 1 

Seawater 80 

Rura l  ground (Oh io) 14 

U rban ground 3 

Fresh water 80 

Turf with short , d ry grass 3 

Turf with short , wet grass 6 

Bare ,  d ry, sandy loam 2 

Bare ,  sandy loam satu rated with water 24 

TABLE 5 . 2 . 1 . 1a Data of e, on Different Su rfaces22 

Conductivity cr, 5/m 

5 .8 X 107 

4 

10-2 

10-4 

10-3 

5 X 10-2 

1 X 10-1 

3 X 10-2 

6 X 10-1 
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5.2. 1 . 1 . 1 .  Estimate £ 23-27 
r 

Since £, is the dominated factor in Eq. (1 .9 . 1 . 1 .3), we should look into the values of £, 
from the building material. 

Stone wall: Inside building £, = 4.5 
Outside building E, = 7.9 
Concrete wall: Inside building E, = 5 .4 
Glass wall: Inside building £, = 2.3 

5.2. 1 .2 The Close-In Distance Is Determined When the 

Reflection Coefficient a = 0 v 
We may find the condition of the reflection coefficient av = 0 from Eq. (1 .9 . 1 . 1 .2) as 

Ec sin91 = (Ec - COS2 
91 )

112 (5.2 .1 .2 .1 ) 
Solving Eq. (5.2 . 1 . 1 ), we get 

. e 1 sm 1 = � 
...; Ec + 1 

(5 .2 .1 .2 .2) 

(5 .2 .1 .2 .3) 

where the dielectric contant Ec consists of two parts-the permittivity £, and the conduc
tivity cr, expressed in Eq. (1 .9 . 1 . 1 .3) .  

We select two from Table 5.2. 1 . 1b, the permittivities and the conductivities are listed 
in the range 900 MHz to 2.44 GHz. 

For wooden floor, £, = 3, and cr = 0.001, them Ec = 3 - j 60 x 0.001 A =  3 - j 0.06 A 
For concrete ceiling/ floor, £, = 7, and cr = 0 .05 , then Ec = 7 - j 60 x 0.05 A =  7 - j 3.0 A 
We also select one from Table 5.2 .1 . 1c at 5 .24 GHz: 

Ext. Wal l  Int. Wal l  Wooden G lass Ceiling; 

( brick) ( brick) Door Window Floor 

E, 6 5 3 4 7 

cr (S/m) 0 .05 0 .02 0.001 0 .001 0 .05 

TABLE 5 .2 . 1 . 1b Reference Die lectric Pa rameters for Different Bu i l d i ng Mater ia ls at the 
Frequency 900 MHz to 2 .44 GHz23 

Wall  Type 

10-cm-th ick p lasterboa rd wa l l  
5-cm-th ick soft pa rtition 
6-mm-th ick window 
3-cm-th ick desktop 
25-cm-th ick concrete floor/ce i l i ng backed by 
perfect conductor 

TABLE 5 . 2 . 1 . 1c The Data of Ec at 5 .24 GHz2
4 

E (J r 

8.37 0 .0183 
6 .87 0 . 164 
3 .41 0 . 733 
6 0 .03 
6 0 .03 
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Wall Type Estimated e, 
Concrete 5 .4 
Stone I ndoor 4 .5 

Outdoor 7 .9  

Glass D 4 2 .3 

TABLE 5 .2 . 1 . 1d Data of e, at 2 .4 GHz25 

For 10-cm-thick plasterboard wall : £, = 8.37, and a =  0.0183, then 

£, = 8.37 - j 60 X 0.0183 A =  8.37- j 1 .098 A 

For 25-cm-thick concrete floor I ceiling backed by perfect conductor, £, = 6, and a = 
0.03, then 

£, = 6 - j 60 X 0.03 A = 6 - j 1 .8  A 

Because the conductivity a is measured in S/m, the wavelength A should be in meters . 
At 900 MHz, A =  0.333 m, at 2.4 GHz A =  0.125 m ,  and at 5.24 GHz A =  0.057 m. Therefore, 
for the frequency greater than 900 MHz, the permittivity £, is the dominated factor for 
£, as shown in the above three cases. Then Eq. (5 .2 .1 .2) and Eq. (5.2 . 1 .3) can be stated 
as, 

. 8 
1 sm 1 � v £, + 1 

1 tan 81 = r;:v E, 

(5 .2 .1 .2 .4) 

(5.2.1 .2.5) 

As shown from Fig. 5 .2 .1 .2 .1 , d1 is the distance from the base station to the reflection 
point, and d2 is the distance from the reflection point to the mobile. h1 and h2 are the 
antenna heights of the base station and the mobile, respectively. The relationship among 
h1 , h2 , and d1 , d2 based on the Snell's law can be expressed as: 

and the close-in distance D is 
c 

h h tan 81 = f = i 1 2 
(5 .2 .1 .2.6) 

(5 .2 .1 .2 .7) 

Solving Eqs. (5.2 .1 .2.5), (5.2. 1 .2 .6), and (5 .2 .1 .2 .7), we get the formula for the close-in 
distance d as 

c 

(5.2.1 .2.8) 

In Eq. (5.2 .1 .2 .8), we can visualize that the higher the value of the permittivity £, the 
larger the close-in distance. Also, from Eq. (5.2.1 .2.8), we observe that close-in distance 
D, is independent of frequency. 
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FIGURE 5 .2 .1 .2 .1 The two-ray model with large i nc ident angle 61 

Then we assume that on the same floor of the building, h1 = 8 ft (2.44 m) and h2 = 4 ft 
(1 .22 m), so the close-in distance Dc can be found: 

For wooden floor at 900 MHz to 2.4 GHz, £, = 3, Dc = 20.78 ft (6.34 m) 
For concrete ceiling/floor at 900 MHz to 2.4 GHz, £, = 7, De = 12 x ft = 31 .75 ft (9 .68 m) 
For 10-cm-thick plasterboard wall at 5 .24 GHz, £ = 8.37, D = 12 x .J8.37 = 34.72ft r c 
(10.58 m) 
For 25-cm-thick concrete floor I ceiling backed by perfect conductor, £, = 6, Dc = 12 x 
.J6 = 29.39 ft (8.96 m) 

In the office building, the floors are made of concrete, so the close-in distance can be 
roughly guessed at around 30 to 35 ft at a frequency range of 900 to 5.24 MHz. We may 
set £, = 7 in Eq. (5.2 .1 .2.8) for our default value. Then the nominal close-in distance De 
will be 

for concrete ceiling/floor (5.2.1 .2.9) 

and the incident angle 81 is 

8 = sin·1 1 
= sin-1 -

1- = 20.7° 1 f£:+1 J8 (5.2 .1 .2 .10) 

From Eq. (5.2 .1 .2 .10), the incident angle from the concrete floor is about 20.7°. 

5.2. 1.3 Verification with Measured Data 
The indoor measured data were collected at three different frequencies: 2.4, 4.75, and 
11.5 GHz.27 Measured data were taken at the hallway at the TNO Laboratory. The size 
of the hallway was 35 m long, 3 m  wide, and 3.5 m high. The transmitter antenna height 
was h1 = 1 .5 m and 3 m. The receiving antenna height was h2 = 1 .5 m. We can calculate 
the close-in distance Dc from Eq. (5 .2.1 .2.9) as 

Del = 2.646 ( 1 .5 + 1 .5) = 7.9 m 
Dc2 = 2.646 ( 1 .5 + 3) = 11 .9 m 

for h1 = 1 .5 m and h2 = 1 .5 m 
for h1 = 3 m and h2 = 1 .5 m 
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FIGURE 5 .2 .1 .3 .1 Attenuation-d i stance profi le :  Curve (a) for h1 = 1 .5 m ;  cu rve (b) for h1 = 3 m; 
under LOS condit ion a t  2 .4  GHz (measu red data repri nted from reference27 ) . 

Figure 5.2. 1 .3 . 1 shows the measured data at a LOS condition at 2.4 GHz. Some data 
were collected at h1 = 1 .5 m and some at h1 = 3 m. We can see from the measured data 
that some data points were changing their attenuation from free space loss to higher 
loss after roughly 8 m and that some were after 12 m. Since we do not know the actual 
material of the hallway floor, the permittivity £, = 7 that we used in Eq. (5.2.1 .2.9) may 
be a little bit too high. Still, the data agree fairly well with the prediction of the close-in 
distances Dc1 and Dc2. Figures 5 .2 .1 .3 .2 and 5 .2 .1 .3.3 show the measured data at the 
LOS conditions at 4 .75, and 11 .5 GHz, respectively. At two different frequencies, the 
measured data show fairly good agreement with the predicted close-in distance. Also, 
comparing all three figures, we show that the close-in distance frequency is indepen
dent of frequency. 
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FIGURE 5 .2 .1 .3 .2 Attenuation-d i stance profi le :  Curve (a) for h1 = 1 .5 m ;  cu rve (b) for h1 = 3 m; 
under LOS condit ion a t  4.  75 GHz (measu red data repri nted from reference27 ) .  
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FIGURE 5 .2 .1 .3.3 Attenuation-d istance profi l e :  Cu rve (a) for h1 = 1 .5 m ;  cu rve (b) for h1 = 3 m ;  
under LOS condit ion a t  11 .5 GHz (measu red data repri nted from reference27 ) .  

5.2.2 The Single-Floor (Same Floor) Model 
In this section, we concentrate on making the prediction of the signal coverage on just 
one floor of the office building since the same principle for computing transmission 
losses is applicable to all floors and buildings . The input information for this model is 
in an AutoCAD file format (AutoCAD file format: dwg; http: /  /en.wikipedia.org/ 
wiki/ .dwg) . The different types of information in this file are in AutoCAD file format: 

The building boundary 
Rooms 
Special rooms (elevators, utility rooms, and so on) 

The model is capable of computing losses from the above details of the building. 
This is explained in the following section. Figure 5.2.2 .1 shows a sample building layout 
and the different distances along where path loss occurs. 

111111111111 Elevator 

[;;�ll��n:;j Special rooms 

1': : : : : ; j  Other rooms 

Transmitter 

FIGURE 5 .2 .2 .1 Sample i n-bu i l d i ng layout. 

Bu i ld ing boundary 
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1 50 meters 

FIGURE 5 .2 .2 .2 Qua lcomm bu i l d i ng A (fi rst floor) used for va l i dation . 

The parameters P1, d1, d2, d3' and P, are shown in Fig. 5.2.2 1, where 

P1 = power transmitted, 
d1 = distance from the transmitter in the fifth room to the sixth-room intersection, 
d2 = distance from the sixth-room intersection to the building boundary, and 
d3 = distance from the building boundary to the receiver. 

Note that d3 will be zero if the receiver is in the building boundary, in which case d2 
will be the distance from the first wall intersection to the receiver. 

Figure 5.2.2.2 shows the first floor of the Qualcomm building. This building is 45 by 
150 m. There are about 50 rooms of different sizes, but most of them are made of the 
same 5/8-in sheetrock material with metal studs. The Lee in-building prediction model 
was tested on this floor, and the results are compared in Sec . 5.2.6 . 

When considering the path loss between transmitter and receiver, the losses could be 
of three types. One is the standard LOS loss. The LOS condition also should be found from 
the building layout to ensure that the LOS signal is in the close-in zone between the antenna 
and any obstruction. The other two losses are due to the signal passing through rooms 
when the receiver is either inside or outside the close-in zone. With these facts in mind, the 
first step is to calculate the loss caused by walls of regular rooms and special rooms. A 
special room is defined as a room that is built with different materials than most of the 
rooms of in the same building/floor and usually includes elevators and a utility room. 

5.2.2 . 1  LOS Condition 
In the LOS case, the receiver is in a direct LOS of the transmitter. Figure 5.2.2 . 1 . 1  shows 
the top view of the building layout in Fig. 5.2.2 . 1 .  In this figure, the radio path from the 
transmitter to the receiver is not obstructed. 

Since there are no intersecting rooms blocking the radio path, both d2 and d3 shown 
in Fig. 5.2 .2 .1 are equal to zero in this setting. Thus, the only distance that contributes to 
the path loss is d1 • This path loss Lws is then given: 

Lws = 20 log 4�1 
(5.2.2 . 1 . 1 )  

where A is the signal wavelength and d1 is  the distance within the close-in distance De . 



I n - B u i l d i n g  ( P i c o c e l l )  P r e d i c t i o n  M o d e l s  2TI 

. . . . . .  . � . . . � � . ' . ' ' . . .. ..  .. 0 0 o I • . . . . . 

FIGURE 5 .2 .2 .1 .1 Top v iew, LOS .  

The close-in distance Dc i s  defined in Eq. (5 .2 .1 .2.8) as 

D = (h + h )  1£, c a m '\/ c., 

or the nominal equation of close-in distance from Eq. (5.2 . 1 .2.9) as 

Dc = 2.646 (ha + h,.,) for concrete ceiling/ floor 

(5 .2.2 .1 .2) 

(5.2 .2 .1 .3) 

where in Eq. (5 .2.2.1 .3), ha (the antenna is mounted on the ceiling, ha = 8 ft as a default 
number) and ha are the antenna heights at the base and at the mobile, respectively. 

P1 is the power transmitted, and P, is the total power at the receiver: 

(5 .2.2 .1 .4) 

where G1 is the transmitter antenna gain and G, is the receiver antenna gain. 

5.2.2.2 Non-LOS (NLOS) Condition 
When the receiver is situated so that the LOS signal is not received from the transmitter, 
the path losses could be classified as two kinds. The first path-loss component yields 
when the receiver is in the close-in zone, and the second path-loss component yields 
when the receiver is not in the close-in zone. These cases are illustrated below. 

5.2.2.2 . 1  Receiver in Close-In Region As shown in Fig. 5.2.2.2.1, a wall obstructs the 
transmitter and receiver. The receiver is close enough to the transmitter to be in its 
close-in region: 

- 0 l 4ndi F Lws - 2 og -A- + ws (5.2.2 .2 .1) 

where A is the signal wavelength, d1 is the distance within the close-in distance Dc, and 
Fws is the loss because of lacking of close-in clearance from obstruction between the 
antenna and the close-in distance D as: c 

(5 .2.2.2 .2) 
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Receiver 

Transmitter 

FIGURE 5 .2 .2 .2 .1 Top view-receiver in c lose- in region .  

where the thickness of the obstruction B i s  in feet. Equation (5.2.2.2.2) i s  from the empir
ical data. The close-in distance De is defined in Eq. (5 .2 .1 .2.8) . 

This would give us a path loss LLOs shown in Eq. (5.2.2.2.1 ) and the power P, at the 
receiver shown in Eq. (5.2.2. 1 .4) . The measurement shows that when the receiver is in 
the close-in region, the signal will be affected by penetrating through the wall. The sum 
of thickness of number of walls B is shown in Eq. (5.2.2.2.2) for calculating the excessive 
loss due to the obstruction. 

5.2.2.2.2 Receiver beyond the Close- in Region When the receiver is located beyond the 
close-in region and obstructed by a wall or walls, a new component is added to the path 
loss. This loss is related to the wall thickness and the material that the wall is made of. 
In a building, walls that separate rooms are mostly made of the same material. The 
signal loss characteristics can be easily derived through a linear regression. This will be 
introduced in Sec. 5.3.4. Without measuring the actual wall thickness, which we do 
within the close-in distance, the measured data extrapolate an additional path-loss 
slope of the signal for penetrating through rooms, depending the material of the walls. 

In Fig. 5 .2.2.2.2, we see that d1 is the distance from the transmitter to the intersec
tion (wall) of the first room, while d2 is the distance from the intersection of the first 
room to the receiver. The radio path along d1 is in the direct LOS path from the trans
mitter. Hence, the path loss can have two components. The first one, LLOs due to d1 < d, 
is given as 

L - 1 47tdl F LOS - 20 og -A- + LOS (5.2.2.2.1 ) 

The additional path-loss component (L,00,) due to the distance d2 from the first-room 
intersection to the receiver is given by 

Lroom = m,00, log ( 1 + �1 ) (5.2.2.2.3) 

where mroom is the an additional path-loss slope of the signal for penetrating through 
rooms, depending the material of the walls; mroom is usually around 27 dB I dec. 
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Transmitter Receiver 

FIGURE 5 .2 .2 .2 .2 Top view-receiver not in c lose- in region .  

The received signal strength is calculated on a grid map based on a building layout, 
and d2 and d1 are scaled on the grid map from the user 's input. Typically, the room slope 
m,oom in Eq. (5.2.2.2.3) is 40, which is a surprising value from the measurement data. This 
received signal in this case can be derived from the two path-loss components and is the 
same as used in the mobile environment. 

Thus, the predicted power P, at the receiver is 

P, = P, + G, - Lws - Lroom + G, (5 .2.2.2.4) 

5.2.2.3 Receiver in a Special Room 
A special room is usually a room that is built with different materials than most of the 
other rooms in a building. For example, a utility room and elevators are built with dif
ferent materials than offices. In Fig. 5.2.2.2 .2, if the receiver is in a special room, then the 
following two path-loss components LLos and L . 1 hold true: specw room 

- 0 l 4ndl F Lws - 2 og -A- + ws 

L = m + -2-( d ) 
special room special room log 1 dl 

(5.2.2 .2 .1) 

(5.2.2 .3 .1) 

where Lws is calculated along distance d1 using the same equation of Eq. (5.2.2. 1 . 1 )  
and L . 1 is along distance d2 • The value of the path-loss slope for the special room specw room 
m . 1 is typically greater than 40 db I dec. specm room 

The received power P, is then given as 

P, = P, + Gt - LLOS - [special room + G r 

5.2.2.4 Receiver Outside the Bui lding 

(5.2.2.3 .2) 

Finally, we look at the path loss at a receiver that is located outside the building. In 
this case, as shown in Fig. 5.2.2.4.1, the total path loss will be affected by three distance 
components. 
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Transmitter 

FIGURE 5 .2 .2.4.1 Top view-receiver outs ide the bu i l d i ng. 

Receiver 

As explained before, the path loss of Lws caused by the d1 component is the same as 
shown in Eq. (5.2.2 .2 .1) , and the path loss of L,00, caused by the d2 component is the same 
as shown in Eq. (5 .2.2.2 .3) . A new path loss Loutside is introduced because of d3• The equa
tions for these three path-loss components are given below: 

- 1 47tdl F Lws - 20 og -A- + ws for d1 < D, 

Loutside = Lextemal wall 20 log ( 1 + d1 
� d2 ) 

(5 .2.2 .2 .1) 

(5 .2.2.2 .3) 

(5 .2.2.4 .1) 

The three formulas are specified here. The measured data has been collected to 
validate the loss due to the signal penetrating through the external wall of the building. 
The wall penetration loss Lextemat wau shown in Eq. (5 .2.2.4 .1 ) is typically between 15 and 
20 dB. 

The power received at the receiver P, is then given by 

P, = P. + Gt - LLOS - Lroom - Loutside + G, (5.2.2.4.2) 

Equation (5.2.2.4.2) has been introduced to calculate the loss through buildings. 
However, the measured data are collected to validate the accuracy of the formulas 
depicted in the later sections. 

5.2.3 Determining Path-Loss Slope in a Room 
The path-loss slopes in a regular room and a special room are determined empirically. 
It is based on a close approximation of the measured data to the predicted values. How 
the slope is derived is discussed in this section. First, a set of measured signal strength 
data at various locations in the building is collected and processed to derive the slope 
for the wall penetration loss. Once the penetration loss for wall is derived, the received 
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signal strength can be calculated based on the propagation characteristics in different 
locations. The conditions that need to be checked include humidity and, LOS, it is the 
number of rooms blocking the signal, and the distance the receiver is from the transmit
ter. All this information is stored in the AutoCAD file format. This information makes 
the model more capable of handling the positioning of different antennas and easier to 
optimize the design. Also, this set of slopes is used for prediction in the model. Every 
predicted point is calculated individually based on the multiple-distance component 
model to get the signal path-loss value because of its unique position in the building. 
The slope in each equation is derived by averaging the loss value from all measured 
points. Different sets of slopes will be derived based on the type of rooms (regular 
rooms and special rooms). 

This empirical slope is used by the Lee in-building (Picocell) model and the Lee 
method.3 This is because each building is built differently. But the structure of the gen
eral formula used in the model is the same. The prediction is made easier by inserting 
the empirical slopes. This is the same approach that was used in both the macrocell 
prediction and the microcell prediction. 

5.2.4 Appl ications of the Lee Model 
The model provides two convenient and easy means for designing in-building systems. 
First, buildings are classified into different categories based on the construction materi
als. These building loss curves derived from the measurements in different buildings 
can be put into different look-up tables. As more and more measurement data are col
lected, the tables will cover more building loss curves and can be applied to predict the 
losses from different buildings accordingly. Second, once the building loss curve is 
identified based on the building type, the model can be used to design an in-building 
system by placing the transmitter at different locations and at different heights and 
with different antennas and different ERPs to ensure that the optimized coverage is 
achieved with minimum interference. 

5.2.5 Characteristics of the Measured Data 
Two sets of measured data were collected in two different office buildings. As more 
measured data are collected, the model will be fine-tuned. The first set of building char
acteristics was studied by covering an area from three different transmitter locations 
(nodes 1, 2, and 3) in the Qualcomm building, as shown in Fig. 5.2.5 . 1 .  Some special 
cases were examined from this set of tests in the building, such as the different signal 
attenuations that from the elevators. The path loss from LOS and non-LOS conditions 
crossing a single room and multiple rooms are also considered. 

The second set of building characteristics was collected from the fifth floor of the 
AirTouch building located in Walnut Creek, California, shown in Fig. 5.2.5.2. 

The size of the building is shown in the figure. All walls are made of business build
ing material with standard sheetrock and metal studs . In Fig. 5 .2.5 .2, the clear circles are 
three transmitter locations: 1, 2, and 3. The shaded circles marked "1" are the receiver 
spots. The solid dark squares and circles are building beams. Each time, only a transmit
ter was used, and the measurements were taken the same way as in the Qualcomm 
building. The position of the transmitter and the routes of measurements taken are 
shown in the figures. The comparison of the measured data with the predicted results 
will be shown later. 
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Node 3 Node 2 

FIGURE 5 .2 .5 .1 Qua lcomm bu i l d i ng A (fi rst floor) showing the three sectors . 
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FIGURE 5 .2 .5 .2 Ai rTouch bu i l d i ng (fifth floor) showing the transm itter location and locat ions of 
measurement. 

The layouts of the building floors, shown in Figs. 5.2.5.3 and 5.2.5.4, were created 
from virtual buildings for the purpose of exercising the prediction tool. They were rect
angular shapes about 100 x 35 m. The wall was assumed to be made of typical business 
building material with standard sheetrock and metal studs. Both figures show the 
coverage plots . 

Figure 5.2.5.3 shows the contour plot of a single cell. The signal strength behind the 
elevator (a special room), indicated in Fig. 5.2.5 .3, was attenuated about 10 dB more 
than other locations in a regular room. 

Figure 5.2.5.4 shows the best server plot with different colors indicating different 
signal strength thresholds. There are two cell sites on the same floor: C-481 and C-485. 
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FIGURE 5 .2 .5.3 Ai rTouch bu i ld i ng contour coverage p lot .  

- 65 dBm 
- - 75 dBm 
- - 85 dBm 
- - 95 dBm 
- - 105 dBm 

FIGURE 5.2.5.4 Sample best server p lot with d ifferent s igna l strength thresho lds . (A color vers ion of 
th is figu re is ava i lab le at www.mhprofess iona l . comjiwpm . )  

These two figures show the signal coverage distributions in the different floor layouts 
based on the path-loss prediction model. The hallways that act like waveguides have 
stronger coverage. 

5.2 .6  Val idation of the Model ( Measured versus Predicted) 
Figure 5.2.6 .1 shows the measured versus predicted chart on the first floor of the Qual
comm building A. Both curves are matched fairly well. We also follow the process spec
ified in Sec. 5.2.5 to obtain the slopes of the regular rooms and special rooms applied to 
the in-building model. 

Figure 5 .2.6.2 shows the CDF of the deviation (difference between measured and 
predicted) chart for the Qualcomm building. The mean deviation between measured 
and predicted signal strength was found to be 2.13 dB, and more than 85 percent of the 
predicted values were within a deviation value of 4 dB. The prediction model is fairly 
good based on the low deviation shown in the figure. 

Figure 5.2.6.3 shows the comparison between predictions and measurements on the 
fifth floor of the AirTouch building (see also Fig. 5.2 .5.2) . The mean deviation is about 
3 dB, and more than 80 percent of the predicted values were within a deviation value of 
4 dB. It shows that the prediction model is fairly good. 
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FIGURE 5.2 .6 .1 Measured versus pred icted (Qua lcomm bu i l d i ng) . 
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FIGURE 5.2 .6 .2 De lta chart (Qua lcomm bu i l d i ng) . 
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FIGURE 5 .2 .7.1 3D capab i l ity of i n-bu i l d i ng coverage . 

5.2.  7 Balance Between Coverage and Interference 
The Lee model was created to predict propagation on a single floor in different 
buildings based on the set of measured data . We have also shown that the pre
dicted values are a close approximation of the measured ones. However, more 
measured data need to be collected in order to fine-tune this model, shown in Sec. 5 .3 . 
Further work should concentrate on making this model applicable to intrafloor 
coverage/interference of a building and fine-tuning the model based on more mea
sured data. 

Balancing the coverage and interference is extremely important in the application of 
in-building system design. Figure 5.2.7.1 shows a 3D capability of in-building coverage. 
Figure 5.2.7.2 shows interference that especially can come from macro-, micro-, and 
picocells . Minimizing interference in managing a desired outcome between coverage 
and capacity in a dense urban area is challenging. 

I c=J -65 dBm 1 
- -75 dBm 
- -85 dBm I c=J -95 dBm I 

FIGURE 5 .2 .7.2 I n-bu i l d i ng i nterference p lot .  (A color vers ion of th is figu re is ava i lab le at www 
.mhprofess iona l .comjiwpm . )  
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5.2.8 Analyzing the Lee In-Bui ld ing Prediction Model 
It is necessary to evaluate the prediction model by estimating the link budget for a typi
cal indoor wireless system. Both the Lee and the Keenan-Motley in-building propaga
tion models are analyzed in two situations-LOS and NLOS-and from the estimation 
of the link budget for the coverage boundary in the in-building applications. Some issues 
regarding the Lee and modified Keenan-Motley models are identified and discussed. 
Finally, an enhancement of the Lee model is presented that provides better flexibility and 
accuracy. 

5.2.8. 1 Description of the Keenan-Motley Model and the Lee In-Building Model 
Depending on the particular values used for different parameters, we set up the link 
budget to be 110 dB. Then, from the measurement data, we found that the coverage 
distance under the LOS situation varies from 200 to 300 m. Under the NLOS situation 
and with one room at the end of building, the coverage distance varies from 160 to 200 m. 
This demonstrates largely that the coverage is limited by the NLOS situation. For example, 
in the LOS situation, 3 dB can extend coverage distance from 15 to 30 m. In the NLOS 
situation, 3 dB does not provide much extension on coverage. Nevertheless, it does 
provide some enhancement of the RF signal quality, especially in the C/1 calculation. 

5.2.8. 1 . 1  The Keenan-Motley ModeP2 

where 

P, = P, - L (dB) = P, - 32.5 + 20 log(j) + 20 log(d) + K · F(K) 
+ P · W(K) + D(d - Db) 

Free space formula = -32.5 + 20 log(/ ) + 20 log(d) 
L = path loss (dB), 
f = frequency in MHz, 
d = transmitter to receiver separation in km, 
K = number of floors traversed by the direct wave, 

F(K) = floor attenuation factor (dB) based on K number of floors, 
P = number of walls traversed by the direct wave, 

W(K) = wall attenuation factor (dB) based on K number of floors, 
D = linear attenuation factor (dB/m), and 

Db =  indoor breakpoint (m) . 

(5 .2.8. 1 . 1 )  

For distances above the breakpoint, typically add 0.2 dB/m (typical breakpoint = 65 m). 
Since this section focuses only on the same floor prediction, those parameters that 

deal with different floors are not discussed. 

5.2.8. 1 .2  The Lee Model The Lee model formula can be expressed as 

P, = JJ. +G, - Lws - L(BJ - L(c) +G, 

The symbols P,, G,, Lws ' and G,, are shown in Sec. 5.2.2 . 1 .  
• When in the LOS condition 

L(B) = 0 
Lrq = 0 

(5 .2 .8 .1 .2) 
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• When in the NLOS condition 
(a) Receiver is in a regular room 

L = L (B) room 
L(C) = O  

(see Eq. (5.2.2.2 .3)) 

(b) Receiver is in a special room 
L(B) = LSpecial room (see Eq. (5 .2 .2.3 .1 ) ) 
L(c) = O  

(c) Receiver is outside the building 
L = L (B) room 
L = L (C) outside 

(see Eq. (5.2.2.2 .3)) 
(see Eq. (5.2.2.4 .1) ) 

5.2.8.2 Sensitivity of Setting the Attenuation Factors in the Keenan-Motley Model 
The Keenan-Motley model is analyzed through its attenuation factors, which provide 
benchmark data in different scenarios for in-building coverage and the sensitivity of the 
attenuation factors. The fundamental three cases are LOS, NLOS coverage at the build
ing edge, and NLOS coverage through multiple rooms. 

5.2.8.2 . 1  LOS Situation Figure 5.2 .8 .2 .1 shows an assumed scenario that the client 
could see the antenna directly in the outdoor environment where h1 = 30 m  and h2 = 3 m 
on a narrow street. There are two propagation characteristics in this situation. Within 
the close-in distance, the propagation loss from the antenna to mobile experiences the 
free space loss. The free space formula is used to calculate the path loss. Beyond the 
close-in distance, additional LOS loss will be applied to the free space formula. 

Figure 5.2.8.2.2 shows the difference between free space path loss and LOS path loss 
according to the empirical formula for illustration. The transition point Db can be clearly 
seen at about 74 m, as described in Sec . 5 .2 . 1 .3 . The parameter D in Keenan-Motley's 
Model for LOS after free space loss (i.e., after the breakpoint Db) is suggested to be 
0.2 dB/m based on the measured field data. However, it usually varies, depending on 
the kind of building and antenna location. Figure 5.2.8.2.3 shows the sensitivity of the 
path loss when the attenuation parameter D is less than 0.2 dB/m. 

• - - - - - - - - ·o- - - - - - - - - - - - rr - - - - - - - - - - ·u - - - • 

FIGURE 5 .2 .8 .2 .1 LOS situation .  
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FIGURE 5 .2 .8 .2 .3 LOS loss sens itiv ity ana lys is at 1800 MHz.  (A color vers ion of th is figu re is 
ava i lab le at www.mhprofess iona l .comjiwpm . )  

As shown in Fig. 5.2.8.2.3, the attenuation parameter D plays a critical role in the 
limitation of coverage area in the LOS scenario. Taking a 110-dB link budget as a guide
line, then, when the 0.1-dB I m value is applied, the LOS coverage for 1800 MHz can be up 
to 300 m. When the 0.2-dBim value is used, the LOS coverage for 1800 MHz can be only 
up to 200 m. 

Usually, there is a loss difference, 20 log( J/ J2), between two different frequency 
bands. For example, the RF signal at 900 MHz is about 6 dB stronger than 1800 MHz in 
the same location. However, it is highly correlated to the propagation environment. In 
dense urban areas, the difference can be up to 10 dB. As shown in Fig. 5.2.8 .2.4, at 
900 MHz, an attenuation factor of 0 .1 dBim provides better coverage than all other 
situations. However, if the coverage for different frequencies is considered, path-loss 
differences among the different frequencies are not as critical. If we apply D = 0.2dB I m 
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FIGURE 5 .2 .8 .2 .4 Frequency sens itiv ity ana lys is for LOS situations .  (A color vers ion of th is figu re 
is ava i lab le at www.mhprofess iona l .comjiwpm . )  

to calculate the coverage difference between 900 and 1800 MHz, the frequency of 900 MHz 
takes only 30 m to compensate for a 6-dB gain over 1800 MHz, as seen from Fig. 5.2.8.2.4. 

5.2.8.2.2 N LOS Situation In general, the NLOS situation mostly decides the ultimate 
coverage area for the RF signal. As shown in the Fig. 5 .2 .8 .2.5, the scenario of the impact 
on coverage in a multiple-walls situation is demonstrated with the Keenan-Motley 
model. Assume that the transmitter was about 60 m away from the antenna, that there 
are three rooms lined up straight, and that each room is about 10 m in width. 

The Keenen-Motley model uses a direct wall room loss formula in the scenario that 
the direct wave intersects one or more rooms. The wall loss for each room, again, is 
building material dependent. Usually, 10 dB is applied to per room loss. 

As shown in Fig. 5.2.8.2.6, the wall loss factor is the dominant factor in determining 
how far the coverage is. Depending on which propagation environment formula is used, 
the coverage area can be from 75 m (15 dB/wall-two walls) to more than 100 m (5 dB/ 
wall-three walls) . Again, the coverage area is calculated based on a 110-dB link budget. 

In most cases, one scenario is used by taking a straight LOS to the room at the other 
end of the building, as shown in Fig. 5.2 .8 .2 .7. 

In Fig. 5.2.8 .2.7, the scenario shows a direct LOS wave received in the room at the 
end of the building. However, under certain sensitivity analyses, a rough estimation of 
the coverage area can be obtained. This estimation can be used as a baseline for any 
specific building coverage. 

As shown in Fig. 5.2.8.2 .8, the coverage can vary from 160 m based on an attenuation 
factors of 0.2 dB/m. to 220 m. based on 0 .1 dB/m, with a 10-dB/wall loss at a link bud
get of 110 dB. 

-·'4-- 60 m D 

70 m ------11Jr...-

80 m -------IIJr._. 

FIGURE 5 .2 .8 .2 .5 Mu lt ip le-room scenar io .  
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FIGURE 5 .2 .8 .3 .1 Mob i le outs ide the room but b locked . 

5.2.8.3 Potential Areas for Lee Model Enhancements 
To make the model effective, simple formulas are provided by the Lee model to cover 
general cases. However, there are some special cases need to be addressed. 

Potential issue with the Keenan-Motley model are the following:12 

1 .  The LOS loss applied after the breakpoint can be in question. This number can 
be potentially huge and is not practical. For example, the 0.2-dB I m attenuation 
factor after the breakpoint can potentially run to a 40-dB loss within a 200-m 
span. Also, the loss within the LOS category is difficult to justify and apply. 
This issue was discussed in the Lee model. 

2. The NLOS loss right behind an office in a corridor is not properly addressed. As 
shown in the Fig. 5.2 .8 .3 .1, the situation when the mobile is behind the room 
(not inside the room) is not properly addressed. For example, in Fig. 5.2 .8 .3 .1, 
the mobile at locations 1 and 2 will have the same predicted signal strengths, 
while in reality, the signal strength at point 2 will most likely be much higher 
because of the deflection of the radio wave. Applying a flat wall loss will not be 
general enough to address different locations behind and around a room. This 
issue has been better addressed in the Lee model. 

5.2.8.3 . 1  Enhancements of the Lee Model 

The following areas are properly taken care in the enhancement of Lee model in Sec. 5.3: 

1 . LOS loss is represented by the Lws parameter, in which the RF characteristics 
are properly addressed and used after the close-in distance. 

2. Loss inside the room is properly addressed with its RF characteristics inside the 
room. 

3. Aggregate calculation of the model takes care of not only the thickness of wall 
but also the number of rooms where the radio wave actually travels. 

Beside the areas of concern stated above, there are two additional enhancements. 
The layering concept is used to include the quality of service (QoS) requirement and the 
characteristics of room/ area. A special area can be identified by marking that area with 
a specific value. The model has the intelligence to handle the propagation in these two 
areas . These two enhancements can ensure that the deployment of WLAN in picocells 
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FIGURE 5 .2 .8 .3 .2 I l l ustrat ion of the enhancement by add ing losses blocked by wa l l s .  

can meet the QoS requirement and is more cost effective. The enhancement gained by 
adding the loss due to the blocks of waves by walls is illustrated in Fig. 5.2.8.3.2. 

As illustrated in Fig. 5.2 .8 .3 .3, the enhancement is taking care of the one LOS and the 
two NLOS scenarios . The enhancements shown in dotted lines are affected by the num
ber of walls . 

The prediction of signal strength in four different scenarios can be described by four 
different propagation curves. The first curve illustrates the LOS curve that is composed 
of the free space curve, the breakpoint, and the LOS curve after the breakpoint. The 
second curve illustrates the received signal strength indicator (RSSI) curve with the 
wall loss that is directly related to the type of the wall and total aggregated thickness of 
the wall. The third curve illustrates the loss due to the thickness of walls and beyond the 

I 
I 

I 
I 

/ 
/ 

/ 

Delta for 
number of wal ls 
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-1'------------------------- meters 
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FIGURE 5 .2 .8.3.3 I l l u strat ion of the enhancements i n  dotted l i nes shown the effect by consider ing 
the number of wa l l s .  
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FIGURE 5 .2.8.3.4 The layout of bu i l d i ng .  

last wall. The fourth curve illustrates the correction from the third curve by considering 
the number of the walls . At any specific point in the building, the received signal 
strength can be calculated based on the enhancement from two dotted curves. 

Another enhancement on special areas with their QoS is shown in Fig. 5.2.8 .3.4. 
Here, the QoS and area of interest can be marked. These marked data will be used for 
the enhanced Lee in-building model to calculate associated parameters. The offices for 
CEO /VPs can be marked with high QoS. During the calculation, these areas can be 
given more attention by an algorithm to provide better coverage without creating inter
ference, or the interference can be tolerated by lowering the special QoS in some areas. 
The same principle is applicable to other special concerns. Thus, a good wireless net
work actually handles coverage, interference, QoS requirement, and the treatment of 
special areas. Figure 5.2.8.3.5 indicates that the signal path passes each bin in the build
ing. Each bin has the information data stored, as shown in the figure. 

As shown in Fig. 5.2.8.3 .5, there are many factors that show clearly what it means to 
deploy a good in-building wireless system. Along the radial, many characteristics are 
identified in the factors so that the final design of the network is the combination of all 
these factors . Each bin along the radio path can potentially have an impact on the signal 
strength. As shown in Fig. 5.2 .8 .3.5, the highlighted demographic bin might have spe
cial characteristics that reduce the signal loss. The dotted line represents the signal 
strength without considering the characteristic of the bin along the radial path. The solid 
line represents the actual signal strength with the characteristic of the bin considered. 

The received signal, after passing through close-in distance D, to reach the room, is 

d P, = Pws = Po, - ylog0 
c 

(5.2.8 .3 .1) 
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where P, = the received signal strength in dBm in the LOS but in the non-free-space area, 
P 0 = the received signal in dBm is at the close-in distance where is the intercept 

of the free space slope line, 
y =  the slope in range from the location at D, to the wall (the transition slope), 

D, = close-in distance in meters, 
FSws = free space path loss, and 

d = the mobile radial distance from the base transmitter to the mobile receiver 
in meters. 

The line y is drawn so that it intersects at a point within the close-in distance D, to the 
first wall . Thus, the received signal strength from D, to the room beyond the wall is 
obtained. 

FIGURE 5 .2 .8.3.6 C l i ent b locked by one room .  
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The received signal inside the room is 

_ " " Wall " " 1 [( d )!d  )] - PLOS - �i=l mill wall; loss, - �i=l m room og r + LOS LOS 

where P, = received power in dBm in the room, 

(5 .2.8 .3.2) 

Pws = the power at the interception point of LOS and the first wall in dBm, 
n = number of walls, 

mill wan = the path-loss slope for each wall in dB I dec (obtained in Sec . 5.3 .2 .1 ), 
Wallloss; = loss due to the ith wall, 

r = the mobile radial distance from the base transmitter to the mobile receiver 
in meters, 

mroom = the path-loss slope for inside the room in dB/ dec, and 
dws = LOS distance from the transmitter to the first wall in meters. 

The general formula of the Lee model is shown in Sec . 5.3.5, where Lill wan = L(o) is 
expressed in Eq. (5.2.8.3 .2) . 

5.2.8.3.2 Measurement Integration The success of any prediction model relies on taking 
advantage of field measurement data and fine-tuning the model formula for different 
environments. Due to the enhancement on the Lee model, the four curves shown in 
Fig. 5.2.8.3.3 can be adjusted through measurement integration. 

As shown in Fig. 5.2.8 .3 .7, different setups are used in collecting measured data to 
tune the Lee model. 

The first one will be in the LOS situation. In the LOS situation, two different cases 
need to be specified. One is within the Fresnel zone, and the other is after the Fresnel 
zone area. This needs to be distinguished so that behavior after the close-in distance can 
be further fine-tuned. Based on the measured data for handling this category, the path
loss curve can be derived. The various path-loss setups are highlighted in Fig. 5.2.8 .3.8 . 

FIGURE 5 .2 .8.3.7 Measurement data col lection .  

0 e LOS 

o Non-LOS aggregate 
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FIGURE 5 .2 .8.3.8 Measurement poi nts co l lection .  

The next category is for handling the NLOS situation when the client is inside or 
outside the room. This category needs handle two different cases since the behaviors 
are different in these two cases. The first case is for those data points that are inside the 
room but in the NLOS situation. The second case is for those data points that are outside 
the room but in the NLOS situation. Based on the location of the client, the accumulated 
thickness of the wall can be extracted. Thus, the path-loss curve against the blockage 
thickness can be derived. 

In circumstance when the client is in the room, the method of calculating wall thick
ness needs to be enhanced to consider the distance from the wall. This issue is not 
addressed in the Keenan-Motley models, as shown in its formula: 

L (dB) = 32.5 + 20 log(F) + 20 log(d) + K · F(k) + P · W(k) 
+ D(D - Db) +  Flag (in room) (5.2.8 .3.5) 

where Flag (in room) is the value of the loss, depending on the client is whether inside 
or outside the room. The parameters of Eq. (5.2.8.3 .5) are shown in Sec. 5.2 .8 . 1 .  

5.3 Enhanced Lee In -Bui ld ing Model 
At Republic Polytechnic (RP) in Singapore, measurement data were collected from a 
2.4-GHz WLAN-developed system installed in many different floors in two different 
wings (towers) that are connected by a corridor. The measured data were collected from 
single-floor, interfloor, and interbuilding measurements . This section provides a com
plete solution for in-building-related propagation by validating the Lee in-building 
modeP·3•28 for a single-floor scenario first. Then the performance of the Lee in-building 
model for interfloor and interbuilding scenarios are examined. Also, the FDTD modeF9 
was used to validate the measured data with the Lee model to provide another refer
ence point. The results show that the Lee model outperforms the FDTD model in calcu
lating both speed and accuracy. 
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The in-building propagation environment is unique and challenging for system 
deployment. The Lee model was used to optimize the coverage and interference while 
using fine-tuning radio parameters (e.g., antenna types, ERP, and downtilt) to improve 
the system performance and to enhance the user 's experience. The networks maintained 
continuous connectivity with smooth roaming and high data throughput, providing a 
great experience for users. 

5.3 . 1  H ighl ight of the Enhanced Lee Model 
In-building wireless system deployment and performance have their unique challenges, 
especially in meeting the high traffic density, high data throughput, and large number 
of users in a vertically concentrated system. This is particularly common and challeng
ing in a skyscraper type of office building in dense urban areas. Due to the complica
tions of the indoor environment, there is much research literature related to in-building 
propagation besides the Lee in-building model.4•6,14•29•30•31 

This section provides a complete solution for in-building-related propagation. We 
first present the measured signal results received inside and between the buildings, 
examine the accuracy of the Lee model for the same-floor prediction, and then extend the 
Lee model's principle to derive the formulas for interfloor and interbuilding scenarios. 

Because Finite-difference time-domain (FDTD) is a popular computational tech
nique for the electrodynamics modeling. It is considerable easy to understand and easy 
to implement in software. The commercial FDTD model and the in-house developed 
FDTD models are used to validate the Lee model with the measured data and to make 
sure all data and results are valid. 

5.3.2 Studying Measured Data in various Cases 
Measurements were taken from the first to fifth floors in the north and south wings of a 
building in the Republic Polytechnic (RP) in Singapore. The RP building is a 12 floors 
high. The north and south wings are of the same shape in both buildings. The dimension 
of each floor is 31, 8 .4, and 2.5 m in length, width, and height, respectively. Figure 5.3.2.0.1 
shows a picture of the buildings. 

FIGURE 5 .3 .2 .0.1 Pictu re of the bu i l d i ngs . 
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Between these two wings, there is a corridor junction, which is 8 x 10 m in length 
and width, as shown in Fig. 5 .3.2.0.2. On each floor, the brick walls were used to divide 
several classrooms (three classrooms in the north wing and three classrooms in the 
south wing) and an aisle. The furniture in the classroom includes school desks and 
chairs, which were made of plastic and reinforced metal brackets. Both the north and 
the south sidewalls were full of windows. There were three access points (AP) in the 
north and south wings on each floor. The three APs were operational on three signal 
channels: channels 1, 6, and 11 .  The APs were mounted fixed at a height of 1 .5 m. 

5.3.2 . 1  A Same-Floor Case 
Figure 5.3.2 . 1 . 1  shows a top view of south wing and the locations where the signal 
strengths were measured and the locations of APs. On the same floor, we took the mea
surements on each floor from the second to the fourth floor. On every floor, nine APs are 
shown, and 18 spots were picked up to measure the signal strength. The positions of 
these spots are the same for each floor. 

In Figs. 5.3.2 . 1 . 1  and 5.3.2 .1 .2, the green circles represent the desks and the sur
rounding blue circles are chairs. The red rectangles represent the measurement points. 
The yellow bars on each side of the building are windows, and the black bars are the 
doors. The frequencies are transmitted on channels 1, 6, and 11 on 802. 11b. Some pic
tures were taken to correlate the measured data with the environment. The red arrows 
indicate the directions of the camera. 

Figure 5.3.2 .1 .2 shows a top view of north wing and the locations where the signal 
strengths were measured as well as locations of APs. The layouts for both south and 
north towers are almost the same. Both have nine APs and many windows on each 
floor. The divider in each floor is almost the same as well. Two towers are connected 
with a corridor. This makes radio planning extremely difficult. 

In Fig. 5.3 .2 .1 .2, we divided these points into two groups: one belongs to the LOS, 
and the other belongs to the NLOS. P2 , P4, and P6 were transmitted into NLOS areas. 
The rest APs were transmitted in the LOS areas. As there are APs on both sides of the 
building inside and outside the room, it is difficult to mark these measurement points 
as LOS and NLOS in Figs . 5.3.2 . 1 . 1  and 5.3.2 . 1 .2. The Lee model uses these points to 
calculate the prediction of path loss. For the LOS case, the loss can be calculated from 
Sec. 5.2.2. 1 .  

The slope of the interior wall loss i s  derived through the standard integration pro
cess of measurement, as shown in Fig. 5 .3.2. 1 .3 . The slopes of wall loss from both wings 
of the building were obtained from the best fit of the measured data. It replaced the old 
value of min wall in Eq. (5 .2.8 .3.2) . Then the new value was used to calculate the prediction 
values. 

5.3.2.2 An lnterfloor Case 
Measurement data were also collected from the nine APs at different floors and different 
wings. 

The locations of the measurement spots and the APs are exactly the same as we 
used in the same-floor case. The APs were fixed at one side of the ceilings (south side of 
north wing and north side of south wing), while the test spots were spread all around 
on each floor, as indicated in Fig. 5.3 .2 . 1 .2 . In general, we believe that the interfloor 
propagation is a combination of diffraction and penetration. 
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5.3.2.2 . 1  lnterfloor Measured Data 

The transmitting power is 1 mw at a frequency of 2.4 GHz. Figure 5.3.2.2 . 1 . 1  shows the 
path loss in relative decibels versus the distance between Tx and Rx in meters plotted on 
a decade scale x, or 10x meters . There are four scenarios of the interfloor propagation: 
two in the north wing and two in the south wing. The scenarios were propagating such 
as that two of them are the loss from one-floor separation and another two of them are 
loss from two-floor separation, as indicated in the figure. 
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FIGURE 5 .3 .2 .1 .3 S lope of the wa l l  loss (10x i n  meters) . 

The red data points show the test spots, which had the clear diffraction path to the 
APs, while the blue points show the test spots, which had only the penetration path to 
the APs. We noticed that the penetration propagation suffered more loss than the dif
fraction propagation. Similarly, in the same-floor case, depending on whether there is a 
diffraction path, we divided the data points into two groups-the diffraction group and 
the penetration group-based on the locations of the spots. 

From the measurement plots, we cannot really see the effects clearly caused by 
either the diffraction loss or the penetration loss. It is caused by a combination of kinds 
of loss. 
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One-Floor Separation Case: At 1-m distance (0 dec), which is from the transmitter 
to the ceiling, the path loss is 65 dB, as shown in Fig. 5 .3 .2 . 1 .3 (same floor) . In 
Fig. 5.3.2.2. l . l (a) and (b), the minimum distance between the transmitter at one floor 
and the receiver at the second floor is 2.5 m (0.4 dec) . From the plot (a) and (b), the 
losses at 2.5 m are 76 dB. The difference in dB is 11 .  Hence, the one-floor separation 
path loss from the measured data is 11 dB/floor. 
Two-Floor Separation Case: From Fig. 5.3.2.2 . l . l (c) and (d), the minimum distance 
from transmitter at one floor and receiver at the third floor is 5 m (0.7 dec) . We have 
already found from Fig. 5.3.2 . 1 .3 that the path loss is 65 dB from the transmitter to 
the ceiling, which is 1 m. From Fig. 5.3.2.2.l . l (c) and (d), the losses at 5 m are about 
84.5 dB. The difference in dB is 19.5 dB from two-floor separation loss. Hence, the 
loss/floor from the measured data is 9 .75 dB. 
These measured data were collected at 2.4 GHz. 

5.3.2.2.2 Implementation of the lnterfloor Model 

As explained above, the penetration propagation will be included in our current 
scenario. The general signal strength prediction of Eq. (5.2.2.2.4) for the same-floor case 
will be modified. 
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( 1 0x in meters) 

When the transmitter and the receiver are separated on different floors, the path 
loss is due to the two components : one from the diffraction loss, and the other from 
the penetration loss. However, it is very hard to distinguish which component contrib
utes the most at a certain location. Therefore, we just use the measured data from 
many sources/·32-36 including our measured data, to come up with an empirical model. 
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This model applies only to conventional office buildings, which are not odd shaped or 
attached to other unmatched buildings. We have shown that the RP building in Singapore 
(Sec. 5.3.2.2 .1 ) is not a conventional building; thus, the data collected from the RP build
ing have different characteristics. 

A. The Lee Empirical Model for lnterfloors The path loss Li-f due to the interfloor case when 
the transmitter and the receiver are in the different floors can be expressed as follows: 

For the path loss between any two floors at first seven floors (six-floor separation), 
the interfloor loss L'i-f goes linearly as the loss per floor for every floor. 

L'i1 = m11 · nt:.1 + L,_1 (5.3.2.2 .2 .1) 

where m11 is the loss per floor, nt:.f is the number of floor separations, L,_1 is the loss 
received at the receiver when it is on the same floor as the transmitter and is located 
either-lose to the floor I ceiling or to the floor I ground, and m11 is a function of frequency. 
From the empirical data, we can express it as 

mfl = 1 .93 fcHz + 6.36 (5.3.2.2.2 .2) 

At 850 MHz, m11 = 8 dB/floor, and L,_1 = 10 dB (from Fig. 5.3.2.2.2 . 1 ) .  

L'i1 = 8 · nt:.f + 10 (5.3.2.2.2.3) 

At 2.3 GHz, m11 = 10.8 dB/floor, and L,-f= 10 dB (from Fig. 5.3.2.2.2 .1 ) 

in dB (5.3.2.2.2.4) 

From the measured data, we discovered that after the first six-floor separations, the 
interfloor loss L"i_1 is no longer linear but follows the logarithm scale: 

in dB (5.3.2.2.2.5) 

where m12 is the loss slope per six floors on a logarithm scale; that is, the loss of the first 
six-floor separations is 10 dB, the loss of next 12 floor separations is 10 dB, the loss of the 
next 20 four-floor separations is 10 dB, and so on. The general path-loss slope of m12 is 
the exponent doubled over a given number of floor separations and can be expressed as 

m12 = fl2 l log 2 in dB (5.3.2.2.2.6) 

where fl2 is the path loss over a given number of floor separations as a transition at this 
separation for different loss slopes. In our case, the number of floor separations is six, 
and fl2 is 10 db . Thus, the path-loss slope from the first six-floor separations to that after 
the six-floor separation are different, and the transition is at the six-floor separations. 

A is the constant that makes two interfloor loss curves, Eq. (5 .3 .2 .2 .2 . 1 )  and 
Eq. (5.3.2.2.2 .5), to be connected at a given floor separation as shown in Fig. 5.3.2.2.2 . 1 .  

The constant A can be found by setting two equations equal to nt:.f = 6, that is, 
six-floor separation. 

(5.3 .2.2.2.7) 

where a is the correction factor in dB value added when the measured data show the 
difference between two slopes at the transition. 

From the measured data collected at 900 MHz or lower, the two path-loss slopes are 
not continuous at the transition, which is six-floor separations. There is a 5-dB-less loss 
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being found at the six-floor separations. At 1800 MHz and greater, the two path-loss 
slopes are continuous at the transition. Therefore, a correction factor a is 

a = { 5 dB for 900 MHz and lower 
0 for 1800 MHz and higher 

At 850 MHz, m12 = 10 /log 2 = 33.33 is from Eq. (5 .3.2.2.2.6), and a =  5, A =  32 - 5 = 27, is 
from Eq. (5.3.2.2.2.7): Then Eq. (5.3.2.2.2 .5) becomes 

L"i-f = 33.33 · log [n,.) + 27 (5.3.2.2.2.8) 

At 2.3 GHz, m12 = 10/log 2 = 33.33, a =  0, and A =  49 are found from Eq. (5 .3.2.2.2.7) .  
Then 

L"i1 = 33.33 · log [n,.) + 27 (5.3.2.2.2.9) 

From Fig. 5.3.2.2.2.1, we have noticed that most of the path loss is from a one-floor 
separation to six-floor separations. After six-floor separations, the interfloor path loss 
becomes weaker as observed from the measured data. All the empirical formulas of the 
interfloor model are applied only to the conventional office buildings. 

B. Moving on the Separated floor The receiver was moving on the separated floor as the 
path-loss distance from the transmitter to the receiver increased, as shown on the plots 
in Fig. 5.3.2.2 . 1 . 1 (a) and (b) for the one-floor separation case and in (c) and (d) for the two
floor separation case. They are the few plots to be depicted in the figure. From many 
measured data, we can separate the measured data from two different measured areas: 
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FIGURE 5 .3 .2 .2 .2 .1 l nterfloor path loss i n  a conventiona l  office bu i l d i ng. 
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the nondiffraction area and the diffraction area. Two empirical formulas are formed as 
follows: 

1L, (d) = L(d0 ) + 1m, log d 

2L, (d) = L(d0) + 2m, log d 

(for diffraction area) 

(for nondiffraction area) 

(5 .3.2.2.2.10) 

(5 .3.2.2.2 .11) 

where n associated with m is the number of floor separations, m, is the path slope, and 
d is the distance from the transmitter to the receiver; d0 is the minimum distance from 
the transmitter to the receiver. The numbers 1 and 2 associated with symbols are used 
to distinguish two different areas: 

1. Moving on the one-separated floor (n = 1) :  
1m1  = 14 dB/dec 

1m2 = 17 dB/dec 
2. Moving on the two-separated floor (n = 2): 

2m1 = 22 dB/ dec 
2m2 = 25 dB/dec 

From the above empirical formulas, we have found that on both one-separated and 
two-separated floors, the slopes measured in the diffraction area are less attenuated 
than in the nondiffraction area by 3 dB I dec along the distance from the transmitter to 
the receiver. 

Also, the slope of path loss when moving on the one-separated floor is less attenu
ated than on the two-separated floor by 6 dB I dec along the distance from the transmit
ter to the receiver. 

The total interfloor path loss can be summed up the floor separation losses from 
three scenarios; the floor separation loss from Eq. (5.3 .2.2.2 .1 )  and Eq. (5 .3.2.2.2.5), and 
the moving-on separated floor loss from Eq. (5.3.2.2.2 .10) or Eq. (5.3.2.2 .2 .11) as 

L n = L' . 1 + L". 1 + L (d) mter oor 1- 1- 1 11 
(5 .3.2.2.2.12) 

where j = 1 is for measuring at the diffraction area and j = 2 is for measuring at the 
nondiffraction area. 

In every case, the user may want to convert the transmitter-to-receiver distance to 
the distance measured from the minimum distance d0 on the floor where the receiver is 
located. These measured data have highlighted some thoughts in predicting the inter
floor cases. 

5.3.2.3 An l nterbu ilding Case 

5.3.2.3 . 1  Description of the Case 

Measurement data were collected at the north wing from the APs situated in the north 
wing. Again, due to the limitation of the ERP allowed (1 mw), only limited measure
ment data were collected. 

Based on the specific layout of this building, from Fig. 5.3.2.3.1, the corridor junc
tion has the same floor heights as the north and south wings. Thus, measured data 
points were divided into two groups: one collected from the propagation with shadow 
loss and the other from the propagation without shadow loss. The measured data at 
2.4 GHz were plotted and are shown in the next section. 
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A Access point 
• Test spot 

c:::::1 Window 

FIGURE 5 .3 .2 .3 .1 l nterfloor layout, top view. 

5.3.2.3.2 lnterbui lding Measured Data 

• • • • • 

Figure 5.3.2.3.2.1 shows the path loss between two wings in different situations. One is 
the path loss received at the same floor, such as from second-floor north wing to the 
second-floor south wing in the same-floor case; the other is the path loss from the 
second-floor north wing to the third-floor south wing in the one-floor difference case; 
and the third is the path loss from the second-floor north wing to the fourth-floor south 
wing in the two-floor difference case. As expected, generally the path losses of the 
one-floor separation case were higher than the same-floor case. But the path loss of the 
two-floor separation case is not necessarily higher than the one-floor separation 
case. Many deflections, refractions, and penetrations prevailing in different ways and 
in different cases may be the answer. 

In this interbuilding case, we can not take the floor numbers as a direct parameter 
in calculating the path loss because in a real-world scenario, once a radio signal propa
gates from one building to another, it is hard to determine how many floors it has pen
etrated through or whether it has met an obstacle. Otherwise, it would add some 
complexity to the analysis from the layout of the building. Hence, the method of plot
ting the path loss as a function of the number of floors would be meaningless without 
analyzing the exact cause due to the number of floors. We have concluded that there is 
no simple model for the interbuilding case. However, in Sec . 5.3 .4.3, we have modified 
a formula that is used for the external building wall case, to handle the interbuilding 
case. 

5.3.3 Comparison of Measured Data and Predicted Data 

5.3.3 . 1  Same-Floor Case 
We have compared the Lee model results and the measured data in six different loca
tions on three floors, from the second to the fourth, in each wing of the building and on 
the same floor in the RP building, as shown in Fig. 5.3.3 . 1 . 1 .  At each floor of the build
ing, we do not separate the NLOS condition from the LOS in the measured data. In all 
cases, the deviation between the Lee model results and the measured data is roughly 
5 dB at 60 percent of all the data and 8 dB at 80 percent of all the data. It is shown that 
the Lee model is a fairly accurate tool to use. 



((} 

y 
1 00 -

1 01 [ 
1 02 1 
1 03 -

� � :: [ .9. 
..c ;f 1 06 

� :: � 

I 
� 

0 X 

I n - B u i l d i n g  ( P i c o c e l l )  P r e d i c t i o n  M o d e l s  303 
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FIGURE 5 .3 .2 .3 .2 .1 l nterbu i l d i ng measurement data . 

5.3.3 . 1 . 1  FDTD Model and Ray Tracing Model versus Lee Model 

In this same-floor case, the FDTD modeP7 was applied in the RP building. The FDTD 
model is described in Sec. 5.6.2. We set the whole floor area into 31 x 8 grids, and each 
grid was 1 x 1 m square. The simulation of FDTD model and the data measurement 
were done for just one room-the second floor of north wing. 
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FIGURE 5.3 .3 .1.1 (Continued ) 

1 00 

90 

80 

70 

60 
� 0 
LL 50 + 0 (.) 

40 

30 

·--1 20 

1 0  

X 0 
0 5 1 0  1 5  20 

Deviation (dB) 

1 00 

90 

80 

70 

60 

'a'< 
LL 50 0 (.) 

40 

30 

20 

X 
5 1 0  1 5  20 

Deviation (dB) 

305 



306 C h a p t e r  F i v e  

00 
� 
(/) (/) .2 

.s;;;: 
& 

y 
60 

65 

70 

75 

80 

85 

90 

95 

1 00 

1 05 

1 1 0  
0 

Lee model resu lts 
Measured data 

� o· . 

. -0 g. 
- j \-

* 

1--
0 .5 1 .5  

Distance (dec) ( 1 0x meters) 

(e) South 3rd floor comparison (NLOS & LOS) 

70 i-

75 -

Lee model resu lts 
Measured data 

� 80 � - .. -<o , � � 
� 85 - _. . - 0 I -.s;;;: 
Ail 
� 90 r---- ,o ·-\--

1 * 
95 - I -

1 00 ..... ---1 
1 05 - -·-

X 

1 1 0  ___ ___. ___ ___.. ___ __._ __ X 
0 0 .5 1 .5  

Distance (dec) ( 1 0x meters) 

(f) South 4th floor comparison (NLOS & LOS) 

FIGURE 5.3 .3 .1.1 (Continued ) 

<fZ 
LL 0 
() 

,g 0 
LL 0 () 

1 00 

90 

80 

----�--- --

,.------.---1 
--:·-� -+ I 

5 

-�-

1 0  
Deviation (dB} 

1 5  20 

70 --- · · - · -· 

5 

--r-

1 0  
Deviation (dB) 

1 5  20 



I n - B u i l d i n g  ( P i c o c e l l )  P r e d i c t i o n  M o d e l s  307 
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fiGURE 5.3 .3 .1.2 FDTD, 3D ray trac ing , Lee , and measurement. (A color vers ion of th is figu re is 
ava i lab le at www.mhprofess iona l . comjiwpm . )  

20 

From Fig. 5.3.3.1 .2, we have calculated that at an 8 dB deviation between the predicted 
and measured, the COF of FOTO is around 67 percent while the Lee model in this case is 
above 80 percent. Thus, the Lee model gives a better prediction than the FOID model. 

To represent the data in a visual display, we created two signal strength coverage plots: 
one for FDTO coverage and one for the Lee model coverage, as shown in Figs. 5.3.3.1 .3 and 
5.3.3.1 .4, respectively. In these two figures, we have seen that the coverage is bigger, as 
the red color spreads to more area in the Lee model prediction than the FOTO predic
tion. It tells that if we use the FOTO model, the predicted signal strength would be 
underestimated yet the prediction accuracy is not as good as that of the Lee model. 

We also simulated a room with the measured conditions by 30 ray tracing.38•39 The ray
tracing model for in-building is described in Sec. 5.6.1 .  The results of comparisons between 
these three models-FOID, 30 ray tracing, and the Lee model-with measured data are 
shown in Fig. 5.3.3.1 .5. From the COF plot of deviations between predicted and measured, 
the Lee model and 30 ray tracing have the same COF of 70 percent at the deviation of 
5 dB. The Lee model has a better prediction than 30 ray tracing when at a deviation of 
8 dB, that is, COF of 95 percent for the Lee model and 79 percent for 30 ray tracing. 

fiGURE 5.3.3.1.3 FDTD coverage . (A color vers ion of th is figu re is ava i lab le at 
www.mhprofess iona l .comjiwpm . )  
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FIGURE 5.3.3.1.4 Lee model coverage . (A color vers ion of th is figu re is ava i lab le at 
www.mhprofess iona l .comjiwpm . )  
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Figure 5 .3 .3 .2 . 1  shows four scenarios in the interfloor case. In each of them, the 
measured data and the predicted result from Eqs. (5 .3 .2 .2 .2 .9) and (5.3 .2 .2 .2 . 10) are 
compared, and the CDF curves are yielded. In all four scenarios; the CDF reached 
above 80 percent within 8 dB. It is verified that the Lee model is a fairly good pre
diction tool to use. 

In the interfloor case, only one scenario is used to compare with 3D ray tracing, the 
FDTD model, and Lee model-the transmitter is on the third floor of north wing, and 
the receiver is on the second floor of north wing. 

The results are shown in Fig. 5.3.3.2.2. Among the prediction results from three models, 
we see that the Lee model has less deviation values than the other two at 80 percent 
of CDF. 
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(a) Lee model versus measured data of inter 1 floor non MMl-diffraction area 
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fiGURE 5 .3 .3 .2 .1 l nterfloor measured versus pred icted .  

5.3.4 Using Measured Data to Customize the Lee Model 
In the previous work, for minimizing the deviation between the measurement and pre
diction of the Lee model, we pick the best-fit values for the parameters in the Lee model 
through a regression process. For example, in the same-floor case (i.e., single-floor case), 
the receiver is not in the Fresnel zone but is under a NLOS path-loss case. The best-fit 
values are used as follows. 
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(c) Lee model versus measured data of inter 2 floor diffraction area 
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(d) Lee model versus measured data of inter 2 floors non-MddMMd diffraction area 
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fiGURE 5 .3 .3 .2 .1 (Continued ) 

The path loss consists of two components, LMMdLO and Lroom' as shown in Eqs. (5.2.2.2 .1 )  
and (5.2.2.2.3), respectively; m,oom is the slope of room attenuation shown in Eq. (5.2.2.2.3) 
of L,oom · Its value is what we get from the measurement via a best fitting. 

The slope mroom should be easily derived through a linear regression. First we plot
ted all the data points as a function of distance and made the best linear fit, finding 
that the closest slope is 20.378 and 20.261 dB/ dec for the north and the south wing, 
respectively, as shown in Fig. 5 .3 .2 . 1 . 3 .  Then submitting the slopes back into the 



E ((] 
""0 

-� 
.r: 
0, 
c 

� t5 
(ij 
c 
Ol 

i:i5 

-1 1 0  

-1 05 

-1 00 

-95 

-90 

I n - B u i l d i n g  ( P i c o c e l l )  P r e d i c t i o n  M o d e l s  311 
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FIGURE 5.3.3.2 .2  Predicted Lee versus pred icted FTDT versus measured . (A color vers ion of this figu re 
is ava i lab le at www.mhprofess iona l . comjiwpm . )  

equation of L,oom in Eq. (5 .2 .2 .2 .3), we could calculate the prediction values in a group 
of different scenarios that are neither in LOS nor in the close-in one. Meanwhile, from 
the same process, which is based on the best-fitted slope from the linear regression, 
we are also able to predict values in the LOS group of different scenarios as well. 

Now, based on Devasirvatham et al.,8 we can also find a best-fit parameter from a 
regression other that a linear regression. This will be discussed in detail for different 
cases in a following section. 

5.3.4. 1 On the Same Floor-The Single-Floor Model 
Because in the LOS case calculating the path loss is simple, we discuss only the NLOS 
case here. The total path loss Lp; for a single-floor model at a point i is given by 

4 * n * d  ( d ) 
Lpi = Lws, + Lroom, = 20 X log A '• + �OS + mroom * log 1 + d:: (5.3.4. 1 . 1 )  

where Lws i s  shown in Eq. (5.2.2.2 .1 ) and L,oom is shown in Eq. (5.2.2.2.3), d;, is the dis
tance from the transmitter to the first-room intersection while the signal is along the 
radio path to the receiver at point i, and d; is the distance from the first room intersec-
tion to the receiver at point i: 

' 

(5.3.4 .1 .2) 

where o; is the deviation at point i, Lmi is the path loss from the measurement at point i, 
and Lp; is the path loss from the prediction at point i. 
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By booking all the deviation points from Eq. (5 .3 .4 .1 .2), we could come up a 
matrix as 

(5.3.4 .1 .3) 

and � is the parameter matrix we try to figure out in order to minimize 8. And in this 
case 

i}- = [mroom ] 

A = [log(1 + 
d12 ), log(1 + dzz l . . .  log(1 + 

dNz )� i = 1, N dll d21 J dN1 � 

[ 4 * 7t * d 
Ym = Ym1 - 20 x log A 

11 4 * 1t * d FLOSl ' y m2 - 20 X log A 
21 

4 * 1t * dN1 · -
] T 

YmN - 2Q x log A - FwsN l - 1,N 

Fwsz · · . , 

Here we are trying to minimize o by the following technique. 

(5.3.4 . 1 .4) 

(5 .3.4 .1 .5) 

(5.3.4. 1 .6) 

We can use Joint Local Optimization (JLO) to optimize Eq. (5.3.4. 1 .2) .  In this 
approach, the optimized values of the parameters in the prediction model are obtained 
through the minimization of the cost function given by40 

(5.3.4. 1 .7) 

where 

o = (N A)-1 Ny8 (5 .3.4 .1 .8) 

The JLO method solves for all parameters of the model simultaneously and gener
ally provides the best-fit results from the measured data. However, although numeri
cally optimal, the values for the parameters may not be physically interpreted and may 
vary substantially from cell to cell. Therefore, a final examination on the results is 
needed. 

5.3.4.2 lnterfloor Case 
As defined in the Lee empirical model (Sec. 5 .3.2.2 .2), the interfloor case consists of two 
scenarios: one is measured in the diffraction area and the other in the nondiffraction 
area on the separated floor where the receiver is located. The total path loss L interfloor is 
expressed in Eq. (5.3.2.2.2. 12) as 

L. fl = L' . 1+ L" .1+ L (d) mter oor 1- 1- 1 11 (5.3.2.2.2.12) 
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where j = 1 is when the receiver is moving on the separated floor and measuring at 
the diffraction area and j = 2 is measuring at the nondiffraction area. The three compo
nents are 

L";1 = m12 · • log [nN] + A  in dB 

1Ln (d) = L(d0) + 1m, log d (for diffraction area) 

2Ln (d) = L(d0) + 2m, log d (for nondiffraction area) 

(5.3.2.2.2 .1 )  

(5.3.2.2.2 .5) 

(5.3.2.2 .2 .10) 

(5.3 .2.2.2.11) 

The detailed description of Eq. (5 .3.2.2.2.12) has been shown in Sec. 5.3.2.2.2. 

5.3.4.3 The External Bui lding Wal l  Case-Using a Modified Formula 
The focus of Reference 41 is considered the incident angle between the ray path and 
the external building wall where the receiver was located and found that besides the 
distance, the incident angle could be an important factor affecting path loss. According 
to their theory, the path loss in terms of distance and angle could be given by 

L = 32.4 + 20 log(fcHJ+  20 log(S) + L, + Lc, (1 - sin9)2 (in dB) (5.3.4 .3 .1) 

where S is the physical distance between the transmission antenna and the external 
wall. This path is assumed as LOS, as shown in Fig. 5.3.4.3 . 1 .  e is the incident angle, 
L, is the loss in dB from the externally illuminated wall at perpendicular illumination 
(8 = 90°), and Lc, is the additional loss in the dB when illuminated at perfectly grazing 
conditions (9 = 0°) . The recommended values of L, and Lc, are also given that L, = 4 to 
10 dB (concrete with normal window size 7 dB, wood 4 dB) and Lee = about 20 dB. 

However, this theory and formula shown in reference9 would have to be modified 
before it can fit the situation in which our measured data were collected. 

First, in our case, the transmitter antenna did not have a LOS path to the receiver 
while both the transmitter and the receiver were inside the building, as shown in 
Fig. 5.3.4.3.2. So we need an extra loss term for the loss of propagation passing through 
the external wall from the transmitter 's building. Second, in our case, there is no 
window on the walls that the signal would pass through; thus, L, and Lc, are higher 
than the given recommended values from reference.9 

FIGURE 5.3.4.3.1 Penetrat ion i nto bu i l d i ng from external transm itter. 
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FIGURE 5.3.4.3.2 Penetrat ion i nto bu i l d i ng from external transm itter i n  another bu i l d i ng. 

However, the theory and formula shown in reference40 is used for the scenario that 
the distance 5 is from the outside transmitter to the external wall of the building. We 
may need to modify Eq. (5 .3.4 .3 .1) to cover the internal receiver located away from the 
interior wall of the building. 

5.3.4.3 . 1  For the Scenario of Either Tx I nside and Rx Outside the Bui ld ing or Vice Versa The 
modified equation is 

(5.3.4.3.2) 

where 51 is the distance from the transmitter to the building wall and 52 is the distance 
from the receiver to the building wall. Both 51 and 52 are in meters. 

5.3.4.3.2 For the Scenario of the lnterbuilding Case {Tx Is I nside in One Bui lding and Rx is 

inside in  Another Bui lding) 

We may have to modify Eq. (5.3.4.3 . 1 )  before it can fit the situation for which our 
measured data were collected. First, in our case, the transmitter antenna did not have a 
LOS path to the receiver while both the transmitter and receiver were inside the build
ing, as shown in Fig. 5.3.4.3.2. So we need an extra loss term for the loss of propagation 
passing through the external wall from the transmitter 's building. Second, in our case, 
there is no window on the walls, that the signal would pass through; thus, L, and Lee are 
higher than the given recommended values from reference.9 

Based on the above two main observations, we modified Eq. (5.3.4.3 .1 ) to get a new 
formula that should fit this case better: 

(5.3.4.3.3) 

where 51 is the distance from the transmitter to the interior building wall of building A, 
52 is the distance between two building walls, and 53 is the distance from the receiver to 
the interior building wall of building B. All three segmental distances, 51, 52, and 53 are 
in meters. 

The reason for doubling L, is due to the consideration of the transmitter 's external 
wall, and we chose L, = 15 dB and Wee = 25 dB; thus, the calculating equation is given by 

L = 32.4 + 20 log (2 .4) + 20 log (51 + 52 + 53 ) + 2 * 15 + 25 * (1 - sin 8)2 (5 .3.4.3.4) 
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FIGURE 5.3.4.3.3 (Continued ) 

We compared the deviations of four models, including the modified angle formula 
model, using the modified angle formula (Eq. (5.3.4.3.3)) with the measured data. It can be 
seen that the angle formula model gives decent performance when the number of floors is 
two or greater-it fits the actual measured data well. Therefore, in (a) for the same floor 
scenario and in (b) for the one-floor different scenario, the modified angle formula model 
does not perform well. In (c) at a the two-floor different scenario, the modified angel for
mula model has the best performance among all the other models. As we described the 
angle formula model above, the calculation takes into account two elements-distance and 
angle. So we want to find out which element is the main source that brings such good 
results. 

To find out which element plays an important role, distance or angle, we plot the 
path loss-both the measured data and the results from the angle formula, with different 
incident angles in degrees in different number of floors, as shown in Fig. 5.3 .4.3.4. 

As we can see, the measured path-loss data does not decrease as the incident angle 
increases calculated from angle formula. Actually, there is no obvious sign of the cor
relation between the angle and path-loss at each scenario while testing the path loss 
from the transmitter to the receiver on the different floors, as shown in Fig. 5.3.4.3.4. 

The interbuilding propagation experienced that so much path loss is due to the 
obstacles that have directly impacted along the physical distance, so that the various 
construction material of concrete wall, and the physical distance play important roles 
instead of incident angles, in calculating the penetration loss. 
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5.3 .5 The General Formula of the Enhanced Lee In-Bui ld ing Model 
In the Lee in-building model, we introduce a general formula that is similar to the one 
using for the same-floor scenario as 

(5 .3 .5 .1) 

where P, is the power transmitted, G, is the transmitter antenna gain, P, is the receiver 
antenna gain, and L(AJ' L(BJ' L(CJ' and L(DJ are the path losses defined for each propagation 
condition as described below. 

5.3.5. 1 For the Same Floor 
This case is shown in Fig. 5.2.2 . 1 .  There are five conditions to be specified as follows: 

For considering only the LOS path-loss condition: (see Sec . 5 .2 .2 .1) 

(see Eq. (5 .2.2 . 1 . 1 ) )  

L(B) = L(C) = L(D) = 0 

For considering NLOS path-loss conditions: 

a. Receiver is in the close-in zone 

(see Sec . 5.2.2.2) 

L(AJ = Lws same as LOS path-loss condition (see Eq. (5.2.2.2 .1) ) 
L(B) = L(C) = L(D) = 0 

b. Receiver is not in close-in zone but in a room 
L(A) = LLOS 
L(B) = Lroom 
L(cJ = O  
L(D) = L;, wall 

(see Eq. (5.2.2 .2 .1) ) 
(see Eq. (5 .2.2.2.3)) 

(for the enhancement, see Eq. (5.2.8.3 .4)) 
c . Receiver in a special room 

L(AJ = Lws (see Eq. (5.2.2 .2 .1) ) 
L(B) = Lspeciai room (see Eq. (5.2 .2.3 .1 )) 
L(C) = 0 

d. Receiver is outside the building 
L(AJ = Lws (see Eq. (5.2.2 .2 .1) ) 
L(B) = Lroom (see Eq. (5 .2.2.2.3)) 
L(C) = Loutside (see Eq. (5 .2.2.4 .1 ) ) 
L(D) = L;, wall (for the enhancement due to the wave passing through interior 

walls, see Eq. (5.2.8 .3.2)) 

The general formulas of the Keenan-Motley and Lee models are shown in 
Eqs. (5.2.8 . 1 . 1 )  and (5.2.8.1 .2), respectively. In the Keenan-Motley model, there are four 
attenuation factors. Each factor is used to adjust an in-building path-loss parameter. In 
the Lee model, there are three different path losses selected due to the different scenarios. 
All of them come from the measurement data. The implementation of the Lee model is 
straightforward. The implementation of the Keenan-Motley model may need to account 
for the sensitivity of adjusting the attenuation factors, as shown in the next section. 
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5.3.5.2 An lnterfloor Case 
A general path-loss formula for the interfloor case is 

L fl = L' .1+ L" .1+ L (d) mter oar 1- 1- J 11 

Equation (5 .3.2.2.2.12) is described in Sec. 5.3.2.2.2. 

5.3.5.3 lnterbui lding Case 

(5 .3.2.2.2.12) 

In the interbuilding case, we are using our modified formula Eq. (5.3.4.3.2) induced 
from Borjeson and Backer.9 

Equation (5.3.4.3.3) has been described in Sec. 5.3.4.3. 

5.3.5.4 The External Bui lding Wal l  Case 

(5.3.4.3.3) 

5.3.5.4. 1 Transmitter Is Outside the Building This case is shown in Fig. 5.3.4.3 . 1 .  The 
transmitter is located outside the building. Use the same formulas shown in Eq. (5.3 .5 .1), 
but let L(B) = 0. 

5.3.5.4.2 Receiver Is Outside the Bui lding This case is shown in Fig. 5.2 .2.4. 1 .  The 
receiver is located outside the building. Use the same formulas shown in Eq. (5.3.5 .1) , 
but let L(D) = 0. 

5.4 Empirical Path-Loss Models 
Path loss is the signal strength attenuated along the radio path when propagating from 
the transmitter at the base station to the receiver at the mobile. Three forms of modeling 
are used to analyze these losses: the deterministic model (Maxwell's equation), the sta
tistical model (probability), and the empirical model (measured data) . The determinis
tic model is more accurate in general to find the propagation prediction if the 
environment can be precisely described. Besides, this type of model is computational 
complexity. The deterministic model uses Maxwell's equations along with reflection 
and diffraction laws. The statistical models use probability analysis by finding the 
probability density function of the path loss deduced from the historical data. The 
results predicted from this model are fairly accurate, and the computation is simple. 
The empirical models use empirical equations obtained from the results of several mea
surement efforts. This model can give accurate results, but the main problem with this 
type of model is computational complexity. 

Empirical path-loss models are usually used to provide a high-level first-order assess
ment of the design. Once the design is completed, measurement data can be collected to 
fine-tune the design to provide higher accuracy. The Lee in-building model is one such 
empirical model. Usually, higher accuracy requires more detailed physical data and algo
rithms needed. Site-general models (area prediction models in which sites are not specified) 
are sometimes too generic to provide an efficient system design for a specific building. On 
the other hand, deterministic (physical) models are sometimes too complex to be imple
mented to take the full advantage of their capabilities. Even with deterministic models, 
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certain measurement data are needed to ensure the accuracy of the model. There is always 
a cost associated with accuracy. The model needs to be able to balance how detailed the 
input data should be, how many measurement data need to be collected, and how accurate 
and efficient the model needs to be. Usually, site-specific measurements (for point-to-point 
models) are needed. The data can be used to determine the details of the propagation 
mechanisms and material parameters for a particular building. These "measurement-based 
prediction" approaches are described in detail in reference42 and early sections of this 
chapter. The Lee picocell model is able to be fine-tuned for accuracy and efficiency from the 
measurement data. The measurement data should be collected across entire buildings. 

There are many different parts of empirical models for indoor propagation 
prediction; most of which are based on the same propagation path-loss principles. 
The first approach is introduced from the Keenan model, which uses the free space 
curve as the baseline and adds additional loss factors relating to the number of floors 
n1 and walls nw intersected by the straight-line distance r from the intersection to the 
receiver. 

The second approach is from the Ericsson in-building path-loss model.43, 44 It is similar 
to the multiple-breakpoints approach discussed in Chap, 4 on the Lee macro-to-micro 
integration model. There is a unique slope from one breakpoint to another breakpoint in 
the Ericsson model. This approach allows the model to be flexible so that field measure
ment data are gathered more efficiently and move accurately, However, this approach 
tends to lead to large errors in some areas due to the large variability in propagation 
mechanisms involved in different building types and in different wave paths within a 
single building. Although the accuracy and flexibility can be improved by using the multiple
radials approach as adopted by the Lee microcell model and discussed in Chap. 4, the 
calculation of the Ericsson model becomes complicated and slow for in-building scenarios, 

The third approach is from the empirical log-distance path-loss prediction 
models,IM5 which should be used to determine a high-level system design. Once the 
design is complete, the field measurements or an actual deployment can provide a 
final adjustment to a model's applicability in a given building, A good static design 
must still include a sufficient margin for deploying a system based on the environ
mental dynamics, Depending on the bandwidth and data rate, delay spread effects 
may also need to be considered, As a common practice, the delay spread effects are 
considered by the radio specification of the receiver and is handled at the equipment 
requirement, 

The Keenan model provides some flexibility and is adopting the measurement data 
to tune the model with accuracy and speed. The Ericsson multiple-breakpoint model 
provides an empirical curve of worst-case attenuation versus distance. The attenu
ation variable in the log-distance model provides some flexibility to the model. The 
description of log-distance model is not covered in this book because the Lee model 
does not use it for comparison, The readers can find the details of log-distance model in 
references, 14,45 

5.4. 1 The Motley-Keenan Model ( Empirica l )  and a Comparison 
with the Lee Model 

The Motley-Keenan model considers all walls that are intersecting the direct ray 
between transmitter and receiver. The user can adjust the attenuations for the walls . 
The formula for the modified Keenan-Motley model has been shown in Eq. (5.2.8 . 1 . 1 ) .  



I n - B u i l d i n g  ( P i c o c e l l )  P r e d i c t i o n  M o d e l s  321 

The wall attenuation factor P · W(K) is shown in the formula, where K is the number of 
floors and P is the number of walls. The formula can be enhanced to count and sum up 
the loss of each wall and floor if the material is different; thus, the penetration loss is 
different. 

5.4. 1 . 1  Comparison of the Keenan-Motley Model and the Enhanced Lee Model In this sec
tion, the Lee and Keenan-Motley models are made comparison from their path-loss 
predictions in two situations: LOS and NLOS. Many different values are applied to the 
Keenan-Motley Model's parameters. In the LOS situation, three different attenuation 
factors-0.2 dB/m, 0.15 dB/m, and 0 .1 dB/m-are applied to the Keenan-Motley 
model for getting the path losses that are used to compare with Lee model. In the NLOS 
situation, the wall loss of 10 dB is applied to the attenuation factors of 0.2-dB/m and 
0.15-dB/m cases. The path losses from Keenan-Motley model for these two cases are 
compared with that from the Lee prediction model in two scenarios: the scenario of 
multiple rooms in the middle of the floor and the scenario of one room at the end of the 
floor. The general formula of Lee in-building path-loss formula is shown in Eq. (5.3.5 . 1 ) .  
The equation of the Keenan-Motley model is expressed in Eq. (5.2.8 . 1 . 1 )  as 

L (dB) = 32.5 + 20 log(j) + 20 log(d) + K · F(K) + P · W(K) + D(d-Db) (5.4 .1 .3) 

Each symbol of Eq. (5.4 .1 .3) is described in Eq. (5 .2.8 . 1 . 1 ) .  The first three terms are 
for LOS only. The entire equation is for NLOS. The results are described below. 

5.4. 1.2 LOS Situation Here we show the performances of both models in the LOS 
situation. The path loss after the breakpoint, using the attenuation factors of 0.2 dB/m 
and 0 .1 dB/m, are compared with the enhanced Lee model with the slope based on the 
LOS loss formula shown in Fig. 5.4. 1 .3 . Besides, a medium difference is used to compare 
the predictions between the medium values from the Keenan-Motley model and the 
values from the Lee model. 

As shown in Fig. 5.4.1 . 1 ,  the medium differences among all the curves are within 
8 dB at any spot over 200 m. This means that the differences in predicted values 
between the two models are small . Therefore, the user can choose to use either one of 
these. The Lee model appears to be more optimistic than the Keenan-Motley model in 
the LOS situation. It pretty much follows the 0. 1-dB/m attenuation curve. Usually, in 
the LOS situation, the RF link should suffer less attenuation over a long distance. On 
some occasions, perhaps the 0.2-dB/m loss may have to calculate the path loss in the 
scenarios of behind and around building for the Keenan-Motley model, which is not 
in a LOS situation. The Lee model has predicted these scenarios (around the building), 
stated in Sec. 5.3 .5 .3 . 

The enhanced Lee model shows an 8-dB stronger signal strength at the end of the 
coverage distance as compared with the result obtained from Keenan-Motley model 
with a scenario of using a 0.2-dB/m attenuation factor. The Keenan-Motley model 
sometimes predicts the results conservatively. 

5.4. 1 .3 N LOS Situation Here we show the performances of both models in the NLOS 
situation. There are two major scenarios shown in the NLOS situation. One scenario is 
that to many rooms being located in a straight line along the radial path. The other 
scenario is that of one room being located at the end of the building. 
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Figure 5 .4 . 1 .2 shows the one of the NLOS scenarios. Assume there are three 
rooms in a straight line adjacent to each other (20 m long per room in this example) .  
The maximum differences in  predicted values between two models are within 6 dB. 
The peak of the differences is 6 dB at a distance of 100 m, which is in the middle of 
the building. In the figure, the Lee model has considered more path loss in the middle 

Non-LOS comparison 
1 50 7 

1 40 
6 

1 30 
5 en � K_M Non-LOS-0. 1 5  

1 20 "0 (Blue) 

en -� "0 1 1 0  4 Q) K_M Non-LOS-0.2 
-� {) 

c (Red) (/) � (/) 1 00 Q) ..Q 3 :t:: - Lee Non-LOS .r:: '5 
(Yel low) cr; X 0.. 90 C1l 

2 :2: - Max difference 

80 (Green) 

70 

60 0 " �() '0() ,<t-() X>() Rl() " ']) 
Distance in meter 

FIGURE 5.4.1 .2 Comparison of the enhanced Lee and Keenan-Motley models-NLOS. (A color 
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of the building than the Keenan-Motley model does. I t  i s  very important that the 
area in the middle of the building be a critical area in designing an in-building net
work system. The enhanced part of the Lee model also provides flexibility and easier 
integration. 

Figure 5.4. 1 .3 compares the path loss of the end-of-building scenario. The difference 
in predictions between the two models grows apart as the distance increases. Again, 
this phenomenon comes back to remind us of the previous argument on the path loss 
that the change is too drastic with the linear attenuation factors in the Keenan-Motley 
model in the LOS situation. 

As we can see from the above analysis, the enhancement of the Lee model provides 
an effective means to deal with two scenarios. One is the LOS scenario, which better 
addresses the LOS loss outside the close-in zone. The other is the introduction of addi
tional parameters that deal with the RF characteristics inside rooms. 

5.4.2 Ericsson Multiple-Breakpoint Model ( Empirica l )  
The Ericsson in-building path-loss model is  an empirical model and was established 
from measurements in one multiple-floor office building by Ericsson Radio system.43A4 
This model is used around 900 MHz. It takes four regions based on the different distances 
from the base station, as shown in Fig. 5.4.2.1 and Table 5.4.2 . 1 .  

Measurements have been made for a picocellular office system in a six-story modem 
building with a floor plan shown in Fig. 5.4.2 . 1 .  Nine fixed stations (FS) for 900 MHz 
and 14 (FS) per 1800 MHz on each floor are placed, as the x and o indicate respectively. 
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Distance (m) Lower Limit of  Path Loss [dB]  

1 < r < 10 30 + 20 log r 

10 � r < 20 20 + 30 log r 

20 � r < 40 -19 + 60 log r 

40 � r -115 + 120 log r 

TABLE 5.4. 2 . 1  Ericsson I ndoor Propagation Model 

X Fixed stations (900 MHz) 
0 Fixed stations ( 1 800 MHz) 

Upper Limit of Path Loss [dB]  

30 + 40 log r 

40 + 30 log r 

1 + 60 log r 

-95 + 120 log r 

The two curves are shown in Fig. 5.4 .2.2, one for clear case and the other for 
shadow case. The gap between the two curves indicates a 20-dB shadow variation. 
The transmitter located in the middle of a corridor and the receiver is in rooms along 
other corridors on the same story and on other stories. The model covers the condi
tions from a straight line along a corridor and a 45° angle across the house on the 
same floor. In the model, an additional isolation between the floors was at least 15 dB 
on average except for rooms that were located parallel across the open space, which 
was closed to the next building. In this open space case, an added isolation between 
the floors was set to 10 dB. In the vertical direction propagation, all channels can be 
reused after every three floors. 

The in-building model has a rapidly increasing path-loss slope, starting from a 
power exponent of two over a range from 1 to 10 m, and reaches a power exponent 
of 6 .6 from 20 to 40 m. The shadowing distribution in the in-building model is 
limited by the lower boundaries. A typical prediction from the model is shown in 
Fig. 5 .4 .2 .2 for 900 MHz. The model can be used at 1800 MHz by adding an extra 
path loss of 8 .5 dB at all distances. 
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5.5 ITU Model 

5.5. 1 COST 23 1 Multiwal l  Model ( Empirica l )  
The COST 231 multiwall model is  also an empirical model that is  used for the propaga
tion within the buildings.46 This model predicts a linear component of loss in dB, propor
tional to the number of walls penetrated, plus a term that depends on the number of floors 
penetrated, as shown below; 

(5.5. 1 . 1 )  

where LF i s  the free space loss for the straight-line (direct) path between the transmitter and 
receiver, L, is an empirically derived constant, nwi is the number of walls crossed by the 
direct path of type i, W is the number of wall types, Lwi is the penetration loss for a wall 
of type i, n1 is the number of floors crossed by the path, b is an empirical constant, and L1 
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is the loss per floor. Some recommended values are Lw = 1 .9 dB (900 MHz), 3.4 dB 
(1800 MHz) for light walls, 6 .9 dB (1800 MHz) for heavy walls, L1 = 14.8 dB (900 MHz), 
18.3 dB (1800 MHz), and b = 0.46. Lc is empirical derived constant and can be adjusted for 
each different environment. 

The COST 231 model is the most sophisticated empirical model. All walls intersect
ing the direct ray between transmitter and receiver are considered and for each wall, 
individual material properties are taken into account, as shown in Fig. 5.5 . 1 . 1 .  

The predictions o f  COST 231 models are often too pessimistic. Therefore, an exten
sion was added to modify the model: with an increasing number of penetrated walls, 
the individual attenuations (due to the material properties) of the walls are decreased. 
With this modification, the COST 231 model achieves good results with very fast com
putation times. 

5.5.2 ITU-R 1238 ( Empirica l )  
The ITU-R 1238 is  an empirical model that is  used for indoor path-loss prediction47 
assuming that the base station and portable are located inside the same building. The 
indoor base station to mobile/portable radio path loss can be estimated with either site
general or site-specific models . The models described in this section are considered to 
be site general, as they require little path or site information. The model accounts for the 
loss through multiple floors to allow frequency reuse between floors. The model also 
can estimate the loss for transmission through walls and over and through obstacles 
within a single floor of a building. 

The basic model has the following linear form: 

Ltotal = 20 log10 f + N log10 d + L1 (n) - 28 dB 

where N = distance power loss coefficient, 
f= frequency (MHz), 
d = separation distance (m) between the base station and portable, 
L1 = floor penetration loss factor (dB), and 
n = number of floors between base and portable. 

(5.5 .2 .1) 
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FIGURE 5 .5 .2 .1 Loss versus number of floors .  

Typical parameters, based on various measurement results, are given in Tables 5.5.2.1 
and 5.5.2.2. Additional general guidelines are given at the end of the section. 

The path-loss exponent is 20 dB/ dec for the free space loss and is usually applied 
to open area. However, the path-loss exponent can be lower than 20 dB/ dec based on 
the measurement results because the corridors might actually cause a tunnel effect. 
It is around 18 dB/ dec. The path-loss exponent for wall penetration and around 
corners is between 30 and 40 dB / dec, depending on the building material 
and structure . 

Frequency 

900 MHz 

1 . 2-1 .3 GHz 

1 . 8-2 .0 GHz 

4 . 0  GHz 

60 GHz* 

Residential 

2 . 8  

Environment 

Office Commercial 

3 . 3  2 . 0  
3 . 2  2 . 2  
3 . 0  2 . 2  
2 . 8  2 . 2  
2 . 2  1 .7  

*60 GHz values assume propagation within a single room o r  space, and d o  not include any allowance 
for transmission through walls. Gaseous absorption around 60 GHz is also significant for distances 
greater than about 100 m which may influence frequency re-use distances. (See Recommendation 
ITU -R P.676.) 

Source: Table 5.5.2.1 from/7 courtesy of ITU. 

TABLE 5 . 5 . 2 . 1  Distance Power Loss Coeffic ients, N ,  for I ndoor Transm ission Loss Ca lcu lat ion 
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Frequency Residential 

900 MHz 

1 .8-2 .0 GHz 4n 

Environment 

Office 

9 (1 floor) 

19 (2 floors) 

24 (3 floors) 

15 + 4(n - 1) 

Commercial 

. 
6 + 3(n - 1) 

*Note that the penetration loss may be overestimated for large numbers of floors. 
Source: Table 5 .5.2.2 from,47 courtesy of ITU. 

TABLE 5 .5 .2 .2  Floor Penetration Loss Factors , L, (dB) with n Being the Number of Floors 
Penetrated for I ndoor Transmiss ion Loss Ca lcu lat ion 

5.6 Physical Models-Appl ication of Geometrica l Theory of 
Diffraction { GTD) 
Physical models are used when the characteristics of the environment vary more compli
cated ways. Physical models can be classified into two kinds of models. One is a ray
tracing model for in-building, and the other is FDTD (finite-difference time domain) . 
These two kinds of models are introduced in this section. 

5.6. 1 Ray-Tracing Model for In-Bui ld ing ( Picocel l )  
In the past, ray-tracing methods were proposed for propagation prediction in microcel
lular environments4S-52 and for modeling propagation in rough terrain. 53 Later, ray tracing 
for indoor propagation has also been proposed.6.54-59 In this section, we are concentrating 
for the in-building applications. A 3D ray-tracing-based model is applied on the same 
floor using both brute force ray tracing based on geometrical optics and the uniform geo
metrical theory of diffraction. 60 

Ray tracing is a physically tractable method of predicting the delay spread and path 
loss of an in-building radio signal. The delay spread and path loss can be found by 
counting the time and loss of arrival of all the possible reflected and diffracted rays. In 
order to implement site-specific propagation models, accurate site-specific building 
information is required. 

5.6. 1 . 1  Ray-Tracing Technique 
Ray tracing is an exhaustive search of a ray tree accounting for the decomposition of the 
ray at each planar intersection. There are many steps for searching a ray tree: 

1. First, the program determines if a LOS path exists and, if so, computes the 
received field. 

2 . Next, the program traces a source ray in a previously determined direction and 
detects if an object intersection occurs. 

3. If no intersection is found, the process stops, and a new source ray is initiated. 
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FIGURE 5.6.1.1 Ray tree that shows how one source ray can be decomposed i nto many transmitted , 
reflected, and scattered rays from i ntersect ions with p lanar boundaries. 

4. Once the program determines that an intersection has occurred, it checks to see 
if a specularly reflected or transmitted ray has an unobstructed path to the 
receiving location. 

5. After checking for reception, the program divides the source ray into a 
transmitted ray and a reflected ray that are initiated at the intersection point on 
the boundary. 

6. The recursion process starts; these rays are treated in a similar fashion to source 
rays. This recursion continues until a maximum number of ray tree levels is 
exceeded, the ray intensity falls below a specified threshold, or no further 
intersections occur. 

Figure 5 .6 . 1 . 1  shows a portion of a ray tree for one source ray. This ray tree shows 
how one source ray can be decomposed into many transmitted, reflected, and scattered 
rays from intersections with planar boundaries 

5.6. 1 .2 Path Loss for Various Kinds of Ray Paths 
The propagation of a signal from the transmitter to the receiver occurs through various 
kinds of ray paths, such as direct, reflected, transmitted, and diffracted paths. The path 
loss of each different kind of paths can be stated as follows: 

1. Direct (LOS) rays exhibit a 1 I d2 power loss with distance according to Friis free 
space transmission. 

2. Specularly reflected and/ or transmitted rays follow a 1 I d2 power loss with 
distance, where d = r1 + r2 where r1 and r2 are labeled path segments for a 
reflected ray, as shown in Fig. 5 .6 . 1 .2 . 

3 . Diffracted rays are exhibited in the shadow regions. The GTD supplements the 
geometrical optics (ray tracing) by introducing a diffracted field that accounts 
for the nonzero fields in shadow regions and modifies the field in the geometrical 
optics (GO) region so that the total field is continuous. The path loss from a 
diffracting corner will be shown in Eq. (5.6 . 1 . 1 ) .  
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Wal l  
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FIGURE 5.6.1 .2 Transm itted ,  reflected , and d iffracted ray paths .  

5.6. 1.3 Consideration in Shadow Regions 

Wal l 

This is important since in a mobile and portable radio environment, the receiver is often 
shadowed from the transmitter. It is important to be able to predict the changes in the 
propagation as a receiver moves from an unobstructed to an obstructed location. 

A single diffraction from diffracting corners in a hallway is considered where the 
corner is modeled as a dielectric wedge. The received field from the dielectric wedge is 
determined from the uniform geometrical theory of diffraction.60•61 The path loss is a 
power loss with distance r1 and r2 as 

(5.6. 1 . 1 )  

where r1 and r2 are as displayed in Fig. 5 .6 . 1 .2  for the diffraction case. The diffraction 
model accounts for all scattering in nonspecular directions. 

5.6. 1 .4 Comments on Ray Tracing 
A ray-tracing algorithm provides a relatively simple solution for radio propagation 
based on GO (Geometrical Optics) and usually supplemented by uniform theory of dif
fraction (UTD) . However, GO provides good results only for electrically large objects, 
and UTD is rigorous only for perfectly conducting wedges. For dealing with complex 
lossy structures with finite dimensions, ray tracing fails to predict the scattered fields 
correctly, but FDTD, introduced in the next section, can handle this case. 

Using a 30 ray-tracing tool for the wave propagation is also based on the GO and 
UTD. This model includes modified Fresnel reflection coefficients for the reflection 
from surrounds. The diffraction is calculated from the UTD. The implementation of this 
wave propagation phenomenon in the ray-tracing tool appeared in references.62•63 
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The 3D ray-tracing tool is used for evaluation in urban wave propagation, and its 
major advantage is the wideband analysis of the channel. The frequency dependence, 
such as the time delay spread, and the time variance, such as the Doppler spread of the 
channel, can be determined. 

5.6.2 FDTD 

5.6.2 . 1  What Is FDTD? 
FDTD was developed based on the Maxwell's equations to handle a complicated com
munication environment in which transmitting and receiving antennas are often installed 
close to structures with complex material properties. Such problems can be solved not by 
asymptotic solutions but by the numerical solution of Maxwell's equations, called the 
FDTD method. The FDTD method simultaneously provides a complete solution for all 
the points on the map that can give signal-coverage information throughout a given area 
very accurately. In a simple outdoor environment, a 2D FDTD is generally applied.29.37 

5.6.2.2 General Procedure of the FDTD Algorithm 

5.6.2.2 . 1  Starting from M axwel l 's Equations FDTD was developed based on the 
Maxwell's equations to cover all the propagation phenomena, such as reflections, 
diffractions, refractions, and transmission. 

Maxwell's equations in the time domain are 

Modify two equations for FDTD: 
Eq. (5.6.2 .2 .1) becomes 

Eq. (5.6.2.2.2) becomes 

- afr 
V' x E = -fl at  

- - a£ 
V' x H =  CJE + Eat 

aFr 1 - 1 -- = - V x E - - crH at fl fl 

a£ 1 - 1 -- = - V x H  - - crE dt E E 

(5 .6.2 .2 .1) 

(5.6.2.2 .2) 

(5 .6.2.2 .3) 

(5 .6.2.2.4) 

The vector differential equations can be converted into three coupled scalar equations: 
For E-field: 

()Ex = .!_ ({)Hz - ()HY - crE ) at E ay az x 

()Ey = .!_ ({)Hx - ()Hz - crE ) dt E dZ dX Y 

()Ez = .!_(dHY - ()Hx - crE ) dt E dX ()y z 

(5 .6.2.2 .5) 

(5 .6.2.2.6) 

(5 .6.2.2.7) 
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For H-field: 

(5 .6.2.2.8) 

(5 .6.2.2.9) 

(5 .6.2.2.10) 

Maxwell's equations from Eq. (5.6 .2.2.5) to Eq. (5 .6.2.2 .10), these six equations are 
used for FDTD algorithm. In the next, section, we review the Discretize Space and 
Discretize Time named by Yee.64 

Figure 5.6.2 .2 .1 gives us a clean picture of the "Yee" cell, named after Kane Yee, who 
developed this method in 1966. In the figure, the E, H components are located at differ
ent locations and are a half cell apart, as shown in Fig. 5.6.2.2.2. 

In Fig. 5 .6 .2 .2 .2, the E and H components will be at different times (E , E , and E 
X y Z 

are separated at times n ± t, and Hx, HY, Hz are separated at times (n + 1 /2) ± t. This 
is "leapfrogging in time" and is useful for defining the central differences in time 
(d/ dt) . 

Then the derivative terms can be replaced by difference terms according to the cen
tral difference formulas in space and time: 

Ez 

FIGURE 5.6.2 .2 .1 "Yee" cel l d i agram .  

Hz 

Hy 

/ 
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FIGURE 5.6.2 .2 .2 The Yee ce l l  demonstrated .  
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For Eq. (5 .6 .2.2.5), we transform the E-field equation to the different form: 

E;+1 (i, j, k) -E; (i, j, k) 1 [H;+i (i, j, k) -H;'+i (i, j - 1, k) 
L'lt £ !J.y 

Then Eq. (5.6 .2 .2 .11) can be rewritten as [ 1 1 
E" (i . k)[1 - a!J.t]+ L'lt H;+2 (i, j, k) - H;+2 (i, j - 1, k) 

X 
, ; , 2£ E !J.y 

E;+1 (i, j, k) = [ ] 1 + a!J.t 
2£ 

(5 .6 .2.2.11) 

H"+2 ( · . k) - H"+2 ( · . k - 1) y l, ], y l, ], 
1 1 : 

(5 .6 .2 .2.12) 

For Eq. (5.6.2.2.8), we transform the H-field equation to the different form: 

H:+� (i, j, k) - H:-� (i, j, k) _ ..!_[E; (i, j, k + 1) - E; (i, j, k) 
_ E; (i, j + 1, k) - E; (i, j, k)] 

L'lt - 11  !J.z !J.y (5 .6.2.2.13) 

And Eq. (5 .6.2.2.13) can be rewritten as 

1 1 • t [E"(i ;· k + 1) - E"(i ;· k) E"(  · . + 1 k) E"( . . k)] 
H;+2 (i, j, k) = H;-2 (i, j, k) + ft- Y ' ' !J.z Y ' ' z z, ; ' !J.y

- z !, ], (5.6.2.2. 14) 

Assume that we know the E and H values at the very beginning of the first cell (in 
3 D) or grid (in 2 D) at the time (n = 0) . Depending on the number of cells or grids, we 
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FIGURE 5.6.2 .2 .3 Data model for FDTD s imu lation .  (A color vers ion of th is figu re is ava i lab le at 
www.mhprofess iona l .comjiwpm . )  

can do the iterations within one time step to gain all the E and H values of  all the cells 
or grids. Since the iteration is processing one by one in time steps, we can reach any 
time's state of the whole system after repeating the same procedure. This is the key part 
of the FDTD procedure. The initial E and H are equal to zero when the procedure starts 
from the very beginning. Therefore, we may not need to start at the very beginning. If 
we have knowledge of the past and current state of the system at any time point, we can 
start from that time point to predict the future state of the system. The iterations make 
up the procedure of the FDTD. 

Figure 5.6 .2.2.3 shows the data model for the FDTD calculation obtained from a 
picocell. Based on the input data, the FDTD can calculate the expected values for each 
point. Again, this depends on how much detail and on the granularity to derive the final 
value. Figure 5.6 .2.2.4 shows electromagnetic field simulated using the FDTD technique. 
The electric field is strong at the corner of the picocell, as shown in Fig. 5.6.2.2.4. 

5.6.2.3 3 D  Ray-Tracing and FDTD Models versus the Lee Model 
In this case, the 3D ray-tracing and FDTD models were implemented in the same sce
narios for comparison with the Lee Model. The room is assumed to have a uniform 
dielectric environment, and the simulation was done for just one room case-the second 
floor of north wing at Republic Polytechnic (RP) in Singapore (see Fig. 5.3.2. 1 .2) . 

The deviation is the difference between the predicted and the measured values, as 
shown in Fig. 5.6.2.3. 1 .  As shown, the ray tracing (with and without furniture) and Lee 
models gave a decent prediction in this scenario. However, the FDTD model did not 
show its performance to be as good as that of the other two models. The main possible 
reason is that the 1 x 1 m-square grid is too large to be accurate for the FDTD model in 
this case. Furthermore, with the consideration of furniture, the gird should be even 
smaller. This is also the reason that applying the FDTD model in a furnished room here 
gives the worst performance. However, as we mentioned earlier, if we put more com
putational resources into the FDTD model, the results should be better. 
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FIGURE 5.6 .2 .2 .4 Electromagnetic fie ld s imu lated us ing FDTD techn ique .  (A co lor vers ion of th is 
figu re is  ava i lab le at www.mhprofess iona l .comjiwpm . )  
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5. 7 Summary and Conclusions 
Different models for in-building (picocell) predictions are discussed in this chapter. In 
dense urban areas, the interference between all different sizes at a cell site is difficult to 
predict and manage. Propagation in in-building scenarios is especially complicated and 
unexpected. Every building has its own structured characteristics with different materi
als and layouts and different surroundings. 
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Comparing the predicted results with the measured data, the deviation between the 
two at any measured spot is plotted. From all the deviation values, a map of deviations 
is formed. By applying a linear regression, we can find the best-fit slope of each element 
to replace the existing one in the formulas. Through this procedure of fine-tuning the 
model, we do not worry about the specific details of the floor or building. The Lee 
model deals with single-floor, interfloor, single-building, interbuilding, and intersites. 
The model, integrated with measured data, provides better accuracy and efficiency. It is 
simple and cost effective to use. The general formula of the Lee in-building model is 
discussed in Sec. 5.3.5. 

Chapter 6 will describe how to integrate the three models of the Lee model-macro-, 
micro-, and picocell-into one Lee integrated model by combining and transiting the 
different individual models in different areas. The Lee model tries to find a balance 
among many different parameters, including accuracy, run time, data granularity, com
plexity, scalability, and a means of fine-tuning the model. The most common practice is 
measurement integration. 

As demands increase for more integration and more accuracy, propagation
predicted models are needed to provide ubiquitous coverage, throughput, and capacity. 
The Lee models have evolved and developed to meet the demands on capabilities as 
well as accuracy, speed, required data input, and flexibilities. The Lee model started 
from a theoretical and statistically based model, then the measured data are integrated 
in the model to further improve the accuracy of the model. In addition, different cell 
size models need different input parameters to improve the accuracy of the models . 
In the macrocell model, we need terrain and clutter data; in the microcell model, we 
need building, terrain, and attribute data; and in the Picocell model, we need to have 
wall, building material, window, and room dividers. Also in the next chapter, we will 
discuss some relatively new activities in the propagation prediction field with new and 
old technologies. The chapter also provides a more detailed and insightful view of the 
Lee comprehensive models. 
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CHAPTER 6 
The Lee Comprehensive 
Model Integration of 
the Three Lee Models 

6.1 I ntroduction 
The fast growth of wireless systems has changed our lifestyles in both our work and 
our play. The Lee propagation models have been through generations of revolutions 
as well as evolutions. At the very beginning, terrain was the dominant factor, and 
then the human-made environment became important. Based on the power of com
putation and the degree of accuracy and granularity of the input data used in the 
propagation models, such as terrain and building maps, three different models were 
developed for different environments and focuses. 

In the previous chapters, the Lee models have been compared with other popular 
models . Based on the predicted accuracy and granularity, there are area-to-area and 
point-to-point propagation models . Based on the size of radius of coverage area, we 
have pico- (in-building), micro-, and macrocell sites. The propagation model can also be 
categorized as theoretical, empirical, or statistical to deterministic site-specific models. 
A model is characterized by the input data, the computational power needs, and the 
demand of accuracy and speed for solving theories and techniques. 

The Lee model has developed based on the theoretical, statistical, and empirical 
approaches and validated the Lee macrocell, microcell, and in-building (picocell) predic
tion models with a large amount of field data, as shown in Chaps. 3 to 5, respectively. 
The Lee models have been used by the industry and recognized in academic publica
tions.]-{, Many continuous integrations and enhancements of the Lee model have been 
shown?-15 In this chapter, we present the Lee comprehensive model. It explains how to 
integrate the three flavors of Lee models to make a complete system design, from pica
cell (in-building) to microcell to macrocell. Each cell-specific model can be fine-tuned 
with field-measured data. The Lee comprehensive model is used to design a general 
large system with all three models used simultaneously in the simulated deployment 
environment. The predicted results in this deployment modeling are compared with 
other models. Also, the predicted results are compared with newly developed models, 
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such the ray-tracing and FDTD techniques,1&-21 to validate its applicability, as shown in 
Sec. 5.6.2.3 for the in-building environment. Results show that the Lee comprehensive 
model is as good as any other model. 

Also in this chapter, we introduce four different transmission media that are differ
ent from our terrestrial mobile transmission medium. They are satellite communication 
signal, underwater communication signal, aeronautical communication signal, and 
bullet train communication signal. The readers can understand and compare the differ
ences among the different media. 

6.2 I ntegrating the Three Lee Models 
The Lee model is based on the different types of human-made environment and the 
terrain variations . Under the terrain variations, the slope and intercept are consid
ered as the baseline . The effect of human-made constructions can be translated to a 
slope of the path-loss curve . The Lee macrocell model has been implemented in 
AT&T markets since 1984. However, with the fast growth of femto-, pico-, and micro
cells, new models were needed to accurately predict the propagation in smaller and 
highly impacted human-made environment. Lee has developed the micro- and pica
cell models, which can be used in the femtocell prediction. The goal of this section is 
to identify a way to integral all three models together to solve all system deployment 
issues. 

The generalized equation of received signal strength is expressed in Eq. (3 . 1 .2 .1 ) 
and restated as 

The Lee single-breakpoint model is derived from Eq. (3 . 1 .2 . 1 )  and is composed of 
four components, as shown in Sec. 3 . 1 .2 :  

Signal Area-to-
streng� affia pa� 

)= P,0 - r  · log (�) + A1 + 

Effective antenna Diffraction � / loss 

Geffh (h9, h2) + L + a 

' Adjustment 
factor 

The causes of these components are described as follows; 

1 .  The area-to-area path-loss slope y is affected by the human-made environment, 
such as suburban, urban, open area, metropolitan, in-building, and other 
human-made construction areas. 

2 . The effective antenna height gain varies due to the fluctuation of terrain 
contour. The effective antenna height gain varies as the mobile moves along the 
mobile path. The larger the fluctuation of the terrain contour, the more rapid 
the change of the effective antenna height gain. 
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FIGURE 6 .2 .1 .1 .1 Macroce l l  d rive test routes .  

3. Diffraction loss occurs when the mobile is in the shadow region. 
4. An adjustment factor is used for the input data other than the default values. 

The received signal strength can be predicted at each point on the signal path 
(radial) . Also, the Lee model can use a signal-smoothing process to find an optimum 
prediction value. 

The human-made environmental factors used by the micro- and picocell models 
can be easily integrated into the macrocell model. A seamless and integrated prediction 
model can be applied to cover femto-, pico-, micro- and macrocells. 

6.2 . 1  Val idation of the Macrocel l  Model 

6.2. 1 . 1  Col lection of Measured Data 
The measurement data for a single cell was collected in the Ivrea, Italy, area (see 
Fig. 6.2 . 1 . 1 . 1 ) .  There are a total 10 drive routes. This cell site had an elevation of 246 m 
above sea level with a transmitter height of 50 m and ERP of 45.3 W. The measured data 
were collected by driving away from and toward the cell sites. Figure 6.2. 1 . 1 . 1  shows 
the actual physical locations of few of these 10 routes, which covered most of the char
acteristics of this cell site. 

Because the morphology was drastically different at different spotted area in the 
same cell-site coverage, it is important to be able to apply different slopes and intercepts 
for different areas covered by the same cell site. This situation has been handled by 
applying the method shown in Chaps. 3 to 5.7-15 

6.2. 1 .2 Measured versus Predicted 
A cell site was located in a hilly area where there were some known unreliable ter
rain data problems . Also, morphology data, tunnel, elevated highway, and bridge 
information was not always available. The measured data were collected without 
screening these restrictions . Figures 6 .2 . 1 .2 . 1 ,  6 .2 . 1 .2 .2, and 6 .2 . 1 .2 .3 show some 
samples of measured versus predicted data for the Lee macrocell model. The devi
ations between the prediction results and the measured data are 6 to 9 dB at 
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60 percent of the measured data . This is fairly good performance in a macrocell 
prediction model. 

6.2.2 Val idation of the Microcel l  Model 
In Sec. 4.2.7, measurement data were collected by different groups in various countries/ 
cities for selected applications with unique frequencies, varying transmitter heights, 
and differing cell site parameters within a range of mobile communication environ
ments. We must also consider different buildings that have unique shapes with indi
vidual heights and widths and built with various materials and different spacing. 
Measurement data were carried out in San Francisco, Japan, and Spain. 

Comparisons with collected measurement data demonstrate that the model per
formed exceptionally well in varying mobile environments with different cell site 
parameters, as shown in Sec. 4.2.7. 

6.2.3 Val idation of the In-Bui ld ing Model ( Picocel l  Model ) 
In Sec. 5.2.5, measured data were collected at the Qualcomm building. This set of tests 
examined some special cases in the building, such as the impact of elevators on the 
signal attenuation. LOS, NLOS, single room, and multiple rooms were considered. 

Figure 5.2 .6 .1 shows the measured versus predicted charts. More than 85 percent of 
the predicted values were within a delta value of 4 dB. 

6.3 System Design Aspects Using Different Pred iction Models 

6.3 . 1  Preparing to Design a System 
There are many technologies that can help to improve and enhance the COMA net
work's coverage and capacity. However, the key consideration is the trade-off 
among cost, benefit, and risk. In this section, three different new technologies are 
analyzed and applied to a specific study area. The deployment of a microcell pro
vides much enhanced capacity and coverage. The implementation of repeaters can 
improve limited coverage but lose certain capacities .  The masthead low-noise 
amplifier (LNA) improves both the coverage (and with higher sensitivity) and the 
capacity. First, we analyze the benefits from these technologies and then consider 
the trade-off on the cost of improvement on a per-decibel basis . A system design is 
conducted based on the terrain and ETAK data. Then the design criteria and link 
budgets are analyzed and balanced. The Lee propagation model was applied to 
come up with radio coverage plots from each cell site within the study area. Then 
the COMA coverage plots (Ec/10 and E/10) for forward and reverse links are 
derived. Based on these plots, the analysis on effects of applying these new tech
nologies can be further studied and compared. As shown from these studies, each 
technology has its own pros and cons . 

The goal here is to study the modeled design and applying the new technology to 
see if there are any of the following: 

• Performance improvement 
• Reduction of capital without affecting the service 
• Associated cost and risk 
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6.3 .2 Design Parameters and Input Data 

6.3.2 . 1  Design Parameters 
The following design parameters are used as a default set in the prediction model to 
design a system in a special area: 

Transmitter height: 
Antenna gain: 
Output power: 
Cable loss: 
Vertical beamwidth: 

30 to 40 m 
17 dBi 
13.5 W 
2 to 3 dB 
4° to 5° 

The antenna pattern used in the model is shown later in Fig. 6.3.3.2 . 1 .  The coverage 
plot was generated based on a 144-dB link budget. This translates to a receiver level 
about -85 dBm forward link coverage. This value is reasonable for providing ground 
car coverage. USGS terrain (a 3 x 3-sec map) data were used for this study. 

6.3.2.2 Terrain Data 
The 3D terrain of a special area for designing a system is shown in Fig. 6.3.2.2 . 1 .  As we 
can see, the study area is pretty flat. With a 30- to 60-m antenna height, the signal cover
age should be very good. From the measured data, the 1-mile intercept value is 3 dB 
below that of the typical suburban areas. The standard 1-mile intercept in the suburban 
area from the Lee model is -61 .7 dBm under the default condition. The 1-mile intercept 
in this special area after normalization with the Lee model's standard intercept would 
be -64.7 dBm, different from the default value shown in Fig. 3 . 1 .3 . 1 . 1 .  The terrain undu
lation of the study area is between 10 and 200 ft, as shown in Fig. 6.3.2.2. 1 .  

6.3.2.3 Cel l  Sites a n d  Vector Data 
Designing a system in a study area is shown in Fig. 6 .3 .2 .3 . 1 .  The locations of cell 
sites are specified by longitude and latitude. The vector data in the study area 
include shoreline, political boundary, major and minor streets, and so on. These are 
very important data when deploying a cellular CDMA system. The vector data, 
such as major and minor streets, in a studied area are indicated on the map, as 
shown in Fig. 6 .3 .2 .3 . 1 .  

FIGURE 6.3 .2 .2 .1 Top view of the study terra i n  with 5 x  magn ification .  
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FIGURE 6.3 .2 .3 .1 Cel l-site , major and m i nor street data . 

6.3.3 System Coverage in  General 

6.3.3 . 1  Forward Link Coverage 
Forward link coverage plot is the groundwork for analyzing performance of any cellu
lar design. Since the propagation characteristics are critical in mobile communication, it 
is important to ensure that the coverage requirement is met in the first place. 

Figure 6.3.3 . 1 . 1  shows the coverage map for the study area, which is in suburban 
areas along different highways. Figure 6.3.3 . 1 .2 shows the coverage map overlay on a 
3D terrain. 

6.3.3.2 Antenna Patterns 
The characteristics of an antenna are also an important factor when dealing with the 
coverage and interference. Figure 6.3.3.2.1 shows the antenna pattern with 45° mechan
ical downtilt. We have mentioned the advantage of using a mechanical downtilt of an 
antenna in Sec. 3 .1 .7. 1 .  

6.3 .4 COMA Coverage 
From the CDMA plots, how to generate the usage of channels and other parameters is 
discussed in this section. There are several different CDMA plots that are needed to 
evaluate the performance of the CDMA system from both forward and reverse links. 

6.3.4. 1 Forward Link Ejl. Plot 
The forward link of the CDMA E/Io plot is equivalent to the normal AMPS/TDMA/ 
GSM forward link E/ Io coverage plot. However, the E/ Io is a negative dB value, but 
E/Io is a positive dB value. The E/Io value defines the coverage of the plot channel of 
the CDMA system. 
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D >= -74 dBm , _  
• >= -81 dBm 
• >= -88 dBm 
• >= -91 dBm 

9 1  ,. .. .. 

FIGURE 6.3 .3 .1.1 Forward l i n k  coverage . (A color vers ion of th is figu re is ava i lab le at 
www.mhprofess iona l .com/iwpm . )  

As shown in Fig. 6.3.4. 1 . 1 ,  most areas are signal covered with E/Io above -11 dB, 
which is the threshold level for providing good coverage and decent handoff support 
for the system. 

6.3.4.2 Handoff (HO)  Plots 
The E/Io plot is also used to calculate the HO regions and figure the HO threshold by 
the system engineers. Any bin on the map that is in the HO region is further calculated 
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oo goo 

1 80° -90° 

FIGURE 6.3.3 .2 .1 Antenna pattern : horizonta l ;  vertica l ;  3D, 45° 0 t i lt ;  3D, front view, 5° t i l t .  

FIGURE 6.3.4.1.1 CDMA Ej/0 plot .  (A color vers ion of th is figure is  ava i lab le at 
www.mhprofess iona l . com/iwpm. )  
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• 2 way soft 
• 2 way softer 
D No handoff 

FIGURE 6.3.4.2.1 COMA HO p lot. (A color vers ion of th is figu re is ava i lab le at 
www.mhprofess iona l .comjiwpm . )  

to define which bin is  in which HO region, for example, softer HO between sectors in a 
serving cell or soft HO between cells. The time window of HO for this plot is generated 
with TAoo being -12 dB, as shown in Fig. 6.3.4.2 . 1 .  

The HO region will be bigger i f  the TAoo value changes to a lower Ejlo value. For 
example, the HO region for TAoo of -13 dB, which is bigger than a TAoo value of -12 dB. 
The E/ Io plot is used to evaluate the performance of the CDMA system in the HO 
region effectively. 

6.3.4.3 Reverse Link EJN. Plot 
The reverse link E/ No plot presents the system performance of the CDMA system on the 
reverse channel. It is generated by first calculating the CDMA system noise level based on 
either the output of system simulation or the user 's input. Once the CDMA noise level is 
acquired, by placing an imaginary mobile at every bin with a maximum reverse link ERP, 
the E/No value at that bin can be calculated. When the mobile is in the HO region, the 
CDMA reverse link model calculates the signal gain in this region. The reverse link plot 
here is generated by using a requirement of the E/No level equal to 9 dB. In the CDMA 
system, 9-dB noise figure was added to the noise floor as the design guideline. The HO 
threshold was set to be -lldB for TAoo (call add) and -12 dB for T_DROP (call drop). 

As shown in Fig. 6.3.4.3 .1 , most areas meet the reverse link coverage criteria with 
E/No above 10 dB. 

6.3.4.4 An Overal l  Plot 
An overall plot basically combines the forward link EjNo and reverse link E/No dis
playing on one plot so that engineers can easily identify the area that might have prob
lems on either forward or reverse links, as shown in Fig. 6.3.4.4. 1 .  
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FIGURE 6.3.4.3.1 Reverse l i n k  E0/N0 plot .  (A color vers ion of th is figure is ava i lab le at 
www.mhprofess iona l .comjiwpm. )  
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.. 

.. 
.. 

Good coverage 
RL EJN0 fai led 
Ecl/0 , RL EJN0 fai led 

FIGURE 6.3.4.4.1 Combi ned p lot .  (A color vers ion of this figure is ava i lab le at 
www.mhprofess iona l .comjiwpm . )  



352 C h a p t e r  S i x  

6.3 .5 System Design in Special Areas with New Technologies 

6.3.5. 1 Special Area Design Using Repeaters 
Repeaters are used to cover those areas that are normally difficult to cover or become the 
extended coverage area.22·23 Such as tunnels, valleys, terrain-limited, or morphology
limited areas. It can be divided into three different types-on-frequency repeaters, off
frequency repeaters, and fiber-optical repeaters. The on-frequency repeater is used 
basically as a signal enhancer. However, this kind of repeater usually has a limited out
put power (maximum of 2 W) and provides only a limited coverage area. Although 
using an on-frequency repeater can boost the normal RF signal strength in a COMA 
coverage area, it does not seem to be an effective solution for resolving the highway 
coverage issue. 

Assume the following required power levers for repeaters and base stations: In the 
forward link, we need a 33-dBm output power from a repeater when BS the base station 
is at its maximum ERP 50 dBm in order to match the system, shown in Fig. 6 .3 .5 . 1 . 1 .  
At  the forward link, the signal strength and the noise level can be  calculated as: The 
transmitting signal power at the output of the repeater is 

p1 = 50 dBm - PL + G2 + G3 = 33 dBm 

The required gains G2 and G3 in the repeater are 

G2 + G3 = PL - 17 dB (6.3.5 . 1 . 1 )  

I f  PL = 100 dB, then G2 + G3 = 83 dB and the total reverse link noise level at point A is 
given by: 

A -

N = NF, · No, · G2 · G3 · G NF · N t PL 1 + BS th 

G 1  

Forward l i nk  
Tx Rx 

E aJ "0 0 I!) 0.. a: w 

• 
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lo:-l '"' _. 0 �  BS antenna � �., ( 1 5 dB) r--
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'------''---------" ---GD I an:�na r 
FIGURE 6.3.5 .1.1 Reverse l i n k . 

G3 

Repeater 
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G3 
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(6.3.5 . 1 .2) 
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where NF, is the repeater noise figure of the receiver, NFbs is the base station noise 
figure, and N11, is the thermal noise level. The description of noise figure appeared 
in Sec. 6 .5 .3 .  Using the parameters in Table 6 .3 .5 . 1 . 1 , the dB value of total noise from 
Eq. (6 .3 .5 . 1 .2) at point A is 

[ (63 X 31 .6 )] N1 = 10 log N1, 50. 1 1  + 6.3 = 10 log(N111 · 10.27) 

= N111 + 10.1 dB (dB) 
(6.3.5.1 .3) 

This result of Eq. (6.3 .5 .1 .3) clearly illustrates that the installation of a repeater 
will increase the noise level of the base station by 2 .1  dB, as the noise figure without 
the repeater is 8 dB. The signal-to-noise ratio of the base stations and consequently 
the reverse link coverage will be decreased. Note that the forward link is not affected 
by the result in a link imbalance from the existing system. In a typical suburban envi
ronment (35 dB/dec), a 2 .1 -dB increase in base station noise level can be translated 
into a 13 percent shrinkage in coverage radius at the reverse link as follows: 

(R )35 R R: = 2 .1 dB => R� = 0.87 (6.3 .5 .1 .4) 

where R1 and R2 are reverse link coverage radii before and after the installation of a 
repeater. If the original reverse link coverage is a radius of 5 miles, then it will be 
reduced to 5 x 0. 87 = 4.36 miles. Therefore, when we install repeaters into an existing 
wireless system, they should not be placed at the cell boundary. A 13 percent margin is 
necessary to keep the reverse link coverage in a suburban area. When designing a new 
system with repeaters, the increase of base station noise figures is always be taken into 
account when determining the link budget. 

The cascade of repeaters will introduce a significant increase in noise level. A base 
station with n cascaded repeaters will represent a noise level of 

Repeater RF i n put 
Repeater power output 
Repeater no ise figu re 
Repeater ga i n  
Repeater donor antenna ga i n  
Base-station coverage antenna ga i n  
Base-station receiver no ise figu re 
BS maximum erp 

-55 dBm 
-33 dBm 
8 dB 
G2 
G3 
15 dB 
8 dB  
50 dBm 

TABLE 6 -3.5.1.1 Parameters of Repeater and Base Station 

(6.3.5 . 1 .5) 
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6.3.5.2 Studying Design Plots in a Special  Area before Using Repeaters 
In this section, several CDMA design plots are shown in Figs. 6.3.5.2.1 to 6.3.5.2.5. before 
the repeater is implemented that is used as the benchmark for comparison 

Figure 6.3.5.2.2 shows the normal coverage plot for the special-area design. The two 
way soft HO and softer HO are indicated in the plot. 

Figure 6.3.5.2.3 shows the Ejlo plot on the forward link for the special-area design. 
The terrain undulation effect is shown in the coverage plot. 

Figure 6.3.5.2.4 shows the E/N0 plot on the reverse link for the special-area design. 
The signal strength shown in the plot does not cover the whole highway. 

Figure 6.3.5.2.5 shows the combined CDMA coverage plot, both FL (forward link) 
and RL (reverse link), for the special-area design. In the red area, the RL signal has 
failed. In the green area, both FL and RL have failed. 

6.3.5.3 Studying Coverage Plots in a Special 

Area Using Repeaters 
The plots shown in Figs 6.3.5.2.1 to 6.3.5.2.5 without repeaters and in Figs. 6.3.5.3.1 to 
6.3.5.3.5 with repeaters were deployed in the special design area. 

D -65 dBm 
• -75 dBm 
• -85 dBm 
• -95 dBm 

+ 
FIGURE 6.3 .5 .2 .1 Spec ia l  a rea coverage without repeaters. (A color version of th is figu re is  
ava i lab le at www.mhprofess iona l .comjiwpm . )  

• 2 way soft 
• 2 way softer 
D No handoff 

....... 

FIGURE 6.3.5.2 .2  Spec ia l  a rea COMA HO p lot without repeaters . (A color vers ion of th is figu re is 
ava i lab le at www.mhprofess iona l .com/iwpm . )  
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FIGURE 6.3.5.2 .3 Spec ia l  a rea COMA Ej/0 Plot without repeaters. (A color vers ion of th is figure 
is ava i lab le at www.mhprofess iona l .comjiwpm . )  

.. ... -
0 >= 20 dB 
• >= 1 5  dB 
• >= 1 2  dB 
Ll >= 1 0  dB 
• >= 8 dB 
• >= 6 dB 
• >= 4 dB 

FIGURE 6.3.5.2.4 Specia l-area COMA reverse l i n k  E"/N0 without repeaters. (A co lo r  vers ion of 
th is figu re is ava i lab le at www.mhprofess iona l .comj iwpm . )  

Figure 6.3.5.3.1 shows the normal coverage plot for the special-area design with two 
repeaters to replace a Base Transceiver Station (BTS) . The two small green areas show 
the coverage where the two repeaters were installed. 

Figure 6.3.5.3.2 shows the CDMA HO plot for the special-area design with two 
repeaters to replace a BTS. The extended coverage area compared in Fig. 6.3.5 .2 .1 is due 
to the repeaters. 

Figure 6.3.5.3.3 shows the EJio plot of FL for the special-area design with two 
repeaters to replace a BTS. The smaller blue areas are the spots where two repeaters 
were installed. 

Figure 6.3.5 .3 .4 shows the reverse link E/No plot for the special-area design with 
one repeater to replace a BTS. The repeater is installed in the center yellow area con
nected to the two big yellow areas. 
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Good coverage 
RL Eb!N0 fai led 
Ec/10, RL Eb/N0 fai led 

FIGURE 6.3.5 .2 .5 Specia l-area combi ned p lot without repeaters . (A color vers ion of th is figu re is 
ava i lab le at www.mhprofess iona l .comjiwpm . )  

+ 
FIGURE 6.3.5.3.1 Specia l-a rea coverage with the repeaters. (A color vers ion of th is figu re is 
ava i lab le at www.mhprofess iona l .comjiwpm . )  

• 2 way soft 
• 2 way softer 
D No handoff 

+ 

FIGURE 6.3.5.3.2 Specia l-area COMA HO p lot with repeaters. (A color version of th is figu re is  
ava i lab le at www.mhprofess iona l .comjiwpm . )  
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• >= -7 dB 
>= -9 dB 
>= -1 1  dB 
>= -1 3 dB 
>= -15 dB 
>= -17 dB 

FIGURE 6.3.5.3.3 Specia l-area CDMA EJio p lot w ith repeaters . (A color version of th is figu re is  
ava i lab le at www.mhprofess iona l . comjiwpm . )  

D >= 20 dB 
• >= 1 5  d B  
• >= 1 2  d B  
D >= 1 0  d B  
• 

FIGURE 6.3.5.3.4 Specia l-a rea CDMA reverse l i n k  E"/N0 with repeaters. (A color vers ion of th is 
figu re is  ava i lab le at www.mhprofess iona l . comjiwpm . )  

Figure 6.3.5.3.5 shows the combined CDMA coverage plot of  both FL and RL for the 
special-area design with repeaters trying to enhance a BTS. 

As we can see from our analysis from the plots, the coverage increases, and the 
capacity does not decrease by using repeaters. However, this is more an application 
limitation. It is usually used for tunnel or a specific area coverage. 

6.3.5.4 Special-Area Design Using Microcel l  Systems24-26 
The same area is used to evaluate the difference of applying microcell technology com
pared with the use of repeaters. Microcell technology was invented by Lee25 at Pactel. 
This microcell system has been deployed in the Los Angeles and San Diego areas begin
ning in 1992. The microcell system uses either microwave or fiber optics to communi
cate between the cell site and microcell site. A brief description of microcell systems is 
given in Sec. 3 .1 .7.2.2. The biggest difference between using repeaters and the microcell 



358 C h a p t e r  S i x  

Good coverage 
RL Eb/N0 fai led 
Ec/10, RL Eb/N0 fai led 

FIGURE 6.3.5.3.5 Specia l-area comb ined p lot with repeaters . (A color vers ion of th is figu re is 
ava i lab le at www.mhprofess iona l .comjiwpm . )  

system i s  the output power. The microcell system supports much higher power than the 
repeater (usually the maximum output power for a repeater is 2 W and for microcells 
can be up to a much higher power of 10 W) . 

Figure 6.3.5.4.1 shows the normal coverage plot for the special-area design with the 
Lee microcell system trying to enhance a BTS. The center weak signal strength area was 
enhanced by two repeaters, as shown in Fig. 6.3.5.3 . 1 .  Now, as shown in the figure, the 
signal strength is much stronger in this area by installing the microcell system. 

In Fig. 6.3.5.4.2, the COMA HO plot shows the normal coverage plot for the special
area design with the Lee microcell system trying to enhance a BTS. Comparing Fig. 6.3.5.4.2 

+ + 

• >= -81 dBm 
• >= -88 dBm 
• >= -91 dBm 

FIGURE 6.3.5.4.1 Specia l-area coverage with the Lee m icroce l l  system .  (A color vers ion of th is 
figure is  ava i lab le  at www.mhprofess iona l .com/iwpm . )  
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+ 

+ 

FIGURE 6.3.5.4.2 Specia l-a rea COMA HO p lot with m icroce l l .  (A color version of th is figu re is  
ava i lab le at www.mhprofess iona l .comjiwpm . )  

>=  -7 dB  
• >=  -9 dB  
D >= -1 1 dB 
• >= -1 3 dB 
• >= -1 5 dB 
• >= -1 7 dB 

+ 

FIGURE 6.3.5.4.3 Specia l-area COMA Ec/10 p lot with m icroce l l .  (A color vers ion of th is figu re is 
ava i lab le at www.mhprofess iona l .comjiwpm . )  

using the microcell system and Fig. 6.3.5.3.2 using repeaters, we notice that in the for
mer figure, the two-way soft HO area is more extended so that the call drop rate is 
reduced. Also, the capacity of the microcell system always increases due to the interfer
ence reduction. 

Figure 6.3.5.4.3 shows the normal Ej Io plot of FL for the special-area design with the 
Lee microcell system trying to enhance a BTS. Comparing Fig. 6.3.5.4.3 with Fig. 6.3.5.3.3, 
we notice that the signal in the center area was weak with the repeater and becomes 
strong when the Lee microcell system is installed. 

Figure 6.3.5 .4.4 shows the reverse link E/No plot for the special-area design with the 
microcell system trying to enhance a BTS. Comparing Fig. 6.3.5.3.4 with Fig. 6.3.5.4.4, we 
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>= 8 d B  
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FIGURE 6.3.5.4.4 Specia l-a rea CDMA reverse l i n k  E0/N0 with m icroce l l .  (A  color vers ion of  th is 
figu re is ava i lab le at www.mhprofess iona l . comjiwpm . )  

notice that in the former, the signal at the center area between two strong yellow areas, 
which were served by two base stations, was not covering in the defined area well by 
repeaters. In the latter, the center area is well covered by the microcell system. 

Figure 6.3.5.4.5 shows the combined coverage plot of both FL and RL for the special
area design with the Lee microcell system to replace a BTS. Comparing the plot using 
repeaters shown in Fig. 6.3.5.3.5 with the plot using the Lee microcell system shown in 
Fig. 6.3.5.4.5, the latter plot with the microcell system shows more coverage, although 
using the Lee microcell system, the fiber optic, or the off-frequency repeater can provide 
larger coverage but at a certain cost. 

Good coverage 
RL Eb/N0 fai led 
Ecl/0 , RL Eb/N0 fai led 

FIGURE 6.3.5.4.5 Specia l-a rea comb i ned p lot with m icroce l l .  (A color version of th is figu re is  
ava i lab le at www.mhprofess iona l .comjiwpm . )  



T h e  l e e  C o m p r e h e n s i v e  M o d e l - I n t e g r a t i o n  o f  t h e  T h r e e  l e e  M o d e l s  361 

6.3.5.5 Special-Area Design Using Masthead LNA23·27 
The masthead LNA can provide a better noise figure value in a long cable (big cable 
loss) extension environment. In this environment, the antenna is usually high, and it 
would improve the performance of a rural cell site. 

Before designing a system by implanting masthead LNA, a noise figure (NF) model 
should be used. This NF model can calculate the noise figure and gain in different set
ups of a cable length with the LNA and the filter. We can show a quick analysis of the 
performance of a specific setup before the actual hardware is deployed. It can also pro
vide solutions based on a specific noise figure requirement. 

As shown Fig. 6.3.5.5 .1 ,  incoming signals go through the antenna, cable 1, masthead 
front-end unit, cable 2, and finally into the base station. Each element shown in the 
figure has gain (or loss) and the noise figure. The overall gain and noise figure from the 
antenna to the measurement point (just before getting into the base station) can be cal
culated in a spreadsheet, shown in Table 6.3.5.5 .1 at 900 MHz. 

The formula for obtaining the noise figure is shown below. The values of the param
eters shown in the formula are listed in the manufacturer 's spreadsheet: 

NF NF (NF 1) L (NFcableZ - 1) * Losscablel in linear scale = cablel + mastltead - * OSS cablel + G mastllend 

(6.3.5 .5 .1) 

where in most cases 
( 6.3.5.5 .2) 

Based on our field trial result at Qualcomm Lab. of UC Davis, using a 200-ft cable, a 
3-dB noise figure improvement can be achieved. Now taking the noise figure as a base, 
we can start to calculate E/No in respective reverse links. Figures 6.3.5.5.2 and 6.3.5.5.3 

Antenna 

Cable 1 
Masthead 

Front-end Un it Cable 2 

FIGURE 6.3.5.5.1 Noise figu re model d iagram .  

Cable 1 1oss (dB) 

Cable 2 loss (dB) 

Masthead ga i n  (dB) 

Masthead NF  (dB) 

Noise figure at ce l l  (dB) 

Noise figure at roof (dB) 

I mprovement (dB) 

TABLE 6.3.5.5.1 No ise Figu re Model 
Spreadsheet 

0 .4  

3 . 0  

1 6  

2 . 2  

5 . 59 

2 .65 

2 .94 
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FIGURE 6.3.5.5.2 Specia l-area coverage without convent iona l  masthead .  (A color vers ion of th is 
figu re is ava i lab le at www.mhprofess iona l . comjiwpm . )  

+ + + + 

• >= -91 dBm + + + 
FIGURE 6.3.5.5.3 Specia l-a rea coverage with conventiona l  masthead . (A color vers ion of th is 
figu re is ava i lab le at www.mhprofess iona l .comjiwpm . )  

show the reverse link coverage plot before and after we apply the masthead technology. 
As we can see by comparing these two plots, the reverse link E/ N0 coverage plot extends 
with masthead LNA. 

We have made three different setups for our measurement. One was at a cell site, 
another was on the rooftop, and the third one was on the rooftop with diversity. 

The following observations were made after analyzing the measured data collected 
during the field trials . 
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As shown in Fig. 6.3.5.5.4 and 6.3.5.5 .5, the reverse link E/No from all test cases, the 
medium value (50 percent CDF) was maintained at a level about 8 dB, and the overall 
frame error rate (FER) on average is at 10 percent except the case of applying diversity. 
When the diversity is applied, the FER drops to 7 percent. No significant variations in 
these two key parameters were noticed across the test cases. The quality of service was 
maintained at the same level during the test. Thus, an adjustment of mobile transmis
sion gain will be an excellent parameter to compare with the sensitivity of E/No at the 
base station in different configurations. 

As shown in Figure 6.3.5.5.6, the medium (50 percent CDF of mobile gain adjust) 
mobile transmission power can be reduced by around 2 dB if the LNA/filter is installed 
at the rooftop. This is because the high gain of filter /LNA reduces the effect of cable loss 
in the overall noise figure. 

Based on the analysis and simulation discussed in the earlier section, it is clear that 
the new technology that provides the most dB or dollar will be the masthead LNA. The 
coverage can extend by 15 percent. 
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FIGURE 6.3-5.5-4 Med i um (50 percent CDF) reverse l ink Eb/N0 comparison .  
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FIGURE 6.3.5.5.6 Mob i le transm ission ga i n  adjust (dB) at 50 percent CDF. 

6.3.5.6 Selecting Antennas for Specia l -Area Design 
An ideal antenna is an isotropic radiator that radiates or receives equally in all direc
tions, with a spherical pattern. However, in reality, all antennas have their own charac
teristics. Therefore, choosing the right one and introducing it in a system in a special 
area can enhance the system performance. The antenna characteristics are the parame
ters requested by the prediction model as the inputs. 

6.4 User's Menu of the Lee Comprehensive Model 

6.4. 1 The Overal l  System Design Chart from the Lee Comprehensive Model 
This section discusses the integrated Lee pico-, micro-, and macrocell prediction mod
els, which can be used to do a complete system design based on the path-loss slopes 
acquired from measured data. 

A virtual environment is set up to demonstrate the use of the comprehensive Lee 
model in a complete system design. 

Figure 6.4. 1 . 1  shows the characteristics interactive in a typical wireless system 
design with the combination of pico-, micro-, and macrocell. Most existing prediction 
models focus on one specific area/ system. In Fig. 6.4. 1 . 1 ,  the distance scale is not drawn 
linearly for the purpose of illustrating the three regions and covers, three sizes of cells: 
macrocell, microcell, and pico- (in-building) cell. The macrocell and the microcell 
base stations are located at the right side of each region boundary shown in the 
figure . The picocell base station is located at the left side of its region boundary. From 
the figure, we can see that at the location when the signal strength received from the 
macrocell base station BS becomes weak, the microcell base station starts to take over. 
When the signal strength received from the microcell base station becomes weak, the 
picocell base station from the left side of its region starts to take over. Also there is a high
rise building at point A shown in the figure. In this case, a picocell base station is needed, 
and the strong signal strength coverage will extend to the right side of point A. 
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FIGURE 6.4.1.1 The I nteract ion of the Lee Overa l l  Mode l .  

The Lee comprehensive model has developed, validated, and integrated the pico-, 
micro-, and macrocell models for a complete and accurate system design. The perfor
mance of each cell size-specific model has been shown in Chaps. 3, 4, and 5, respectively. 

In the next three subsections, we give examples of calculating the path-loss components 
in each of three Lee cell-specified models. For demonstrating how the Lee comprehensive 
model works, a virtual environment is created and shown in Figs. 6.4.1 .2 and 6.4.1 .3. There 
are three cell sites deployed in this virtual environment. The macrocell is located at the far 
left, the microcell in the middle, and the picocell at the far-right building. The distance from 
macrocell to microcell sites is about 2.7 km (1 .677 miles), and the distance from microcell to 
picocell sites is 300 m. There are several locations identified to perform the detail prediction 
analysis using the integrated Lee model. Some of these locations, belonging to macro-, 
micro-, and picocells, are calculated and discussed in later sections. 

The picocell BTS is located at the top floor of the most right-side building transmit
ting at 0 dBm at 2.4 GHz. The building is 15 m in height and 90 m in width and about 
3 m  tall per floor. One microcell sites deployed at the roof of the building on the left-hand 
side of the terrain. It is transmitting at 1 .9 GHz with 5 dBm ERP and is 33 m in height 
(30 m from the building and 3 m  above the building for the antenna) .  The macrocell site 
is located at a tower that is 50 m tall with 10 dBm ERP at 1 .9 GHz. Each red dot associated 
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FIGURE 6.4.1 .2 The i nteract ion of the Lee overa l l  mode l-test envi ronment . (A color vers ion of 
th is figu re is ava i lab le at www.mhprofess iona l .comj iwpm . )  

with a number in Fig. 6.4.1 .2 represents a calculation point, and each is  about 50 m apart. 
The calculation of points 12 and 14 are described in detail later. 

The test sample points are chosen, some of them in picocell, some of them in micro
cell, and some of them in macrocell. These details are shown and discussed in the fol
lowing sections. The star symbol shown on the far right is the macrocell site, the triangle 
symbol shown in the middle is the microcell site, and the circle symbol shown in the 
building on the far left is the picocell site. Note the scale does not reflect the real dis
tance and height of the terrain, building, and cell sites. 

The test environment is broken down into two separate environments for easier 
analysis: the macro and the pico combined with the micro. The pico- and microenviron
ment is shown in Fig. 6.4.1 .3(a) and (b) . 

The red circles show the prediction locations from the picocell site, and the green 
circles show the prediction from the microcells site. 

As shown in Fig. 6.4.1 .3(a), the red circle shows the prediction locations from the 
picocell and the green circles show the prediction location from the microcell sites. This 
is from the side view. 

We will start discussing pico, micro, and then macro and finally integrate the cover
age plot from all three different models. 

6.4.2 In-Bui ld ing Cel l-Point-by-Point Analysis for the Lee In-Bui ld ing Model 
Figure 6.4.2 .1 (a) shows the top view of a picocell site, and Fig. 6.4.2.1 (b) shows a 
microcell site. The selected 15 sample points (red dots in picocell and green dots in 
microcell) are shown in the figure. Coverage of each region, either picocell or microcell, 
is calculated, and then two coverage regions are combined by selecting the best values 
of signal at each sample. 

Three points-5, 7, and 13-are selected from Fig. 6.4.2 . 1 (a) and calculated for dem
onstrating the prediction values from the Lee picocell model. 
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FIGURE 6.4.1.3 The pico- and m icro-test envi ronment . (a) top view. (b) vertica l view. (A color 
vers ion of th is figu re is  ava i lab le at www.mhprofessiona l . comjiwpm . )  

6.4.2 . 1  Finding RSSI at  Point 5 
Test point 5 is four floors above the transmitter. Its vertical distance is 12 m (four floor 
separations), and its horizontal distance is 0 m from the transmitter, meaning that they 
are at the same location if we look from the top-view perspective. The transmitting ERP 
is 0 dBm (1 mw) at 2.4 GHz. The received signal at the same floor is a 10-dB loss, or 
10 dBm. The receiver moved on the fifth floor, and the distance between it and the 
transmitter is 14 m in a penetration area. 

Following Eq. (5.3.2.2.2.1), where n{;1=4,L,1= lOand mfl is obtained from Eq. (5 .3.2.2.2.2) 
for fcHz = 2.4, 

then 
mfl = 1 .93 fGHz + 6.36 = 11 

L';1 = mfl · n{;1 + L,_1 = 11 x 4 + 10 = 54 dB 

= L(d0 ) 

The received signal on the fifth floor ( four floor separations) at d0 is -54 dbm. We 
also can estimate the received signal while the receiver is moved to a new location, 
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FIGURE 6.4.2 .1 Top view of test poi nts of pico- and m icroce l l s .  (a) Test poi nts of picoce l l s  
( i n-bu i l d i ng ce l l s ) .  (b )  Test poi nt of microce l l s .  (A co lo r  vers ion of th is  figure is  ava i lab le at 
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which is  14 m between the transmitter and receiver (dT·R = 14 ) .  From 
Eq. (5.3 .2 .2 .2 .11) ,  

2L" (d) = L(d0) + 2m" log (d I d0) (for penetration area) 

where the path-loss slope 211Lz is 25 dB/ dec when the receiver moves on the fifth floor (n = 2): 

2L" (d) = L(d0) + 2m2 log (d/ d0) = 54 + 25 x log (14/12) 

= 54 + 1 .67 = 55.67 dB 
The received signal at a new location (dT.R = 14) is 0 dBm - 55.67 dB = -55.67 dBm. 
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6.4.2.2 Finding RSSI at Point 7 
Point #7 is located outside the building. Along the radio path from the transmitter to the 
receiver point 7, we use the inter-building formulas shown in Eq. (5.3.4 .. 3.2) : 

(5.3.4.3.2) 

where 8 is the incident angle between the external building wall and the wave path. 
When e = 90°, the wave is perpendicular to the wall, and when 8 = 0°, the wave is at 
perfectly grazing conditions. 

51 is the first segment of the distance (path) from the transmitter inside the building to 
its building wall, that is, 51 = {./252 + 452 = 51 .5 m. The path-loss slope m is assumed 20 dB/ 
dec because it is in a free space condition. 

The second segment of the distance is the outside-building distance 52 to the 
receiver, which is about {./302 + 252 = 39 m. Since the radio wave passes through just one 
wall, a path loss causes by one wall (at 8 = 90°) is about 10 dB, that is, L, = 10 dB. Lee is 
an additional loss when the incident angle 8 = 0° . Usually, Lee = 20 dB. In this case, as 
shown from Fig. 6.4.2. 1 (a), e = 135°. Thus, from Eq. (5.3.4.3.2), 

L = 32.4 + 20 log (JGHz) + 20 log (51 + 52) + Le + Lc,(1 - sin 8)2 

= 32.4 + 20 x log (2.4) + 20 log (51 .5 + 39) + 10 + 20 (1 - sin 135°)2 

= 32.4 + 7.6 + 39 . 1  + 10 + 1 . 175 = 90.27 dB 

The RSSI at point 7 is 

Transmitter power (0 dBm) - L = -90.27 dBm 

6.4.2.3 Finding RSSI at Point 13: 
Point #13 is located in the another building. Along the radio path from transmitter to 
the receiver at point 13, the first segment 51 of the distance (path) is the distance from 
the transmitter inside the building to its building wall, that is, {./252 + 92 = 26.57 m. 

The second segment 52 of the distance is the outside distance, which is about 
�( 45 - 9)2 + 1002 = 106.28 m. The radio wave in this case passes through 2 walls, each 
wall causes about 10 dB loss, 2L, = 20 dB 

The third segment 53 of the distance is from the outside wall of the receiver building 
to the receiver inside the building, which is about 10 m. The free-space path-loss slope 
of 20 dB/dec is assumed. Also, LGe has a default number 20 dB. The incident angle 

e = tan-1 ( 1�5) = 19.8° can be found from Fig. 6.4.2 . 1 (a) . 

The total loss L calculated from Eq. (5.3.4.3.3) is 

L = 32.4 + 20 log (JGHJ + 20 log (51 + 52 + 5) + 2L, + Lc,(1 - sin 8)2 

= 32.4 + 20 log (2.4) + 20 log (26.57 + 106.28 + 10) + 20 + 20 (1 - sin 19.8°)2 

= 32.4 + 7.6 + 20 log (142.85) + 20 + 20 x (0.661)2 

= 32.4 + 7.6 + 43 + 20 + 8 .73 = 111 .73 dB 
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The RSSI at Point 13 is 

Transmitter power (0 dBm) - L = 0 dBm - 111 .73 dB = -111 .73 dBm 

Follow the same calculations to find the, predicted RSSis of all the 15 sample 
points-interbuilding, four points; interfloor, six points; and throughout from building, 
five points-from the Lee in-building model. Since from Sec . 5.6.2.3 we have seen the 
performance of the Lee in-building model is matched better with the measured data 
than that of the ray-tracing model and FDTD model, here we just give the readers a 
picture by calculating the RSSI values of 15 sample points from both the 3D ray-tracing 
and the FDTD models using the same virtual environment. 

Because there are no measured data available from this virtual environment, 
Fig. 6 .4 .2 .2 compares the RSSI from both the 3D ray-tracing and FDTD models with 
that from the Lee in-building model. The RSSI values of the 3D ray-tracing model 
are closed to that of the Lee model, but the RSSI values of the FDTD model are far
ther apart from that of the Lee model. These findings are agreeable with the results 
shown in Fig. 5 .6 .2 .3 . 1 ,  which is backed up by the measured data. 

6.4.3 Microcei i-Point-by-Point Analysis for the Lee Microcell Model 
As specified earlier, 15 points were identified to do the point-by-point analysis of the Lee 
microcell model. Two sample points, 10 and 15 are selected from Fig. 6.4.2 . 1 (b) and 
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calculated with the Lee model. The antenna height at the transmitter is 33 m (100 ft), and 
the mobile antenna height is 1 .5 m. The RSSI can be found from Eq. (4.2 . 1 .2 .1 ) :  

(6.4.3 .1) 

where P, = received signal strength, P, = transmitted power, Lws = loss under line of sight, 
L8 = loss due to building, Ga = antenna height gain and G A = additional gain. 

If L8 is obtained from Eq. (4.2 .1 .2.3), then we have to use Eq. (4.2.1 .2.4) for Ga when 
the actual antenna height is different from 20 ft and G A = 0 in these case below. 

Finding RSSI at Points 10 and 15-For finding RSSis of these two points in the 
microcell virtual environment, Eq. (4.2 . 1 .2 .1 ) is used. 

6.4.3 . 1  RSSI at Point 10 
Point 10 is in a LOS condition. At this point, the transmitter antenna height h" is 33 m 
(100 ft), the mobile antenna height h2 is 1 .5 m, and the distance from the transmitter to 
the oint is 2 802 + (75 - 45)2 = 85.44 on the ground distance. The radial distance is 
2 85.442 + (33 - 1 .5)2 = 91 m. Using the near-in distance formula from Eq. (4.2 . 1 . 1 .4), 

df = 
4h

�
h2 

The near-in distance at a frequency of 2.4 GHz ( A = 0.125 m) is 

d1 = 1584 m > 82 m 

(6.4.3.2) 

Sample point 13 is within the near-in distance. Using the free-space path-loss formula; 

4rcd 4rc * 91 Lws = 20 logT = 20 log 0.125 = 79.22 dB 

So, the RSSI at point 13 is P, = 20 dBm 79.22 dB = -59.22 dBm. 

6.4.3.2 RSSI at Point 15 

(6.4.3 .3) 

Point 15 is 10 m inside of another building. The ground distance from the trans-
mitter to point 15 is �(10+ 60+ 20)2 + (45 - 30)2 = 91 .24 m. The radial distance is 
d = �91 .242 + (33 - 1 .5)2 = 96.53 m. Although point 15 is within the near-in distance, it is 
in the NLOS condition due to the wall of the building. There is one wall between trans
mitter and point 15 . The additional loss due to one wall is about 10 dB (can be obtained 
from the measurement data) . Then the total loss is calculated from Eq. (6.4.3 .1 ) :  

P, = � - Lws - La + Ga 

- 20 dbm - 20 log 4rc x 9653 - 10 + 0 - A 
= 20 - 79.73 - 10 = - 69.73 dBm 

The received signal at point 15 is -69.73 dBm. 
Figure 6.4.3.1 compares FDTD and 30 ray tracing models with Lee micro model as 

the baseline for the selected 15 points . The signal strengths of Lee microcell model from 
all the 15 points are stronger than those of other two models. 
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FIGURE 6.4.3.1 M ic rocei i-Lee , FDTD, and ray trac i ng. 

As shown in Figure 6.4.3 .2, there are potential interferences between the pico- and 
microcells if they are on the same frequency. 

6.4.4 Macrocei i-Point-by-Point Analysis for the Lee Macrocel l  Model 
The Lee macrocell prediction model is described in Chap. 3 . The point-to-point path
loss formulas are shown in Sec. 3 .1 .2: 

P, = P,, - y · log (�) - A1 + Gefll, (he ) - L + a 

where P,, = the received power at the intercept point r0 in dBm 

L � Lv - 20 log[:::) (ehadow condition) 

FIGURE 6.4.3 .2  Best servers for p ico and m icro. 

(3.2.2. 1 )  

(3 . 1 .2 .4.2) 
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The effective antenna height he' is measured the height at the base station from the 
intercepted point of a line that is drawing from the tip of the hill along the slope of the 
hillside to the base station: 

A1 = the frequency offset adjustment in dB = 20 log ( 8{0) 
a =  (gb' - 6 ) + (g, - 0) + 20 log [ 3���5 ] + 10 log [;�� J 

= !!igb + !!ig, + !!ig,,] + !!ig,2 

G,ffl, (h. ) = 20 log [�', J (no-shadow condition) 

where h1' and h2' are in meters. 

(3.1 .2.2) 

(3 .1 .2.6) 

(3 .1 .2.3) 

Figure 6.4.4.1 shows the radio distance versus elevation profile. The distance 
between each point is 50 m (164 ft) . The transmitter height is 45 m. Point 12 is the peak 
of the terrain, and it is 30 m in elevation. Note it is not scale proportional so that we can 
fit all points into one figure. Two points, 12 and 14, are selected from Fig. 6.4.4. 1 .  

Assume this i s  suburban area and we use the signal receipt P," = -61 .7  dBm at the 
1-mile (or 1 .6-km) intercept and the slope of 38.4 dB/dec based on a given set of stan
dard conditions: 

Path loss = -61 .7 - 34.8 log (r /intercept distance) (6.4.4.1 )  

where d is the distance from the transmitter to the receiver in miles and r0 is the intercept. 
The actual antenna height h/ = 45 m, hz' = 1 .5 m, gb' = 6 dBd, and g,' = 0 dBd. 

1 2  
1 3  .. 

1 4  • � 

Terrain 
contour 

FIGURE 6.4.4.1 Vertica l view of the macroce l l  test envi ronment . 

Macro 

Tx 

.. 
1 mi le 
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6.4.4. 1 Finding RSSI For Points 12 and 14 

6.4.4. 1 . 1  RSSI at Point 12 For point 12, the mobile distance is 1 mile plus 0.373 mile, 
and it is in LOS. The effective antenna height is 90 m, while the height of actual antenna 
h/ is 45 m. Thus: 

Geflli (h) =  20 log (h/h/) = 20 log (90/45) = 6 dB 

45 = (6 - 6) + (0 - 0) + 20 log 31 .5 + 0 = 3. 1  dB 

A1 = 20 log (28�0
0
°) = 9 dB 

L = 0 (no-shadow condition) 

Then the received signal strength is found from Eq. (3.2. 1 . 1 ) :  

P, = P," - y · log (�) - A1 + G,fl11 (h, ) - L + a  

= -61 .7 dBm - 34.8 logC ·r3) - 9 + 6 - 0 + 3.1 = -66.39 dBm 

6.4.4. 1 .2  RSSI at Point 14 For point 14, the terrain height is 25 m, and mobile distance 
is 1 .437 miles. In this case, the signal is blocked by the peak of hill and is under a shadow 
condition. The base station antenna height as well as the ERP of point 14 is the same as 
that of Point 12. 

From Fig. 6.4.4.2, we have found that r1 = 2200 m, r2 = 100 m, and hP = 1 m. We use 

the diffraction parameter v = ( -hP ) ( i ) ( * + �) , and the diffraction factor v is 0.4. From 

Fig. 1 .9 .2 .2 .1 .2, the diffraction loss curve shows the loss is about 10 dB at v = 0.4. 
The maximum effective antenna height gain defined in Eq. (3. 1 .2.4.2) is 

Max. Geflli (h,') = 20 log [ �: J 
where the maximum effective antenna height h_' is the same as h, of point 12 since 
point 12 is on the top of the hill . Therefore, h,' = 90 m, and Max. G,ffh (h,') = 6 dB. From 
Eq. (3 . 1 .2 .4.2), the diffraction loss is 

L = L0 - 20 log [�: J = 10 - 6 = 4 dB 

Geflli(h,) = 0 

45 a = (6 - 6) + (0 - 0) + 20 log 31 .5 + 0 = 3. 1 dB 
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FIGURE 6.4.4.2 Ca lcu lat ion i l l ustrated for test po int 14. 

(2400) A 1 = 20 log 850 = 9 dB 

The received signal P, at point 14 is found as 

P, = P,, - y · log (�) - A1 + G,ff7, (h, ) + L + a  

r2=2300 m 

= -61 .7 dBm - 34.8 log ( 1 .{37) - 9 + 0 - 4 + 3 .1 

= -61 .7 dBm - 5.48 - 9  + 0 - 4  + 3 .1 = -77 dBm 

Figure 6.4.4.2 shows how the test point 14 is calculated for the diffraction loss. 
Figure 6.4.4.3 shows the complete "test environment" of this study with the terrain 

data. The size of the test environment was limited to a manageable scope so that effort 
can be focused on benchmarking Lee's three different models. 

Figure 6.4.4.3 shows the coverage areas from each cell site. This plot demonstrated 
the importance of integrated models and the value of the propagation model based on 
the radio wave traveling along the human-made environment and natural terrain. 

6.5 How to Use Prediction Tools 
In previous sections, we have given examples of design aspects in each particular sce
nario. In this section, we give a systematic procedure to guide the user in using the 
prediction tools that have been developed from the prediction models. Once we choose 



376 C h a p t e r  S i x  

Micro Tx 
� 1 3  1 2  1 1  

1 5  1 4  • . .. . 1 0  
1 6  • • . • •  9 8 

1 7• • Terrain 
· • •7 6 

1 8  contour • 5 4 • • 
1 9. • 3 2 • •  1 20. • I 

FIGURE 6.4.4.3 Best server p lot for the three ce l l  s ites . 
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a cell size-specific prediction model to use, then we have to know how to use it. First, 
we have to find the link budget for a particular system. Before doing so, there are many 
factors to he found over a radio communication link, such as signal power, noise, and 
interference. 

6.5 . 1  Radio Communication Link-The Channel 
The radio propagation medium is the electromagnetic field. The propagation path that 
connects the transmitter and receiver through the medium is a radio communication 
link, and we call it the channel. The radio communication link propagates through the 
atmosphere and near the ground results in four waves: direct, reflection, refraction, and 
diffraction waves. In the direct wave, there are two conditions: LOS NLOS. Chapter 1 
has described their nature. After the signal is received at the mobile over a radio com
munication link, many different factors appear. 

6.5.2 Types of Noise, Losses, and Gain 
To transmit a signal power from the base station, there are noises, interference, and losses. 
When the signal is received at the mobile, the signal power after its path loss and any other 
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kind of losses will still be strong enough, and the noise floor must be kept as low as pos
sible. Therefore, we have to count all the noise sources, including the interference sources, 
as one kind of noise. Usually, the interference is much higher than the thermal noise. 

6.5.2. 1  Thermal Noise-The thermal noise power is 

N = kTB watts (6.5 .2 .1) 
where k = Boltzmann's constant = -174 dBm/Hz at l7°C, T = temperature in Kelvin, and 
B = bandwidth, in hertz. 

6.5.2.2 Transmitter and Receiver Noises 
The local oscillator phase noise, the AM-FM conversion noise in nonlinear devices, and the 
IM noise, which the intermodulation (IM) products, appear within the bandwidth region. 

6.5.2.3 Feeder Line Loss 
The waveguide or cables between the receiving antenna and the receiver front contrib
ute both signal attenuation and thermal noise. 

6.5.2.4 Atmosphere Loss 
A primary atmosphere loss is from rainfall. The more intense the rainfall and the higher 
the frequency, the more signal energy will be absorbed. Operating below 10 GHz, the 
loss can be negligible. 

6.5.2.5 Interference 
Interference can be considered as one kind of noise. Based on the interfered power linking 
into the signal channel, the interference plus noise level would be used to compare with the 
received signal level. Usually, the interference level is much higher than the thermal noise in 
the cellular system due to the co-channel reuse scheme. The required signal-to-interference 
ratio can provide an error probability from transmitting a signal that meets our system 
requirement. The signal-to-interference ratio is a parameter to calculate the link budget. Sys
tem Interferences-System interference is formed by adjacent channel interference and co
channel interference. These types of interference can be predicted by the prediction model as 
long as the input data are complete and accurate. Those data will be found in Sec. 6.5.5. 

6.5.2.6 Antenna Efficiency and Gain 
Antenna efficiency is the ratio of its effective aperture to its physical aperture. The 
reduction of antenna efficiency is due to aperture tapering, aperture blockage, scatter
ing, re-radiation, spillover, edge diffraction, and dissipative loss. Antenna gain is the 
ratio of the maximum radiation intensity from the subject antenna to the radiation 
intensity from isotropic source with the same power input. The relationship between 
antenna effective aperture Ae and antenna gain G is 

G = 4nAJA.2 
All of these items would be used to calculate the link budget. 

6.5.3 Received Signal Power and Noise Power 
The received signal power after a distance d is 

p = P,G,GmLo 
r A dY 

(6.5 .3 .1) 
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E 
co 
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where A is a constant and y is the path-loss exponent. L0 is the loss of the signal strength 
from any cause while propagating along the radio path. When in a free space propaga-

tion condition, A =  (�r and y =  2 and L0 = 0. 

Equation (6.5 .3 . 1 )  is a general equation, that can be represented in all the cell 
size-specific path-loss formulas. 

The noise power is the sum of all the noise sources: 

N = Thermal noise + amplifier noise + human-made noise (6.5.3.2) 

The noise figure F is the ratio of two signal-to-noise ratios (SNR), that is (SNR);, and 
(SNR)out " It can be expressed as (SNR);" at the input of a network to (SNR)0111 at the output 
of the network, as shown in Fig. 6.5.3 . 1 .28 

F = (SNR);" 
(SNR)out 

(6.5.3.3) 

where 5; = signal power at the input of the network, such as at the amplifier input port; 
N; = noise power at the output of the network, such as at the amplifier output port; 
Na = network noise referred to the input of the network, such as the amplifier noise; and 
G = network gain, such as the amplifier gain. 

Figure 6 .5 .3 .1 shows that 5/N; is 40 dB and that SINo becomes 35 dB after pass
ing through an amplifier with a gain of 20 dB and an amplifier noise of 3 dB above 
the thermal noise, which is N; = -100 dBm. The noise figure as 5 dB can be found 
from Eq. (6 .5 .3 .3) . 

In a cascaded system shown in Figure 6.5 .3 .2, the composite noise figure can be 
obtained as 

F - 1  F - 1  F - 1  
Fcomp = Fl +_1.__G + G

3 
G + · ·  · + G 

" 
G 1 1 2 1 . . .  11-1 

(6.5.3.4) 

where F" is the noise figure of the nth network. 
Usually, we will use the received signal power and noise figure to calculate the link 

budget. 

-40 
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S; = -60 dBm 
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N; 

T N8 = -97 dBm 
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L_ ____________________________ ,� time 

FIGURE 6.5.3.1 S0/N0 after ga i n  and amp l ifier no ise . 
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Fcomp 

FIGURE 6.5.3.2 A cascaded system .  

6.5.4 Required Information for Calculating Link Budget 
The Lee comprehensive prediction model needs to have the items listed as follows: 

• Size of cells, macrocell, microcell, or in-building (picocell) 
• How many cells and the cell's locations 
• Frequency 400 MHz to 2.5 GHz 
• Bandwidth 1 .25 MHz to 30 MHz 
• Range (feet or miles, meters or kilometers) 
• A few runs of measurement data taken at the system-deployed area 

Human-made environment, free space, open, rural area, suburban area, urban 
area, metropolitan area, microcell, in-building (picocell) 

• Terrain condition, degree of undulation, LOS, NLOS, shadow condition 
• Antenna gain at the transmitter side and the receiver side 
• Noise floor, N = kTB: Use the room temperature T = 290 K = 17 °C, then 

kT = -204 dBW = -174 dBm 
If bandwidth B = 1 .25 MHz, the noise floor N = -174 dBm + 81 dB = -93 dBm 

• Feed Line Loss: The length and the diameter of the cable 
• Macrocell 

1. Human-made environment: free space, open, rural area, suburban area, 
urban area, and metropolitan area 

2. Digitized terrain maps 
3. Specifications of the equipment and the deployed system 
4. Special situations: over the water, tunnel, and so on 

• Microcell 
1. Street layout 
2. Building layout 
3. Air view map 
4. Small-scale terrain map 

• In-building 
1 .  Building layout 
2. Floor layout 
3. Building and wall material 
4. Glass loss 

6.5.5 Link Budget Analysis 

6.5.5. 1 Required (Eb/N.),.q and Planned (EJN0)P1 
We refer to E/No as the value of bit energy per noise power spectral density, That is bit 
per sec/noise per hertz required to achieve a specified error probability. There are a 
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required E/No and a planned E/N0• The required one is set by the system spec. The 
planned one is the one that ensures there is a margin in dB to be added so that under 
any circumstances, the planned one will never go under the required one. Figure 6.5.5.2.1 
illustrates the two levels and the margin shown in dB. 

The difference in dB between (E/N)P1 and (E/N),eq yields the link margin: 

M (dB) = (E/N)P1 - (E/N)req (dB) (6.5.5 . 1 . 1 )  

where M i s  expressed as a link margin or a safety factor, which is a ratio between (E!N)P1 and (E/N)req · When it expressed in dB, M is the difference between the two, as shown in 
Eq. (6.5.5 . 1 . 1 ) .  

6.5.5.2 The Formula for Link Margin M 
Figure 6.5.5.2.1 shows the margin M between two E/ N0• The link margin can be derived 
from 

From Eq. (6.5 .3 .1) , we can come up the following equation: 

C �G1G"' 
N A dY · N  B · L 

FIGURE 6.5 .5 .2 .1 The margin M between two Eb/N0 • 

0 0 

(6.5 .5 .2 .1) 

(6.5.5.2.2) 
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Since Eqs. (6.5.5 .2 .1) and (6.5.5.2 .2) are equal, we can solve M as 

We denote 
ERP = P,G, 
D = A dY 

M - PrG,G"' 1 
- A dY · N · L x ( E ) o o _b · R N b 0 req 

Then expressing the link margin M in dB is 

M (in dB) = ERP + G"' - D - (:t ) - Rb - No - Lo (in dB) 
0 req 

(6.5.5.2 .3) 

( 6.5.5.2.4) 

From Eq. (6.5.5.2.4), all the parameters are known, and we can obtain a derived 
value of M by adjusting ERP, that is, either the transmitting power or the transmitting 
antenna gain. 

6.6 How to Plan and Design a Good Wireless System 
Designing a good wireless system is just like playing a game. There are many challenging 
factors. Two important factors are the two Cs: coverage and capacity. These are related. You 
may sacrifice capacity for coverage or vice versa. They all involve cost. Therefore, in design
ing a macrocell system, coverage is more important than capacity. Then in terms of both 
coverage and capacity, the microcell system should be deployed. In the microcell system, 
reducing interference is a key task. The in-building (picocell) system will be used for the 
need of system capacity only. These are the general concepts of designing a system.29 

6.6. 1 Understanding the System Requirement 
The system requirement would include the budget, the size of deployed area, the qual
ity of the system needed, the number of carrier channels, the frequency reuse plan, 
foreseen system growth, the competition factor, the characteristic of the equipment, the 
capability of the designing engineers, and the zoning issues from the local government. 

6.6.2 Choosing the Right Prediction Model 
For exploring a general system deployed area without going into detail, an area-to-area 
model is suitable. The area-to-area prediction model is used when both locations of 
base station and mobile are not specified. The other two kinds of prediction models are 
point-to-area and point-to-point. The point-to-area prediction model is that the location 
of base station is specified but not the mobile. The point-to-area model is not very 
practical to be used and seldom developed. The third one is the point-to-point prediction 
model. Both locations of the base station and the mobile are specified. The point-to
point prediction model is very useful in choosing the right locations for the base stations 
when a system is deployed. 

6.6.2 . 1  For Macrocel l  Systems 
The simple but fairly accurate prediction models would be chosen for the macrocell 
system. The prediction model has to have a system design capability. Check for the 
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strength of an interested model, such as digital terrain maps, a few runs of measured 
data, and so on, and be sure it meets our requirement. Also understand what the out
puts are from the prediction models. 

Once the prediction model is chosen, we first have to find the path-loss slope and 
intercept in the area or in different angles from a site-specific base station from the pre
diction model. Determine the gains and losses over the radio path before reaching the 
mobile receiver. Then the noise floor is calculated, including the thermal noise, equip
ment noise, human-made noise, and interference, and the C/N or C/I can be found. 
Taking the link margin into account, we can determine the (C!N)pr To use the planned 
(CIN)P1 as a parameter, we can plot the boundary around each base station. At this point, 
we adjust and move around the locations of the base stations to see the coverage of the 
system. Those planned base station sites will be rented or negotiated if there is a zoning 
issue. Also, we can install the sites owned by the antenna tower companies to be the first 
choices. Whenever base stations, are moved, the effectiveness of interference in the sys
tem changes. The HO areas are critical and need to be well planned to avoid call drops. 
Also, the HO regions should be as small as possible so that capacity will not be hurt. 

6.6.2.2 For M icrocel l  Systems 
In the microcell system, we have to realize that the building structures in microcell sys
tems, the unique landscape of the small area beging to be a key component in the model. 
The building layout along the streets and in each street block can be used to find the 
building density in each square block around four streets . The prediction model can 
find the path loss of the radio wave due to the building blocks. The small-scale terrain 
tour map may be used to calculate the effective antenna gain or shadow loss . Sometime 
if we do not have enough information, we may use the macrocell model to predict the 
path loss. The deviation between the predicted results and the measured data may be 
still within 8 dB in 60 percent of CDF, which is acceptable. 

6.6.2.3 For In-Bui lding ( Picocel l )  
The Lee in-building model is a simple and cost-effective prediction model. The layout 
of the inside as well as the outside of the building is required. The wall material is must 
be known. The attenuation factor of the walls comes from the wall material. A few runs 
of measured data for the same floor, inter-floor, inter-building, and outside building 
should be collected. All the path-loss slopes are come from the measured data. If no 
measured data are available, then the default values can be used. Because the measured 
data are used for enhancing the model, the deviation between the predicted results and 
measured data should be less than 6 to 8 dB in 60 percent of CD F. The ray-tracing model 
and the FDTD model are physically based prediction models. They can be used when 
no measured data are available. However the input data for running these models are 
more complicated. Some models need 30 display. The costs and time needed are high 
and making the models is not very attractive. These models are good to use to find the 
physical explanations of many ray path phenomena. There are some military applica
tions of using these physically based prediction models. 

6.6.2.4 For the Lee Comprehensive Model 
The Lee comprehensive model can provide an overall signal coverage map of a wireless 
system in a large operating area. Because this comprehensive model integrates three 
cell size-specific Lee models, this coverage map can include the macrocells, microcells, 
and in-building (picocell) cells . This comprehensive model is very useful for planning 
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a mature system while all the different cell size-specific models have been used in the 
system. From this overall-view map provided by this model, the interference, area of 
interface, Handoff (HO), and further growth among them can be solved. 

6. 7 Propagation Pred iction on Different Transmission Media 
In this section, must call to the reader 's attention that there are four different transmis
sion media-satellite communication, underwater communication, bullet-train com
munication, and aeronautical communication-in which that their transmitted signals 
are predicted are different from those of predicting terrestrial mobile propagation. We 
may highlight just the differences, so the interested reader will early understand the 
differences and search for the right sources. 

6. 7 . 1  Prediction of Satel l ite Communication Signals 
In satellite communications, space propagation phenomena affect the earth space link, 
mainly propagation through two sky layers-troposphere and ionosphere. Most of the 
propagation effect on the operational frequency in the ionosphere occurs below 1 GHz, 
and most of the propagation effect on the troposphere occurs above 1 GHz. 

The ionosphere involves interactions between the layers of charged particles around 
the earth, the earth's magnetic field, and the radio waves. Ionospheric effects are Fara
day rotation, group delay, dispersion, and ionospheric scintillation. 

The tropospheric ozone layer involves interactions between the waves and the 
lower layer of the earth's atmosphere, including the effects of the gases composing the 
air and hydrometeors such as rain. Tropospheric effects are path loss, rain attenuation, 
gaseous absorption, tropospheric refraction, tropospheric scintillation, depolarization, 
and sky noise. 

Also, the satellite communication signal is affected by local environment in the 
vicinity of the earth station, such as terrain, trees, and buildings. These effects may be a 
significant impairment and need to provide some site shielding of fixed earth stations 
from terrestrial interferers. However, in mobile satellite systems, the direct path may 
frequently be wholly or partially obscured from the surroundings. Local effects have 
been treated in previous chapters. 

6.7. 1 . 1  Path-Loss Models, Channel Models, and Overal l  Path-Loss Model 
Here we are introducing the path-loss models (long-tern fading) and the channel 
models (short-tern fading) of satellite communications.30 

6.7. 1 . 1 . 1  Path-Loss Models for f > 1 GHz-Based on Atmosphere Conditions Usually, the 
operational frequency of the satellite communication is around 10 GHz, and then the 
tropospheric effects are a big concern. The path-loss models are applied to the frequency 
above 3 GHz. 

Two different modeling approaches have been considered. The first approach con
siders all attenuation effects as being correlated; That is, the total path loss is given by 

(6.7. 1 . 1 )  

where A0, AH, o, AC' AR, AML and A5 are the attenuation effects due to oxygen, water 
vapor, cloud, rain, melting layer, and scintillation, respectively. 
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The second approach considers all attenuation effects being partially uncorrelated; 
therefore, RMS summing is used for the total path loss: 

1 
L101 = [A�, + A�, o +A� +  A� +  A�L + A�J (6.7.1 .2) 

A combination method reflects the independence of various attenuation factors and 
better considers some of the propagation effects uncorrelated.31•32 The corresponding 
ITU-R recommendation adopts the following formula for total path loss: 

(6.7. 1 .3) 

6 . 7 . 1 . 1 . 2  Channel  Models-Long-Term and Short-term Fad ing Due to the Effects of 

Su rrou ndi ngs The channel models for the satellite communication channel, the 
LMS channel (land-mobile-satellite channel), are statistical models, that can be 
characterized into two categories : single state and multistate models. 33 The single
state models are described by single statistical distributions and are valid for fixed 
satellite scenarios where the channel statistics remain constant over the areas of 
interest. The multistate or mixture models are used to demonstrate non-stationary 
conditions where channel statistics vary significantly over large areas for particu
lar time intervals in nonuniform environments.34 

1 .  Single-State Model Loo Model:35 The Loo model is one of the most primitive statistical 
LMS channel models with applications for rural environments specifically with shadow
ing due to roadside trees. In this model, the shadowing attenuation affecting the LOS 
signal due to foliage is characterized by log-normal pdf, and the diffuse multipath com
ponents are described by Rayleigh pdf. The model illustrates the statistics of the channel 
in terms of probability density and cumulative distribution functions under the assump
tion that foliage not only attenuates but also scatters radio waves. The resulting complex 
signal enveloper is the sum of correlated lognormal and Rayleigh processes. The pdf of 
the received signal envelope p(r) is given by Loo and Butterworth:36 

p (r) = 1 1 exp[- (In r - 1-lf], 
r�2na0 2cr0 

r ( ,2 ) 
ba exp - 2bo 

for r » j(i; 
for r « j(i; (6.7.1 .4) 

where 11 and cr0 are the mean and standard deviation, respectively. The parameter b0 
denotes the average scattered power due to multipath effects. If attenuation due to 
shadowing (lognormal distribution) is kept constant then the pdf in Eq. (6.7.1 .4) simply 
yields a Rician distribution. 

There are other models. The Corraza-Vatalaro modeP7 has modeled effects of 
shadowing on both the LOS and diffuse components; the extended Suzuki modeP8 is a 
statistical channel model for terrestrial communications characterized by Rayleigh and 
lognormal process; the Xie-Fang modeP9 is based on propagation scattering theory 
and deals with the statistical modeling of propagation characteristics in low-earth
orbit and middle-earth-orbit satellites communication systems; and the Abdi modeP3 
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is convenient for performance predictions of narrowband and wide band satellite com
munication systems. 

2. Multistate Models There are two-state (good state and bad state) models, three-state 
(clear state, shadowing states, and blocked state) models, five-state model. 

Five-State Model: This channel model is based on the Markov modeling approach 
in which two-state and three-state models are extended to five-state models under dif
ferent time share of shadowing.40 

We may illustrate the three-state model as follows: 
Three-State Model: This statistical channel model,41 based on three states, namely, 

clear or LOS state, the shadowing state, and the blocked state, provides the analysis 
of improvement in nongeostationary LMS communication systems. The clear state 
is characterized by Rice distribution (Sec . 1 .8 .4) . The shadowing state is described 
by Loo's pdf in Eq. (6 .7 .1 .4), and the blocked state is illustrated by Rayleigh fading. 
The pdf of the received signal envelope is a weighted linear combination of these 
distributions : 

P (r) = M PRice (r) + L PLoo (r) + N PRayleigh (r) (6.7. 1 .5) 

where M, L, and N are the time share of shadowing of the Rice, Loo, and Rayleigh dis
tributions, respectively. The three states are as follows: 

State A: LOS path plus scattered and reflected paths 
State B: Shadow path plus scattered and reflected paths 
State C: Block path plus scattered and reflected paths 

The time-share of three states can be operated by the Markov process . The distribu
tion parameters for the model were found by means of the data obtained from measure
ments using the "INMARSAT" satellite and other available data sets. The model was 
validated by comparing the theoretical cumulative distributions with those obtained 
from measurement data. 

Another model also can be formed by a five-state model. This channel model is 
based on Markov modeling approach in which two-state and three-state models are 
extended to five-state models under different time share of shadowing.40 

The model is basically a composition of the Gilbert-Elliot channel model and the 
three-state Markov channel model, in which shadowing effects are split into five 
states: 

State 1: good state--clear LOS without shadowing, and LOS state with low shadowing 
State 2: good state-clear LOS with low shadowing 
State 3: not good not bad state--characterizes moderate shadowing 
State 4: bad state-describes heavy shadowed area 
State 5: bad state-describes completely shadowed or blocked areas 

The transitions of the states can take place from low and high shadowing conditions 
to moderate shadowing conditions but cannot occur directly between low and high 
shadowing environments. 
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6.7. 1 . 1 .3 The Overal l  Path·Loss Formula The overall path loss can be obtained from 
three approaches: 

1. The overall path loss is the sum of two sources. One is from the path loss caused 
by the atmosphere condition, and the other is the path loss to be predicted from 
the causes of terrestrial surroundings: 

Loverall = Ltot + Lterrestrial in dB (6.7. 1 .6) 

where L,errestrial can be predicted based on models described in previous chapters 
of this book. 

2 . We also can calculate the mean square of the received signal r by taking the 
measured data r(t) to process to get the measured local mean m'(t) as follows: 

1 I r+L 
m'(t) = 2L r-L r(t) dt (6.7.1 .7) 

where the length L is around 40 A (see Sec. 1 .  6.3.1 ) .  The path loss Lovemu is obtained 
by as subtracting the local mean square from the transmitted ERP, Ps, as 

Lovemll = P, - [m'(t)F 

3. We can calculate the mean power P, from the measured pdf, p' (r), as 

� =  [ r2 p' (r) dr 

Then the overall path loss is 

L = P - P overall s r 

(6.7. 1 .8) 

(6.7. 1 .9) 

(6.7.1 . 10) 

We have noted that the channel models described in Sec . 6 .7. 1 . 1 .2 are not considered 
the atmosphere effects as described in Sec. 6 .7. 1 . 1 . 1 .  Therefore, the signal strength 
obtained from the predicted pdf of the models has to add the additional atmosphere 
effect to be the overall path loss. 

6. 7 .2  Prediction of Underwater Communication Signals42-44 
The electromagnetic waves propagate over only extremely short distances under water. 
The underwater signals that are used to carry digital information through an underwa
ter channel are not radio signals but acoustic waves, which can propagate over long 
distances. However, an underwater acoustic channel presents three distinguishing 
characteristics: frequency-dependent propagation loss, severe multipath, and low 
speed of sound propagation. 

Another unique characteristic is geometric spreading. The spreading of the sound 
energy results in the expansion of the wave front. There are two spreadings: 

1 .  One is cylindrical spreading. It is at horizontal radiation only, which characterizes 
shallow-water communication. 

2. Another is spherical spreading. It is from an omnidirectional point source, 
which characterizes deep-water communication. 
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These characteristics make underwater wireless communication extremely difficult. 
To solve these difficulties, two tools can be used. One is the underwater propagation 
path-loss model created by Urick, and another is the propagation speed of the acoustic 
signal underwater. 

6.7.2 . 1  Urick Propagation Path-Loss Model 
One underwater propagation model, called the Urick propagation path-loss model, is 
introduced: 

L (d,f) = � · log (d ) +  a (j ) . d + A (6.7.2 .1) 

where � is the geometric spreading, � =  10 (shallow water); and � =  20 (deep water); 
a (j) is medium absorption obtained from the experiments; and A is transmission 
anomaly in dB a degradation of acoustic intensity due to multipath refraction, diffrac
tion, and scattering of the sound; A =  5 to 10 dB [deep water]; A >  10 dB [shallow water] . 

6. 7 .2.2 Propagation Speed of Acoustic Signal Underwater 
The propagation speed of the acoustic signal (5) underwater is a function of three 
parameters the temperature T, the salinity (Sa), and the depth of the water (D) : 

5 = j (T, Sa, D) (6.7.2.2) 

Because of the three effects, the signals bend toward the region of slower sound speed. 
There are four main types of thermal structure: isothermal gradient (uniformed), nega
tive gradient (sound speed increases as water becomes shallower), positive gradient 
(sound speed increases as water becomes deeper), and negative gradient over position 
(change speed gradient at a certain depth) . The four types of thermal structure are 
shown in Fig. 6.7.2.2.1 due to the effects of temperature, salinity, and the depth of the 
water, as shown in Eq. (6.7.2 .1 ) .  

6. 7 .2.3 Shallow-Water Communication-Channel Model 
In shallow water, multi path occurs due to signal reflection from the surface and bottom, 
as illustrated in Fig. 6 .7.2.3 . 1 .  Shallow-water communication is greatly affected by the 
multipaths due to multiple reflected rays from either the sea bottom or the surface, ray 
bending as a result of sound speed variations with respect to depth of the water and 
cylindrical spreading to expand the wave front horizontally. The shadow water 
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Water surface 

(2) 

FIGURE 6.7.2 .3 .1 Three paths conduct sha l low-water commun ication .  

communication is performed through three paths, as shown in Fig. 6.7.2.3. 1; (1) direct 
path; (2) reflection from the surface, and (3) reflection from the bottom as-well as from 
other objects underwater. 

The shallow-water communication channel is modeled as a multiray Rayleigh fad
ing channel. Each of the three paths is modeled as a Rayleigh fading channel. The com
position of three rays at the receiver forms a shallow water channel model.42 

6. 7 .2 .4 Deep-Water Communication 
In deep water, the bending of acoustic waves occurs, that is, the tendency of acoustic 
waves to travel along the axis of lowest sound speed. Figure 6 .7.2 .4.1 shows an ensem
ble of channel responses obtained in deep water. The multipath spread, measured 
along the delay axis, is on the order of 10 ms in this example. The channel response 
varies in time. The deep-water propagation channel is not as affected by multipaths 
but due to the spherical spreading of the acoustic signal. The four main types of ther
mal structure of the sound wave are the unique characteristics for the deep-water com
munications, as shown in Fig. 6.7.2.2 . 1 .  The path of the acoustic signals underwater is 
also unique, as shown in Fig. 6.7.2 .4 . 1 .  The Urick propagation path-loss formula 
expressed in Eq. (6.7.2. 1 )  is used to evaluate the communication performance. The 
sound signal in deep water also exhibits randomness in the propagation waves and is 
also modeled using the Rayleigh fading model.43 

6. 7 .3 Prediction of Aeronautical Communication Signal 
The aeronautical mobile radio channel appears in many applications. Air ground radio 
communication between aircraft and ground radio sites is one of the most important 
applications. In this section, a stochastic model is proposed.45-50 

In the aeronautical VHF band, ionospheric effects usually can be neglected. Aero
nautical communication is a different medium than terrestrial mobile medium. There 
are two kinds of interferences. One is interferential propagation due to the direct and 
reflected signal, and the other is diffraction and scattering. Sometimes, these two inter
ferences are mixed. 

The transmission is carried by troposcatters; and those small, random irregulari
ties or fluctuations in the refractive index of the atmosphere dominate . The refrac
tion index changes with seasons and also varies according to altitude and decreases 
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FIGURE 6.7.2 .4.1 Sound propagation paths under deep water. 

as the altitude increases. Thus, when the aircraft fly at high altitude, the equivalent 
earth radius at the altitude becomes smaller than that assumed on the earth. 

6.7.3 . 1  Air-to-Ground Path-Loss Formula ( LOS) 
The received signal r(t) received the signal from the transmitted signal s(t) through the 
air-to-ground channel h('t, t) after time 't can be expressed as, 

r(t) = [ s(t - 't)h('t, t) d't (6.7.3 . 1 . 1 )  

where the time variance h('t, t) consists of two parts, the large-scale part and small-scale 
part, as 

h('t, f) = hlarge scale ('t, f) + hsmall scale ('t, f) (6.7.3 .1 .2) 

The propagation channel characteristics may equivalently be defined in the frequency 
domain. The time-varying transfer function of the channel H (f, t) is simply the Fourier 
transform of h ('t, t), that is, 

(6.7.3 .1 .3) 
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When both transmitter and receiver antennas are the same polarization, we have the 
simple expression for the large-scale transfer function: 

- A { Dir Dir e-jkro ref ref e-jk r, } 
HLS (f, t) - 27t gTgR <Jlr <I>R ----r;: + P Rvert snwotlt <l>r <I>R ---r;;- (6.7.3 .1 .4) 

Where gr and gR are the maximum field gains of transmitting and receiving anten
nas; <I>?;' and <1>�;, are complex valued functions describing amplitude/phase variation of 
the field radiation diagram of these transmitted and received antennas over a direct 
path. Similarly, <1>1 and <1>1 are complex valued functions related to the transmitted and 
received antennas over a reflected path, and Rvert smoou, is the smooth earth reflection coef
ficient in vertical polarization depending on grazing angle and dielectric (£, cr) param
eters of the ground.49 

p is the reduction factor due to ground roughness as 

The received signal power is 

{ 1 ( �h sin a)2} p = exp - 2  4 1t 'A (6.7.3 .1 .5) 

(6.7.3 .1 .6) 

The global transmitter losses Lr are calculated by taking the transmitter antenna vertical elec
tric dipole (with reflector) maximum gain assessed at gr = 3 dB, the mismatch loss 0.1 dB, the 
cable loss 1.3 dB and the splitter loss 2 dB; hence, the global transmitter losses Lr = -3.4 dB. 

The global receiver losses LR and calculated by taking the receiver vertical electric 
half wavelength dipole antenna maximum gain was theoretical gR = 2.14 dB, the mis
match loss 0.5 dB, and the cable loss 1 .5 dB; hence, the global receiver losses were LR = 
-2 dB. 
The overall path loss in dB can be expressed as 

6. 7 .3 .2 Pred iction versus Measured Data 

(6.7.3 .1 .7) 

6.7.3.2 . 1  LOS Scenario Two experiments were carried out. One is at 118 MHz (VHF) 
In the plot, the SWR, the splitter, and cable loss were set to unity. A Beechcraft 90 aircraft 
was at a flight level of 6000 m and was flying along the runway axis from 20 nm north 
to 20 nm south. One nautical mile = 1852 m = 6080 ft. The nature of the ground was 
found to be smooth (� h = 0 in Eq. [6.7.3 .1 .5]) and dry (£, = 2, cr = 0.05 S/m). Figure 6.7.3.1 
shows two models: the free space large-scale model and the direct-reflected large-scale 
model were used to compare with the measured data. The direct-reflected large-scale 
model is in very good agreement with the large-scale measured fading data. But the 
free space model cannot predict the large-scale fading. 

The next experiment was at a lower flight level but kept the same conditions. 
Figure 6 .7 .3 .2 shows the power measurements and predictions for a receiver alti
tude of 1500 ft (460 m) . We see that the direct-reflected model prediction is less 
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precise than at a high flight level as shown in Fig. 6 .7 .3 .1 ,  but still is in rather good 
agreement with the measured results . Also, a greater azimuthal asymmetry between 
the left side and the right side of the measured curve was observed. 

6.7 .3 .2 .2  N LOS Scenario In the case of the less frequent NLOS scenario, the spherical 
diffraction waves occur when the signal is in the NLOS and propagate mainly in the 
diffraction region. In this region, signal strength decreases rapidly as distance increases. 
A deterministic approach has been done51 to compute large-scale fading with the uni
form theory of diffraction, and the experiment/theoretical model comparison with the 
measured data showed errors between 5 and 15 dB. Air-to-ground radio communica
tion usually avoids this condition. 

6.7.3.2.3 A LOS Channel-Satel l ite Aircraft Channel The satellite aircraft channel is 
always in a LOS condition. The atmosphere condition causes additional losses from free 
space path loss, a described in Sec. 6 .7. 1 . 1 . 1 .  Most of the published literature,45•52 has 
focused on the satellite aircraft channel. 

6. 7 .4 Prediction of Bul let Train Communication Signal 
The bullet train communication medium is an unchanged medium. The train is always 
running on a fixed route. Therefore, the path loss of this medium can be calculated 
straightforward without difficulty. The path losses of their signals follow the free space 
path loss. 

However, because of the fast speed of the train, the received signal will be con
sidered differently than the signal received from land mobiles .  The bullet train 
systems in different countries are different. China and Germany53•54 use remote radio 
heads, as in the cloud-based high-speed train communication system architecture, as 
shown in Fig. 6 .7.4 .1 , or radio over fiber, which consists of radio access units along 
the rail for wideband communications system. 

In Japan, 55 most bullet train communications use coaxial cables. Outer conductors 
of the coaxial cables have slots radiating a portion of the transmitted energy. There are 
two cables along the railroad-one for inbound and one for outbound. Before the 
signal goes through the cable and gets weaker, a relay is installed along the railroad 
every given distance apart to boast up the signal level. The two slot antennas are 
mounted on the train, one on each side. Therefore, the link budget of the signal is 
constant. 

Because of the fast speed of the train, the received signal suffers the frequency 
dependence (time-delay spread) and time variance (Doppler spread) of the channel. 
The Doppler spread directly influences the inter-subcarrier interference of an OFDM 
system. One approach to reduce Doppler spread and time-delay spread is to use the 
tracking directional antenna aiming at the base station.56 

6. 7 .5  Mi l l imeter Wave Signal 
The millimeter wave signal can be only used for indoor communications. In 1973, Lee 
had installed a 3-mm link between the Empire State and Pan Am Building, using a 
15-mW IMPATT diode as a source, two 30-in parabola dish antennas for a link gain of 
106 dB, and a Schottky diode for detection. The link was clearly established, but the 
rainfall attenuation during the heavy rainfall caused the 3-mm wave signal faded.57 
Therefore, we concluded at that time that an outdoor millimeter wave communication 
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was not cost effective. An indoor mm-wave communication i s  applicable in the future. 
It should be worked under LOS condition or under multi-reflected environment cre
ated by the providers. The ray tracing techniques and FDTD method can be used for 
modeling the millimeter wave signal. 

6.8 Summary and Conclusions 
This chapter discusses integrating the Lee macro-, micro-, and picocell models into one 
comprehensive model by combining the different parts of Lee models for different 
areas. In a macrocell system, each cell is very large. The antenna heights of all base sta
tions are very tall. It is not easy to move any base station around after it is installed. 
Therefore, the point-to-point prediction model is an important and useful tool for 
designing macrocell and also microcell systems. 

As demands increase for more integrated and more accurate capabilities to provide 
ubiquitous coverage, throughput and capacity, the Lee models have evolved and devel
oped to meet the capabilities as well as accuracy, speed, required data input, and flexi
bilities . Furthermore, the measured data have to be collected in order to improve the 
accuracy of the model. And again, different Lee models will need different input data 
to improve the accuracy. In the macrocell, we need terrain and clutter data; in the micro
cell, we need building, terrain, and attribute date; and in the picocell, we need to know 
wall and building material and the layout of window and room dividers. This chapter 
discusses design aspects involving relatively new technology, repeaters, special areas, 
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and link budget analysis in designing a system. This chapter also provides a more 
detailed and insight view of the Lee comprehensive models. 

Usually, the ray tracing and FDTD techniques are very accurate for finding radia
tion patterns from exciting an incident wave on an object of a known shape. However, 
in a small area with irregular human-made structures, such as buildings, those rays 
bouncing and reflecting from the buildings based on ray-tracing techniques or FDTD 
cannot come to give accurate predictions of signal strength at the mobile unit, but rather 
are statistical in nature. Using both ray-tracing and FDTD techniques is complicated 
and costly. Therefore, using empirical data to form a statistical prediction model of path 
loss can allow one to predict the receiving signal in a small area fairly well and is simple. 
Furthermore, when an area is small, we can install the base stations or access points by 
using the cut-and-try method. Sometimes, even though we use either the ray-tracing 
techniques or the statistical prediction model, such as Lee in-building model, to first 
install the base stations, we still have to use the cut-and-try method to move the base 
stations around and fine-tune their locations. 

Table 6.8 .1 comprises the characteristics of the propagation models with their tech
niques. The Lee model is compared with theoretical and empirical and statistical pre
diction models on characteristics, data requirements, ease of integration, and speed of 
calculation with high accuracy. 

Form Table 6.8 .1 , the advantage of using the Lee comprehensive model is that it is a 
compound of all three model types-theoretical, empirical, and statistical. Also, it inte
grates three cell size-specific models-macrocell, microcell, and picocell (in-building) . 
The software tool is easy to use in designing a large system with relatively less effort. 

In Sec . 6 .7, we have explored four different media. Each of them is unique and 
different from the terrestrial mobile medium. The property of each medium and the 

Suitable Experimental Details of 
Model Name Environment Complexity Data Environment Accuracy Time Other 
Theoretica l  Macro,  m icro ,  H igh N/A Low-h igh Good Can Not i ntegrated 

and pico (depends on be with l i m ited 

accu racy) long accu racy 

Empi rica l  Macro,  m icro ,  Med ium Yes Med ium Good Short Not i ntegrated 

and pico Can fi ne 

tune with 

measurement 

data 

Stati stica l  Macro,  m icro ,  Low Yes Low Good Short Not i ntegrated 

and pico 

Lee( compound Macro,  m icro ,  Low Yes Low Good to Short Fu l ly  

of  theoretica l ,  a n d  pico great i ntegrated 

statistica l ,  Can fi ne 

e m p i rica l )  t u n e  with 

measurement 

data 

TABLE 6 .8 .1 A Comparison of Var ious Models 
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ways of modeling the medium are different. This section provides new material so that 
the reader can think of these problems differently. 

In conclusion, the Lee comprehensive prediction model is a point-to-point model. It 
is based on wave propagation theory, statistical theory and empirical data. It is simple 
to use with a fair degree of accuracy. Since it composes the three Lee models from three 
different cell sizes, an overall predicted chart in a large system over a large area consist
ing of all the sizes of cells can be obtained. Of course, every prediction model from other 
authors has its merit and has been included in this book to give us plenty of leeway for 
a further improvement in prediction models in the future. Hopefully the propagation 
prediction models provided in this book can be used in designing the future 5G systems 
and beyond. 

This book has referred to many different papers and books, which are listed in the 
reference list of each chapter. The authors would like to thank the contributions from 
these people. 
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