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Preface

The Lie method (the terminology “the Lie symmetry analysis” and “the group
analysis” are also used) is based on finding Lie’s symmetries of a given dif-
ferential equation and using the symmetries obtained for the construction of
exact solutions. The method was created by the prominent Norwegian mathe-
matician Sophus Lie in the 1880s. It should be pointed out that Lie’s works on
application Lie groups for solving PDEs were almost forgotten during the first
half of the 20th century. In the end of the 1950s, L.V. Ovsiannikov, inspired
by Birkhoff’s works devoted to application of Lie groups in hydrodynamics,
rewrote Lie’s theory using modern mathematical language and published a
monograph in 1962, which was the first book (after Lie’s works) devoted fully
to this subject. The Lie method was essentially developed by L.V. Ovsian-
nikov, W.F. Ames, G. Bluman, W.I. Fushchych, N. Ibragimov, P. Olver, and
other researchers in the 1960s—1980s. Several excellent textbooks devoted to
the Lie method were published during the last 30 years; therefore one may
claim that it is the well-established theory at the present time. Notwithstand-
ing the method still attracts the attention of many researchers and new results
are published on a regular basis. In particular, solving the so-called problem
of group classification (Lie symmetry classification) still remains a highly non-
trivial task and such problems are not solved for several classes of PDEs arising
in real world applications.

Fractional calculus is an emerging field with ramifications and excellent
applications in several fields of science and engineering. During the first
attempt to think about what is derivative of order 1/2, stated by Leibniz
in 1695, it was considered as a paradox as mentioned by L’Hopital. Since then
the trajectory of the fractional calculus passed by several periods of intensive
development both in pure and applied sciences. During the last few decades
the fractional calculus has been associated with the power law effects and its
various applications. It is a natural question to ask if the fractional calculus,
as a non-local one, can produce new results within the well-established field
of Lie symmetries and their applications. In fact the fractional calculus was
associated with the dissipative phenomena; therefore it is a delicate question:
can we have conservation laws for fractional differential equations associated
to real world models?

In our book we try to answer to this vital question by analyzing, mainly,
some different aspects of fractional Lie symmetries and related conservation
laws. Also, finding the exact solutions of a given fractional partial differential

xi
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equation is not an easy task but we present this issue in our book. The
book includes also a generalization of Lie symmetries for fractional integro-
differential equations. Nonclassical Lie symmetries are discussed for fractional
differential equations. Moreover, the invariant subspace method is considered
to find the exact solutions of some fractional differential equations. In the
present book, we assume the reader to be familiar with preliminaries of Lie
symmetries for integer order differential equations.

The structure of the book is as follows. The book consists of five chapters
as it is given below. In order to make the readers understand easily the topic
of Lie symmetries and their applications, in Chapter 1, we show briefly the
classical, nonclassical symmetries and the conservation laws of some specific
problems with integer order. Next, in Chapter 2, we discuss the Lie symmetries
of fractional differential equations and exact solutions with invariant subspace
methods. Chapter 3 focuses on Lie symmetries of fractional integro-differential
equations. The nonclassical Lie symmetry analysis of fractional differential
equations is described in Chapter 4. The self-adjointness and conservation
laws of fractional differential equations are considered in Chapter 5.

We believe that our book will be useful for PhD and postdoc graduates as
well as for all mathematicians and applied researchers who use the powerful
concept of Lie symmetries.



Authors

Mir Sajjad Hashemi is associate professor at the Univer-
sity of Bonab, Iran. His fields of interest include fractional
differential equations, Lie symmetry method, geometric
integration, approximate and analytical solutions of differ-
ential equations and soliton theory.

Dumitru Baleanu is professor at the Institute of Space
Sciences, Magurele-Bucharest, Romania and a visiting staff
member at the Department of Mathematics, Cankaya
University, Ankara, Turkey. His fields of interest include
fractional dynamics and its applications in science and
engineering, fractional differential equations, discrete math-
ematics, mathematical physics, soliton theory, Lie sym-
metry, dynamic systems on time scales and the wavelet method and its
applications.

xiii



Taylor & Francis
Taylor & Francis Group

http://taylorandfrancis.com


http://taylorandfrancis.com

Chapter 1

Lie symmetry analysis of integer
order differential equations

This chapter deals with the classical and nonclassical Lie symmetry analysis
of some integer order differential equations. Finding the exact solutions of
differential equations is an interesting field of many researchers. The Lie sym-
metry method is one of the most powerful and popular ones which can analyze
different types of differential equations. In the last decade, various interesting
textbooks have discussed the Lie symmetry analysis of integer order differ-
ential and integro-differential equations, e.g., [59, 94, 131, 150, 29]. Various
classical concerns about Lie symmetries are discussed in these textbooks; so
we avoid the preliminaries of the Lie symmetries. This chapter discusses the
application of the Lie symmetry method and conservation laws for some inte-
ger order differential equations. However, some new and different approaches
such as the Nucci’s method [143, 89, 13, 129] are investigated. Among ana-
lytical methods for differential equations, the invariant subspace method is
a very close one to the invariance theory, which plays an important role in
the Lie symmetry analysis. We refer the interested readers to this topic in
[60, 166, 80, 40, 12, 65, 122].

1.1 Classical Lie symmetry analysis

Various types of Lie symmetry method have been introduced up to now,
e.g., classical [63, 120, 123, 42, 189, 153, 159, 158, 39, 91|, nonclassical [32,
140, 139, 88] and approximate [58, 46, 93] Lie symmetries. Moreover, there
are some numerical methods which are based upon Lie groups [76, 168, 10, 9,
82, 73, 4, 2, 70, 78, 79, 86, 74]. Briefly, a symmetry of a differential equation
is a transformation which maps every solution of the differential equation to
another solution of the same equation.

Here, we present some preliminaries of Lie Groups and Transformation
Groups. The main ingredients for this section are the algebraic concept of a
group and the differential-geometric notion of a smooth manifold. The term
smooth constrains the overlap functions of any coordinate chart to be C'*
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functions. The following definition is the foundation of Lie symmetry methods
for differential equations.

Definition 1 (Lie group) A set G is called a Lie Group if there is given a
structure on G satisfying the following three axioms.

1) G is a group.

it) G is a smooth manifold.

iii) The group operations

GxG—-G, G-—aG,

(g,h)—g.h g—g~1t
are smooth functions.

When the dimension of G is r, we call this group an r-parameter Lie group.

Definition 2 (Lie Transformation Groups) Let M be a n-dimensional
smooth manifold and G a Lie group. An action T of the group G on M
is a smooth mapping

T:-GxM—>M

T(g,x)=gr—Z

with the following properties:
T(e,z) ==z, T(a,T(b,z)) = T(ab,x)

for any x € M, g,a,b € G, e € G the unit element. Then G is called a Lie
transformation group of the manifold M.

It is well known that the applications of symmetry groups to differential
equations include:

e mapping solutions to other solutions
e integration of ordinary differential equations in formulas

e constructing invariant (similarity) solutions, that is, solutions which are
invariant under the action of a subgroup of the admitted group

e detection of linearizing transformations.

To carry out any of these, a true technique for finding symmetries of differential
equations is needed. As a general idea, one could insert an arbitrary change
of variables into the equation and then impose the new variables to satisfy
the same differential equation. This earns a number of differential equations
(determining equations) to be satisfied by the transformation. This direct
approach is too drastic to be of much use: determining equations may be
derived, but solving such a large system of nonlinear equations is usually out
of the question. The crucial understanding of Lie was that this problem could
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prevail by considering the ‘infinitesimal’ action of the group. In order to define
the infinitesimals, we defined a one-parameter Lie group of the form

T = F(x;€), (1.1)

where € is the group parameter, which, without loss of generality, will be
assumed to be defined in such a way that the identity element ¢y = 0. Hence

Tr = F(.’E, €)|5:(]. (12)

Definition 3 (Infinitesimal Transformation) Given a one parameter Lie
group of transformation (1.1), we expand T = F(x;€) into its Taylor series in
the parameter € in a neighborhood of € = 0. Then, making use of the fact (1.2),
we obtain what is called the infinitesimal transformations of the Lie group of
transformation (1.1):

=+ ef(x) + O(e?), (1.3)
where o
§(@) = 5-leo- (1.4)

The components of the vector £(x) = (&1(x),&2(x), ..., () are called the
infinitesimals of (1.1).

Definition 4 (Infinitesimal generator) The operator

V= Zgi(x)ai (1.5)

is called the infinitesimal generator (operator) of the one-parameter Lie group
of transformations (1.1), where x = (z1,%2,...,2,) € R™ and {(x) =
(&1(x), & (), ..., &n(x)) are the infinitesimals of (1.1)

Besides, each constant in a one-parameter Lie group of transformations leads
to a symmetry generator (which is a linear operator). These symmetry gen-
erators belong to a one-dimensional linear vector space in which any linear
combination of generators is also a linear operator and the way of ordering
generators is not important, that is, the symmetry group of transformation
commutes, and this leads to the additional structure in the mentioned vector
space called the commutator.

Definition 5 Let G be the one-parameter Lie group of transformations (1.1)
with the symmetry generators Vi, i = 1,2,...,r given by (1.5). The commu-
tator (Lie bracket) [.,.] of two symmetry generators V;,V; is the first order
operator generated as follows

Vi, Vi] = ViV; = ViVi.

» Vi
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Definition 6 (Lie algebra) A Lie algebra L is a vector space over a field F
with a given bilinear commutation law (the commutator) satisfying the prop-
erties

1. Closure:
For X,Y € L it follows that [X,Y] € L.

2. Bilinearity:
[X,aY + 8Z) =alX,Y]+B[X,Z], a,f€F, X, Y,Z€L.

3. Skew-symmetry:
[X,Y] = —[Y, X].

4. Jacobi identity:
[X’ [Ya Z” + [K [Zv X]] + [Zv [X7 Y]] =0.

Now, after brief preliminaries of the Lie symmetry method, we illustrate this
technique by different integer order differential equations.

1.1.1 Lie symmetries of the Fornberg-Whitham equation
The Fornberg-Whitham equation (FWE)[53, 84],

Ut — Uggt T Uy + UUL = 3uxuz:v + UlUgzzy (16)

has appeared in the study of qualitative behaviors of wave breaking, which is a
nonlinear dispersive wave equation. In 1978, Fornberg and Whitham obtained
a peaked solution of the form u(z,t) = Aexp{5'|z — 5|}, where A is an
arbitrary constant. Zhou et al. [190] have found the implicit form of a type of
traveling wave solution called kink-like wave solutions and antikink-like wave
solutions. After that, they found the explicit expressions for the exact traveling
wave solutions, peakons and periodic cusp wave solutions for the FWE [191].
Tian et al. [173], under the periodic boundary conditions, have studied the
global existence of solutions to the viscous FWE in L2. The limit behavior
of all periodic solutions as the parameters trend to some special values was
studied in [186]. F. Abidi et al. [5] have successfully applied the homotopy
analysis method to obtain the approximate solution of FWE and compared
those to the solutions given by Adomian decomposition method.
The symmetry groups of the FWE will be generated by the vector field of the
form 9 5 5
1 2
X =¢ (t,x,u)g +¢& (tgr,u)% )%
The result shows that the symmetry of Eq. (1.6) is expressed by a finite
three-dimensional point group containing translation in the independent vari-
ables and scaling transformations. The group parameters are denoted by k; for
i =1,2,3 and characterize the symmetry of equation. Actually, we find that

+o(t, z,u (1.7)
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Eq. (1.6) admits a three-dimensional Lie algebra L3 of its classical infinitesimal
point symmetries generated by the following vector fields:

0 0 0 0

= Xy = — . Xe=t— 4+ —.

o T o 0T 'or T ou

Obviously, the Lie algebra of (1.6) is solvable and from the adjoint represen-
tation of the symmetry Lie algebra the optimal system of one-dimensional
subalgebras corresponds to (1.6) which can be expressed by

X =

Xla X27 aXl +X37

where a € {-1,0,1}.

1.1.1.1 Similarity reductions and exact solutions

In order to reduce PDE (1.6) to a system of ODEs with one independent
variable, we construct similarity variables and similarity forms of field vari-
ables. Using a straightforward analysis, the characteristic equations used to
find similarity variables are:

it _dr_dv 0s)
& e ¢

Integration of first order differential equations corresponding to pairs of equa-

tions involving only independent variables of (1.8) leads to similarity variables.

We distinguish four cases:

Case 1: For the generator X7, we have:

ut,z) =S5(C),  (=w,
where S(() satisfies the following ODE:
S 4+ 88 — 358" — 850G =, (1.9)

that admits the only Lie symmetry operator ai' Instead of using the usual
method based on invariants we apply a more direct method, namely the reduc-
tion method [143, 142, 145, 146, 128, 89]. Obtaining the first integrals of ODEs
is often sophisticated work as shown in [137]. However, using the mentioned
reduction method, the first integrals of the reduced ODEs are easily obtained.
Equation (1.9) can be written as an autonomous system of three ODEs of first
order, i.e.,

/

wy = w2,
-

Wp = Ws, (1.10)
;. W + WiW2 — 3’[1)2’([)3

Wsy = ,

wy

using the obvious change of dependent variables

wi(¢) = 5(C), wa2(¢) = 5(¢), ws(¢) = 5"(C).
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Since this system is autonomous, we can choose w; as a new independent
variable. Then system (1.10) becomes the following nonautonomous system of
two ODEs of first order:

dw2 ws

dw;  wo’
dws 14w, — 3wy (1.11)

dw1 w1
We can integrate from the second equation:

12a; + 3wt + 4w}
Wa =
’ 12u? ’

(1.12)

with a; an arbitrary constant. This solution obviously corresponds to the
following first integral of equation (1.9):

S(Q)°
12

(125"(¢) —35(¢) —4) = a1.
Substituting (1.12) into (1.11) yields

dwsy 12a; + 3w% + 4w% .

dw; 12wiws

3

that is a separable first order equation too. Therefore, the general solution is

oy \/—12a1 + 12apwf + 3wi + 8w} (1.13)

18w? ’

with ao an arbitrary constant. Replacing a; into this expression in terms of
the original variables S and (¢ yields another first integral of equation (1.9):

25(¢)S"(¢) +2(5'(€)* = S2(¢) — 25(¢)
2

= az.

Finally, we replace (1.13) from (1.10) into the first equation of system (1.10)
that becomes the following separable first-order equation

)

y p\/2a1+a2<p+q2a1>m<p+q)r%
-
pry

and its general solution is implicitly expressed by

/ 18w? p cr
wp = Q,
—12a; + 12a5w? + 3w? + 8wd ' 5

and replacing wy with S({) yields the general solution of (1.9).
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An explicit subclass of solutions can be obtained if one assumes a; = 0.
Thus

x+a3)

16 — 36ay + eX(atas) — ge*(*5
6ei(w+#)
Case 2: The solution obtained from generator X5 is trivial. Thus, we find

the traveling wave solution which is achievable from generator X; + Xs. The
similarity variable related to X; + X5 is

u(t,x) = S(C)v (=z—t,

where S(¢) satisfies the following equation:

u(t,z) =

(1-5)8" + 85 — 388" =0. (1.14)

Eq. (1.14) admits the only generator a%. Therefore it is not possible to
solve it by current Lie symmetry methods and we apply the reduction method.
This equation transforms into the following autonomous system of first order
equations, i.e.,

wy = ws,

wh = ws,

» (3ws — w1 )wy (1.15)
3 1 — W1

by the change of dependent variables

wi(€) = 5(C), wa(¢) = 5(C), ws(¢) = S"(C).

Similar to Case 1, let us choose w; as the new independent variable. Then
(1.15) yields:
dwg o ws

dw,  wy’
Gy (g — wy) (1.16)

dwl 1-— w1
The second equation of (1.16) is linear and therefore we have
12a1 + 3wi — 8wl + 6w?

_ 1.17
3= 1203 — 36w? + 36w, — 12° (117)

and substituting in the other equation of (1.16) yields:

dwy — 12a; + 3wt — 8w} + 6w?
dw; 12w (w} — 3w? + 3wy — 1)°

(1.18)

Replacing aq into this expression in terms of the original variables S and
¢ yields a first integral of equation (1.14) as:
S (1253 — 3652 + 365 — 12) — 3594+ 893 — 652
12

= aj.
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Eq. (1.18) is separable and the solution is given by

\/—12@1 + 12a2w% — 24aswq + 12a9 + f’)w‘lL — 4w§ — w% +2w; — 1
w9 =

12 (wy — 1) ’
(1.19)
where as is another first integral of equation (1.14) as following:
1— 652
SS” — " 4 (S/)Q + D = as.

An implicit solution of Eq. (1.14) can be obtained from substituting (1.19) into
the first equation of (1.15) and one time integration. However, in a special case,
taking a; =0 and as = % we have

$ [V -38) +4,/5B5 — ) In (6V5 + 205 - 12)]
335 — 4)

=( +as.
Back substitution of variables yields another solution of the Eq. (1.6).
Case 3: For the linear combination X = aX; + X3, we are just able to

find the invariant solution with respect to o = 0. Similarity variables of X3
are:

u(t,x) = S +5(), ¢=t, (1.20)
where S({) admits the following equation:
¢S"+S54+1=0; (1.21)
therefore, .
S(C)=-1+ %
thus, we get
ult,z) = = *;” ¢ (1.22)

1.1.2 Lie symmetries of the modified generalized
Vakhnenko equation

Now, we apply the Lie group analysis to the so-called modified generalized

Vakhnenko equation (mGVE) [89]:
0 1 0 0

— (D*u+ —pu? Du =0 D= — fu— 1.23

gg (D u+ 5pu’ + Bu) + ¢Du =0, ( aﬁ“ax)’ (1.23)
where p, g and [ are arbitrary nonzero constants. This equation was introduced
by Morrison and Parkes in 2003 [135]. There the N-soliton solution of the
mGVE! was found if p = 2g.

I Actually Morrison and Parkes introduced equation (1.23) but they named it mGVE in
the case p = 2q only.
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TABLE 1.1: Commutator table of Eq. (1.23)

[ Vi Va V3

V1 0 0 le — Qﬂ‘/g
Va 0 0 —pVa
Vi | =pV1 +28V> pVa 0

The Vakhnenko equation (VE) can be obtained from the mGVE if p = ¢ =
1 and B = 0, while the generalized Vakhnenko equation (GVE) corresponds
to p = ¢ = 1 and (8 arbitrary. We consider a one-parameter Lie group of
infinitesimal transformations with independent variables ¢,z and dependent

variable u
t* =t + e (t,x,u) + O(e?),

zt=x+ e{Q(t,x,u) + 0(62)7

u* = u+eg(t, z,u) + O(),

where € is the group parameter. The associated Lie algebra of infinitesimal
symmetries is the set of vector fields of the form

szl(t,x,u)%'f‘g(t,x,u)ﬁ+¢(t,x,u) 0 (124)

Ox ou’
If Pr®V denotes the third prolongation of V' then the invariance condition
Pr®V(F)|p—o = 0,

with

F .= % (®2u + %pu2 + 6u) + q®u,

yields an overdetermined system of linear PDEs in &1, €2 and ¢. We found that
equation (1.23) admits a three-dimensional Lie symmetry algebra £ spanned
by the following generators:

0 0 0 0 0
— Vo=, Va=pt=— — 28t)=— — (28 + 2pu) —
g V2T g Vel T ek 2BE0 = (28 + g,
with commutator Table 1.1. This algebra corresponds? to A3 4 in the classifi-
cation by Patera and Winternitz [155] with the following identification:

‘/12

1
er = —§V2, eo =pVy — Vo, e3 = —5V3'

2Although as early as 1897 Bianchi [27] gave the classification of all solvable and non-
solvable real algebras of vector fields in the real space as it was stressed in [35], and in 1963
[138] Mubarakzjanov classified the subalgebras of solvable three- and four-dimensional Lie
algebras — a paper that regretfully has never been translated into English — we related our
notation to a widely available and more cited paper by Patera and Winternitz [155], that
also contains the classification of the subalgebras of nonsolvable three- and four-dimensional
Lie algebras.
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Then the nonzero conjugacy classes of its subalgebras are:
e two-dimensional

£1,2 = <€1,63>, /-:2,2 = <€2,€3>, 53,2 = <€1,€2>-
e one-dimensional
El,l = <€1>, £2,1 = <62>7 £3’1 = <€3>, £4’1(€) = <€1 + 6€2>, with e = £+1.

Each one-dimensional subalgebras reduce equation (1.23) to an ODE as we
show next.
e Subalgebra £ ;

This subalgebra is spanned by
g 0

S o

and the corresponding invariant surface condition is u, = 0. Therefore sub-
stituting u(t, z) = F(¢) in (1.23) yields

F'(t)=0= u(t,z) =C,

namely a trivial solution.
e Subalgebra L5 ;

This subalgebra is spanned by

0 0
€2 :Pa —5£

The reduced equation for this subalgebra is
(B+pF)* F" +2p (8 +pF) F'F" +p*(p+ q)FF' + pB(p+ q)F' = 0, (1.25)

with similarity independent variable & = x + gt and similarity dependent
variable F' such that u(t,z) = F(£).

Equation (1.25) admits a two-dimensional Lie symmetry algebra spanned by
the following operators

0 0 B, 0

—, Xo=(—=+2(F+=-)=—,

e 2= g VAT )R

and consequently it can be reduced to a first-order ODE. Instead of using the
usual method based on invariants we apply a more direct method, namely
the Nucci’s reduction method [142]. Equation (1.25) can be written as an
autonomous system of three ODEs of first order, i.e.,

X, =

w'l = W2,
wh = ws,

, _ 2pwawsz + p(p + q)wa
Wy = —

B+ pwy
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by means of the obvious change of dependent variables

wi(§) = F(§), wa(§) = F'(§), ws(§) =F"(¢).

In order to simplify the third equation we introduce the new dependent vari-
able r1(§) = B + pw;(§) such that the system becomes

Tll = pwa,

wy = ws, 1.26
, 2pwaws + p(p + q)wa (1.26)

Wy = — .

T1

Since this system is autonomous we can choose r; as a new independent
variable. Then system (1.26) becomes the following nonautonomous system of
two ODEs of first order:

d’LUQ o ws

dri  pws’

dws . _p+q+2w3 (127)
d’/‘1 B 1 '

The second equation is independent from the first equation in (1.27) and also
separable: therefore we can integrate it, i.e.,

a
ws =22~ (p+a), (1.28)
1

with a; an arbitrary constant. This solution obviously corresponds to the
following first integral of equation (1.25):

p+q

E(F"(&)+ =

) = ax.

Substituting (1.28) into (1.27) yields

dwy  2a; — (p+ q)r?
dry 2prw, ’

That is a separable first-order equation too and therefore the general solution
is

-2 -9 _ 2
'UJQ — \/ al + a’z(p + q al)rl (p + q)rl , (129)

pr

with ao an arbitrary constant. Replacing a; into this expression in terms of
the original variables F' and & yields another first integral of equation (1.25):

2F"(€) +p(B+ PF&)F(€) + (0 + 0) (°F*(€) + 20BF(©) + & +7) _
(B+pF(©)2CF"(©) + (p+0)§ — (p+ ) '
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Lastly, we replace (1.29) from (1.26) into the first equation of system (1.26)
that becomes the following separable first-order equation

, _p\/—2a1 +ax(p+q—2a1)r — (p+ g}
1= )
pry

and its general solution is implicitly expressed by>

Vip+9) (02 - ¥2)r y
(p+ q)2\/—pr1¥ (2a1a97; + 2a; + (p+ q)(r? — aary))

- 0+0 \/A+\I/
[2\11 x EllipticE ( AT )
o O+7v [A+T
(2a1a2 — (p + q)as — V) x EllipticF ( TR \/ )

where

:§+a37

A =2a1a5 — (p+ q)az,
O =(p+q)(2r1 — a2) + 2a1as,

‘If=\/4a§a§— (p+ q)ara3 + (p+ q)?a3 — 8(p + g)as,

and replacing r with § 4 pF(§) yields the general solution of (1.25).
An explicit subclass of solutions can be obtained if one assumes a; = 0.

Thus )
F(ﬁ) _ 4(&2 - ﬂ) pil;+ Q)(g + a3)

and consequently the following is a class of solutions of (1.23),

)

4p(az — B) — (p+ q)(pz + pas + St)?
4p? '

u(t,x) =

o Subalgebra L3 ;

This subalgebra is spanned by

0
5)77

1 9 AN
egffzfjvg —to (z+2= t)%+2( o) ou

3Here we use the MAPLE elliptic integral notations defined by:

z /1 — k2¢2 z 1
EllipticE(z, k :/ YoM T g, EllipticF(z, k =/ . 7
plicE(z, k) o V1-—1t? piick (= k) 0o V1-—1t2V1— k22
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and its corresponding invariant surface condition,

—tu+ (2 + 2%75)% —o(u+ g),
yields
B FE B
g:tx+5#, u(t,z) = ;)—;, (1.30)

as similarity variables.
Substituting (1.30) into (1.23) gives rise to the following third-order ODE

(E+F)2F" 42(—6+EF +FF)F" —2(F')242F +(p+q)FF' +¢£F' —2qF = 0,
(1.31)

that does not possess any Lie point symmetry.

Yet two particular solutions can be found if we assume that F' is a second-

degree polynomial in &. In fact the two solutions are

_ 4
P+q

q
(p+q)?

which yield the following two solutions of (1.23):

 tapq + taq® — BtPq — 2q — ft*p

2
_p+qg_p+q6_@+q)

f(6) 4 P p*q

§—2 Fy(§) =

ui(t,x ,
1(f7) (p + q)*t?
and
(4 9)(BPqt" + 2pquSt® + Apgrt + 4(p + q)
us(t, ) = — 573
4qp?t
22p% + 8pB + qx?p? + 493
_ pr= ’
respectively.

e Subalgebras £4 1

Since these two subalgebras are spanned by

1 0
En —5(§ +€>%7

two cases have to be considered:

e1+eex =ep (e = £1),

l.e=-1
In this case the invariant surface condition yields the similarity variables
u(t,x) = F(§) with £ = © + %t that, substituted into (1.23), generates the
following autonomous third-order ODE:

(B+2pF)*F" +-4p(B+2pF)F'F" +4p* (p+q) FF' +2pB(2p+q)F' = 0, (1.32)

that admits the Lie symmetry operator 6% only.
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We apply the reduction method to the equation (1.32) by considering the
following system of three first-order ODEs

wl == 'LU27

wh = ws,

W — 4p(B + 2pwr )wows + 4p*(p + Q)wiwa + 2pB(2p + q)wy
o=

(B + 2pw1)? 7
with
wi(§) = F(§), w2(§) =F'(§), ws(§) =F"(E).

A simplification can be obtained by introducing the transformation rq(§) =
B+ 2pw1(§) so that

Tll = 2pw27

/ _
Y2 = W ) (1.33)
W — 2Bp“wa + 2p°riws + 2pgriws + 4priwsws

3 = = 5 .

1

If we choose r1 as the new independent variable, then (1.33) becomes a system
of two nonautonomous first-order ODEs, i.e.,

dw2 o ws

dri  2pwy’

dwg __pB+(p+g)r + 2wsm (1:34)
dry r2 '

The second equation of (1.34) can immediately be solved, i.e.,

_ 2a1 — 2pfr1 — (p+ @)r}
2r2 ’

w3 (1.35)

with a1 an arbitrary constant. This corresponds to the following first integral
of equation (1.32):

(€4 Z5) 5+ 202 + 955 + 2P (©) = comst

Substituting (1.35) into (1.34) yields:

dwy  2(ay —pBri) = (p+ i

dry dpriws

?

that is easily solved to give

)

o — \/2p6r1 (a2 —log(r1)) — 2a1(1 + aar1) + (p + q)(agry — r?)
2prq
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with as an arbitrary constant. This corresponds to another first integral of
equation (1.32), i.e.,

B B

(5 +9r©) (305408 + 2000+ )P + (5 +0F(©)) F'©)) = const.

Finally, replacing ws into the first equation of system (1.33) yields the follow-
ing first-order ODE

)

o 2\/?((? +q+2pBlaz — (p+ q)r1) r1 — 2p(1 4 azri)ay — 2p?Bry log(ry)
! =

27”’1
(1.36)
and therefore the last quadrature
/ vV 27“1 d’l“l
Vp((p+q+2pB)az — (p+ q)r1) r1 — 2p(1 + agry)ar — 2p*Bry log(r1)

= \/if-f—ag.

If we assume 8 = 0 then an elliptic function is obtained.

2.e=1
In this case the invariant surface condition yields the similarity variables
u(t,z) = F(§) with £ = = + %t that, substituted into (1.23), yields the
following autonomous third-order ODE:

(38 + 2pF)?F" + 4p(3B + 2pF)F'F" + 4p®(p + q) FF' + 2pB(2p + 3¢) F' =0,
(1.37)
that admits the Lie symmetry operator % only.

We apply the reduction method to equation (1.37) by considering the
following system of three first-order ODEs

wh = wa,

wh = ws,

ot — P38 + 2pwn )waws + 4p? (p + q)wrws + 2pB(2p + 3q)ws
[

(38 + 2pwy)? ,

with
wi(§) = F(§), w2(§) = F'(§), ws(§) =F"(§).

A simplification can be obtained by introducing the transformation rq(§) =
38 + 2pw1 (§) so that

(1.38)
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If we choose r1 as the new independent variable, then (1.38) becomes a system
of two nonautonomous first-order ODEs

de - ws
dri  2pws’

Lo (1.39)
dws _ pB— (p+q)r1 — 2wsr
drq r2 '

The second equation of (1.39) can immediately be solved, i.e.,
2 2 - 2

wy = 2+ 28— P+ a)ry (1.40)

2 b)
2r]

with a; an arbitrary constant. This corresponds to the following first integral
of equation (1.37) as:

F"(€)(38 4 2pF(£))* + (38 + 2pF(£)) (pB + 348 + 2p(p + q) F(€)) = const.

Substituting (1.40) into (1.39) concludes:

dwy  2(a1+ppri) — (p+ q)r3

dry 4pr%w2

)

which is easily solved to give

)

wy = \/((P +q—2pBlaz — (p+q)r1) 1 — 2a1(1 + agry) + 2pPry log(r1)
2[)7‘1

with as an arbitrary constant. This corresponds to another first integral of
equation (1.37), i.e.,

=2 (2p(p+ q)F — pBIn(3B + 2pF) + pF"* + (2p + 3¢q)B + (38 + 2pF)F")

2(38 + 2pF)2F" + (p + q)(4p2F? — 1) + 358%(p + 3q) + 2pB(1 + 4pF + 64F)
= const.

Finally, replacing ws into the first equation of system (1.38) yields the follow-
ing first-order ODE

Y

o 2\/19 ((p+q—2pBaz — (p+ q)r1) 1 — 2p(1 + azri)ar + 2p*Fri log(ry)
! =
2’/“1

and therefore the last quadrature
/ V/ridry
V((p+aq—3pB)az — (p+ q)r1) 11 — 2(1 + azr1)a + 2pPry log(r1)

= \/%54_0437
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which cannot be explicitly evaluated. If we assume g = 0, then an elliptic
function is obtained, i.e.,

Vi +q) (02 — W)

X
(p+ )2/ —pr1¥ (2a1asr1 + 2a1 + (p+ q)(r} — azr1))
L O+Vv \/A+\Il
2\Il><E1hptlcE< TR 50 >+
.. O+v /A+T 4
(2a1a2 — (p + q)as — ¥) x EllipticF (\/A+\I/’\/ 50 ) :7ﬁ5+a3,

where

A =2aja5 — (p+ q)az,
O =(p+q)(2r1 — a2) + 2a1as,

U= \/4a§a§ —4(p+q)ara3 + (p+ q)%a3 —8(p + g)as .

1.1.3 Lie symmetries of the Magneto-electro-elastic
circular rod equation

The nonlinear Magneto-electro-elastic circular rod equation (MEE) circu-
lar rod [183, 87] reads:

2
Ut — C2uxm - %Uir — Nuttm = 0, (141)

where c is the linear longitudinal wave velocity for a MEE circular rod and
N is the dispersion variable, both turning on the substance features as well
as the geometry of the rod. It is also assumed that the infinite homogeneous
MEE circular rod is made of composite BaTiO3-CoFe204 with different vol-
ume fractions of BaTiO3. The rod has a radius R = 0.05m. The material
features of the composite are approximated using the simple rule of mixture
according to the volume fraction. Some authors acquired traveling wave and
solitary wave solutions by using the different methods [105, 187].

Let us to consider a one-parameter Lie group of infinitesimal transforma-
tions (1.1.2) and associated vector field of the form (1.24).
If Pr®V denotes the fourth prolongation of V then the invariance condition
is
PrOV(A)|azo =0,
where A 1= uy — Uy, — %u?u — Nuytys, and yields the following determining
equations, which, from solving these equations, we get

=0y +tCy, €2 =01, ¢=C3+ 204+ tCs + xtCs — (*t* + 2u + %)y,
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where C;, (i = 1,...,7) are arbitrary constants. Thus the Lie symmetry
algebra admitted by Eq. (1.41) is spanned by the following five infinitesimal
generators

0 0 7] 0 7]

- - - - r— =t
=g Vemgp s=gp Vimagy Vs=tgy
Ve —ta L v, *t97(62t2+2u+x2)£ (1.42)
T "ouw T ot ou’ ‘

Reduction 1. Similarity variables related to cVi + Vo = c% + % are
u(t,x) = F(£), where £ = x — ¢t and satisfies the following equation:

(F"(€)? +2NFW(¢) = 0. (1.43)

To find the exact solutions of Eq. (1.43), we first use G(¢) = F"(£) to reduce
it in the following form:

G*(&) +2NG"(€) = 0. (1.44)

Here we want to apply the Nucci’s reduction method to Eq. (1.44). More
details of the reduction method can be found in [146, 128, 89, 84]. This equa-
tion transforms into the following autonomous system of first order, i.e.,

wh = wa,
I (1.45)
2 2N’

by the change of dependent variables
wi(§) = G(§), wa(§) =G'(§).

Let us choose wy as the new independent variable. Then (1.45) yields:

dwy w?

— = - . 1.4
dw1 2NU)2 ( 6)

From one time integration of (1.46) we have

6Na; — wif
=\ —— 1.4
w2 3N ( 7)

In this step we return the w; as a dependent variable, i.e., wy = w; (). There-
fore by putting (1.47) in (1.45) we have a separable first order equation

W — /6N aq —wi“’
1 3N 9

from which its implicit solution is easily obtainable. In a special case, by
supposition a; = 0 an explicit solution can be obtained as follows:

12N
€2 + 2v/3a9€ + 3a3’

wi (§) =
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or
12N

_52 + 2v/3a2€ + 33’

F(¢) =

which leads to
F(€) = a3 + asé + 12N In(3a + V3€),

and hence
u(t,z) = az + ag(x — ct) + 12N In (3(12 +V3(z — ct)) .

Reduction 2. In this case we consider the generator

0 0 0
==+ —+ 1.4
Vi+Va+Vs at+ax+au, (1.48)
with corresponding similarity variables:
u(t,z) =t+ F(), €=z —t. (1.49)

After substituting the similarity variables into (1.41) we find

2(1 = ) F"(&) = (F"(€)* —2NFW(¢) = 0.

Similar to the previous case, after substituting F”’(§) = G(£) in the above
ODE, we obtain

2(1 — AG(€) — AG* (&) —2NG"(¢) = 0. (1.50)

Equation (1.50) transforms into the following autonomous system of first
order, namely
wh = wa,
, 21— A wy — Aw? (1.51)
Wy = ’

2N

by the change of dependent variables

wi(§) = G(§), w2(§) = G'(9).
Let us choose w; as the new independent variable. Then (1.51) yields:

dws  2(1 — c)wy — cw?

= ) 1.52
dw1 2N’LU2 ( )

From one time integration of (1.52) we have
wy — j:\/Swf - SCQw%;N(SNal - cQwif. (1.53)
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In this step we return the w; as a dependent variable, i.e., wy = wy(€). There-
fore by putting (1.53) in (1.51) we have a separable first order equation

W, = i\/?)w% —3c?w} + 6Na; — c2w:137
3N

from which its implicit solution is easily obtainable. In a special case, by
supposition a; = 0 an explicit solution can be obtained as follows:

12

wl(«f):?u(l—;) —1 —tan ;(— czjglf—m@) )

or

r 12
2 _
F”(£)3<1012> —1—tan ;( Cng— 3(021)a2> ;

and owing to this fact we obtain

F(¢) :a3+a4£+1i—2N1n [cos <—\/CQJ\_[1 (m-f))] .

Hence from (1.49) we obtain a general solution

12N 21
u(t,z) =t+az +aq(z —1t) + = 1nlcos(— CN (\/3Na2—x+t>>

Reduction 3.
Now, we consider the generator

o 0 0
Vit Vot Vi= ot oo (1.54)

Similarity variables related to (1.54) are

u(t,z) = % (—t* + 2tz +2F(€)), =2 —t, (1.55)

where

21— A)F"(€) = A(F"(€))* — 2 (1+ NFO(©)) = 0.
If we take F"(£) = G(&) in the above ODE, we obtain

2(1 = A)G(&) — AG* (&) —2(1+ NG"(¢)) = 0. (1.56)
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Equation (1.56) transforms into the following autonomous system of first
order, i.e.,
w) = wa,
2(1 — A)wy — Pw? — 2 (1.57)

wp = IN )

by the change of dependent variables
wi(§) = G(§), w2 (§) = G'(§).

Let us choose w; as the new independent variable. Then (1.57) yields:

dwy  2(1 = )wy — Aw? —2

— = . 1.58
dw1 2Nw2 ( )

One time integration of (1.58) produces
wy = i\/ Bui - 3w ;]'VGNal —cui (1.59)

In this step we return the w; as a dependent variable, i.e., wq = w1 (). There-
fore by putting (1.59) in (1.57) we have a separable first order equation

W, = i\/?)w% —3c?w} + 6Na; — czwi’7
3N

from which its implicit solution is easily obtainable as follows:

£ 3/ N d
— w1 = a
—18w;y + 9 (1 — @) w? + 18Nay — 32w3 = %

Reduction 4.

Now, we consider the generator

0 0 0
Vit Vs Vo = o ton - tao.

Corresponding similarity variables are

2

u(t,z) =t (a:+ 9;) L), €=t

where
—c*E(2+ &) F2F"(€) = 0. (1.60)

Equation (1.60) is a linear ODE and its solution can be written as follows:

F (¢ = 2025 (2+¢) 22 4+ a1z + as,
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or equivalently:
2

1
u(t,z) =t <x+ 3;) + 10215 (2 +t) 2 + arz + as.

Reduction 5.
Suppose the generator

o 0 o
Vot Vst Vi= ot oo (1.61)

Similarity variables related to (1.61) are

u(t,z) =t (1+z)+ F(E), £=t, (1.62)
where
CF'(€) 2+ F"(€) =0. (1.63)
Solving Eq. (1.63) and (1.62) yields the exact solution:

u(t,r) =t (14 z) — 2% + arz + ap.

Reduction 6.

Finally, we consider the generator
Vi+Vi+Vs+V —Q—F(x—l—t—!—xt)g
1 4 5 6 — or auv
with corresponding similarity variables
2
where
—® 344+ &%) +2F"(§) =0. (1.65)

Solving Eq. (1.65) and (1.64) concludes the exact solution:

z2 2

u(t,z):tm—&—(l—l—t)?—l—z(3+4t—|—t2)x2+a1z+a2.

1.1.4 Lie symmetries of the couple stress fluid-filled thin
elastic tubes

In most theoretical investigations on arterial pulse wave transmission
through a thin elastic walled tube, blood thickening due to rise in red blood
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cells has been assumed to be insignificant [171]. Many researchers have dis-
cussed and presented new models about flow in fluid-filled thin elastic tubes.
Adesanya and co-workers have presented an investigation about the equa-
tions governing the fluid flow. They have used some assumptions and variable
transformations to reduce the fluid flow equation to a new style of an evolution
equation [6, 85]:

Ur + A1UUg — A2Uge + A3Ugee + agugeee = 0. (1.66)

Equation (1.66) in the limiting case as as,as,as — 0 gives the invis-
cid Burger’s equation. Also, as,as — 0 gives the viscous Burger’s equation,
as — 0 is the KdV-Burger’s equation, while a3 = 0, as = —1 gives the
Kuramoto-Sivashinsky (KS) equation.

Let us consider a one-parameter Lie group of infinitesimal transformations:

T =T+ €M7, &, u) + O(e?),
& =€+ eC(1. & u) + O(e?),
ut =u+ €¢(Ta§vu) =+ 0(52)7

where € is the group parameter. The associated Lie algebra of infinitesimal
symmetries is the set of the vector field of the form

0 o

V= §1(7-7£,u)7 + C2(7a67u)8£ + QS(T?S’U’)%'

or
If Pr(YV denotes the fourth prolongation of V' then the invariance condition

18
PrV(A)azo =0,

where A 1= ur+a1uue —asuge +asugee +asueeee, and yields an overdetermined
system of linear PDEs in ¢!, ¢? and ¢, the so-called determining equations,
from which solving these equations in different cases we get:

Case 1: aja4 #0, a3 =0, as = —1.
This case is related to the KS equation and we have

=01, C=atCy+Cs, ¢ =y,

where C7,C5 and Cj are arbitrary constants. Thus the Lie symmetry alge-
bra admitted by Eq. (1.66) is spanned by the following three infinitesimal
generators

0 0 0 0
Vl—g, Vg—afg, Vg—al’raf€+%.

We present below a reduction and related solution with some different gener-
ators:

(1.67)
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Reduction 1.1. Similarity variables related to V3 +vV; are u(r, §) = ®(6),
where 0 = £ — v7 and satisfies the following equation:

(a1 ®(0) — v) ' (0) + ®"(0) + a,® (0) = 0. (1.68)
Eq. (1.68) has the following soliton solution

3(30 + 190) 120
2(1+ coshf +sinh#)> (1 + coshf +sinh6)® |

B(0) 30 + 190 —

~ 194,

Case 2: ajasaszaq # 0.
This case is a more general one and we can get

=0y C=atCL+Cs, =0,

where C,Cs and C3 are arbitrary constants. Thus, the Lie symmetry alge-
bra admitted by Eq. (1.66) is spanned by the following three infinitesimal
generators

0 0 0 0

—, Vo=—, V3= =+ =—.
o7 2 og BT T o
We present below a reduction and related solutions with some different gen-
erators:

Vi = (1.69)

Reduction 2.1. Similarity variables related to V3 +vV5 are u(r, &) = ®(6),
where 6 = £ — v7 and satisfies the following equation:

(a1®(0) — v) &' (0) — as®” (0) + as®" (0) + a,®™ (9) = 0. (1.70)

Eq. (1.70) has the following soliton solution of Eq. (1.66):
Family 2.1.

@(9)_120a4 l-i- v 1
a1 |2 120as (1 +coshd +sinh6)® |’

Family 2.2.
1 ) —
D (0) c{ -+ i—3 ;
(1 + cosh 6 + sinh 0) 2 (1 + cosh 8 + sinh 0)
n 1—1i - 8—4di)as+wv

2 (1 + cosh 6 + sinh 0) 120a4
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Family 2.3.

1 1
®(0) = c{ 3 + 5
(1 + cosh 6 + sinh ) (1 + cosh 8 + sinh 0)

+ 1 + v — 4day
(14 cosh 6 + sinh §) 120a4

Family 2.4.

1 1 v — b6ay
®(0) =c 3~ 2 =
(1 + cosh 6 + sinh 9) (14 cosh 6 + sinh 6) 120a4
2
Case 3: a1 =0, aga3 #0, ay4 = _%'

This case is a more general one and we can get

o §CQ 3&%7‘02 + 04’ ¢ _ _agfuCg

1_ 2 §L2
CEGHTC, =TT T 16as

+ UC3 + g(T7 E)a

where C1,Cs,C5 and Cjy are arbitrary constants and g(7,&) satisfies the fol-
lowing equation:

3a§g§§ + Bazasgeee + 8(1395555 + 8asg, = 0.

Thus the Lie symmetry algebra admitted by Eq. (1.66) is spanned by the
following infinitesimal generators

0 0 0
Vvl - E7 ‘/2 - 8757 ‘/3 - u%a
. 0 3a37\ 0  4daszéu 0 B 0
V4 = 647’5 + (16£ — ai ) 875 — da %, Voo = g(T,f)%

We present below a reduction and related solutions with some different gen-
erators:

Reduction 3.1. Similarity variables related to Vi + V2 + V3 are u(7,€) =
e"®(0), where 8 = £ — 7 and satisfies the following equation:

8aa®(0) — 8ay®'(0) — 8a2®" (A) + 8azaz®™ (0) — 3a20W(6) =0.  (1.71)

The reduced Eq. (1.71) is linear so the solutions can be easily seen.
Case 4: a4 =0, ajasaz # 0.
This case is corresponding to the KdV-Burger’s equation and we have

t=0Cy (P=ay70L+C3, ¢ =Cy,
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where C,C5 and C3 are arbitrary constants. Thus, the Lie symmetry alge-
bra admitted by Eq. (1.66) is spanned by the following three infinitesimal
generators

0 0 0 0

a V ::473‘/ = s a0

o 2T g BT et oy

We present below a reduction and related solutions with some different gen-
erators:

Vi =

Reduction 4.1. Similarity variables related to V3 +vV; are u(r, §) = ®(6),
where 6 = £ — v7 and satisfy the following equation:

(a19(0) —v) @' (0) — ax®”(0) + a39"(0) = 0. (1.72)
Eq. (1.72) has the following soliton solution

1 12&3 24&3
®0) = — |- + v—6
©) a1 | (14 cosh + sinh6)? 1+cosh9+smh0 “

Case 5: a3 =a4 =0, ajas # 0.
This case is corresponding to the viscous Burger’s equation and we have

1
¢'=-72C1+ C3+7Cy, (*=a17Co+ 55(04 —27Cy) + Cs,

uC!
¢——€—1 +7’u01+02—74
where C;, (i = 1,...,5) are arbitrary constants. Thus, the Lie symmetry

algebra admitted by Eq. (1.66) is spanned by the following five infinitesimal
generators

0 0 o 0
V1—§7 ‘/2_8757 V3_a1T87§+%’
0 0 20 0 £\ 9
Va= 2T87+§7§7u8u Vs=-T1 or 7 5+< 1)81[

We list below some reductions and related solutions with some different gen-
erators:

Reductlon 5.1. Similarity variables related to Vs are u(r,§) = &‘;117?@),
where 6 = ; and satisfies the following equation:
a1®(0)®'(0) — ax®”(0) = 0. (1.73)

Eq. (1.73) has the following soliton solutions of Eq. (1.66) :
Family 5.1.1.

a2 2
o 1+ cosh € + sinh 0
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so the solution of Eq. (1.66) is as follows

1 2az
u(r,§) = — +az — .
(7:¢€) aT (5 2 1 + cosh % + sinh f)

Family 5.1.2.

() = ctanh (—2a109> ,

a2

so the solution of the Eq. (1.66) is as follows

&+ ajctanh (%120 (%))

alT

u(r,§) =

Reduction 5.2. Similarity variables related to V3 +vV5 are u(r, §) = ®(6),
where 6 = £ — v7 and satisfy the following equation:

(a1®(0) —v) ®'(0) — ax®”(0) = 0. (1.74)

Eq. (1.74) has the following soliton solutions of Eq. (1.66) :
Family 5.2.1.

1 2as
o(0)=—— .
() ay {GQ—’_U—’— 1—|—cosh9—|—sinh9]

Family 5.2.2.

o(0) = ail [v — ctanh (;i@)] .

1.1.5 Lie symmetries of the generalized Kadomtsev-
Petviashvili-modified equal width equation

The Kadomtsev-Petviashvili (KP) equation [102] is one of the familiar 2-
dimensional generalizations of the KAV equation which describes the evolution
of a weakly nonlinear and weakly dispersive wave, where it appears in the form
[83]:

(ur + autiy + Upga),, + Uyy = 0.

Waves in ferromagnetic media and shallow water waves with weakly nonlinear
restoring forces and many significant physical phenomena are described by the
KP equation.
The generalized form of the modified equal width (MEW) equation [178, 49,
50]:

us + a (u3)$ — by =0,
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which appears in many physical applications, is considered by Wazwaz [177]
in the KP sense given by

(ur + a(u")y + bugat), + ry, =0. (1.75)

In this section, we consider the time variable version of the generalized KP-
MEW equation (1.75) as follows:

(ur + a(t)(u")e + b(t)ugat), + r(t)uy, = 0. (1.76)
Let us consider the Lie symmetries of (1.76) for some special cases which pass
the Painleve test.
Case (a): n = 2.

The vector field corresponding to the mentioned group has the following
form:

0 0 0 0
V= g(xvyvtvu)% + n(mvyutau)@ + T(xvyvt»u)a + ¢(x7y7t7u)%' (177)

Applying the fourth prolongation Pr(*) (V) to Eq. (1.76) with n = 2, we find
§=az+b, n=azy+bs, T7=pt), ¢=uax+ (yh(t)+ ha(t)),

where aj, ag, a3, by and bg are arbitrary constants and a(t), b(t) and r(¢)
have the following forms:

a(t) = czelt TR p(t) = cpelt BOUE () = ereld o e

a(t)b() (v (8) + ha(t)) = 0.
mym@m@+mm = 0.

The infinitesimal generators of the corresponding Lie algebra are given by the
following cases.

Case (a.1)
For a(t),b(t),r(t) # 0 and yhy(t) + ha(t) = 0, we have
Vi=uag, Va =gy, Vs =y,
Vi=4£, Vs =2, Vo =p(t)Z.

In the special case, we consider the invariant solution of Eq. (1.76) for the
vector field

0 0 0
+p(t)=— +u—,

0
Vo Vit Vst Vo= — + s

dy | ot
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and p(t) = 1 for which corresponding characteristic equations are

de d dt du
S ik b (L78)
by solving (1.78) we obtain
p=z—t, Y=y —t, u(z,y,t) = tH (Y, (1.79)

Substituting (1.79) in (1.76), we have

— '+H oY) ((Hp)2 + Hpp + HyHy + Hpy — Hp) + 2a(t)<Hp)2@2t+2H(r’s)

+2a(0)e2 2D (H,)2 4 Hyy ) = b(0)e 0 ((H,) + 6H,(H,)?

+ (H,) Hy + 4HpppH, + 3(H,p)* + 3Hp, HyHy + 3H,(H,)? — (H,)?

+ prpp + prpr + SHPWHP + 3prHm/1 - 3prHp + prml} - prp)

+ r(t)etTH Y ((Hw)2 + wa) =0.

Then we obtain

H(p,v) = In(Fi(p)v + F2(p))

where Fi(p) and Fa(p) are arbitrary functions. Hence, an exact solution of
Eq. (1.76), extracted from this case, is:

u(z,y,t) =e'[(y —t) x Fi(z —t) + Fa(z — t)]. (1.80)

Obtained solution (1.80) is a general class of solutions for the Eq. (1.76),
which to the best of our knowledge can be obtained only by the Lie symmetry
method.

Case (a.2)
For the case a(t) =0, i.e.,
(ue + b(t)ugar) , + 7(t)uyy =0, (1.81)
we obtain
t t
d 2/;b d
E=b + a1z, T = e fl alp(T) T + fl 3}7(7) T,

p(t) p(t) p(t)
1
7]:03+b3ya ¢:u(dl+§b3+a’1)+g(gjvy?t)v

and a1, aq4,by,bs, c3,d; are arbitrary constants. Moreover, in this case r(t) is
an arbitrary function, but b(t) has the following form:

—2aq

b(t) = as (a4 + /j —(ay — 2b3)p(7)d7) e
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Therefore, we get

9 fiprdro 9 . d
Vl*“%_( (D) )a*”ay"/?*ay’
ud fltp(T)dT 9 9 10
%—§%+2(T<t> )%W&’V“_Ma@’
) 9 9
Vs =uzs Ve = 5% V7—9($7yat)%7

where g(z,y,t) is an arbitrary function satisfying Eq. (1.81). From the vector
field

0 1 0 g 0
Vot Vit Vs+ Vo= +—<—+u_—+

Ay p(t) Oz ou Ot

we obtain the similarity variables as follows:

t
p=y-—t, ¢=m—/pft)’ u = e!THPY), (1.82)

Substituting (1.82) in (1.76) yields

(Hp)* Hyb()p(t) + (Hp)*b(t) — (H,)*b()p(t) + 3(H,)* Hoyb(t)p(t)

+ 6(Hp)? Hppb(t) — 3H, Hppb(t)p(t) + 3Hpb(t) Hppyp(t) — (Hy) r(t)p(t)

+ Hyb(t)Hpppp(t) + 3Hpy Hopb(t)p(t) + Hp Hyp(t) + 4Hpb(t) Hppp + 3(pr)2b(t)
—b(t)Hpppp(t) + b(t) Hpppyp(t) — r(t) Hyyp(t) + (Hp)2 — Hpp(t) + Hpyp(t)

+ 0(t)Hpppp + Hpp + 3H Hy Hppb(t)p(t) = 0.

From assuming

H(p,y) =F(), §=p,

which reduces to , "
r()ert PO (F () + F'(9)) =0,

with the exact solution F(§) = —t — ln(—m), we obtain

1

Hipw) = —t=Wl5 50—

),

where by, by are real constants. Thus, the exact solution of (1.81) can be
evaluated as

U(.’E,y,t) = _bl - bO(y - t)
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Case (a.3)
For the case r(t) = 0 and yhq(t) + ha(t) = 0 we have
(ut +a(t)(u?), + b(t)umt)m =0, (1.83)
which satisfies the symmetry condition, namely
E=py), n=wly), 7=0,  ¢=uk(y).

Hence, the related infinitesimal generators are given by

0 0 0 0
Vi=—, V,= —, Vu= —, Vi =uk(y)—,
1= =05 w(y)ay = uk(y) o
where the similarity variables can be extracted as follows:
d
pzx_/g(y)dy, v Zt_/ T u=el WD) (g )
w(y)
where g(y) = % and s(y) = %

Substituting (1.84) in (1.76) yields
el s)dt+H(p,¥) (Hpr + Hp,'([}) + 2a(t)(Hp)262 J s(y)dy+2H (p,2)
+ Qa(t)eQ J s(y)dy+2H (p,7)) ((Hp)2 + pr) + b(t)ef s(y)dy+H (p,%) ((Hp)3H¢

+3(Hp)*Hpy + 3H,HyHpp + 3H,py Hy + HpppHy + 3HppHpy + prpw) = 0.

(1.85)
To reduce PDE (1.85), assume
H(p,y) = F(E), &£=p,
which reduces (1.85) to
4a(t)F/ (5)262f8(y)dy+2F(5) _ b(t)ef s(y)dy+F (&) ' ©)?
+ 2a(t)e? | sWWH2E O B (¢) — 3p(t)el sWIWHFEO " () F'(¢)
— b(t)el SWWHFEO " (¢) — o) sWAy+FE ' (£) = 0, (1.86)
The solution of (1.86) is F(§) = —31n ( - m). So we have
1 1
H(p,¢) =—zin( — )
(0] =5 ( b+ bo( — fg(y)dy))

where b, by is a real constant. Thus, the exact solution of (1.83) can be eval-
uated as

1 1
u($ Yy t) — ef s(y)dy—gln(— b1+bo(w*fg(y)dy)>
) b .
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Case (b): n = 3. In this case, let us to consider the following equation
(ue + a(t) (u®)z + b(t)tawt) , + () tyy = 0. (1.87)

The symmetry group of Eq.(1.87) will be generated by the vector field of the
form (1.77). Applying the fourth prolongation Pr* to Eq.(1.87), we find

§=by, n = az + bsy + 2y,
7:07 ¢:u(b2+2y+b1)+I(ya4+b4)+k(y7t)7

where b1, bo, b3, a3, aq, by are arbitrary constants. The infinitesimal generators
can be considered by the following cases.

Case (b.1)
For a(t) = 0 we have
(ue + b(t)ugar) , + 7(t)uyy =0, (1.88)
with the symmetry condition

4 flt ayr(r)dr 2f1t bst(T)dr

4

r(t) r(t) rt)
1

n:C3+b3ya ¢:u(dl+§b3+al)+g(xvy?t)7

§:b1+alxv T =

where aq,aq4,b1,bs,c3,d; are arbitrary constants. So, the functions b(¢) and
r(t) are given by the following conditions:

—2a;

b(t) = as (a4 n /lt (a1 — ng)m)dT)m.

The infinitesimal generators are given by

9 [{r(r)dry o 0 0

Vi=ug - (e ) ey gy

ud fir(mdry o 9 1 9

TR S R A oy v
) )

‘/f)_u%a ‘/6 §7 V7_g($’yat)a )

where g is an arbitrary function satisfying Eq. (1.88). For the vector field

0 1 0 0 0
V2+V4+V5+V6—afy+@%+ua+g7

we obtain

p=y—t 1#296—/ﬁ u = et THPY)
b) T’(t)’ b
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from which similar to previous cases the exact solution of (1.88) can be eval-
uated as

U(.’E,y,t) = _bl - bO(y - t)a

where by, by are real constants.

Case (b.2)

For a(t) = r(t) = 0 we conclude
(us + b(t)uzar) , = 0. (1.89)

A one-parameter Lie group of infinitesimal transformation of Eq. (1.89) is:

o 9 0 9 9

i=tg, T og 2 gy V3= g, Va=mg,
9 9 9 9

1/5_30%, VG_FTx’ V?—%’ VS_y@?/’

0 1o}
‘/9 = 2y287y7 Vk = k(?ﬁﬂ%a

where k(y, t) is an arbitrary function satisfying Eq. (1.89). For the vector field

o 0 0
V5+V6+V7—x%+%+a—y,

we have
dx B @ B dt du

— = 1.
1 1 0 =z’ (1.90)
and by solving Eq. (1.90) we obtain
L,
p=x—1y, P =t, u= g + H(p, ). (1.91)

Substituting (1.91) into (1.89) yields
Hyy + b(t)Hpppy = 0;
therefore,

H(p,v) = Fi(p) + Fa(¥),

where F; and F3 are arbitrary functions with respect to p and v, respectively.
Thus, the exact solution of (1.89) can be evaluated as

1
U($7y7t) = 5*7:2 +-F1('T_y) +—F2(t>
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1.1.6 Lie symmetries of the mKdV-KP equation

In this section, we briefly discuss the symmetries of the mKdV-KP equation
[172, 179]

3
(ut — §u73 + 6ulu, + uTW)m + Uyy = 0. (1.92)
Let us consider a one-parameter Lie group of infinitesimal transformations:

t* =t + e (t,x,y,u) + O(),
vt =+ € (t,2,y,u) + O(e2),
yr=y+ 653(t7x,y,u) + 0(62)7
u* =u+ed(t,z,y,u) + O(e?),

where € is the group parameter. The associated Lie algebra of infinitesimal
symmetries is the set of the vector field of the form

0 0 0 0
_ ¢l 2 3
V—§ (taxayﬂj’)at +€ (t7x7yau)ax+§ (taxayvu)ay+¢(t7xvyau)au

If Pr(YV denotes the fourth prolongation of V' then the invariance condition
PrAV(A) azo =0,

where A := (ut — %ur + 6uluy, + urm)z + uyy is equivalent to

3
P+ (6u2 - 2) O 4+ 12 (U + utigy) ¢ + 24uu,¢” + ¢ + Y =0,

whenever A = 0. Solving determining equations yields
€' =01 =3tCs, €2 = Oy +yCy+ (3t —2)Cs, & = C3—2tCy —2yCs, ¢ = uCs,

where C;, (i = 1,...,5) are arbitrary constants. Thus, the Lie symmetry alge-
bra admitted by Eq. (1.92) is spanned by the following five infinitesimal gen-
erators

0 0 0 0 0
‘/1_57‘/2_%"/3_%7‘/4_1}%—21/‘@7
0 0 0 0

- 32 —n) 2 oy d pu
Vs 3tat+(3t x)am y8y+u€)u

Also, corresponding generators of the optimal system of one-dimensional
subalgebras are:
(1) L1 = (W),
(2) Lo = (aV1 +V3),
(3) L31 = (V1 + Vi),
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(4) L4 = (Vi + BV + V3),
(5) £5’1 = <04V1 —+ 5‘/2 + V5>,
where a, 5 € R are arbitrary.

In the following, we list the corresponding similarity variables and similar-
ity solutions as well as the reduced PDEs obtained from the generators of the
optimal system.

Reduction 1. Similarity variables related to £y 1 are u(t, z,y) = F(x,y),
where F satisfies the following equation:

2F,, + 24FF2 — 3F,; + 12F?F,y + 2F 00, = 0. (1.93)

Reduction 2. Using the subalgebra £, ;, we obtain the similarity variables
and similarity solutions u(t,z,y) = F(&,n), &= %2t 15 =y, and reduced
PDE is:

24aFF? — (2 + 30) Fee + 120F? Fee + 20(Fyyy + Feeee) = 0. (1.94)

Reduction 3. Similarity variables and similarity solutions relating to £3 1

are u(t,{I)7y) = F(§7 77)7 é- = ay;»t27 n= 30421:732;‘,;7304347 Where

2aFF; — (26 + 3) Fyy + 120F° Fyp) + 20(Fee + Fpyny) = 0. (1.95)

Reduction 4. Using the subalgebra L4 1, we obtain the similarity variables
and similarity solutions u(t,z,y) = F(£,n), & = aya_t7 n = %—ﬁt’ and
reduced PDE is:

240F F) — (28 + 3a)Fyyy + 120F° Fy 4 2(aFeg — Fepy + aFypyy) = 0. (1.96)

Reduction 5. From the subalgebra L5 1, we have the similarity variables

and similarity solutions u(t, x,y) = \1;%, &= \3/(33 50 1= 2”“';35;30’;%7
= — =

where
(n = 6F2)Fyyy + 2F, + 26Fey — 12FF; — Fee — Fpypy = 0. (1.97)

e Solutions of reduced equations

Here, we consider some reduced equations (1.93)-(1.97) of the previous
section.

Eq. (1.93) admits two generators I'y = 8% and 'y = 8%' Applying T'y + T,
the similarity variables are obtainable as follows:

F(l’,y) = h(g)a EZ —:E+y,

where
2h™ 4 (120% — 1)h" + 24h(h))? = 0. (1.98)
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Eq. (1.98) admits the only generator a%' Therefore it is not possible to solve
it by current Lie symmetry methods. Here we want to apply the Nucci’s
reduction method to Eq. (1.98). This equation transforms into the following

autonomous system of first order, i.e.,

wh = wa,
w/2 = ws,
wh = wa,
, (1 =120} ws — 24w w3
Wy = 9 ’

by the change of dependent variables

wi(§) = h(§), wa(§) =N'(E), ws(§) =h"(£), wa(§)=

Let us choose w; as the new independent variable. Then (1.99) yields:

d’wg _ w3
dw1 B UIQ’
dws _ wa
dw1 o ’wg’
dwy (1 —12wi)ws — 24w w3
dw1 - 2w2 '

From the first equation of (1.100) we have

dwz

ws—w2d
wy’

which substituting into other equations of (1.100) yields:

d?w, n dwsg 2 Wy
Wy ——— —) ==
2 dw? dwy wy’

dw
(12w7 — )— N s 24w ws.

dw1 dw1

From the first equation we conclude:

d2w <dw )2

2 2 2

Wy = Wy ———5 + Wy | —— s
2 dw% dwq

which by substituting in the second equation of (1.101) we have

(1.99)

(1.100)

(1.101)

30 3
2w2d —|—8 2dw2dw2+2<m> + (12w? — 1 )&-1-2411)1102—0

dw d 1d dw1

One time integration of obtained equation leads to

d*w
W ——s Ju 2 +6w1w2

2 dwl

dw1

1 dws \°
—Ws + Wo <2> +61:0.



Lie symmetry analysis of integer order differential equations 37

This equation doesn’t admit any infinitesimal generators. It is possible to find
the solution by supposition ¢; = 0. In this case we obtain:

_ \/Q’LU% — 4w‘1L — 8cowq + 8cs
= 5 .

In this step, we return the w; as a dependent variable, i.e., w; = wy(§).
Therefore, by putting (1.102) in (1.99) we have a separable first order equation

wy (1.102)

_V2w? — dwf — 8cow; + 8cs

/
wy 9 )

from which its implicit solution is easily obtainable. In a special case, by
supposition co = 0 an elliptic type of solution can be obtained as:

\/<16 B z(1+m)w§) (16 N 2(1+m)w§>

c3 Cc3

\/71%@ (2w? — 4wt + 8cs)

\/iwl\/fl+\/3203+1 \/—16— 14/32c3+1
c3

Cc3

EllipticF = 2V/2¢ + ¢4.

4 4
Also, more restriction ¢3 = 0 yields to an implicit form of solution:

V2 — 4dw? 1 1
UVEZ T rctanh — | = ——={+c, (1.103)
2w% — 411)41L 1- 2U)1 \/§

which setting wy = u(t,z,y) and £ = —x + y in (1.103) gives a solution of
Eq. (1.92) as:

t, 2, y)/2 — du(t, z,y)2 _

ut,z,y) ut, @, y) arctanh 5| = S +c4.
\/ZU(tv €, y)2 - 4u(ta Z, y)4 2- 4u(t7 Z, y) \/i

Eq. (1.94) admits two infinitesimal generators I'y = 8% and I'y = é%.

Also in the special case o = —%, Eq. (1.94) admits another generator I's =
—258% — n% + F% in which here we just discuss the case o € R\{—2}.
Invariance surface condition for I'y +I'y is F¢ + F; = 0; therefore similarity
variables are

where h(7) satisfies the equation

200 + (12ah® — o — 2) b + 24ah(h/)? = 0. (1.104)
Two times integration of (1.104) yields:

2+ a)h

h// 2h3 _
+ 2a

+c1+ ey =0,
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which by substituting ¢; = ¢ = 0 we obtain:

24«
h —ay | — 2=
(’Y) € 270&%’26%0&
24+« \/2a2—a
—a+2d3a’ '

x JacobiSN (
Back substituting of similarity variables yields:

(t ) 2+« o
u(t,x,y) = c3y | —————
Y Ne2—a+23a

) a—2 t+oaly—=x) 24+« 20(2 — )
JacobiSN X .
aeont <( 20 a +ea) 2—0[4—26%0&763 a—2

In a special case, by taking

we obtain:

| i7a 47 (/2a(a —9) x o= 4 g0,0)
u(t,z,y) = -3 ” tanh o

The third reduced PDE, i.e., Eq. (1.95), admits the only symmetry T = 8%;'

Using I' we get the similarity variables and solutions of (1.95) as follows:
F(&n) =h(), v=¢
and substituting k() in (1.95) we obtain:
() =0,
which two times integration leads to
h(y) = a1y + ca.

Thus, by back substituting the similarity variables we get

ay + t?
U(t,.’ﬂ,y) =C < o + c2.

Also, the following special solutions are obtainable:

F,n)=cx V/3essech (c3 4 can + ¢1€) 4 ¢ tanh (c3 + con + ¢1€) .
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Back substituting the similarity variables gives the other solutions of Eq. (1.92)
as follows:

3o’z — 2% — 3at 12
u(t,aﬁ,y):c4i\/§C5sech(03+02 @z ay+01ay+ >

3a2

3o’z — 2t3 — 3aty ay + t2)
+c .

+ ¢5 tanh (03 + ¢ 302 "

Eq. (1.96) for a(1 + 6a? + 4a3) # 0 admits two generators I'; = % and

Iy = 26% — i a%' Invariance surface condition for I'y 41"y is 2F¢ +(1— é)Fn =0;
therefore similarity variables are

(1 —a)f+2an

F(&mn) =h(y), 7= o

where h(7) satisfies the following equation
402h ™ + (2402h* — 1 — 5a® — 4aB) B + 48a2h(K')* = 0. (1.105)
Two times integration of (1.105) yields:

(1+ 502+ 4aB)h

h// 2h3 _
+ 4a?

+c1+coy =0,

from which by substituting ¢; = ¢ = 0 we obtain:

_ 14 5a2 +4ap
h(v) = 03\/1 T

1+ 42)a2 + daB

. —a? —4af — 1 1+ 502 +4af 2cac
JueobiSN \/I : :
acobi (( S ~y+ 04)\/1 + (1+4c3)a? +4aB’ /a2 + 4afB + 1)

Back substituting of the similarity variables yields:

u(t,z,y) = ¢ 14502 + 4o X
OV TN T + 42)a2 + 4ap

—aZ _ _ 2
JacobiSN (\/m@+c4) Lrsotdaf_ 2ma )
2a 14+ (1+4c3)a? +4ap’ /a2 +4aB + 1

where

1-—- 1-— 2
af a)y_ a+ aﬁt-

C‘-‘) =
T 202 202

In a special case, by taking

Va2 +4ap

200 ’

C3 —
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we obtain another solution of Eq. (1.92) as follows:

2(5a? +4aB+1)

u(t,z,y) = o %
tanh

¥

Finally, Eq. (1.97) does not admit the Lie symmetries and here we consider
the translation in 7, i.e.,

F(&mn) =h(y), v=¢,

where h(7) satisfies
() = 0. (1.106)

Therefore
h’(,Y) =Y + C2,

from which back substitution of variables yields the following solution

a1y C2
ta i = .
u(t,z,y) S —a B

1.2 Nonclassical Lie symmetry analysis

In this section, we discuss a class of the point transformation groups which
can lead to exact solutions of differential equations but are not symmetries.
For some differential equations this method leads to new invariant solutions
that cannot be extracted from the classical point symmetries. There are some
different approaches to get the nonclassical Lie symmetries. Here, we introduce
the nonclassical Lie symmetries by the heir-equations method.

1.2.1 Nonclassical symmetries for a class of
reaction-diffusion equations

In [25, 88, 38] a class of reaction-diffusion equations, i.e.,
Ut = Ugg + CUg + R(u, ), (1.107)

with R(u,x) arbitrary function of u and z, was introduced as a model that
incorporates climate shift, population dynamics and migration for a popu-
lation of individuals u(t,z) that reproduce, disperse and die within a patch
of favorable habitat surrounded by unfavorable habitat. It is assumed that
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due to a shifting climate, the patch moves with a fixed speed ¢ > 0 in a
one-dimensional universe.*

Motivated by this study here we look for nonclassical symmetries of equa-
tion (1.107) with the purpose of finding explicit expressions of the function
R(u,x) and deriving nonclassical symmetry solutions when feasible.

Nonclassical symmetries were introduced in 1969 in a seminal paper by
Bluman and Cole [14].

One should be aware that some authors call nonclassical symmetries Q-
conditional symmetries® of the second type, e.g., [37], while others call them
reduction operators, e.g., [157].

The nonclassical symmetry method can be viewed as a particular instance
of the more general differential constraint method that, as stated by Kruglikov
[115], dates back at least to the time of Lagrange... and was introduced into
practice by Yanenko [184]. The method was set forth in details in Yanenko’s
monograph [170] that was not published until after his death [48]. A more
recent account and generalization of Yanenko’s work can be found in [131].

Among the papers dedicated to the application of the nonclassical sym-
metry method to diffusion-convection equations with source, we single out
[32] where some nonclassical symmetries solutions were determined for the
equation:

Uy = Uz + k(2)u?(1 — u). (1.108)

In particular nonclassical symmetries of the type V (¢, x)% + a% were found
in the following three instances:

(i) k(z) = a®z?, (ii) k(z) = a®tanh®z, (iii) k(z) = a*tan®z,
(1.109)
with a arbitrary constant.

In the next section, we introduce the concept of heir-equations [141] and
their link to nonclassical symmetries [144].

1.2.1.1 Heir-equations and nonclassical symmetries

Let us consider an evolution equation in two independent variables and
one dependent variable of second order:

wp = H(t, z,u, Uy, Usy). (1.110)

4 Actually equation (1.107) corresponds to the original model
Uy = Uzz + R(u, z — ct)

rewritten in terms of a moving coordinate system with = z — ct [25].
5Tn [59] this name was introduced for the first time.
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If

F:%(t,m,u)%—k%(t,x,u)%—F(t,x,u)% (1.111)

is a generator of a Lie point symmetry® of equation (1.110) then the invariant
surface condition is given by:

Vi(t, z, w)ug + Va(t, x, u)u, = F(t, z,u). (1.112)
Let us take the case with V; = 0 and V = 1, so that (1.112) becomes:”
uy = G(t, z,u). (1.113)

Then, an equation for G is easily obtained. We call this equation G-equation
[140]. Its invariant surface condition is given by:

&t x,u, G)Gy + &a(t, x,u, G) Gy + &5t u, GGy = n(t, z,u, G). (1.114)
Let us consider the case & =0, & =1, and &3 = G, so that (1.114) becomes:
G, + GG, =n(t,z,u,G).

Then, an equation for 7 is derived. We call this equation 7-equation. Clearly:
G+ GGy =ugy =1
We could keep iterating to obtain the Q-equation, which corresponds to:
N + Gl + 16 = Uzee = Ut 2,0, G, n),
the p-equation, which corresponds to:
Qp + Gy + Q¢ + Q) = Ugaee = p(t, z,u, G, 1, Q),

and so on. Each of these equations inherits the symmetry algebra of the
original equation, with the right prolongation: first prolongation for the G-
equation, second prolongation for the n-equation, and so on. Therefore, these
equations were named heir-equations in [141]. This implies that even in the
case of few Lie point symmetries many more Lie symmetry reductions can
be performed by using the invariant symmetry solution of any of the possible
heir-equations, as it was shown in [141, 13, 129].

We recall that the heir-equations are just some of the many possible n-
extended equations as defined by Guthrie in [69].

In [68] Goard has shown that Nucci’s method of constructing heir-
equations by iterating the nonclassical symmetries method is equivalent to
the generalized conditional symmetries method.

6The minus sign in front of F(t,z,u) was put there for the sake of simplicity; it could
be replaced with a plus sign without affecting the following results.

"We have replaced F(t,z,u) with G(t,z,u) in order to avoid any ambiguity in the fol-
lowing discussion.
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The difficulty in applying the method of nonclassical symmetries consists
in solving nonlinear determining equations in contrast with the linearity of
the determining equations in the case of classical symmetries.

The concept of Grobuner basis has been used [41] for this purpose.

In [144] it was shown that one can find the nonclassical symmetries of
any evolution equations of any order by using a suitable heir-equation and
searching for a given particular solution among all its solutions, thus avoiding
any complicated calculations. We recall the method as applicable to equation
(1.110).

We derive u; from (1.110) and replace it into (1.112), with the condition
Vi=1,1e.,

H(t,x,u, ug, Ugy) + Va(t, x,u)uy = F(t, x,u). (1.115)

Then, we generate the n-equation with n = n(x,t,u, G), and replace u, = G,
Uy = 7 into (1.115), i.e.,

H(t,z,u,G,n) =F(t,z,u) — Va(t,z,u)qG. (1.116)
For Dini’s theorem, we can isolate n in (1.116), e.g.,
n=[hi(t,z,u,G) + F(t,x,u) — Va(t,z,u)G] ha(t, x,u, G), (1.117)

where h;(t,z,u,G)(i = 1,2) are known functions. Thus, we have obtained a
particular solution of 77 which must yield an identity if replaced into the 7-
equation. The only unknowns are Vo = Va(t,z,u) and F = F(t,z,u). If any
such solution is singular, i.e., does not form a group then we have found the
nonclassical symmetries; otherwise one obtains the classical symmetries [144].

We use a simple MAPLE program to derive the heir-equations. In partic-
ular the G-equation of (1.107) is

Gy + RGy — Gpy — 2GG oy — G*Gyy — Gy — R,G — R, = 0,
and the n-equation is

un + Rnu + RanG — Nex — QGnmu - 27777IG - Gznuu - 2G7777uG
— 17’166 — Ne — RuuG? — Ryt — 2GRyy + Rung — Ree = 0. (1.118)

The particular solution of the n-equation that we are looking for is
n(t,z,u,G) = —R(u,x) — G + F(t,z,u) — Va(t,z,u)G, (1.119)

that replaced into (1.140) yields an overdetermined system in the unknowns
F, V5 and R(u,x). Since we obtain a polynomial of third degree in G then we
let MAPLE evaluate the four coefficients that we call d;, i =0,1,2,3 where
i stands for the corresponding power of u. We impose all of them to be zero.
From d3, we obtain

Va(t, x,u) = ss1(t, x)u + ssa(t, x),
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while dy yields

1 1
F(t,z,u) = —gss?us + 3 <

0881

ox

— 2¢s881 — 2531352> + ss3(t, x)u + ss4(t, ),

with ss;(t,z), j=1,...,4 arbitrary functions of ¢ and x. Then after differ-
entiating d; four times with respect to u we obtain

O*R(u,x)

which implies that R(u,z) must be a polynomial in u of third degree at most,
ie.,

aj(z) 5  az(x)
R(u,z) = e U + 5
where a;(z), i = 0,1,2,3 are arbitrary functions of x. Since none of the
remaining arbitrary functions depends on u, and d; has now become a poly-
nomial of degree 3 in u, we have to annihilate all the four coefficients, i.e.,
dyi, ©=0,1,2,3. From d; 3 we have that ssi(¢,2) must be a constant, and
two cases arise:

u? + a1 (z)u + ag(x),

3
Case 1. ss1 = :I:g as(z),

Case 2. ss; =0.

We discuss the two cases,® separately. We remark that as(z) = 0 corresponds
to a subcase of Case 2, and consequently in Case 1 we assume ag(x) # 0.
Interestingly enough in Case 2 nonclassical symmetries exist for

f(w)

R(u,x) = W2()

with f(u) any arbitrary function of u, and k(x) either of the following three
particular functions of z, i.e.,

_cr+2 B c ! T+ by c
) = =g K = s k) = e () 5
(1.121)

a3(x) az(z)
Case 1. R(u,z) = — %% + 2207 + ay (2)u + ao(x).

From coefficients d; 2, d1,1, d1,0 we obtain ssg, ss3 and ss4, respectively.
All of them are functions of z only, e.g.,

1
2a3(x)

8In Case 1, one can choose either the plus or minus sign indifferently.

§S9 = —

(—4&3(3:) +V3ay(z) + 2003(33)) )
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where ' denotes differentiation with respect to z. Now the only remaining coef-
ficient is dy which has become a linear polynomial in u. Therefore, we are left
with two expressions to annihilate, namely the following undetermined system
of two equations that contain the derivative of as(z) up to fifth order, and
fourth order, respectively, and lower derivatives of the other three functions
as(x), ay(x) and ag(z)

— a3l — dadalay — Padal] — 5adasal] + 3asalal + a3v/3al — 36as(aly)?al
— 2a3ayc + 8aZahay + afV/3a] — 2ahadal — 18ai$V/3ay + cajal + 4adafa;
- a2fa3 — 2a3V/3a2 sa5c+ 16a3a3ag\[a2 + 14a2ayayc + 3a2al? + 5aZay?

+ ca3V/3al) — 5a2ayV/3al — 6a2ai\/3al — 2a9V/3a2ay + 13ai2a + aa3v/3a,

3 2 / 2 /
+ a3v/3ahay + 14asa2\/3al — a2ascal + agV/3asal + a2v/3asdl

—12a3ac + Paial} + dazaifeV/3ay — adalV3asay — 3a3calyV/3al
+ 24ay — 14azalasal + azaieal + 3azal =0, (1.122)

6
ﬁaga?) ) 4 Tev/BaZahdhas — calal, — 3a2ad + 192v/3a® — 26cv/3adall a;

+2cV/3aka)dy — 264altay + 5a3al ay + 104v3a2a3a — 18v/3adal"
+ Zszaéag' + 4C\fa§agw) ZCfaga’l' — 266\[0%0,2;2 + 19ca§a’2'ag
+ 27caiahal + 6cazaly ay + Padaiay — 416V 3a5 azal + 10v3a3ala)
+ 178V/3a2a4?aly — 42V/3a3alal — 6a3v/3abal) + V/3a2al) a2 — V/3a3ady ay

+ 350aF azayas — 204a3alabaly — 56akazaial’ + 2a1V3a3al’ + bajaialas

— bdcalayalas — Pajal — dcajal’ — 2V/3a3al’ + 3apalay — 88aiaialy

+ 39a3ayaly — 55a§a§)’2ag + 24a3abay’ + 20a3al’aly — 3ajazaly — dapasal

+ 34V3a5 a2 — 4aalag + 2320} asaly — 6adala) — 3a2atas — ayaicdl

+ 6c2V/3a2ay — 2cxfa§a'22 — 64cV/3azal + 3ctadayal, — 3c?akalfay

— 56ca3afal + 62cazalyay — 12[a§2a§a'1 + 16a3\[a’22a’3 apajaye

+ ahadv/3as + 6asahala? + 6asasaial + ayaicalas — 50asv/3ahalas

— 5¢v/3agala? + ahV3asasag — 2a1V3a3a) + 8a1V/3a3al + 8ayadabal

— 10a1a3aay — a1V3asahas — 2a1V3a3calf + a1v3a3aya3 — 3alay
—3aal"™) — ev/Badalas + 11a4v/3aza2al] + 16v/3a2alldyas — 8¢2v/3adalal

+ 112¢V/3a2aifal + cv/3a3aya3 — 21V/3azaljaya3 — 10a,V3a3a}a

+ 2a1V/3ajcalj + 4V/3asaaly = 0. (1.123)

Since this system has infinite solutions we look for some particular ones.
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1.2.1.2  R(u,z) = —1z%u® + 3u? + Lc%u
If we assume az(z) = v3z, and as(z), a1(x),ao(z) to be constants then

from system (1.122)-(1.123) we obtain that

1 1
R(u,z) = —§x2u3 + 3u? + §c2u, (1.124)

and

1+ czx (t,2) -2+ 3cx
S8 r)=c———
’ 3\ Ax

ss1(t,x) = 3;, ssa(t,x) = — , ssa(t,z) =0.
Thus, (1.119) becomes

23u® 4 2cu — Azu + 622uG — 4G
4z ’

namely
23ud + 2cu — Aau + 6x2uu, — duy
4z ’

UII -

that can be solved in closed form, i.e.,

2 9 —cz
u(t,z) = c*Ra(t)e= Czc (1+cx)e= . (1.125)
R1(t) + (cx — 2)Ra(t)e= + (10 + 5Sex + c2a2)e 2

with Ry(t),k = 1,2 arbitrary functions of ¢. Substituting (1.125) into (1.107)
yields the following nonclassical symmetry solution

2 cx —cx
eret e — (1 +cx)e™

u(t,x) = . (1.126)

— .2 ow —cx
e T + e (e — 2)e” T 4 (10 + Sex + 2x?)e 5
with ¢, k = 1,2 arbitrary constants. We observe that

2

Jim oltn) = Sl ulen) =0,

and that u(t,z) < 0 for ¢ > 0,2 < 0. This means that the solution (1.126) is
not defined at = 2/c and is positive? if z > 0.

2

1
1.2.1.3 R(u,z) = —aewu?’ + Czu +e?

If we assume az(r) = v3e®, az(z) = 0, and a1(z) = by, ap(x) = by, i.e.,
constants, then from system (1.122)-(1.123) we obtain that

1 cx
R(u,z) = —ie“u?’ +biu+boe>, [b1,by = const.] (1.127)

91t depends also on the values given to the arbitrary constants.
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and thus 77 becomes
1 e cx ca
n=-3 (2¢““u® + (3c® — 4b1)u + 8¢G + 6€ 2 cu® + 122 uG — 4bge™ 2 ) ,
namely

1 - cx cx ca
Upy = ~3 (2ec*u3 + (3% — 4by)u + 8cu, + 62 cu® + 12e2 uu, — 4b06_7) ,

(1.128)
that can be solved in closed form, although the solution is very lengthy. If we
assume

2
c
by = Za bo =1,
then the solution of (1.128) becomes:
o3
u(t,z) = ¥2s 92 . va: 5
2 (Rl(t)e 2 — Ry(t)e” "4 sin ( ﬂfz) +e "4 cos ( ﬁi/gz)> e
35 _ 5. 3 3
X [2R1(t)e = + Ra(t)e s (sin (ﬂ;l/ga: —V/3cos ( ﬁ;/gx))

)
—e% (ﬂsin(wfx) + cos (fo)ﬂ )

which if replaced into (1.107) yields

Ri(t) =0, Ra(t) = —tan (3‘/§€/‘1(t+ cl)> .

8

This solution oscillates between negative and positive values. Consequently, it
is not a valid solution for the biological model set in [25]. However, equation

1 cx, 3 C2 <z
Ut = Ugpg + CUy — =€ 7U” + —U+ €2
2 4
may be of interest for other biological or physical models.
As the special case for Casel, we suppose

W VBu2 Au V3

Rlua) == —— =+ + 5~

Then, if we assume ag(x) = b3, a1(z) = by and substitute them into system
(1.122)-(1.123), after some further simplifications such as b; = ¢?/6 and having

to impose that'® b3 = —1, then we obtain
3 3 2 2 3 2
R(umc):—u——\[u 2+fc .
6 x 6 3x

101t is also possible to have b3 = 1 although it leads to very lengthy calculations.
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Thus, (1.119) becomes

362G — 36u + 6v/3Guz? — udz? — 6v3ulz + ux? + 12v/3¢ + 2v/3¢%x
n= s
1222

namely

N 36zu, — 36u + 6v/3uur? — udz? — 6v/3uz + Auz? + 12v/3¢ + 2v332x
v = 1222 '
If we assume ¢ = 0 then we find that its solution is
2vV3(4Ry () + 2
toa) = - 2R 1 20)
Ry (t) + Ra(t)z* + 22
which substituted into (1.107) yields the following solution

- 432 (22% + ¢ + 12t)
T 6ert + 3612 — o — a2t — 2201 — 12t22”

u(t, x)

(1.129)

Although this solution is not valid for the biological problem set in [25] since
c = 0, we are reporting it since equation

u?(zu + 6+/3)
6z

may be of interest for other biological or physical problems. We observe that
solution (1.129) obeys

Ut = Ugy

lim wu(t,z) =0, m u(t,xz) =0.

li
t—o0 z—+o0

Moreover (1.129) is not defined for the following set of values of x and ¢:

1
{x - 5\/_2(:1 — 24t + 2+/¢12 + 48¢yt + 2882 — 4027\#} ;

1
{x = —5\/—201 — 24t + 2\/012 + 48¢c;t + 28812 — 4co, Vi ¢,

1

{(E = 5\/—201 — 24t — 2\/012 + 48cqt + 288t2 — 4027vt} 3
1

{:r = 75\/72@ — 24t — 21/c12 + 8¢yt + 28812 — 402,Vt}

Also, if we suppose

V2

u
R(u,x) = —U3+6ﬁ +6F, [C: 0]

then we impose as(z) = b3, az2(x) =0, and ¢ = 0, so we obtain

/5

f 3
R(u, ) = —® + 6% 62 (1.130)
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Thus (1.119) becomes

6v/2 — 6zu + 3vV223uG + z3u®
B 223 ’

’[7:

namely

_ 6\/5 — 6xu + 3\/§x3uuw + x3u?

Hoz = 23
We find its solution, i.e.,
u(t z) = V2(—=Ry(t) + 3Ry (t)x* + 2?)
’ z(Ry(t) + Ro(t)z* + 22)
which substituted into (1.107) yields the following solution

3v2 (12¢3 + 24cat + deoa?® + 4oy + 1242 + 4ta® + 1)

t,x) = .
U 2) = = 3662 T T2egt — 120927 1 1901 + 362 — 1202% — o)

(1.131)

Although this solution is not valid for the biological problem set in [25] since
c = 0, we report it here because the equation

2

Us = Upy —u3—|—6%+6\/—;, (1.132)

x T
may prove to be of interest for other biological or physical complex problems.
We observe that solution (1.131) is such that

2
lim u(t,z) = —i, lim w(t,z) =0,
t— o0 x x—+oo

and that u(t,z) < 0 for t > 0,z < 0. Moreover (1.131) is not defined for the
following set of values of x and t:

0,

{x = \/61& — 6co + 2\/18t2 + 36tcy + 180% + 3¢y, Vit

{x = \/Gt — 6co + 2\/18752 + 36tcy + 180% + 3¢, Vit

’ }
’ }
{x _ \/—Gt—(s@ . 2\/18t2 + 36ty + 18¢2 +3¢1,w},
{x = —\/_Gt—GCQ - 2\/181,‘2 + 36tcy + 18¢3 +301,Vt},
{vx, t= %1’2 cQ+éM},
{Va:, t= %xQ_CQ_ é\/ﬂ}
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Case 2. R(u,x) = k{;((u))
If we assume ss; = 0 then Va(¢, z,u) = ssa(t,x) and dy yields that
f(w)
R(u,z) = @) 88o(t, x) = k(z).

Following [32] we impose F'(t,z,u) = 0; thus the annihilation of d; imposes
that k(z) is either one of the three particular functions of z in (1.121) and
their nonclassical symmetry operators are

0 cx+2 0 0 c 0 0 (1 (m—l—bg) c) 0
2 - +
bl 8.%

ot 20 Oz’ §+ ecbo—2) _ 1 92" Ot

respectively. In each case we can solve the corresponding invariant surface con-
dition (1.112) and reduce the original diffusion equation (1.107) to an ordinary
differential equation that involves an arbitrary function of the unknown due to
the arbitrariness of f(u). We consider some instances where f(u) has a given
expression in order to derive the nonclassical symmetry solution of equation
(1.107).

For the Case 2, we assume k(z) = —
equation (1.112), i.e

cx + 2

. We solve the invariant surface

cx + 2
U — Uy =0,
2x

and derive its complete solution as

4log(cx + 2) — 2cx — 2t
2 7

u(t7x) = H(§)7 §=

c

where H () is an arbitrary function of . After substituting this solution into
the equation (1.107), i.e.,

Up = Ugg + CU —&-if(u) (1.133)
t — Uxx x (CIE+2)2 ’ .
we obtain the following ordinary differential equation
d?H dH
—c"— 44 0. 1.134
T e HAH) = (1.134)

Let us consider f(u) = 1/u. In this instance the equation (1.134) admits a two-
dimensional non-Abelian transitive Lie point symmetry algebra'' generated

by
0 3¢ 0 0
-, 4— + ?H—
0¢ 0¢ OH
1We recall that the classification of real two-dimensional Lie symmetry algebra and

derivation of corresponding canonical variables were done by Lie himself [119], retold in
Bianchi’s 1918 textbook [26] and also in more recent textbooks, e.g., [94].
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and equation (1.134) can be integrated by quadrature. In fact taking a canoni-
cal representation of the generators of the two-dimensional Lie point symmetry
algebra, i.e.,

c2e 0 0 4 0 2
4e T (4= +c*H— —— — 4 4e1
¢ ( oe T ¢ 8H>’ 2o¢ T

o .. 9
(485—"_0 Ha]—[)’

we can derive the corresponding canonical variables, i.e.,

~ —c2¢ ~ —c2¢ 1
§=He4, H=1+4+¢1 _@‘i‘H .

These variables transform the equation (1.134) into its canonical form, i.e.,
?H 1 air\’ ai\’ i

IS d¢ dg d¢

that can be solved by two quadratures and, thus, its general solution is

o df
\/2c1 — 2log(€)

The last integral cannot be expressed in finite terms.
If we assume ¢ = 0 then (1.133) becomes

H:£+02i16/

Ut = Ugy + fo(u)'

In [32] the same nonclassical symmetry was determined if f(u) = u?(1 —u) —
(1) in(1.109). We found that this is true for any f(u).

C . .
Also, we assume k(z) = —————. We solve the invariant surface equa-

- eclbo—z) _ 1
tion (1.112), ie.,
C

u + ec(bofzc) -1

Uy =0,
and derive its complete solution as

cx + 2t + ecbo—2)
u(t,x) = H(ry)7 vT=— 02 9

where H () is an arbitrary function of . After substituting this solution into
equation (1.107), i.e.,

(eclbo—=) — 1)

5 f(u), (1.135)

Ut = Ugpy + CUy +

we obtain the following ordinary differential equation

2
% + f(H)=0. (1.136)
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Its general solution in implicit form is

—7—c2=0.

/\/012ff

Let us consider some instances:

(A) f(u) =u? = wu(t,z) = —6WeierstrassP(y + 1,0, c2),

where WeierstrassP represents the Weierstrass elliptic function.

(B) f(u) = u® = u(t,z) = caJacobiSN ((\;5 —I—cl> cQ,m> ,

where JacobiSN(z, k) = sin(JacobiAM(z, k)) and JacobiAM represents
the Jacobi amplitude function AM.

6dH
VISH?T — 2413 1 360,

Let us consider two particular values of ¢;.

(C) f(u) =w*(l—u) = [

—v—c2=0.

1
If we assume ¢; = 5 then we obtain

_ \/2—
u(t,z) = (1L— H)VIS8H? +12H + 6arctanh 2(1+2H) —y—c2 =0

V18H* —24H3 4+ 6 V18H? +12H +6

although still an implicit solution of (1.135);
instead ¢; = 0 yields

12
u(t,x) = —

deay +2¢3 + 292 -9’

a nonclassical symmetry solution of equation (1.135), i.e.,

(ec(bof‘r) o 1)2

5 u?(1 —u).

Ut = Ugy + CUy +
c

This solution tends to zero when ¢ (or x) goes to infinity. Also it blows

up in finite time if

1
t= 32 (20202 — 2cx — 2e°00=) 4 2y 18) , V.
c

1 b
Moreover, we can assume in Case 2, as k(z) = b tan (x Z_ 2) — g Then,
1 1

we solve the invariant surface equation (1.112), i.e.,

1 T + by c B
Ut+<bl < by )2)%0’
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and derive its complete solution as

u(t,z) = H(p),
2b1 2 J?—Fbg
0 t—|—4 R {c(m-l—bg)—k og( + tan ( b ))

—2log <2tan (:c Z_ b2> — blc)] ,
1

where H(p) is an arbitrary function of g. After substituting this solution into
equation (1.107), i.e.,

403
Up = Ugy + CUy + 5 [(u), (1.137)

(Ztan (*Z—@) — blc)

1
we obtain the following ordinary differential equation
,d?H
1 dQ2
If f(u) = u, namely if equation (1.137) is linear, then we obtain that the
general solution is

dH
4b + (4 + b%cQ)d—Q +4b3f(H) = 0. (1.138)

4+b3c? — p\/(b3c? + 4)2 — 64b]
- 8b?

u(t,z) = cre

4+ 02 + 0\/(b3c2 + 4)? — 64b]
- 8b2

+ coe

1.2.2 Nonclassical symmetries of the Black-Scholes
equation

Now, we discuss the nonclassical symmetries of the Black-Scholes equation
given by [72]

1
wr + §A2x2um + Bru, — Bu =0, (1.139)
where A, B are arbitrary constants.
The G-equation of (1.139) is:
1

Gy + BuG, + A%z (G, + GG.,) + §A2x2Gm =0,
and the n-equation is written as

A2z (G + Ggu + Mac) + me + By + A%

A2?

+ T (G2nuu + Moz + 77277GG) + Bzxn, + Bun,

+ A%z (nme + 2Gny, + 21,) = 0. (1.140)
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The particular solution of the n-equation becomes

2 (VoG — BxG + Bu — F)
A2y?

that replaced into (1.140) yields an overdetermined system in the unknowns

F, V5. Since we obtain a polynomial of third degree in G then we let MAPLE

evaluate the four coefficients that we call d;, ¢ = 0,1,2,3 where i stands for

the corresponding power of G. We impose all of them to be zero. From ds = 0,
we obtain

n(t z,u,G) = (1.141)

Va(t,z,u) = O1(t, x)u + O2(t, ),
while dy yields

1 [20%3
F(t,l‘,’u,) = A2x2 ( 5’(1; =+ 2@1@2u2 — 23@1u2) +

001 ,
—u
ox
+ 93(t7 x)u + @4(t7 1’),
with ©;(t,z), j=1,...,4 arbitrary functions of ¢ and z. Since d; is a poly-

nomial of order 3 with respect to u we set e;, 7 =0,...,3 as the coefficients
ofw?, 7=0,...,3. From e3 = 0 we get

O1(t,z) =0, (1.142)
which implies also e; = e5 = 0. Finally, we have
004 004 003  0%0,
= —3A4%3| — B+4—= 2Bx? = + A%23 (2= —
co 3 x[ x®2< + 3:c)+ x8w+ x(@x Oz
009

We consider the following special cases:

Case 1. Oy(t,z) = Oy(t).

Case 2. Oy(t,z) = Oy(z).
Case 1.
In this case by setting ey equals zero, one can obtain:

Oy (t) = cre” P @(tm)—@
2 — G ) 3\ - A22

One time differentiation of dy and setting it equal to zero yields

+ O3(1).

ég(t) =C2, C1 = 0.
By using these values we can write dy as follows:

2
dy = —A%2%| A%2? 88524 + 2324 + 2Bz a{i 1 _2BO,|. (1.143)
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From dy = 0 some subcases are considerable.

Subcase 1.1. O,(t,z) = O4(x)
In this subcase by using dy = 0 we get

(:)4(z) =c3T + C4$%,

where c3, ¢4 are arbitrary constants. In this step all of the unknowns are
determined and we have

Va(t,z,u) =0, F(t,z,u) = cou+ czx + 0433:%25,
and Eq. (1.141) becomes
—2B
2 (—BmG + Bu — cou — c3x — 04377)
n= A272 ’

namely

2 (—Bxum + Bu — cou — c3T — c4x _A22B>
A2z2

Eq. (1.144) is a linear ordinary differential equation with respect to z and its

solution is given by:

(1.144)

Ugx =

2_ 2 _op_ 2 éz%;é
u(t,z) = Uy (e 5 4 (e e — B +c624; Y (1145)

where A = /AT +4B2 + 4BA2 — 8¢y A2. Substituting (1.145) into (1.139)
yields the following nonclassical symmetry solution

A% 2B
A2 2B+ A2_9B-1 c3m2 +cyx A
2B+ i _op_
u(t,x) = cse®'x™ 242 +cgelnT 247 —
b) CoT b)
2

with ¢, k = 2,...,6 arbitrary constants.

Subcase 1.2. O4(t,z) = O4(t)
From dy = 0 we get ~
O4(t) = czeP.

Therefore
Va(t,z,u) =0, F(t,z,u) = cou + czeB,

and from (1.119), n-equation is as follows:

2 (Bu — BzG — cou — czeP?)
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which is equivalent to
2 (Bu — Bau, — cou — czeP?)
A2x2

Ugy =

Obtained equation is an ODE with respect to = and its solution is given by

Brl-A B4 CgeBt

u(t,x) =V (t)z™ 2 + Uy(t)z 2 +B—cQ’

where A = /(B — 1)2 4 4c¢. Substituting (1.146) into (1.139) yields another
nonclassical symmetry solution of (1.139) with

(1.146)

t((2+A2)(Bz—B)\—B)+2A2c2) t((2+A2)(Bz+B>\7B)+2A2c2)
\Ifl(t) = cye 4 y \Ifg(t) = cse 4 s
where ¢, kK =2,...,5 are arbitrary constants and A is defined as before.

Case 2.
In this case eg = 0 becomes as follows:

20 d*6 ~ dée
— 3423 _942,3993 | 42,3 2y _ 9B2 2
eo = 3A°x T B + Ax 72 + (4202 z°) .

— 402 + 231;(1)2} =0.
(1.147)

To solve this equation, we consider the following subcases.

Subcase 2.1. O3(t,x) = %%

Eq. (1.147) yields ©(x) = ¢ and therefore (1.143) becomes
204 004 00O

do =1 A2x268$2 +2Br= = +2 6t4 —2B6,|. (1.148)

By setting O4(t, 2) = O4(z) in (1.148), and solving dy = 0 we get
é4(x) =Ax+ Agaf%.
Therefore
1 _2B
‘/Q(tvmvu) =, F(t7x,u) = iclu + Alx + A21' A%,

and n-equation becomes

2(¢1 — B)xG + 2Bu — cyu — 2A1x — 2Apz~ A2 _
22 ;

in other words:

2(¢1r — B)zuy + 2Bu — cqu — 24 ¢ — 2A2x7124%

Ugy = Yo (1.149)
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Eq. (1.144) is obtainable from Eq. (1.149) by setting ¢; = £ = 2¢5. Thus we
escape from the calculation of solutions for this case.
However, setting ©4(t, ) = O4(t) in (1.148), and solving dy = 0 yields

O4(t) = AyePt.

Therefore 1
Va(t,z,u) = iz, F(t,x,u) = Feu + AqeBt.

Thus, n-equation becomes

2(c1 — B)zG + 2Bu — cyu — 24,5
A2g2 '

in other words:

2(c; — B)xuy + (2B — ¢1)u — 2A, e8¢

Solving the obtained ODE yields:
2¢] —2B+A% - 2c) —2B+A% 42 2A1€Bt
u(t,x) = Uy (t)x 242 + Us(t)x 24? (1.151)

23—01’

where A = \/4(c; — B)2 +4A2B + A%, Another nonclassical symmetry solu-
tion of (1.139) is obtainable as follows, by substituting (1.151) into (1.139)

2B—2c1+A )

Uy (t) = Azeclt( 242 ;

2B—2cy+A 2B—2cy+A

Us(t) = Ageclt( 242 ) + eclt(T)

2BA%2—2Bcy+2cfteg A
2A2

2B—2c1—A—A2 ¢

" 4A1B(2B — 2¢1 + ANz 242 e
01(4B + A2)(2B — Cl) ’

where Ag, k= 1,2,3 and ¢; are arbitrary constants and A is defined as before.

Subcase 2.2. O3(t, ) = O3(x)
From Eq. (1.147) we have

~ ég(.ﬁ)Q — Bég(ﬂ?) ldég(x)

Os() = A2x2 2 dx + A

By this value of (:)3(96), equation dy = 0 becomes a polynomial of order one
with respect to u. A special solution of coefficient of u in dy = 0 is

- x (A% + VAT +8A2B +8B% — 16A%4,)
@2(.%‘) = 4 .
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Thus dy = 0 becomes an equation without w, which by setting @4 (¢, x) = ©4(¢)
we get

B4(t) = kieP.

Therefore
2
Va(t,z,u) = W’
’ ! H)u — — A%2 2,,Bt
F(t,2,u) = (A2B + A% + 2B2)u — A(Bu — A%u?) + 4k; A%e

4A2 ’

where A\ = /A% + 8428 + 8B2 — 164, A? and n-equation becomes

B A*xG + MN(A%2G + Bu — A%u) — 4A?BxG
n= 2A4,2

3A2Bu — A*u — 2B%u — 4k, A?eB?
+ 2A472 ’

or equivalently

Atzuy, + MA%zu, + Bu — A%u) — 4A%Bru,

u(EIE -

2A4z2
3A2Bu — A*u — 2B%u — 4k, A2eBt
+ i . (1.152)

Another nonclassical symmetry solution of Eq. (1.139) can be found by solving
Eq. (1.152) which is as follows:

A2_2B4 A2_B 4k1A2€Bt
t = Wy(t 2 Wo(t 2 —
utn) =IO O G e )

where

2 42 2
4A;A2_A%B-_B A24B

Uy (t) = et< 22 ) Uy(t) = B (55F)

)

and A = /A" + 8A2B 4+ 8B% — 164, A%.
Also, if in dy = 0 we set O4(¢,z) = O4(z), then

@4(1‘) = k‘1l‘ + ]4121‘_;24%,

and therefore

A%+
Valt, o) = A,

21,2, 2 A2y2 4,2
F(t,x,u):ABIu A(Bx* — A2 X?)u + A*z*u

4A252
A2_B
N 4y A%23 4+ 2B222u + 4k2A2x2(T2 )
4A222 ’
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where A = /A4 4 8A2B + 8B2 — 164, A2. Hence, the n-equation is as follows:
_ A'3G + N(A%2PG + Bux? — A%ux?) — 4A’Bx’G

2A%2*4
A2—B
| 34%Bur® — Aluz® —2Bua® — Al A%5° — dky A% 2(#52) .
24422 ’

in other words
ArxPu, + N(A%23u, + Bur® — A%uz?) — 4A2 Badu,
2A4x4
3A%2Buz? — A*ux? — 2B2%ux? — 4k  A%23 — 4k2A2x2
24422 ’

Ugy =

from which its solution is given by

A2 2B A2-B
u(t,x) = Uy () 242 + Uy(t)x™ a2

2B

2A2(A% + B)(krz” 22 i — AB(kya 325 + k)

w3 (44, A2 — A2B — B2)(\ — A2)(A2B + B2)
koB(5A%B + 4B? + A* — 84, A?%)

242 (4A1 A2 — A2B — B2)(\ — A2)(A2B + B2)’

where = 8A42A; — 3A%2B — 4B? and similar to previous

2_ 42 2
4A,A%2-A%2B-B A24 B

Uy (t) = kze ( 247 ) Wy(t) = gt B (57

Comparison of presented solutions of Eq. (1.139) in literature with non-
classical solutions shows that reported solutions in this section are new.

1.3 Self-adjointness and conservation laws

In this section, after some preliminaries, conservation laws by using the
new conservation theorem introduced in [95] will be considered for different

problems.
Consider a k*"-order PDE of n independent variables = = (z!,22%,... ")
and dependent variable u, viz.,
F(z,u,u,ugy, ... u@y) =0, (1.153)

where w1y = {us}, uz) = {ui;},... and u; = Di(u), uy; = D;D;i(u), where

0 0 0 .
'Di*a JrUza Jruwa +-, i=1L2,...,n



60 Lie Symmetry Analysis of Fractional Differential Equations

are the total derivative operators with respect to z’s.
The Euler-Lagrange operator, by formal sum, is given by

0
+Z . W (1.154)

Also, if A be the set of all differential functions of all finite orders, and £, €
A, then Lie-Béacklund operator is

8 0 0
a +C1 +411128 + 9 (1155)

11"2

;0
X = ¢t
¢ 8951
where
G =Di(n) —u;D; (&),
Ciy...i. = Dy, (Cil...is_l) — Ujiy..is_1 Di, (ﬁj)a s> 1.
One can write the Lie-Bécklund operator (1.155) in characteristic form

X = £, cwl +Y Dj, ... D; (W)L,

.
ou Oliyiy...i,

where .
W=n—-E&u; (1.156)

is the characteristic function.
FEuler-Lagrange operators with respect to derivatives of u are obtained by
replacing u and the corresponding derivatives in (1.154), e.g.,

6 9 + 3 (-1)'D;, - 9 (1.157)

) ) Js S
ou;  Ouy = OUij, ...,

There is a connection between the Euler-Lagrange, Lie-Bécklund and the asso-
ciated operators by the following identity:

. 5 ,
X +D;(&)=W— + DN,
ou
where
. 1)
szfl'i_w 71 15 ) ) Z_]-v 2
Ui, .od,

s>1

are the Noether operators associated with a Lie-Backlund symmetry operator.
The n-tuple vector T = (T, T?,...,T"), T* € A,i =1,...,n, is a conserved
vector of Eq. (1.153) if

D;y(T") =0 (1.158)

on the solution space of (1.153). The expression (1.158) is a local conservation
law of Eq. (1.153) and T? € A are called the fluxes of the conservation law.
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Definition 7 A local conservation law (1.158) of the PDE (1.153) is trivial
if its fluzes are of the form T°® = M*+ H*, where M* and H* are functions of
z, u and derivatives of u such that M* vanishes on the solutions of the system
(1.158), and D; H® = 0 is identically divergence-free.

In particular, a trivial conservation law contains no information about a given

PDE (1.153) and arises in two cases:

1. Each of its fluxes vanishes identically on the solutions of the given PDE.

2. The conservation law vanishes identically as a differential identity. In partic-

ular, this second type of trivial conservation law is simply an identity holding

for arbitrary fluxes. These T = (T, T?,...,T") are called null divergences.
The adjoint equation to the k*"-order differential Eq. (1.153) is defined by

F (1’, Uy Uy U(1), V(1) -+ 5 U(k)H ’U(k)) = 0, (1159)
where
" S(vPF,
F (Jf, U Uy U(1); V(1) - -5 U(k),'U(k)) = %7 v = U(x)a
and v = (v, v?,...,v™) are new dependent variables.

We recall here the following results as given in Ibragimov’s paper [95].

Definition 8 [95] Eq. (1.153) is said to be self-adjoint if the substitution of
v =u into adjoint Eq. (1.159) yields the same Eq. (1.153).

Definition 9 [96] Eq. (1.153) is said to be quasi self-adjoint if the equation
obtained from the adjoint Eq. (1.159) by the substitution v = h(u), with a
certain function h(u) such that h'(u) # 0 is identical to the original equation.

Definition 10 [61] Eq. (1.153) is said to be weakly self-adjoint if the equation
obtained from the adjoint Eq. (1.159) by the substitution v = h(t,z,u), with
a certain function h(t,z,u) such that he(t,z,u) # 0, (or hy(t,z,u) # 0) and
hy(t,z,u) # 0 is identical to the original equation.

Definition 11 /98] Eq. (1.158) is said to be nonlinearly self-adjoint if
the equation obtained from the adjoint Eq. (1.159) by the substitution
v = h(z,u,ugy,...), with a certain function h(z,u,uy,...) such that
h(z,u,uq)y,...) # constant is identical to the original equation (1.153).

The main theorem which is used to construct the conservation laws is given
as follows:

Theorem 1 [95] Every Lie point, Lie-Bicklund and mnonlocal symmetry
admitted by the Eq. (1.153) gives rise to a conservation law for the system
consisting of the Eq. (1.158) and the adjoint Eq. (1.159) where the compo-
nents T* of the conserved vector T = (T*,...,T™) are determined by

oL oL

ou; 5uii1i2.“is

T'=L+W—+Y D ...D; (W) . i=1,...n, (1.160)
s>1
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with Lagrangian given by

1.3.1 Conservation laws of the Black-Scholes equation

Here, we obtain the conservation laws of the Black-Scholes equation
(1.139). The adjoint equation for Eq. (1.139) is as follows:

. O0@wF) &(v[u + 2A%2%u,, + Bau, — Bul)
F = = ,
ou ou

which by some simplifications we get

1
F* = —2Bv — v, — B, + A%v + 2A%z0, + §A2x21)m =0. (1.161)

I'and = = 2, the conservation law will be written

By setting t =z
Dy(T}) + Do (TF) =0, i=1,...,7.

Now, we discuss self-adjointness of Eq. (1.139) by the following theorem.

Theorem 2 Fq. (1.139) is neither quasi self-adjoint nor weakly self-adjoint;

however Eq. (1.139) is nonlinearly self-adjoint for

(1.162)

o1t 2B-3A2+x 2B-3A2_y
h(t,z,u) = e"* [ cor™ 247 + 3z 242 ,

where x = \/4B% + 4BA2 + A% + 8A2¢;.

Proof: By a few computations we can show that Eq. (1.139) is neither
quasi self-adjoint nor weakly self-adjoint. To demonstrate the nonlinear self-
adjointness, setting v = h(t, z,u) in Eq. (1.167) we get

— 2Bh + A?h — Bx(hy + hyug) + 2A%2 (hy + hytiy) — by — hyuy

1
which yields:
1
F*— )\ <ut + 5A%%m + Bzu, — Bu> = —Au; — A\Bxu, + \Bu — 2hB

1
— hy + A%h — hyus + §A2x2(hm + Ryt + hytipe — Migy + 2hpytiy)
— Bxhy, — Brhyug + 2A%2(hy + hyuy) = 0. (1.163)
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Comparing the coefficients for the different derivatives of u we obtain some
conditions, one of which is A + h,, = 0. Thus, by setting A = —h,, in (1.169)
we get

A?2% (hygy + hautts) — Bhyu — 2Bh — hy — Bxh, + A%h
1
+2A%2(hy + hyug) + §A2x2(hm + huyu?) = 0. (1.164)

As previously, comparing the coefficients for the different derivatives of u, we
have the following condition:

A2g?

—5haa + (24% — B)zh, + (A —2B)h — h; = 0, (1.165)

which by solving this system completes the proof.

Here infinite dimensional Lie algebras of Eq. (1.139) presented in [121] are
used to construct the infinite number of conservation laws.

Eq. (1.139) admits six-dimensional Lie algebras; thus we consider the fol-
lowing seven cases:

(i) We first consider the Lie point symmetry generator X; = %. The
components of the conserved vector are given by

1
Tf :§A2x2vum + Bxvu, — Bou,

1
T¥ = — Brvuy + A%zvu, + §A2x2(utvx — VUy)-
By setting ¢; = ¢3 = 0 and c2 = 1 in Theorem 9, we get

A2 B B A2 B

A2 B A2 B
TV per = — — Uy — —up = =Dy (um + u> .
z2 2 X

Then transferring the terms D, (---) from T} to T} provides the null diver-
gence Ty = (T}, Tf) = (0,0).

(ii) Using the Lie point symmetry generator Xy = xa% , the components
of the conserved vector are given by

Ti = — zvu,,

1
TS =zvu; — Baou + §A2:r2 (Vg + Tumzvy).

Setting v = h(t,,u) = 2 into T4, T§ and after reckoning, we have

u u
T2t|v:i2 = ﬁ +D, (_E> 5

T

B A2 u
iy = B (LY.

1
=2 T 2
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Therefore Tp = (T4, T%) = (— %, —Zu — A;um).

(iii) Using the Lie point symmetry generator X3 = u%, one can obtain
the conserved vector whose components are

T =uw,
1
Ty :§A2;p2(vum — wvg) + Barvu — Azuv.

Setting v = L concludes the previous conserved vectors; however ¢; = co = 0

and c; = 1 in (1.168) yields

28
T, _ - = D
A? 2B 2B
T, =g (e —a ).
iv) Utilizing the Lie point symmetry generator X, = 2tz-2 +
ox

201 .
(tu — 25;# + = :z(m)) %, one can obtain the conserved vector whose com-

ponents are
Ti = (A’tu — 2Btu + 2uln(z) — 24%tzu,) v,
17 = —;x< — 4A%tvu, + 2A% Btzvu, — 2A%Btou — 2A%0u — 2B A%xtuw,
+ A4t(2uv + 2uvy — 222 Uugv, — 3zugv) + 4B*tuv

+ In(z)(4A%uv — 4Buv + 2A%zuv, — 2A2xvu1)) .

Substituting v = ?12 into the components above, we obtain

21 — A%t —-2B —2A2
T = (B2 g (20
T X

22
. —2A? Btzu, — 2A? Btu — 4B%*tu + 4Buln(x) — A'tzu,
T4 |v:a%2 = 2
2A%z1n z — 2A2 —2A%t
N (z)u u D, ( u) .
2z T

Then transferring the terms D, (---) from T} to T§ provides

21 — A%t —-2B
Tl = (2w

22 2
—2A2Btzu, — 2A?Btu — 4B%*tu + 4Buln(x) — A*tzu,
2z

Tilo=z, =

2A%z In(x)u, — 2A%u
+ .

1.1
o7 (1.166)
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(v) Using the Lie point symmetry generator

X5 = 8tg + 4z ln(ac)3

ot ox
B?%*tu 4Bu ln(a:)) 0

4
2
+ (A tu + 4Btu + i + 2uln(x) — yp 50’

one can obtain the conserved vector whose components are

T5t =0 (4A4tx2um + 8A4%Btzu,, — 4A%Btu + A*tu + 4B%tu
+1In(x)(24%u — 4Bu — 4A2xux)>,

T8 = f%x (6A4Btuv + A6tx(uvm —vug) + 16 A2 Btou, + 4B% A%*txuv,
+ 2A8tuw + A4tx(8vum — 8uyv, — 4Bvu, + 4Buv,,)
+ At In(2) (2zuv, — 6xvU, — 422 Umv, + duv) — 4A? Bouln(x)
— 4A% B*tavu, + 4A? BrIn(z) (vu, — wv,) — 8A? In(x)vu; — 16A* tusw
— 8B*tuv + 4A*? Bvu + 4A*zvu, + 8B*uln(x)v — 2A4vu) ,

which by setting v = % we get

4A2Bt +4A? — 2A%In(z) + A% + 4B%t — 4B In(x)
= u
)

+D, (4A4tux + (8A%Bt — 4A? ln(@)%) ;

T,

V=—5
22

1
T3 |y, = o (12AQBu + 4A*zu, + AStzu, + 2A* Btu — 4A*Bln(z)u
@ x
— 24% In(z)u, + 8A%B%tu + 4A* Btzu, + 4A%>B%*tzu,
— 4A? Bz In(x)u, + 2A% + 8B3tu — 8 B? ln(as)u)

- D (4A4tum + (8A%Bt — 4A? ln(x))g) ;

x
therefore
. 4A%Bt + 4A? — 2A% In(z) + A% + 4B%*t — 4B1In(x)
T5 |v:% = 2 Uu,
2 x
1
T5lpes, = o (12A23u + 4A%u, + AStau, + 2A*Btu — 4A2Bin(x)u
@ x

— 2A% In(z)uy + 8A? B*tu + 4A* Btau, + 4A% B*tau,

— 4A? Bz In(x)u, + 2A% + 8B3tu — 8 B> ln(x)u).
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(vi) Using the Lie point symmetry generator

X :81529 + 8tz ln(:v)a2 + (A2t2u — 4tu 4 4Bt%u + 4tuln(z)
x

ot
+4BQt2u ~ 8Btuln(z) n 4uln®(z) 9
A2 A? A? ou’

one can obtain the conserved vector whose components are
T = (4A4t2x2um + 8A’Bt*wu, — 4A?Bt?u + A**u — 4A4%u + 4B*t%u
+1In(z)(4A%tu — 8Btu — 8A*tru,) + 4u ln(yc)z)7

1
T = —§x<16AQBtvu — 4A 2w, + 124 zuv + 8A tuln(z)v — 16 A%t In(z)vuy

+A4t2(6Buv — 8xuUvy + 8xvuty — 16uv — 4Brvuy) + 16A2Bt2utv — 4A232xt2vux
+In(x)? (4A%zuv, + 8A%uv — 4A%2vu, — 8Buv) + A%t zuv, + 16 B*tuIn(x)v
+In(z)(—8A* Btou + 4A* tzuv, — 12A%tzu,v) — 8A x® In(z)uzv, + 4A* Brt*uv,
+4A%B* P ruv, + ln(x)(SAQthUuw — 8A%Brtuv, — 8A2uv) + 2452w

—12A%uv — 8Bt uv — A6t2xvuz).

Setting v = ?12 into the components of T and T we get

_ 4ABt? + AM? +4A%t + 4B%*t* — 4A%tIn(z) — 8BtIn(z) + 41n*(z) "

1
V=22 2

+ D, (44% P u, + (8A*BE — 84%n(2) " ) |

T3

T yen = % ( — 8A%Btz In(z)us + ASt2 2w, + 16 A% Btu + 4A v, + 2A% B2y

V=g
—16B%*tIn(x)u + 4A%x In® (z)u, + 8A*B*t*u 4+ 4A* Bt’zu, + 4A* B*t*zu,
— 8A’BtIn(z)u — 4A*tx In(x)u, + 4A%u — 8A% In(z)u + 8B*t*u

+8B1n® (I)u> — Dy (4A4t2uz + (84°Bt* — 8A2t1n(x))3) ;

x
thus
Tg\ L= AA2BE? + AM? + 4A% + 4B — 4A%In(z) — 8Bt In(z) + 41n%(z) ’
v="1y >
Tel-z, = i ( — 8A%BtazIn(x)us + At*zu, + 16A%Btu + 4A* tau, + 2A* Bt*u

—16B%*tIn(x)u + 4A%z In® (z)u, + 8A*B*t*u 4 4A* Bt’zu, + 4A B*t*zu,
— 8A’BtIn(z)u — 4A"tx In(x)u, + 4A U — 8A® In(z)u + 8B*t*u

+8BIn® (x)u) .
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u

(vii) Using the Lie point symmetry generator X7 = ¢(t,z)-2 where (¢, z)

satisfies the following equation:
2@,5 — 2BQO =+ 2B.'17(,0I + AQwZSsz = 07

one can obtain the conserved vector whose components are

T% =V,
1
T =—x ((2BU —2A% — Angw)cp + Avag%).

Substituting v = % into the components above, we obtain
t [ 4
T’T ‘v:ﬁ 297

" 2By + Az,
73,y =200 E AT
= x

Since B .2
®© 2Bp+ A%zpy\
Dt(mz)JrDz( 2z )O’

it follows that the vector T7 = (T, T¥) is a local conserved vector for equation

(1.139).

1.3.2 Conservation laws of the couple stress fluid-filled thin

elastic tubes
The adjoint equation for the Eq. (1.66) is as follows:
e OF) 9 (v[ur + aruue — aguee + agueee + asugeee])
- du ou ’
which by some simplifications we get
F* = —v; — a10eu — QoVge — A3Vgee + Qavegee = 0. (1.167)

By setting 7 = 2! and ¢ = 22, the conservation law will be written

DA(T7)+De(T8) =0, i=1,...,3,

and
17 :<1£+W{a£],
Oou,
oL oL oL oL
ng2c+w{p ()+D2<>D3< )]
due ¢\ Duee * \ Dugee ¢\ Ougeee
oL oL oL
o[ 0 (22 o ()
¢ duee  ° \ Dugee  \ Ougeee
oL oL oL
—I—DQ(W){—D ( )]+D3(W)[ ]
¢ Dueee  ° \ ueeee ¢ Ougeee
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where
L =v(ur + a1uue — aollge + a3lgge + Qaligeee) -
Now, we discuss about the self-adjointness of Eq. (1.66) by the following
theorem.

Theorem 3 Fq. (1.66) is neither quasi self-adjoint nor weakly self-adjoint;
however Eq. (1.66) is nonlinearly self-adjoint for every solution of

2 3 4
Ohr&w) | Oh(rgw) | Phr&w) | Phréu) | (&)

or T T N T

(1.168)

Proof: By few computations we can show that Eq. (1.66) is neither quasi self-
adjoint nor weakly self-adjoint. To demonstrate the nonlinear self-adjointness,
setting v = h(t,z,u) in Eq. (1.167) we get

— hy —urhy — a1uhe — aruughy — aghee — agughuu — 2a0ughgy — agueechy,
— azheee — agughuuu — azugeehy — 3a3ugh5uu — dazugheey — 3azucehey
— 3asueUee Nyy + aahecee + Qatgeeehy + 6a4u§ heguu + cmu%huuuu
+ dagugheyuu + 3a4uFchyy + dasueechey + 6asugeheey + dasucheeey
+ 6a4ugu§§huuu + 12a4ueuecheyu + 4asueueeehyy = 0,
which yields:
F* — X(ur + ar1uue — agues + asgee + Qallgeee) = —AUr — Aa1ute + Aaolee
— Aazugee — Aagugeee — he — urhy — ajuhe — aguuehy — aghee — agughuu
— 2a0uchgy — agugehy — agheee — agughuw — azgeeNy — 3a3u§h§uu
— 3agucheey — 3asugehey — 3asugticehyy + asheeee + asugeechy + 6a4uiheun
+ agu o + 404U hevun + 304U huu + daguiceehey + 6aguecheey
+ dagueheeey + 6a4ugu§£hmm + 12a4ugueeheyu + 4aaucticee by (1.169)

Comparing the coefficients for the different derivatives of u we obtain some
conditions of which one of them is A + h,, = 0. Thus, by setting A\ = —h,, in
(1.169) we get

— hy —aruhg — aghee — agughuu — 2a0uehgy — 2a0ueehy — azheee

— agughuuu — 3a3u§h5uu — 3asugheey — 3azuechey — 3a3UeUee Ny

+ agheeee + 20augeechy + 6a4u§h§§uu + a4u§huuuu + 4a4u§’h5uuu

+ 3a4u§§ huw + 4agugechey + 6agueeheey + 4aguehegey + 6a4u§u5§huuu

+ 12a4ucueeheyy + daaugugeehyy = 0. (1.170)

As previously, comparing the coefficients for the different derivatives of u, we
have the following condition:

h, + aluhg + azh& + aghggg — a4h§555 =0, (1.171)
which by solving this system completes the proof.
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Here the infinite dimensional Lie algebras of Eq. (1.66) are used to con-
struct the corresponding conservation laws.

Eq. (1.66) admits three-dimensional Lie algebras for nonzero coefficients.
Thus, we consider the following three cases:

(i) We first consider the Lie point symmetry generator X; = a%' Compo-
nents of the conserved vector are given by

Tf =a1VUUg — A2VUge + a3VUgee + AqVUgees,
Tf = — A10UUr — A2VeUr + A2VUr¢ — A3UrVege — A3VeUrg — A3VUrge

+ AqVgeeUr — AqUceUre + A4VeUrge — A4VUrgce-
Let
TV =1 =a1uuge — aguee + agucee + Aatigeee
= D¢ (;aluQ — agU¢ + azuee + a4u555) ;
Tf|v:1 = — 1 UU; + Q2Ur¢ — A3Urge — Qalreee
=-D, (;aluQ — QUg¢ + azuge + a4u555) .
Then transferring the terms Deg(---) from T7 to T; ¢ provides the null diver-
gence Ty = (T7,T%) = (0,0).

ii) Using the Lie point symmetry generator Xy = -2, the components of
o¢
the conserved vector are given by

15 = — vug,
T2£ =VUr — A2VeUg — A3VeeU¢ + A3VeUge + AqVeeeUs — AgUgeUge + A4VeUgee-
Setting v = h(7,&,u) = 1 into 17, T25 and after reckoning, we have
T3 |v=1 = — ug = De (),
T5|oe1 =ur = —Dy (—u).

Therefore T = (T277T§) = (0,0).

(iii) Using the Lie point symmetry generator Xz = a17’3% + %, one can
obtain the conserved vector whose components are
T3 =v — ar1Tvue,
T§ = — 0102TUVe — A1A3TVgeUe + A1A3TVgUge + A104TUg Ve

— A1A4TVgeUge + A1A4TVUgee + G1TVUL + Q1UV + A2V¢ + A3Vee — Q4Vgee-
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Setting v = 1 concludes the previous conserved vectors:

Tg‘vzl =1- a1TUe = D§ (f — alTu) y

T?ﬂ,,:l =a1u+ ay7ur = =D, (§ — ayTu) .

Therefore Ts = (T3, T%) = (0,0).

1.3.3 Conservation laws of the Fornberg-Whitham equation

For the Fornberg-Whitham equation (1.6) we have

1
E - U[ut - 7(utmx + Ugtx + umxt) + Uy + Uy — 3uwuxa: - uua:a:w] .

3
The adjoint equation for Eq. (1.6) is as follows:

Fr— 3(L) . 5(” [ut - %(Utacm + Ugte + Uzzt) + Uz + Uy — SUgUsy — uuxmc})
Cdu du ’

which by some simplifications we get
F* = —vy — vy — uvy + Wpps + Vige = 0. (1.172)

Now, we discuss about the self-adjointness of Eq. (1.6) by the following theo-
rem.

Theorem 4 Fq .(1.6) is neither quasi self-adjoint nor weak self-adjoint; how-
ever Eq. (1.6) is nonlinearly self-adjoint with h = x € R.

Proof: A straightforward computation shows that Eq. (1.6) is neither quasi
self-adjoint nor weak self-adjoint. In order to demonstrate the nonlinear self-
adjointness, by setting v = h(t, z,u) in Eq. (1.172) we conclude
- uthu - ua:hu + 'U/ha::rz + 2utuxha:uu + utuihuuu + UtUg g huu + Suuzhwmu
+ 3uuihmu + uuihuuu —why — hy — hy — uughy + 3uUpg gy + Ulgrghy
+ 3y Upzhuu + Piee + 2Uzhipy + Uthapu + 2UsUie Ry + hytize
+ 2ut:chwu + htuuui + htuuww = 07

which yields:

F* — X (U — Uggt + Up + Uy — SUglUpy — Ulgre) = —Ughy — Ughy + Whysy
— AUy + Mgy — AUy + 20t hyyy + utui Py + WpUgg Py, — AU,

4+ AMitgge + 3AUL ULy + SUUL Lz + 3uu§hwu + uuihmm — uhy — hy

— hy — utghy 4+ 3utgghpy + Ulggr Ry + 3UUgUzg Py + Pige + 2UgPigy

+ U hgau + 2UpUz My + Putiter + 2t hay + U2 hiwy + higtiee = 0. (1.173)
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Comparing the coefficients for the different derivatives of u we obtain some
conditions of which one of them is A + h,, = 0. Thus, by setting A = —h,, in
(1.173) we get

htuuxz + 2htmuuz + htuuui + Uthrzu + 2hzuut$ - hxu + hzmru - 3huuzuzr
+ 3hpy Uy, + huuuuui — ht — hy + higy + 3hyuttztizgy = 0. (1.174)

From the coefficient of w,u,, we have h, = 0, which concludes that the
function A is independent of u, in other words h = h(t,x). Also, comparing
the coefficients for the different derivatives of u in Eq. (1.174), we have the
following conditions:

hmzz - ha: = Oa _ht - hz + ht:v:c = 07
which by solving them we have h = x € R.J

Setting t = 2! and = = 22, the conservation law will be written
Dy(T}) + Do (TF) =0, i=1,2,3.

We recall that Eq. (1.6) admits a three-dimensional Lie algebra; thus we con-
sider the following three cases:

(i) We first consider the Lie point symmetry generator X; = %. The
components of the conserved vector are given by

1
Tlt = gvutibib + vuy + vuUg — 3vuxumz — VUUgze + g(utvmx - utmvx)y
2
TV = — vup — vuty + VUlgy — VpUily + VgpUtsy + g(utvm + VUt )
1
- g(vajutt + Vply) + 20Uplpy — VpUlpy + VUL gy
Therefore
tooop (Y222 _
Tl |’U=1 _D-L 2 (u ua,) Butw + U — Ulyy |,
T:E' ——D 1 2,2\ _ 2 _
1 lv=1 = t 2(u ua:) Sutw +U— Uy | -

Then transferring the terms D, (---) from T} to Ty provides the null diver-
gence Ty = (T}, TY) = (0,0).

(ii) Using the Lie point symmetry generator Xo = %, the components of
the conserved vector are given by

1
t
T2 = — VU, + g(uwvwm — UgUgy + quacw)7

2
T 2
T =vuy — g(vutw + VpUty + Vpligy) — Uglly + UppUlly — UpUllgy + 3Vtalia-

(1.175)
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Setting v = 1 into (1.175) and after reckoning, we have

1
T2t|v:1 =D, (_U + 3uxm> s

- 1
T2JL|U:1 = - Dt <_u + 3ua::r> 5

from where we can obtain the conserved current Th = (T4, T¥) = (0,0).
(iii) Using the Lie point symmetry generator X3 = t% + a%, one can
obtain the conserved vector whose components are
" 1
T35 =v — tugv — g(vm — WUy + P Uy — TVULgy ),

Tgf” =V + VU — UVgyp + tUUL VL — TUVLUgy — tvmui + tvuy

1 2
— g(vum + WUy + TV UL + 0 UL, ) + g(Uxe — Vg + tug V).

Substituting v = 1 into the components above, we obtain

1
T§|v:1 =D, <93 —tu + 3tumm> 5

1
T5|y=1 =1 - Dy (3: —tu+ 3tum> ,

which provides the nontrivial components T4 = 0 and 7§ = 1.

1.3.4 Conservation laws of the mKdV-KP equation

Here, we try to obtain the conservation laws of the mKdV-KP equation.
The adjoint equation for Eq. (1.92) is as follows:
o(vF)
du

F* (ta T, U, V, U(1), V(1) U(2), V(2), U(3), V(3), U(4)5 ’1)(4)) =

§(v[(u — 3ug + 6uu, + Uas) , + Uyy)])
Su ’

from which by some simplifications we can obtain

3
F* = Uty — 5”19: + 6'U/2Ua::p + Vpzzz + Vyy = 0.

Here we recall that Eq. (1.92) admits five-dimensional Lie algebras; thus we
consider the following five cases.
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(i) We first consider the vector field V; = £ for Eq. (1.92). The conserved
vector is given by

3
t 2 2
T =— ivum + 12vuul, + 6vu Uy + Vigrer + Viyy + Uy,
T 3 2
TV = — 12vuupuy — §utvw 4 6U ULV, + UtV + UpVpzr — VUL

2
+ ivutw — 6vu Uty + Uty Vg + Utpx Ve — Vltzza,

TV =uvy, — vugy,.

(ii) Using the Lie point symmetry generator V, = %, the components of
the conserved vector are given by

t _
T5 =UgVy — VUgg,
TS = ; 6u?
2 *Uuyy — FUz Vg + 6u UgVy + Uy Vt + Ug Vg za + Ugg Ve + VapUgga,

2
Y _
T5 =uzvy — Vgy.

(iii) Using V3 = 8%7 one can obtain the conserved vector with the following
components:

t
T3 =UyVy — Vlgy,

3
T3 = — 12uvuzuy — §uyv$ + 6u2uva + Uy Ut + UyVpze — VUgy

3
2
+ §vuzy — 60U Ugy + Uzy Vs + Volpry — Vlzzay,

3
2 2
T3y =VUty — gvum + 12uvul, + 6vu Ugy + VUgpar + UyVy-

(iv) The Lie point symmetry generator V; = ya% — Zta% yields the con-
served vector with components:
Tj =YUgVp — 203Uy — YVUgy + 200Uy,
Ty =24tuvuguy, + 2vu, + YVUyy + YUz Ut + YUz Upry — 20Uy0 — 26Uy Vpry
+ 2t0Uty + YUz Uz — 2bUzy Vs — 2003Uz0y + YVaUzrr + 200Uy
3
+ 3tuy v, — §yuxvx — 3tvugy + 6yu2uxvx — 12tu2uyvgC + 12tvu2u$y,

TY = — 2tvuy, + tvug, — 24tvuu92€ — 12tvu2um

— 2UVUggpa + YUz Vy — 200yl — YVULy — VU .
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(v) Finally, making the same procedures to Vs = —St% + (3t — z)% -
2y6% + u%, we obtain the following conserved quantities

Tgf zitvum — 36tuvui — 18tvu2um — VU grr — StVUYy — UV, — LUV,
+ 3tugVy — TULVE — 2YUyVg + TVUzy + 2YVUgy + 20Uy,
3
15 = — 6vu, + iuvm + 36tuvuiy, + 24yuvug ., — 6u3vm — UV — UWWspgy
+ 4vup — 2UpVpy — 3Vplzy + 4VUgzs — TVUYy + 24vu2u:,3 — Jtugvs
+ 3tug vy + FUgVppr — TULVE — TULVgze — 2YUyVp — 2YUyVprn
+ 3tvug + 2yvusy + JUgpVar — TUza Vs — Ut Var — 2YUzy Vs

- 3tvzutxz - 2yvmuzzy + 3tvxuzzx — XV Ugzy + ?’tvutmxm’ + 2yvuzzxy

9 9 3
— itvum — 3YVUgy + §tutvz — iturvx + §xumvm + 3Yuy vy + vy,

— 18tu2utvm + 18tu2umvz — 6xu2uzv$ — 12yu2uyvz + 18tvu2um
+ 12yvu2uwy7
T5y = — 2yvuy, + 3Yvug, — 24yuvui — 12yu2vum — 2YVUgzze — UVy — LUy

+ 3ty Uy — TULVy — 2YUyVy — 3tVULy + TVULy + VUL, + VU,



Chapter 2

Group analysis and exact solutions
of fractional partial differential
equations

The basic idea of the Lie symmetry analysis is the consideration of the tangent
structural equations under one or several parameter transformation groups in
conjunction with the system of differential equations. It is appropriate to
mention here that for nonlinear partial differential equations (PDEs) with
two independent variables exhibiting solitons, the Lie symmetry analysis not
only helps to study their group theoretical properties but also to derive sev-
eral mathematical characteristics related with their complete integrability
[117, 52, 133].

In recent years, the study of fractional ordinary differential equations
(FODEs) and fractional partial differential equations (FPDEs) has attracted
much attention due to an exact description of nonlinear phenomena in fluid
mechanics, viscoelasticity, biology, physics, engineering and other areas of sci-
ence. In reality, a physical phenomenon may depend not only on the time
instant but also on the previous time history, which can be successfully mod-
eled by using the theory of derivatives and integrals of fractional order. The
time and space FPDEs are obtained by replacing the integer order time and
space derivatives in PDEs by the fractional derivative of order o > 0.

2.1 Basic theory of fractional differential equations

This section deals with the preliminaries about the problems arising in
the area of fractional calculus — a branch of mathematics that is, in a certain
sense, as old as classical calculus as we know it today.

The basic idea behind fractional calculus is intimately related to a classical
standard result from (classical) differential and integral calculus, the funda-
mental theorem [163].

75
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Theorem 5 (Fundamental Theorem of Classical Calculus) Let f €
Cla,b], Df(x) := f'(x), aduf(x) = [ f(s)ds and F : [a,b] — R be defined
by
F(z) = oJ.f(x).
Then, F is differentiable and
DF = f.

Therefore, we have a very close relation between differential operators and
integral operators. It is one of the goals of fractional calculus to retain this
relation in a suitably generalized sense. Hence there is also a need to deal with
fractional integral operators, and actually it turns out to be useful to discuss
these first before coming to fractional differential operators.

For n € N we use the symbols D™ and ,J] to denote the n-fold iterates of
D and ,J,, respectively, i.e., we set D' := D, ,J!:= ,J,, and D" := DD"~!
and o J7 := ,J, oJP7t for n > 2.

Following the outline given above, we begin with the integral operator
J?. In the case n € N, it is well known (and easily proved by induction)
[107, 185] that we can replace the recursive definition of integral operator by
the following explicit formula.

Theorem 6 Let f be Riemann integrable on [a,b]. Then, for a <z < b and
n € N, we have

W) = o [ s

In this book, we also frequently use Euler’s gamma function I": (0,00) — R,

defined by
I(x) ::/ t*Le~tat,
0

which has a useful property
I'(n+1) =nl,

for n € N, and
I(n+1) =nl'(n),

for n € R. Moreover, like the exponential function in the theory of integer-
order differential equations, the Mittag-Leffler function plays a very important
role in the theory of fractional differential equations.

Definition 12 [}7, 1] Let n > 0. The function E, defined by

Jgol’jn—i—l

whenever the series converges, is called the Mittag-Leffler function of order n.
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We immediately notice that

oo

D=3~ i e

0

In view of the above considerations, the following concept seems rather
natural.

Definition 13 [47, 109, 156] Let n € R,. The operator ,J?, defined on
lﬁiavm by

)= s | " — 8" f(s)ds

fora < x <b, is called the Riemann-Liouville fractional integral operator of
order n.

For n = 0, we set ,JO := I, the identity operator.

In the special case when f(z) = (x — a)?, for some 8 > —1 and n > 0 we

have PG+ 1)
+
WJNf(2) = ————(z —a)"*P.
f(@) F'n+6+1) ( )

In view of the well known corresponding result in the case n € N, this result is
precisely what one would expect from a sensible generalization of the integral
operator.

Theorem 7 [}7] Let f be analytic in (a — h,a + h) for some h > 0, and let

n > 0. Then
)k+n

i) =3 O k, m_a(n) D*f(),

k=0

forz € la,a+ %), and
T = { (& —a) Dt ra)

for z € [a,a+h).

Having established these fundamental properties of Riemann-Liouville integral
operators, we now come to the corresponding differential operators.

Definition 14 [}7] Let n € Ry and m = [n]. The operator BLD" defined

by
SEDRf=D™ I,

is called the Riemann-Liouville fractional differential operator of order n.

For n = 0, we set 2 D0 := [ the identity operator.
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Lemma 2.1.1 [47] Let n € Ry and let m € N such that m > n. Then,
BEDI = D™ T
Proof 1 Our assumption on m concludes that m > n. Thus,
L A i I e S e
in view of the semigroup property of fractional integration.

Therefore, when f(z) = (v — a)?, for some 3 > —1 and n > 0 we have

RLpyn ooy — pinl glnl-npepy - LB+ Il _ o\[n]—nt8
a D'rf(l‘)*D (l‘]x f(.’,E)— F((n]—n—i—ﬁ—i—l)D (:17 a) + .

Specifically, if n — § € N then [n] — (n — ) € {0,1,..., [n] — 1}, and so
pinl (z —a) [n]l-n+8 _ (.
On the other hand, if n — 8 ¢ N, we obtain
r(B+1) _
RLDn _ B _ _ B n
BEDYa )" = o (= 0
Moreover, for n > 0 we have

C

RL mn o
o D:C=ga— 5@

—a) "™

Theorem 8 [/7] Let n > 0. Then, for every f € Li[a,b],
o Dy o f =1,
almost everywhere.

Theorem 9 [/7] Let f be analytic in (a — h,a + h) for some h > 0, and let
n>0, n¢N. Then

> /n x —a)k—n
1) =3 () pirr g D o)

k=0
or x € a,a+ﬁ and
f [ 2/

o —-n

(x—a

RL pn
D f
F(k-i—l—n

for x € [a,a+h).
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Theorem 10 [47] Let f1 and fo be two functions defined on [a,b] such that
RLDn £ (x) and BE D™ f5(x) exist almost everywhere. Moreover, let ¢y, co € R.
Then, BED™ (¢1 f1 + cof2) exists almost everywhere, and

2D (erfi 4 cafe) = 1 FEDRf1 4 o FEDY fo.

When it comes to products of functions, the situation is completely different.
In the classical case, if n € N and f, g € C"[a,b] we have

n

(1) = Y- (1) 040+,

k=0

which is well known as Leibniz’s formula. We point out two special properties
of this result: The formula is symmetric, i.e., we may interchange f and g on
both sides of the equation without altering the expression, and in order to
evaluate the n*" derivative of the product fg, we only need derivatives up to
the order n of both factors. In particular, none of the factors needs to have an
(n 4+ 1)st derivative. The following theorem transfers Leibniz’s formula to the
fractional setting, and it is immediately evident that both these properties are
lost.

Theorem 11 [/7, 156] Let n > 0, and assume that f and g are analytic on
(a — h,a+ h) with some h > 0. Then,

[n]
w2 (fo)e) =3 () DN @D )0

k=0

> (}) Dt @t o))

k=|n|+1
h
fora<z<a+3.

In spite of all these differences we recover the classical result from the fractional
result by using an integer value for n because then the binomial coefficients
(Z) are zero for k > n, so that the second sum (the one that causes all the
differences) vanishes.

Let, n > 0 and m = [n]. Then, we define the Caputo fractional derivative
by [156]

CDpf(x) = o D" f(2),

whenever D™ f € Ly[a, b].
In general, the Caputo and the Riemann-Liouville fractional derivatives do
not coincide. The connections between them are given as [156]

C pn _ RLpn _LnJ (z—a)*
SDLf(e) = JEDY | flo) =D D (o)

k=0

Note that the Caputo derivative of a constant function is zero.
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For the Caputo derivative, if f(z) = (z —a)? and 8 > 0, then

0; it  pe€{0,1,2,...,[n]},
SDIf(w) = %(:ﬁfa)ﬁfn; if eN and S > [n]

or f¢N and 5> |n].

Another fractional derivative which we use in this book is the Erdélyi-Kober
fractional differential operator defined by

(Fr) o= (s 3eig) (5@ oo
j=0

where

n:{ L‘ﬂ zgg (2.2)
and
1 oo -1 — 1
ma ) o [T (s =) tsT (T F(¢sF )ds, a > 0,
(K5°F) © .—{ AR A (2.3

denotes the Erdélyi-Kober fractional integral operator.

2.2 Group analysis of fractional differential equations

In this section, we discuss the Lie symmetry analysis to FPDEs. Consider
a FPDE having the form [18, 71, 77]:

Ofu = F(x,t, u, Uy, Ugy), (2.4)

where 0fu = FLD¢y stands for Riemann-Liouville derivative of order
€ (0,1). One-parameter Lie group of infinitesimal transformations of this

equation is:

= t(x,t,u;¢),

T(x,t,up€), (2.5)

= a(z,t,u;e€),

t
T
a

where € is the group parameter and its associated Lie algebra is spanned by

0 0 0
_ 1 -~ 2
V—§ (xat7u)at+§ (mat7u)ax+¢(x7tau)au) (26)
where 5 pu i
1_ 4 2 _ 2 _au
g - d€|e:07 6 d€|e:07 (b d€|E:0'
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If the vector field (2.6) generates a symmetry of (2.4), then V must satisfy
the Lie symmetry condition

PrieDV(A)aco =0, A=0%—F
The prolongation operator Pr(®2V takes the form
o 8‘3“ + ¢ N +¢ R

uzr

Pre2y =y 4 g0

where

" = Dy(¢) — utz(§2) - uth(fl),
d)ww = Dx(¢w) - uxtDz(gl) - u:szx(gz)v
$o = D (9) + E2Df (uy) — D (E%uz) + Di (Dy(€1)u)
Dy M) + €D (u).
The invariance condition
fl(x7t7u)|t:0 =0 (2'7)

is necessary to the transformations (2.5), because of the conservative property
of fractional derivative operator (2.7).
The at? extended infinitesimal has the form:

o = Di(¢) + €Dy (ug) — D7 (€*us) + D (De(§1)u)
= D () + €' DT (), (2.8)

where the operator D§* expresses the total fractional derivative operator. The
generalized Leibniz rule in the fractional sense is given by

oo

DEfute] =3 (&) DiuODpu(o, am0. (29)

n=0

a\ _(=1)"'al(n—a)
< n > N F(l —a)F(n+ 1) : (2.10)

Thus from (2.9) we can rewrite (2.8) as follows:

where

8 =070 - D) 5 = > (1) DrEDE )

n=1

- Z ( Wi ) Dy (€1 Dy ). (2.11)

Also from the chain rule we have

m k
S ZZ() o gl TLL e

k=07=0
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and setting f(t) = 1, one can get

Di(¢) = 0 + Pu Pu_ 0% +y ( Z ) 0" fu DY (u) + p, (2.13)

ot Mo T o T 2 ot
where
n m k—1 a n k 1
=235 (1) () ()3
n=2m=2 k=2 r=0
n—o om e 8n—m+k¢
“Tonri—a e gmmaur (2.14)
Therefore
0, 9u 9%,
0 1 _
(ba ata (d)u OéDt(é— )) ata u ata +M

+Z [( o) G (L) e pe )
Z( ) DEEDE " ).

n=1

2.3 Group analysis of time-fractional Fokker-Planck
equation

One of the widely used equations of statistical physics is the Fokker-Planck
(FP) equation (named after Adriaan Fokker and Max Planck) which describes
the time evolution of the probability density function of position and velocity
of a particle.

The general fractional FP equation for the motion of a concentration field
u(x,t) of one space variable x at time ¢ has the form

o uw) = [2i(@) + L viaute.) (2.15)

where Vi (z) > 0 is the diffusion coefficient and Va(x) > 0 is the drift coeffi-
cient. Note that the drift and diffusion coefficients may also depend on time.
There is a more general form of FP equation which is called nonlinear FP
equation [54, 55] and has important applications in various areas such as neu-
roscience, plasma physics, surface physics, population dynamic, biophysics,
neuroscience, nonlinear hydrodynamics, polymer physics, laser physics, pat-
tern formation, psychology, engineering and marketing. A more general case
of Eq. (2.15) has the form

2

0
7V1(x,t,u) —+ @

Ofu(z,t) = [833

Vo(z,t, u)|u(z,t), (2.16)
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which arise in modeling of anomalous diffusive and subdiffusive systems, con-
tinuous time random walks, unification of diffusion and wave propagation
phenomenon. Eq. (2.16) is solvable using the Lie group analysis, but it should
be considered many subcases for different values of Vi (x,¢,u) and Va(z, ¢, u).
Thus, in this paper we focus on the Lie group analysis of time-fractional FP
equation [71] with cases Vi (z,t,u) = u”(z,t) and Va(z,t,u) = u”(x,t), being
used to characterize subdiffusion [71]

2
Ou(e, £) = [%u“(m, 0+ %u”(m, )] u(z, t), (2.17)
where u(z,t) is the probability density and 0fu = BLD&u stands for

Riemann-Liouville derivative.
The FP equation with fractional derivatives has been investigated by some
authors. Deng in [45] developed the finite element method for the numerical
resolution of the space and time-fractional FP equation and then proved that
the convergent order is O(k?>~% + h*), where k is the time step size and h
the space step size. In [44], first the time-fractional FP equation (Riemann-
Liouville derivative) is converted into a time FODE. Then a combination
of predictor-corrector approach and method of lines is utilized for numer-
ically solving FODE with the numerical error O (kmm{l"'%"z}) + 0 (h2).
Chen et al. [36] examined the finite difference approximation and energy
method to solve a class of initial-boundary value problems for the frac-
tional FP equation on a finite domain. Odibat and Momani [147] have solved
the space- and time-fractional FP equation using the variational iteration
method and the Adomian decomposition method with the fractional deriva-
tives described in the Caputo sense. Mousa and Kaltayev [136] have applied
the He’s homotopy perturbation method for solving fractional FP equations
effectively.

According to the Lie theory, applying the prolongation Pr(®2V to
Eq. (2.17), we can get the following invariance criterion:

#° — (k+ Du " — (k + DruLou, — (V2 +v)(v — 1)pu” 2?2
=2 + ) g — (v 4+ DY  Pugs — (v + Du¢™ =0, (2.18)
Therefore, we obtain
&= (v —2R)tcy, E=c1+a(v—r)zcy, ¢ = aucy,

where ¢; and ¢ are arbitrary constants. Thus, the Lie algebra g of infinitesimal
symmetry of Eq. (2.17) is spanned by the two vector fields:

0

0 0 0
i = s Vo=(v— 2/<;)ta +a(v — H)x% +au%.
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For the symmetry of Va, corresponding characteristic equation is

dt dr  du

(v =2kt oalv—r)z au’

from which its solving yields the similarity variables

a(k—v)

C=at 2, u(zt)=tr=2=F(). (2.19)

Now, from the following theorem we reduce the FPDE (2.17) to an FODE.

Theorem 12 The transformation (2.19) reduces (2.17) to the following non-
linear ordinary differential equation of fractional order:

(Plj_‘zf”-%“f) ) = (v + DF'F + (2 + ) F L F) + (v + )F'F"

a(v—r)
with the Erdélyi-Kober fractional differential operator ’Pg’a of order:

(7)1 (oot (omr) o o= {1 20

where

T, L % foo(u — 1)0‘_1u_("+°‘)}'(<u%)du,
(’Cﬁ f)(()._{ (@) J1 7O, a=0,

is the Erdélyi-Kober fractional integral operator.

Proof: Let n — 1 < a <n, n=1,23,... Based on the Riemann-Liouville
fractional derivative, one can have

0w o1 ‘ el e (et
ot rer e A G L ARCEY

Letting v = %, one can get ds = —U%dv; therefore (2.20) can be written as
0% 0" [ (—a)(w—20)+a 42 n—a
=_—t = |K %> F .
ote ot™ [ ( a(uz;i) ) (C)}

a(k—v)
Taking into account the relation (¢ = xt =2~ ), we can obtain

0 oy 25d0(0) _ alk—v) do().

i) =t A~ v=2k > d

¢
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Therefore one can get

O [ (n—e)w=2m)ta [ 14 o oo
[t U—2~r (’C V72,€2 f) (C)]

% a(v—~r)

L0 D (et (e

= gl (7 (RA5EF) @)

0 ara o L ols—v) Y [ tetmna

T o1 [t ’ <nfa+y_2’{+ v — 2K CIC ICaT;E% d (C)}
n—1 a ak—v) . d 1+ 5%

_ _ *a‘i’uf,i B . - Bl u72m‘n7a

o 1—a+

— e (LT (o)

a(v—r)

This completes the proof.

2.3.1 Exact solutions of time-fractional Fokker-Planck
equation by invariant subspace method

From now on we make the assumption that the fractional derivative is
Caputo one. We briefly describe the invariant subspace method applicable to
the time FPDEs of the form [192, 40]:

“D¥(u) = E[u), acR,. (2.21)

Definition 15 A finite dimensional linear space 20, = span{wi(x),ws(z),
..y wn(z)} is said to be an invariant subspace with respect to E, if Z[20,] C
200,.

Suppose that the Eq. (2.21) admits an invariant subspace 20,. Then
from the above definition, there exist the expansion coefficient functions
1,9, ..., 1, such that

E{Z&wi(m)} =3 (M, Ae - Awi(z), A €R. (2.22)
=1 i=1

Hence
n

u(w,t) =Y Ni(t)wi(z) (2.23)

i=1
is the solution of Eq. (2.21), if the expansion coefficients A;(t), i = 1,...,n,
satisfy a system of FODEs:
CDE(M(1) = 1 (M (t), Aa(t), .-, An(D),
: (2.24)
DN (1) = V(A1 (1), Aa(t), - -, An(t)).
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Now, in order to find the invariant subspace 20,, of a given fractional equation,
one can use the following theorem [80].

Theorem 13 Let functions w;, i = 1,...,n form the fundamental set of
solutions of a linear n'* order ODE

Lyl = y™ + a1(@)y" D + -+ + an-1(2)y + an(z)y = 0, (2.25)

and let = be a smooth enough function. Then the subspace 2, =
span{wi (x),wa(x), ... ,wy(x)} is invariant with respect to the operator = of
order k < n — 1 if and only if

L(Z[Y])|Lpy=o0 = 0. (2.26)

Moreover, dimension of the invariant subspace 20, for the k' order nonlinear
ODE operator Z[y] satisfies n < 2k + 1.

Let us consider some certain cases:

erx=1 v=0
In this case, Eq. (2.17) reduces into

CD(u) = 2utty + Upg. (2.27)

After some calculations, we can find that 25 = span{l,z} is the invariant
subspace of Z[u] = 2uu, + Uz, because

E[)\l + )\QZE] =2\ Ao + 2)\%56 € Wo. (228)
This results in an exact solution of the form:
u(x,t) = A1(t) + Aa(t)z, (2.29)

that is sufficient to solve the system of FODEs

“Dp(Aa(t)) = 2X3(1), (230)
“Di(M(1) = 2x(t)A2(t)
Solving these equations implies
—a 'l-—o) ,_,
M) = £, Ao(t) = Mt . (2.31)
Therefore, from Eq. (2.29) we obtain
O PR Gl B (2.32)

2I(1 — 2q)
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en=—-1,v=1
In this case, Eq. (2.17) reduces into

D (u) = 2u? + 2uiy,. (2.33)

After some calculations, we can find that 2y = span{1,z%} is the invariant
subspace of Z[u] = 2uu, + Uz, because

[\ + Aax?] = 4A Ao + 120327 € W,. (2.34)
This results in an exact solution of the form:
u(z,t) = M\ (t) + Ao ()22, (2.35)

that is sufficient to solve the system of FODEs

“Df(Ma(t) = 12X5(1), (2.36)
“DF (M (1) = 4 () A2 (2).
Solving these equations implies
a I'l —« a
Therefore, from Eq. (2.35) we obtain
- Fl-—a) _, 5
=t Yxe. 2.
u(z,t) =t~ + 12F(1—2a)t x (2.38)

2.4 Lie symmetries of time-fractional Fisher equation

The Fisher equation suggested in [51] is a model for the spatial and tem-
poral propagation of a virile gene in an infinite medium. This equation has
many applications in flame propagation [104], nuclear reaction theory [34],
chemical kinetics [126], autocatalytic chemical reaction [15], neurophysiology
[174] and branching Brownian motion process [33]. The Fisher equation with
fractional derivative in time sense [160] is as follows [77]:

Ofu =gy +u(l—u™), n=0,1,2,..., (2.39)

where 0fu := FLD¢y stands for Riemann-Liouville derivative of order
a€(0,1).

According to the Lie theory, applying the prolongation Pr(®?V to
Eq. (2.39), we can get the following invariance criterion:

#° — ™ — (1 — (n+1)u") = 0. (2.40)
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Substituting the expressions for ¢ and ¢®* into (2.40) and equating various
powers of derivatives of u to zero we obtain an overdetermined system of linear
equations as follows:

L =6 =6 =6 = duu =0,

26} —a& =0,

€a2cm = 2¢zu =0,

(1= )i + 2¢ru =0,

(2- a)ftltt + 3¢ttu =0,

— Gua + 0" (N 1o+ (u—1-u" gy + au™ —w)& —udfpu + ¢ =0,

= « Foan =1 «

Z( k ) M¢XDt”_ku+Zm[<k< i ) —a) Dia—ru

k=3 k=3
x Dyryr€' — (k+1)Dja—rug x Dré’] = 0.

Solving these determining equations, obtained from (2.40), yields:
€' =dtcy, €2 =ci +20xco, ¢ = czu+ (3a— 2ucy + C(x,t),

where ¢1, ¢y and c¢3 are arbitrary constants and C(z,t) is an arbitrary solution
of (2.39). Thus, the Lie algebra g of infinitesimal symmetries of Eq. (2.39) is
spanned by the vector fields:

0 Vo = 4tg +2a:1cg + (Sa—Q)UE, Vs = ui, Voo =C(z, 1) 0

Vi= e ot oz ou du ou’

Now, we are ready to use the obtained vector fields to reduce Eq. (2.39) into
FODESs. To do this, we consider some special cases as follows:

Case 1: V =14,

In this case, the characteristic equation corresponding to V5 is:

dt  dx du

4 20z (3a—2)u’

which yields the similarity variables

3a—2

w(z,t) =t 1 F(C), C=at=. (2.41)

Now, from the following theorem we reduce the time-fractional Fisher (TFF)
equation (2.39) to an FODE.

Theorem 14 Using (2.41), Eq. (2.39) is reduced to the following nonlinear
FODE: o
(PiH " F) Q= F + F1-F).
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Proof: Based on the Riemann-Liouville fractional derivative and similarity
variables related to V5, one can have

0%u o 1 ¢ o] Bo=2 —a
Letting p = é, one can get ds = —p%dp, therefore
o%u  o" a_1 [ Bat2
= _[¢n—9-3 R . 2.43
oo~ i | (=) @l (243)

Taking into account the relation (¢ = 2t ), we can obtain

0 4oy 126do(Q) _ o de(¢) (2.44)

) =15 ¢ =3¢ ac

3a+2

Therefore by setting ®(¢) = (IC24 ’nia}") (¢) one can get

a

i1 12 2%
—ti§ﬁ<_+l+ _acd> D)=t T2 (’P_%'i‘%wvj__.) ©
o\ 42 2°d(¢ 2
(2.45)

This completes the proof.
Case 2: V=V + Vo + V3.
For the symmetry of Vi 4+ V5 + V3, corresponding characteristic equation is

@_ dr du
4t 20x+1  (Ba—1)u’

which yields the similarity variables

(2.46)

ule,t) = 57 F(Q), (= (2‘)‘;&* 1) -

As shown in previous theorem, another reduction of Eq. (2.39) to an FODE
can be written as follows:

Theorem 15 FEq. (2.39) is reducible into a nonlinear fractional ordinary dif-
ferential equation of the form:

(P;Ta’a]-") C)=F'+F(1-Fm, (2.47)

using the transformation (2.46).
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Proof: Similar to the previous case, we have

9%y " 1 ¢ noeq 2o-1 (202 +1 —a
@—%[irm_a)/o“‘s) : f( 20 " )ds}

With the same change of variable in the previous theorem, we find the follow-
ing equality:

T e (6 ),

From (2.46) we obtain
0 oy 08400 a do(C)

taéb(o

o

T ot dc¢ =3¢ d¢ -
Satl h_ o

Therefore by setting ®(¢) = (/C32 ’

process of the previous theorem we find the desired result.

Case 3: V =V + pVs.

Characteristic equation in this case can be written as

dt  dxr  du

0o 1 pu’

.7:) (¢) and keeping on the similar

from which solving them concludes the similarity variables of the form
u(z,t) = e’ F(t),
where F(t) satisfies the following equation:
RLDOF(t) = p>F(t) + F(t) (1 — T F(t)). (2.48)

The trivial solution of Eq. (2.48) can be derived for p # 0, but for p = 0
Eq. (2.48) reduces to

FEDRF(t) = F() (1= F(1)).

Finding the exact solution of the above equation is cumbersome but for n = 0
for which we have
FEDRF(t) =0,
the invariant solution is
u(z,t) = C1t* 1,

Also, for n = 0 and p # 0 that Eq. (2.39) reduces to the linear anomalous
diffusion equation, we have transformed the form of Eq. (2.48) as follows:

RLDOF(t) = p>F(t). (2.49)
The solution of Eq. (2.49) can be written as
F(t) =t E, o(p*t).
Therefore an invariant solution of Eq. (2.39) with n = 0 can be written as

u(z,t) = e’ t* L By o(p*t®).
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2.5 Lie symmetries of time-fractional K(m,n) equation

This section mainly focuses on the Lie group analysis of time-fractional
K (m,n) equation [176, 148]:

ofu—a(u"), +b(wm),,, =0. (2.50)

TTx

The well-known K (m, n) equation, which is a generalization of the KdV equa-
tion, describes the evolution of weakly nonlinear and weakly dispersive waves
used in various fields such as solid-state physics, plasma physics, fluid physics
and quantum field theory. After Odibat [148], which introduced the Eq. (2.50)
and considered three special cases K(2,2), K(3,3) and K (n,n), Kogak et al.
in [113] considered the nonlinear dispersive K (m,n,1) equations with frac-
tional time derivatives by using the homotopy perturbation method.

According to the Lie theory, applying the prolongation Pr(®3)V to
Eq. (2.50), we can get the following invariance criterion:
#° — an(n — 1)pu" 2u, — anu™ g% + bm(m — 1)(m — 2)(m — 3)u™ *éu
+ 3bm(m — 1)(m — 2)u™ 3u2¢® + 3bm(m — 1)(m — 2)u™ 3 puytz,
+ 3bm(m — 1)u™ 2 Uy + 3bm(m — D)u™ 2u, ¢
+bm(m — Du™ 2 gy + bmu™ 1" = 0. (2.51)

Then, we obtain the following forms of the coefficient functions:
El=(m+2-3n)tca, E=ci+alm—n)zc, ¢="20uc,

where ¢; and ¢ are arbitrary constants. Thus, the Lie algebra g of infinitesimal
symmetry of Eq. (2.50) is spanned by the two vector fields:

0 0 0 0
Vi = 2’ Vo = (m—|—2—3n)t§ +a(m—n)z% +2au%.

For the symmetry of V5, corresponding characteristic equation is

dt dxr du

(m+2—3n)t aoflm—n)z ~ 2au’

from which its solving yields the similarity variables

a(n—m)

¢ =atmizsn | u(z,t) = tmrrsm F(C). (2.52)

Now, from the following theorem we reduce the FPDE (2.50) to an FODE.
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Theorem 16 The transformation (2.52) reduces (2.50) to the following non-
linear ODE of fractional order:

(Piniozl—"_g?,?”a%ﬂf) €)= anF Y F — pmFmLE"

a(m—n)

— bm(m — 1)(m — 2)F" 3 (F')’ = 8bm(m — ) F"2F F".

Proof: Let k —1 < a <k, k=1,2,3,.... Based on the Riemann-Liouville
fractional derivative, one can have

0w Ok 1 t ko1 20 a(n—m)
a? = w |:I—‘(k_a) X A (t — S) Ssm+ "f (fL‘S m+ ") d3:| . (2.53)

Letting v = £, one can get ds = fv%dv; therefore (2.53) can be written as

s

%u 0% oy 2a It g h—a

a(m—n)
Taking into account the relation (¢ = xt e ), we can obtain
0 iy _,06d0(0) _ aln—m) do(()

i) =15 i " omt2—an’

Therefore one can get

%[ kot e (icl?’"*) ”“‘f) (©)]

- Bl (e (k) ©))
B gtkl:l [pr et (k me %

4 Mci) (Klfgj)’“f) ©)]

k—1

o 2
— t_a+7n+22—3n 1 _ - N
jl;[o @t m+2—3n +J

an—m) _d 142 k—a
+ m+2—3n§d(> <K$<tf:i? F)©

a(m—n)

_ o l—at—22

This ends the proof.
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2.6 Lie symmetries of time-fractional gas dynamics
equation

The time-fractional gas dynamics (TFGD) equation [75] has the form

1
6f‘u+§(u2)$fu(1fu):0, 0<ac<l, (2.54)
where u(z,t) is the probability density and 0fu := BLD&u stands for

Riemann-Liouville derivative of order o. When o = 1, the TFGD equation
reduces to the classical gas dynamics equation which is considered as a case
study for solving hyperbolic conservation laws because it depicts the next level
of complexity after the Burger’s equation.

According to the Lie theory, applying the prolongation Pr(®DV to
Eq. (2.54), we can get the following invariance criterion:

&0 — dug + up”® — ¢+ 2¢u = 0. (2.55)

Substituting (2.8) into (2.55), and equating the coefficients of the various
monomials in partial derivatives with respect to x and various powers of u,
one can find the determining equations for the symmetry group of Eq. (2.54).
Solving these equations, we obtain the following forms of the coefficient func-
tions:

l =tey, €2 =c1+20xce, ¢ = aucs, (2.56)

where ¢, and c; are arbitrary constants. Thus, the Lie algebra g of infinitesimal
symmetry of Eq. (2.54) is spanned by the two vector fields:

Vi = 0 Vo = t% + 2aac2 + auﬁ. (2.57)

oz’ B Ox ou

For the symmetry of V5, corresponding characteristic equation is

dt dx du
i 2.58
t  2ar au’ (2:58)
from which its solving yields the similarity variables
¢ =t wu(x,t) =t"F((). (2.59)

Now, from the following theorem we reduce the TFGD (2.54) to an FODE.

Theorem 17 The transformation (2.59) reduces (2.54) to the following non-
linear ordinary differential equation of fractional order:

(PLoF) (- FF +F-1)=0. (2.60)
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Proof: Let n —1 < a<n, n=123,... Based on the Riemann-Liouville
fractional derivative, one can have

0w o" 1 ! 1
— = | t— )" s F (572 ds). 2.61
ote otr [F(n — ) /0 (t—) 5 (a:s ) s] ( )
Letting v = é, one can get ds = —U%dv; therefore (2.61) can be written as
0%u  o"

[t (KL F) (0],

ot~ ot
Taking into account the relation (( = xt=2%), we can obtain

0 ocd d
t2.6(¢) = tai‘fl(co - —2a<“fl(f).

Therefore one can get

s (K272) 0] = G [ ( (7))
n—1
. gtm [t (n - 2a<ddc) (kL= F) ()
== n]:[l (1 +i- 2ag;C) (R F) () = (PLF) (©).
j=0

This finishes the proof.

2.7 Lie symmetries of time-fractional
diffusion-absorption equation

A pioneering investigation of localization-extinction phenomena nonlinear
degenerate parabolic PDEs was first performed by Kersner in the 1960s-70s.
Key results about these PDEs, including equations from diffusion-absorption
theory, are reflected by Kalashnikov in [103]. Among the discussed models
of Kalashnikov, the diffusion-absorption equation with the critical absorption

exponent:
v = (v7vy), — v (2.62)

is a famous one, where o is a positive parameter. It is well known in filtration
theory that the terms —v!~7 show the absorption and describe the seepage on
a permeable bed. Some explicit localized solutions of Eq. (2.62) were reported
in [167]. From the filtration theory, by introducing u = v?, as a pressure



Group analysis and exact solutions of FPDEs 95
variable, we obtain a PDE with quadratic differential operator and constant
sink 1

Uy = Wgy + —(ug)? — 0. (2.63)
o

Time-fractional version of Eq. (2.63) has the following form [81]:
[o% 1 2
O u = gy + —(ug)” — o, a€(0,1). (2.64)
o

An overdetermined system of partial linear differential equations can be
extracted from applying Pr(®?)V to Eq. (2.64) as follows:

bo =6 =& = &0 = buu =0,

— ¢+ 2uE2 — aug) =0,

20UP gy — ouﬁw + 2¢, =0,

(1= a)&y, + 20 =0,

(2 — )&y + 3¢ =0,

Gu + ) — 262 =0,

— Ubgw — 0Py + a0E) — udfy + 0 = 0,

e!
e (D)
Z( k>atkau¢thQku—Z T {(k‘—a)Dtaku

k=3 k=3

X Dyyr&t 4+ (k + 1) Dya—rty ¥ Dtkgﬂ =0. (2.65)

Solving Egs. (2.65), we obtain the following infinitesimals:
l=ci+tey, € =c3tacy, ¢=2ucy — aucy,

where ¢, co, c3 and ¢4 are arbitrary constants and therefore:

0 VQ:tQ— 0 ngxngng. (2.66)

Vi= e ot ou oz o

Let us to consider the invariant solution of Eq. (2.64) corresponding to the

third vector field V3. The similarity variable and similarity transformation
corresponding to V3 take the following form:

u(z,t) = 223(C), ¢ =t, (2.67)

where the function §(¢) satisfies the following FODE:

2 (a?%(() - 25%(¢) — :‘;SQ(C)) = 0. (2.68)
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Obviously, finding a general solution for Eq. (2.68) is not possible and we

have to solve it in a restricted domain. To do this, we impose the following
condition to Eq. (2.67):

or(0) - (24 2) 20 = ¢ (2.60)

Corresponding exact solution of Eq. (2.69) has the following form:

ol'(1 —a) + /02T (1 — a)? + (802 + 160)['(1 — 2a)
(o +2)T(1 - 20)

3(0) = e

Therefore, the invariant solution of Eq. (2.64) is

ol(1 —a) + /021 — a)? + (802 + 160)T (1 — 2a)2
(0 +2)I(1 - 2a)

u(z,t) = t~ 22,

provided that
2?72 = ¢,

2.7.1 Exact solutions of time-fractional diffusion-absorption
by invariant subspace method

Now, from Egs. (2.64), (2.21) and Theorem 13 one can find that the
dimension of invariant subspace 20,, for the operator Z[u], corresponding to

Eq. (2.64), satisfies n < 2(2) +1 = 5. After some calculations, we can find

that 205 = span{1,2?} is the invariant subspace of Z[u] = utigs + 1 (uz)* — 0,

because
20+ A022] = (A, Ae) s Ay Aa)a? = 20 g — 02 (1 + i) a2 € s,
Therefore, in order to find the exact solution of the form:

u(z,t) = A\ (t) + Xa(t)2?, (2.70)
it is sufficient to solve the system of FODEs

{ O AL(t) = V1(A1(t), A2(1)) = 2A1 (D) Aa(t) — o,
O Xa(t) = ha(M(t), Aa(t)) = 2 (1 + 2) A3 (1)

Solving the second equation of (2.71) concludes

(2.71)

P(l—a)t™™
2(14+2)T(1—-2a)

Ao(t) =

Substituting As(¢) in the first equation of (2.71) and solving the obtained
equation yields
M) = oo +2)I(1 — 2a)t”
T T —a) = (0 + 2)T(a+ I —2a)
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Therefore, from Eq. (2.70) we obtain

oloc+2)I(1 —2a)t P(l—a)t—™ 9

0 = ST —a)— e+ 2T+ DI —2a)  2(1+ Z)T(1—2a)"

2.8 Lie symmetries of time-fractional Clannish Random
Walker’s parabolic equation

The time-fractional Clannish Random Walker’s (CRW) parabolic equation
[43, 180]:

Of U — Uy + 2ty + Ugy = 0, (2.72)

where 02u := LDy stands for Riemann-Liouville derivative with a € (0, 1),

is formulated for the motion of the two interacting populations which tend to

be clannish, which means they want to live near those of their own kind.

Some numerical and analytical methods have been utilized for this equation
by many authors in literature, e.g. [175].

Now, we utilize the developed Lie symmetry method to the time-fractional
CRW equation. According to the Lie theory, determining equations of the
time-fractional CRW equation can be extracted from applying Pr(®?V to
Eq. (2.72) as follows:

=86 =6=8=0duw=0,

(1— )&y + 261 =0,

(2 — )&y + 3detu = 0,

ag} — 267 =0,

(1—2u)&2 — &, — (1 —2u)a; +2¢ + 2¢4u = 0,
bra — (1 — 2u)py — udFdy + O = O,

«
/a9t ) < i > 1
Z( k)atkauQSXDtakU‘F’; 11k [(k—a)DtakuXDtHkg

k=3
+(k + 1) Dyo—rtiy X Dtk§2] =0. (2.73)
Solving Egs. (2.73) and applying the condition (2.8), we obtain the following

infinitesimals:

' = +atey, € =c3+20xco, ¢ = coa(l —2u), (2.74)
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where c¢1,c2,c3 and ¢4 are arbitrary constants. Hence, the Lie algebra g of
infinitesimal symmetries of Eq. (2.72) by utilizing

gl(x’ L, u)|t:0 =0
is spanned by the vector fields:
0 0 0 0
—, Vo=4t— +2ax— 1—2u)—.
x’ 7 3t+ O‘xaﬂo‘( “)au
These obtained generators will help us to construct the conserved vectors of
the time-fractional CRW equation.

‘/1:

2.8.1 Exact solutions of time-fractional Clannish Random
Walker’s equation by invariant subspace method

Let us consider the exact solution of Eq. (2.72) by the invariant subspace
method.

From Eq. (2.72) and Theorem 13 one can find that the dimension of invari-
ant subspace 20, for the operator Z[u], corresponding to Eq. (2.72), satisfies
n < 2(2) + 1 = 5. After some calculations, we can find that s = span{l,z}
is the invariant subspace of Z[u] = vz, + 2uu, — u,, because

E[A1 4+ Aox] = Y1 (A1, A2) + Yo A1, A)z = 20100 — Ao + 222 € W,.
Therefore, in order to find the exact solution of
u(z,t) = M (f) + Aa2(t), (2.75)
it is sufficient to solve the system of FODESs
AL (t) = h1(Ar(t), A2(t)) = 2A1(£)A2(t) — A2(t),
{ I Aa(t) = a(A1(t), Aa(t)) = 2A3(¢).
Solving the second equation of (2.76) yields

(20 — DT(1 — a)t—®
2T (2 — 20)

(2.76)

A2(t) =

Substituting Az(t) in the first equation of (2.76) and solving the obtained
equation yields
(2 — 1)I(1 — a)?

M) = 55@ = 20) —2@a — DI = )2

Therefore, from Eq. (2.75) we obtain

(2a — 1)1 — )? 2a—-1)I'(1 -t ™

U = 3FE —2a) = 2(2a = DI — ) 2I'(2 - 2a)

Also, in Eq. (2.76), if we consider the integer order differential equations, then
we can find corresponding exact solution.
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2.9 Lie symmetries of the time-fractional Kompaneets
equation

In this section, we consider four time-fractional generalizations of the Kom-
paneets equation [64]. In a dimensionless form, the classical Kompaneets equa-
tion derived by Kompaneets [114] and Weymann [181] can be written as

fe= %Dx [* (fo + f+ )] (2.77)

This equation describes the evolution of the density function f of the energy of
photons due to Compton scattering in the homogeneous fully ionized plasma.

The time-fractional generalizations of the Kompaneets equation have the
following form

1

fi= g D[ (Fot £+ 47, (278)

fi= DI Do [a* (4 1+ )], (279)

fi= g De [ (g e 2 + ()] (2:80)
fi= D[ (DI DEOF (D)) (281)

All these equations can be rewritten so that their right-hand sides will be
exactly the same as the right-hand side of the classical Kompaneets Eq. (2.77).
Indeed, if we act on the Eq. (2.78) by the operator DY of fractional differen-
tiation and denote the dependent variable f by u, then we get the equation

iDI [2* (uy +u+u?)]. (2.82)

Dy =
t Ut B)
x

Integrating the Eq. (2.79) with respect to t we obtain

Flt2) = 7(0,2) = D [o (4 1 4 £2)]. (2.83)

As above, we act on both sides of this equation by the same operator Dj* of
fractional differentiation and denote the dependent variable f by u. Then we
get the equation

LDE [2* (uy +u+u?)], (2.84)

“Dju =
u =
t

xr2
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where

1 b g (T, x)
CDYy = Jl—a _ T\ d
pUT e r(1—a)/0 t—re""
is the left-sided time-fractional derivative of the Caputo type of order a €
(0,1) [110, 108].
In the Eq. (2.80) we can introduce a new nonlocal dependent variable
u = J f. Then this equation takes the form

1

Dt(l'm)u = ?Dz (2% (uy +u+u?)]. (2.85)

Finally, we make in the Eq. (2.81) the nonlocal change of the dependent vari-

able by setting f = Jt(l_a)u. Since D} ~*J!™*u = wu, this equation can be
rewritten as

1

Diu = ﬁDz [2* (uy +u+u?)]. (2.86)

We can formally rewrite the Eqgs. (2.82)-(2.86) as
F(t,z,u, Dz(a)u, Uy Ugy ) = D;’(a)u — 2°Dyh(u, ug) — 4xh(u, ug) = 0. (2.87)

Here we denote by D] () any time-fractional differential operator in Egs.
(2.82)-(2.86), and the function h is

h(u,ug) = ug +u + u?. (2.88)

Every term in the function h(u,u,) describes a certain physical effect.
Ibragimov in [97] demonstrated that the only vector field generator of the
Kompaneets Eq. (2.77) is the time-translations

0

The time-fractional generalizations of the Kompaneets equation do not admit
the translation in time. The calculation shows that the Eqs. (2.82)-(2.86) have
no Lie point symmetries. Nevertheless, the physically relevant approximations
of these equations have nontrivial Lie point symmetries.

Lemma 2.9.1 [64] Let the Eq. (2.87) be a diffusion-type time-fractional equa-
tion, i.e., the function h has the term uy,. Then the following approximations
of this equation have the nontrivial Lie point symmetries:

e the Eq. (2.87) with h = u, admits

0 0 0
= _— = _— = —_— 2.
Vl uaua ‘/2 xax7 Vg g(t7 .’L') au7 ( 89)
o the Eq. (2.87) with h = u, + u admits
0 0
—u" - Z. 2.
Visulil Vy=glta)s (2.90)
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e the Eq. (2.87) with h = u, + u® admits

d o
Vs =Vo = Vi =aom —uz, (2.91)

where the function g(t,x) is a solution of the equation
D}y = 2D, h(g, g.) + 4zh(g, ga)-

The above symmetries are valid for all considered types of the time-fractional
derivatives Dg(a)u,

We can construct invariant solutions only for two types of approximations of
the time-fractional Kompaneets equations that correspond to the following
types of the function h = u, and h = u, + u?.

o h=uy,.

Then we can find the invariant solutions of Eq. (2.87) using a linear com-
bination of the operators V; and V5:

0
V=pV1+V,= BU o trg
ox

The corresponding invariant solution has the form
u(t,z) = 2 (t).

Substituting this expression in the Eq. (2.87), we obtain the ordinary fractional
differential equation for the function z(t):

D}z = B(B +3)=. (2.92)
For 8 =0 or 8 = —3 this equation takes a very simple form
D}, =0. (2.93)

For different time-fractional differential operators, the Eq. (2.93) has the fol-
lowing common solutions:

D} = DD, i 2(t) = ert” + ca;

D)= “Dp: (1) =

DY = DI a(t) = g™ + et

Dz(a) =D 2(t) =ceit* (2.94)
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where ¢; and ¢y are arbitrary constants. Then, we get the following invariant
solutions:
o for the approximation of the Eq. (2.82)

u=cit*+co, u=x"(c1t* + ca);

e for the approximation of the Eq. (2.84)

u=c, U= x_?’cl;

e for the approximation of the Eq. (2.85)
u=t""Yet+c), u=z 3t et + )

o for the approximation of the Eq. (2.86)

=t u=cx 3oL

Remark 2.9.1 To give a physical interpretation of the obtained solutions, it
is necessary to make the inverse change of variables u — f in accordance with
the definitions of u for different generalizations of the Kompaneets equation.
It is easy to show that after such inverse change of variables, for all obtained
solutions we have f(t) = 0, i.e., these solutions are the stationary solutions
of the corresponding approzimations of the Eqs. (2.78)-(2.81).

Now we consider the Eq. (2.92) with B # 0, 8 # —3, and denote A = B(8+3).
The common solutions of the Eq. (2.92) for different time-fractional differen-
tial operators can be obtained using the Laplace transform. As a result, we
arrive at the following invariant solutions:

e For the approximation of the Eq. (2.82)

U= x'B(clEHa,l()\tHa) + czto‘EHa’Ha()\tHa)).
e For the approzimation of the Eq. (2.84)
u=c12° By 1 (MY).
e For the approximation of the Eq. (2.85)
U= xﬁto‘_l(clEHa,a()\to‘H) + ot Eqt1,a+1(AY)).
e For the approximation of the Eq. (2.86)
U= clmﬂt”‘_lEa’a(/\ta).

Remark 2.9.2 To give a physical interpretation, we note that after inverse
change of variables w — f in these solutions, one can conclude that these
solutions describe the dynamic regimes in which the width of the corresponding
diffusion packets increases according to the power law.
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Now let us consider another case when h = u, + u?. The invariant solution
corresponding to the operator

0 0
has the form
u=x"1z(t)

Substituting it into the Eq. (2.87), we get the following ordinary fractional
differential equation for the function f(t):

DW(a)z =92(z% — 2). 2.95
t

We cannot present here any exact solution of this nonlinear equation for any
time-fractional differential operators considered in this paper. Note that the
Eq. (2.95) does not have Lie point symmetries.

2.10 Lie symmetry analysis of the time-fractional
variant Boussinesq and coupled
Boussinesq-Burger’s equations

A completely integrable variant of the Boussinesq (VB) system is consid-
ered by Sachs [165, 62] as:

(2.96)

Ut + Uy +uu, =0,
v + (uv) g + Ugge = 0.

This system models the water waves; u is velocity and v is the total depth.
So physical solutions ought to have v > 0.

Another interesting model which arises in the study of fluids flow in a dynamic
system, is the Boussinesq-Burger’s (BB) equation [116]. Moreover, this equa-
tion describes the propagation of shallow water waves and can be written as:

{ Up — %% + 2uu, = 0, (2.97)

vy — %umm + 2(uv), = 0.

In general, it is difficult to find exact solutions of differential equations with
fractional derivatives and we remember that investigation of some properties
of fractional derivatives are much harder than the classical ones. Therefore,
there is a strong motivation to find the exact solutions and Lie symmetries of
famous equations like the Eqs. (2.96)-(2.97).

The time-fractional versions of Egs. (2.96) and (2.97) have the following forms:

{ 0P u + vy + uuy = 0, (2.98)

020 + (uv)z + Uzge = 0,
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and oo
I vw + 2uu, =0,
{ ofv 2umgJ +2(uwv), =0, (2.99)
respectively, where 0fu := BL D&y stands for Riemann-Liouville derivative.

Let us consider the Lie symmetry analysis of system of FPDEs [71, 67, 77,
176]:

8’ 0<ax<l (2.100)

I = Ofu — Fi (2, 6,0, 0, Uy, Vg, .. .) =
H2 = atozv - FQ(I?tau7U’uﬂi”Uﬂv7"'>

The infinitesimal operator of the local point transformations Lie group which
are admitted by Eq. (2.100) is

+§(xtuv)2+ “(b(xtuv)g—i— Yo(x,t, u,v)— 0

0
X =7(x,t,u,v)— o 5 50"

ot

Applying the Lie theorem to an invariance condition yields:

Pr@3) X (T1; A Tly)|m, o, =0 = 0, (2.101)
where
0 0 0
P (e, 3)X X u 40 v wyr Y v T
" T a ey aa Ya g aa A A
u Jrxr u Jrrxr a
¢ 8um ¢ Mg’
and

“9" = Dy("9) — ux Dy (§) — ueDa(7),
Y¢" = Dy("9) — v5 Dy (§) — v Da(7),

Yo" = Dy ("9") — Upt Dy (T) — tza D (),

YT = Dy ("9") — Upat Dy (T) — Ugza D (§),

o= D (") +ED; (uy) — D (€ug) + D (Dy(m)u) — DT (7u) + 7D (u),
g0 = D ("9) + EDf (vg) — Df (€vz) + Dg(Dy(1)v) — Dt (1v) + 7D (v).

Since the lower limit of integral in Riemann-Liouville fractional derivative
is a unchanging value, so it should be invariant with respect to the point
transformations:

T(xat7u7’u)‘t=0 - O (2102)

The ot prolonged infinitesimal has the following form:

Yo = D ("9) +EDf (ug) — D (Eug) + DY (Dy(m)u) — DEF (ru) + 7D (u),
(2.103)
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where Dy denotes the total fractional derivative. Let us remember the Leibniz
rule in the fractional case:

o

D (1] = X (&) D s 0DLg(),

n=0

where

(o) -Gl

Thus from (2.10) we can rewrite (2.103) as follows

o= DE(0) - D0 3t = 3 () DHODE ()

n=1
— Z ( — ) DN () DY (u). (2.104)
Also from the chain rule and setting f(t) = 1, we get
agu gy _ 30‘("(15) w, 0%u  0("pu) ugy 970 0%("dy)
DiCo) = =5 < u g ot ) ( b ata ot >
> on (v u Y o
+Z<§) étf )Dtan +Z( > atf)Dt (v) + X1 + X2,
"~ (2.105)
where

W s () () (5

th—o ; om e 8n—m+k(u¢)
% 'n+1-a) [~ aTm[“ ] otr—mouk

and
w- 33 (0)(a)(5)a

th—o 8771 e an—m+k(u¢)
X In+1-— a)[ of otm el ] Atn—mouk
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Therefore
0% (o) 0%u 0% (“ou)

Dia +(¢u*04Dt(T))%*U B + X1+ X2

“ (X 8(¥ ’LL (bv) o—n
(P55 (2) P

() T - (L5 ) s

—nz:( ) &) D™ (uy).

Similarly, we can obtain

*("¢) | v 0% 9%("¢v)
ata +( (bv —OéDt(T)) ata -v ata +X3+X4

# (oG - TE0D) 3 (o) EL8e) e

n=1

(o) 25,5, ) oo

(o) prene ).

0
u¢a:

0
v¢a:

+

1 11

Il
—

n

where

wer s () () (5

n—a om . an—m+k(v¢)
% I'(n+1 704)[ o’ otm prriCi otr—mouk

and

w3 () (a) ()4
te A L )

“Tori-al YV am " g

Now, we utilize the developed Lie symmetry method to the Eqs. (2.98)-
(2.99) and then we obtain the corresponding reductions of these equations.
According to the Lie theory, determining equations of the time-fractional VB
equation (2.98) can be extracted from applying Pr(®3)X to Eq. (2.98) as
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follows:

Tw=To=Te =& =8 =& = “"Ov = "Puu= "¢py =0,

“Gpu — Exz = 0,

Yy — 3 +am +" ¢y, =0,

¢y — uy + auty +" ¢, =0,

(I—a)m+2 "y =0, (1 — ) +2 “Pr, =0,

(2= )Tt +3 P10 =0, (2= )Tyet + 3 “Preu = 0,

aty =& — “ou+ "¢y =0,

auty — uy + 0 “gy +3 “rae + “ =0,

vt — v€ — Eoar — U Pp + 3 “Gugu + "0+ 0 “du+u Yoy =0,
U gy + oy —udy (“du) + 07 ("9) =0,

v " pr +u py — 0] (YPu) + 07 (YP) + “raa =0,

. < ()

3 ( Z ) o (“6) X Dyo-ru— L[(a — k) Dya—vtt X Dy

k
= otFou = 1t k
+ (k + I)Dtn—kux X Dtkg] = O,

«
ooy o al)
Z( k ) 8tk6v( ¢)XDta—kv_Z Tk [(a—k)Dta—kUXDtlJrkT

k=3 k=3
+ (k + 1)Dya-rvy x D] = 0. (2.106)

Solving Egs. (2.106) and applying the condition (2.102), we obtain the follow-
ing infinitesimals:

T=2tcy, E=c1+axcy, “¢=-—aucy, "¢=—2avcs, (2.107)
where ¢; and ¢ are arbitrary constants and therefore:
0 0 0 0 0
Xi=—, Xo=2t— — —au— — 200 —. 2.108
L T ML M (2.108)

Let us consider the reduction of Eq. (2.98) corresponding to the second vector
field X5. The similarity variables and similarity transformations corresponding
to X5 take the following form:

{ u(z7t):t7%]:(<)7 C:J?t_%.

oz, 1) = 1-9G(0), (2.109)

Theorem 18 Using (2.112), the time-fractional VB equation (2.98) is
reduced to the following nonlinear system of FODFEs:

(PyF) (0 + GO+ FOF(©Q) =0,

. (2.110)
(PL"G) (O + F(QF'(Q) + FI(OG() + F"(C) = 0.
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Proof: From the definition of Riemann-Liouville fractional derivative and
similarity variables related to X5, we have

o on 1 t « —a
aT: = %[m/o (t — S)n_a_ls_Q]:(xS 2 )ds] (2111)

If we take the change of variable p = £, then ds = —%dp, so from (2.111) we
p

have 5o an ’
u n— 3o 1-$,n—a
T ~ et () @)

a

—a
Moreover ( = xt2 concludes

9 _,0Cde(¢) _  a do(Q)
t*¢(C)—t§ a - 2%

Therefore by setting ®(¢) = (ICIQ_%’”_Q}') (¢) one can get
n anfl

n— 3« 8 n—3a
S F o] = SIS (¥ 0(0)

2 2°dC
n—1
_3a 3a a d _8a [ 1-32 ¢
—=t Foof-2+g 2<M>¢“) e (P TF) (O
Therefore 5o
u _ 3a 370‘,04
am =1 (P ) ©
In a similar way, we can obtain
0% _ 12« l—a,«
g =t (Pr779) ),

which completes the proof. (I

Now, similarly to the time-fractional VB equation, by applying Pr(®3) X
to Eq. (2.99), we can find a system of an overdetermined system of PDEs and
FPDEs, from which by solving them we obtain the following infinitesimals:

T =2lcy, &=c1+axc, “¢p=-—aucy, “¢=—2avcs,

where ¢; and co are arbitrary constants and therefore:

0 0 0 0 0
=—, Xo=2t— — —ou — 200 —.

ar 2T e T T Man T
Let us consider the reduction of Eq. (2.99) corresponding to the second vector
field X5. The similarity variables and similarity transformations corresponding

to X5 take the following form:

u(z,t) =t~ 2 F((), -
{ v(z,t) =t7*G((), (=at"=. (2.112)

X1
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Theorem 19 Using (2.112), the time-fractional BB equation (2.99) is
reduced to the following nonlinear system of FODEs:

(PLF) (0) - 56'(0) +2F(QF(Q) =0,
(PL6) (0) + 2F(OF'(0) + 27 (Q)G(0) ~ 5F"(€) =0.

Proof: Similar to proof of Theorem 18 [J

(2.113)

2.10.1 Exact solutions of time-fractional VB and BB
equations by invariant subspace method

In this section, we briefly describe the invariant subspace method applica-
ble to the coupled time FPDEs of the form:
[u, v],
)

8?’[1, = o1

Ofv = Zafu, v,
where Z4[u, v] and Eafu,v] are differential operators of w and v with respect
to the independent variable x.

aeRy, (2.114)

(1] [1]

Definition 16 Finite dimensional linear spaces

Wi = span{w{(z), w3 (), - Wi (2)}, ¢=1,2,

n
are said to be invariant subspaces with respect to the system of (2.114), if
WL x W2 ] CWE x W2, and Z2WE x W2 ] CWE x W2,

Suppose that the Eqs. (2.114) admit an invariant subspace W) x W2, .
Then from the above definition, there exist the expansion coefficient functions

1/’%»1@7 71#7111 and ﬁf%aw%, 31/17212 such that

1 no Ng
Eq |:Z Allwzl(m)v Z >‘12wz2(1'):| = Zw;}(A%v )‘%a e 7)‘217)‘%7 A%v e 7)\7212)(’03(1,)7
i=1 i=1 i=1
MER, i=1,-,ng q=1,2. (2.115)

Hence
ni

uz,t) =y M (tw! (),
it (2.116)
U(wa t) = Z A%(t)wzz(x)v

is the solution of Eq. (2.114), if the expansion coefficients \!(t), ¢ = 1,2,
satisfy a system of FODEs:

OPA (1) = (A (1), A3 (8), -, An, (1), A1(), A3(0), -, A7, (1),

» 7 'ng ? g

i=1,...,ng q=1,2. (2.117)

Now, in order to find the invariant subspace W}Ll x W2 , of a given fractional
equation, one can use the following theorem [60].



110 Lie Symmetry Analysis of Fractional Differential Equations

Theorem 20 Let functions wi(z),... Wi, (x), ¢ = 1,2 form the fundamental
set of solutions of a linear ng-th order ODEs

Lylyg) = i + af(x)y{m ™ + -+ al ()Y + al(z)y, =0, ¢ = 1,2
(2.118)
and let =1, 2o be smooth enough functions. Then the subspace W}” X )/V,QL2 18
invariant with respect to the operators Z1 and =5 if and only if

Eq(Eq[ua v])‘£1[u]:0/\£2[v]:0 =0, ¢=12. (2.119)
Let us assume
0%y - v ou
S = Eilu,v] = =52 —ug,
o _ v 3 a e (0,1). 2.120
U Tl s g g, SOV e

In order to find the invariant subspace, we consider ny = 2, no = 2. In this
case, the invariant subspace W3 x Wj is defined by two second order linear
ODEs

Wy = {ylLily]l = " + a1y’ + aoy = 0},
Wi = {z|Ls]z] = 2" + b12' + bz = 0},

where ag,a1,by and by are constants to be determined. The corresponding
invariance conditions read as

(D*E1 4+ a1DE1 + a0Z1)| (u,0)ewixwz = 0, (2.121)
(D*Z2 + bi1DZ2 + boZ2)| (u)ews xwz = 0, (2.122)

where D is a differentiation operator with respect to x.
Egs. (2.121) yields an overdetermined system of algebraic equations as follows:

2a1bq —b% —ag+ by =0,

2a1 =0,

3ag =0,

a1by — bpby = 0,
3ag =0,

3a; + by =0,

—a? 4 ayby + ag + 2by = 0,

— a‘l1 + a:{’bl + 3a0a§ — 2apa1b1 — a?bo — ag + apby = 0,
— apai + apby = 0,

— aoa:{’ + aoa%bl + 2a%a1 — agbl — agaibyg =0,

which can be solved in general and we obtain just the trivial solution ag =
a1 = bg = by = 0. Therefore

Lily]=y" =0, La[z] =2"=0. (2.123)
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Thus, Wi = span{l,z} and W2 = span{1,z} and so
Wi x W2 = span ({1, 2} x {1,z}). (2.124)
This invariant subspace takes the exact solution of time-fractional VB equa-

tion as
u(z,t) = M (t) + AL (t)z,
{ v(z,t) = A3 (t) + A3(t), (2.125)

where A} (t), A3 (¢), A\?(¢) and A3(¢) are unknown functions to be determined.
Substituting (2.125) in to the system (2.120) we obtain the following system
of FODEs:

PN _ _\1 a0 - A2,
PN 1

8a}\2?tt)@ = —(A5(1))7, (2.126)
ST — XA - MR ),

P20 _ one.

Second and fourth equations of above system yield:

A0 = T g
and
A3(t) = 0.

Proceeding further, from the first and third equations, we find
M) = \3(t) =t

Thus, the obtained exact solution for time-fractional VB equation by invariant
subspace method can be written as:

u(z,t) =t~ — 7F(1 —) j-a
’ rl—2a) 7 ae(0,1)—{1/2}.  (2.127)
v(z,t) =177,

Similarly, let us assume

% _ = —10v _ 9, 0u
{ ore = Silu,v] = 557 — 2ugy,

) — ov ou
ore = Zolu,v] = —25%u — 25%v +

. ae(0,1).  (2.128)
2 023>

For this equation, we can find that the invariant subspace has the form:

Wi x W2 = span ({1,2} x {1,2}).
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Thus, we look for an exact solution of the form
u(z,t) = A\ (t) + A5 (t)x, vz, t) = N (t) + A3 (1),
where the coefficients are functions satisfying the following system of FODEs:

N ()

N5 () = 2X1(D)A5(1),

8taaa)\1 (
2 _ 1 2
e~ 2% (2.129)
= —2XL(OA2(1) — 2AL(1) A3 (D),
N3 ()
ot

1
2
t)

N3 (t)

(o3

= AN (OX(0).

By solving the system of (2.129) we obtain the final exact solution of Eq. (2.99)
in the following form:
1l -a0) _,
2T(1-2a) 7’ a e (0,1)—{1/2}.
v(x, t) =179,

u(z,t) =t



Chapter 3

Analytical Lie group approach for
solving the fractional
integro-differential equations

In addition to the differential equations, analysis of the symmetry groups
for integro-differential equations were also investigated previously. The Lie-
Béacklund type operators are used to investigate the solutions of nonlocal
determining equations in [30, 130, 99, 151]. Also, the Lie point groups are
utilized by some authors [162, 151, 11, 188]. The symmetry group analysis of
nonlocal differential equations is introduced by Ozer [152] which is different
from the Lie-Béacklund type group of transformations.

Recently, the symmetry group analysis was developed for some special
classes of fractional differential equations. The major difference between the
developed Lie symmetry method and other ones is the prolongation for-
mula, first derived by Gazizov et al. [66]. This method was applied for some
time-fractional differential equations in [71, 77, 75]. Beside the Lie symmetry
method, some other analytical and semi-analytical approaches are investi-
gated for the solutions of fractional integro-differential equations (FIDEs) in
literature [168, 3, 134, 182, 106].

In the current chapter, a new class of Lie symmetry methods is developed
for dealing with the FIDEs. In our presented analytical method which is based
upon the symmetry groups, the nonlocal variables of an equation are taken
into account as independent variables. The determining equations of differen-
tial equations with nonlocal structure contain some extra nonlocal variables
that differ from nonlocal variables of the original equation. A point symmetry
group extension of the original equation is determined based on the nonlocal
variables and this makes it difficult to solve the derived equations. Therefore,
a new method is discussed for solving derived determining equations.

113
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3.1 Lie groups of transformations for FIDEs
Consider a FIDE of the form [154]
Diy(z) = F(z,y(z), T(y)(z)), (3.1)
with
T(y)(z) = A fla,t,y(t))dt, (3.2)

where f and F' are sufficiently smooth functions, €2 is a given interval of real
line R and z,y(z) are independent and dependent variables, respectively. In
Eq. (3.1), D := ELD2 denotes the fractional differential operator of order
a > 0 in the Riemann-Liouville sense. For the Eq. (3.1), consider the point
transformations group

T =exp(eV)(z) = x + e&(z,y) + O(e?),
§ = exp(eV)(y) = y +enlz,y) + O(e?), (3.3)

with infinitesimal generator

0 0
Vzﬁ(z,y)%+n(:ﬂ,y)a—y, (34)

where the coefficients are sufficiently smooth functions. Moreover, a transfor-
mation for the integration variable ¢ can be written as:

t=t+4el(t,y(t)) + O(?). (3.5)

According to the Lie theory, construction of the symmetry group is equivalent
to determine the infinitesimal transformations (3.3), i.e., {(x,y) and n(z,y).

Definition 17 Eq. (3.1) is invariant under the group of transformations
(5.3), if
D3y(7) = F(2,5(), T@)(@), TH)@) = /Q f@.t D), (3.6)

whenever Eq. (8.1) holds and Q is the image of Q under the transformation
t — t given by (3.5). This group of transformations is called a point symmetry
group for the Eq. (3.1).

3.2 The invariance criterion for FIDEs

In this section, we introduce a systematic way to obtain the invariant
condition of Eq. (3.1) and corresponding solutions of a nonlocal determining
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equation. To do this, we first determine a prolongation on 7 (y) and D%y
with infinitesimal generators (3.3). Moreover, differentiation of the integration
variable ¢t and its corresponding transformation can be calculated as

J(t) := () = 14+ eD&(t,y(t)) + O(?), (3.7)

where D; denotes the total derivative with respect to t. Then, by changing
the variable of integration in (3.6), we obtain

T@)@) = / £ 5(0)J ()t (3.8)

and using the Taylor expansion, the integrand in (3.6) can be represented as
follows:

F(@,8,9(0) = f(z,t,y(t) + e(Qumf)(a,t,y(t)) + O(?), (3.9)
where

0 = (o) 5+ €t sy +tyO) g (310)

Substituting Eqgs. (3.7) and (3.9) into (3.8) yields
T(§)(&) = T(y)(z) +ePr(y)(z) + O(?), (3.11)

in which the nonlinear operator Pr is defined by

PT(y)(x) = /Q [Qm + Dtg(tv y(t»]f(w? L, y(t))dt (312)

The prolongation of point transformations group (3.3) on the nonlocal variable
A =T (y) is defined by using (3.11). Therefore, we can consider the modified
prolongation as:

PrTV =V + Pr(y)

0
o) (3.13)

where V' is defined by (3.4).
By extending the transformations (3.3) to the Riemann-Liouville operator
DSy, we can determine the infinitesimal transformation of fractional deriva-

tives as
D3§(%) = Dgy(x) +en® + O(e?), (3.14)

where n® is given by the prolongation formula:
n* =Dgn +Dg (Du(§)y) + DMy — DI (&y). (3.15)

Now, we are ready to introduce a new infinitesimal generator containing both
integral and fractional terms as follows:

Pr7oV = PrTv 49~ (3.16)

oDy’
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According to the infinitesimal criterion, Eq. (3.1) admits the transformation
group (3.3) iff the prolonged vector field Pr7-®V annihilates (3.1) on its solu-
tion manifold, i.e.,

Priev(a)| =0, A=Dly—Flz,yT) (317

=0

In order to determine the vector fields (3.4) admitted by Eq.(3.1), it is neces-
sary to obtain the concrete expression for Pr7-®V . Since we obtain the explicit
expression for Pr7V in (3.13), here we concentrate on the expression for 7.
Using the generalized Leibniz rule

oo

pe(@gte) = 3 (%) Pe " rwpLato)

n=0

with

a\ (-1 lal'(n — ) B n B n
<n) C Tl-a)l(n+1)’ D) f(x) = f(x), Dyt'f(x) = Du(Dyf(2)),

and (g) =1, (a—fl) = a + 1, we obtain

n*=Din+ Y n>Dz YD (Do (8)) + Dy = > < n )Dz HlyDr(€)
n=0

3
II
o

n+1

=Din+) (3) Dy yDE () +6DE 3 (O‘ i 1) Dy "yDE T (€)
n=-—1
(i) DY "yDI () + €Dy + <3‘> DY yD.(€)

%) Oé+]~ a—n n+1 (0% a+1 a+1 o
—Z<n+1>D” yD; (6)—<0>£Dw y—< ) >nypz(5)

n=1
= Din— aDiyDo(€) + ) (j) - <Z i 1) DYy ). (3.18)

Thus, the rest task is to determine the first term DSn. In view of the gener-
alized chain rule

m " m k m k
D D) DI () e Y (g Ko CRT)

m m
dx == dx

and the generalized Leibnitz rule with f(z) = f(z,y(z)) and g(z) = 1, we
have

n—aoa

DE eyl = 30 Y ii_j CVE) O droea

m n—m-+tk T
< o] S [ 7] S HE (aa)
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Some calculations on (3.20) and rearrangement of the resulting terms yields

(see [154] for details of the proof)

Dy (f) = 9z (f) + 92 (yfy) = y07 (fy) + 0,

where

o) = B = o |, ot

and

e =3 3375 (0) () (e

n=0m=2 k=2 r=0
m n—m-+k T
< ] o [t ) S,

dx™

As a consequence, for k > 2, we have

g fyy=0 = 0.

Similar to (3.21), one can write

Dy (n) = 05 (n) + 95 (yny) — vy (ny) + i,

Dn+1(£) _ 8n+1 n+1 (n+1>y(7rz) an—m—&-l

azn+1 m axnfm%»l

where

EEEE 00

n—m-+k T
<yl s ()] S ),

dz™
EEES )00k
Un = . . I .
P e S S JJ\rJEIT(GE4+1—-(n+1))
, & A Y
S N (0 S =R

with the results

lu‘|7]yy:0 - Oa Vn|§yy:0 = Oa n = 1327

Ey tVn,n=12,..

el

(3.21)

(3.22)

(3.23)

(3.24)

(3.25)

(3.26)

(3.27)

(3.28)
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If we rewrite (3.18) by using the Eqs. (3.25), then we obtain an explicit form
of n® as:

=97 (n) + 95 (yny) — y0g (ny) + u — aDyy(&x +Y'Ey)

o a+1 o Nt o a+1
|(6)- (03 X[ () - ()
gn+1 n+1 +1 an m-+1
a1t Z (n )y( Spnmmri Sy

)+ Z ( >Da "yDyny — yoy (ny) + p— a&eDyy — ay'é, Dy

=0
a(a + 1) a—1 ’ = (e a—+1
s (AR %)

LS (n 1 9P
ot 32 (0 o e

m=1

XDOL n

XDQ ’ﬂ

- = « a—n n
=0%(n) +my Doy — yd% (ny) + D yDanmy + i+ Y (n) D"y Dl

n=2

y— 771)@;“’1?/ [y &gy + 2y &y + Y&y + Eua]
s o a+1
#1()-G)]

on an+1 n+1 n+1 an m-+1
m=1

—at, DYy — ay'§,Dy

)

(3.29)
where
Dzny = Ny + y/nyw
Diny = 0pny + Z (Z)y(m)ag—mnyy +wn, Mm=2,3,.. (3.30)
m=1
and
=335 (1)) (i
i=0 j=2 k=2 r=0 KIT(+1-n)
r dj k—r 6i_j+k’r’y(x7y)
x [—y(z)] i [(y(2))""] Towiiogr 0 "7 2,3,.... (3.31)



Analytical Lie group approach for solving the FIDEs 119

3.3 Symmetry group of FIDEs

In this section, we analyze the symmetry group of a FIDE of the form

A:=Dy(z) — f(z,y(z)) — T(y)(z) =0, (3.32)
where

T(y)(z) = /0 " K (bt (3.33)

x and y are independent and dependent variables, respectively, and the func-
tions f and K are given smooth functions. According to the subjects of the pre-
vious section, the infinitesimal generator and its prolongation for the Eq.(3.32)
can be written as

0 0
and o 0 9 0
Pr7eV =¢— +n— +n* Pr(y) z=. :
PV = g, T gpey T(y) T (3.35)
If we apply the prolongation (3.35) to (3.32) then we have
PTT7aV(A) =n" = Pr(y) — fo§ — fyn =0, (3.36)

where Pr(y) is defined by (3.12), i.e.,

Pri() = [ {|Gelel + Gretn] wo)+ kot + KuDicla e 37)

with £[z] := £(z, y(2)) and nt] := n(t, y(1))-

It is necessary to mention that the point transformations may change an inte-
gral equation to another integral equation. Thus, for some arbitrary function
c(x), the left side of Eq. (3.36) may be written as:

n* = Pry) = fo§ — fyn = c(z) (Dy — f(z,y(x)) = T(y)(x)).  (3.38)

Now, we assume that there are the functions b(z) and ¢(z) such that

Pr(y) = b(x)T (y) + ¢(x). (3.39)

Then Eq. (3.38) can be rewritten as

n* = — fo€ — fyn = c(@)(Dyy — f) + (b(x) — c(x))T (y), (3.40)
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or equivalently, from (3.29):

95 (n) +ny D3y — y0g (my) + Dy ™y (ay +y'nyy) + 1
> « i n
§ pa-—n on E (m)an—m "
" n=2 (n) =Y l e m=1 <m>y o Mt

o [ a(a B 1) o—
—a& Dy — ay'§,Dyy — ——5——D Yy [y + 20 oy + ¥ 6y + Caa

e a+1 a—n
2 |G- G
an—i—l n+1 41 " 8n—m+1
’ [(W“f+,n§_:1 (" ) st 4o
— o= fol = fyn = c(@)(Dy — ) + (b(z) — c(2)) T (y)- (3.41)

By equating the coefficients of T (y), D&y, Dy~ ty, D2y, y' Dy, y' DLy,
YDy, y?De~ 1y, ..., with zero in (3.41), we obtain the following overde-
termined system of equations which are called determining equations:

(A1) &, =0,
(A2) nyy =0,
(A3) Ny — ay = (),

(A4) Mgy — a(agil)gww =0,

(A5) (o, + [(2) = (GHD)] g =0, n=2,3,.,
(A6) b(x) — c(z) =0,

(A7) 0gn —yogny — fof — fyn — ¢ +cf = 0.

Eq.(Al) implies that £ = £(z). So according to (3.28) all terms of v, vanish.
Also, Eq. (A2) implies that all terms of p and w, in (3.26) and (3.31) must
be vanished. Solving 7,, = 0 yields

77(3% y) = e(x)y + h(m)7 (342)

where e(z) and h(x) are unknown functions to be determined.
From (A4) and (3.42), we have

ny = e(x) = = ; 159; +4q, (3.43)
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where ¢ is a constant. Substituting this into (A5) yields
n o a+1 8”“
(e =[(0) - () s
@ a+1\] o+t
S e[ G)] d
@ a+1\] o+t
<"> [ } K ) (n+ 1)] FETEE
_a—1fa) ot a+1\] 9"+
-5 (e ) - (1) oo
a+lla a+1\] ont?
o e O R ) [ S e R (20

and so for n = 2, we have £"’(z) = 0, which has the general solution

£(x) = c12? + cow + c3, (3.45)

where ¢;, ¢3 and ¢3 are arbitrary constants. By substituting (3.45) into (3.43),
we find

-1
e(r) = ci(a— 1)z +cq, cy = a 5 co +q. (3.46)
Now, substituting n(z,y) = e(z)y + h(z) in (A7) implies
Efe +nfy =cf +05h — . (3.47)

On the other hand, from (3.37), (3.42) and (3.39) it can be written:

Prin = {255 Deta) + 20Dt yto) + Ko, 00l + K006 0 a

_ / [am LD et 1+ PED ety 1 e,y <t>+16<m,t>f’<t>] y(t)dt

/ K(z,t)h (3.48)
Then, due to (3.39), we set p(z) = [ K t)dt and determine the func-
tions £(x) and e(z) in such a Way that
oK (z,t OK (z,t
W20 ey + XD gl 1ol )elt) + K 0€'0) = Ko, 0b(2). (349

By using (3.48), Eq.(3.47) can be rewritten as follows:

Efo+0fy=cf+05h— /OI K (x, t)h(t)dt. (3.50)
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From Eq. (A46), we have b(z) = c(z). Substituting 7, and &, from (3.43) and
(3.45) in Eq. (A3), we get

b(z) =c(z) = —c1(a+ 1)z — ot 102 +q. (3.51)

Eventually, we achieve the general point transformation group which are
infinitesimals of the infinitesimal generator V' (3.34), determined by the fol-
lowing relations:

€ =c12% + o + c3,
a—1

2

n= (01 (e =1z + co + q)y + h(x), (3.52)
where ¢, ¢a, ¢35 and ¢ are arbitrary constants and h(z) is an arbitrary function.
In addition to the results (3.52), we obtain two main differential equations
depending on the symmetries analysis for the equation (3.32). The first one
is a partial differential equation obtained from (3.49) in terms of the kernel
function K(z,t):

oK oK
(01m2+02m+03)8—x+(cltz—&—cﬂ—i—c;;)a—i—(a—l—l)(cl(t—i—x)+02)IC =0, (3.53)

and the second one is the fractional integro-differential equation in terms of

[, y(@)):

(ClmQ + cox 4+ c3)fr + [(cl(a — 1),7; + @ co + q)y + h(SL‘):| fy

a+1

+ laa(a+ 1z + 5

co — q] f=05h— /0 K(z,t)h(t)dt. (3.54)

3.4 Kernel function, free term and related symmetry
group of the FIDEs

In this section, we present the symmetries of the FIDE (3.32) based on the
kernel function and free term.

3.4.1 General conditions for K and f

The general conditions for the kernel function and free term, according to
the Egs. (3.53) and (3.54), are given by:

c1=cy=c3=¢q=0, (3.55)
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and the generator is:

9
oy’

where h(z) is the solution of the following equation:

V = h(x)

), o) = 0h(o) — [ Ko (0

3.4.2 Some special cases

1. If we set
c1=cp=¢q=0, h=c3 #0,

then from Eq. (3.53), we have

ok ok
or ot

and Eq. (3.54) yields:
of L of _
or Oy

() = W - /OIIC(x,t)dt.

By solving the above equations, we get

I(z),

where

K(z,t) = Fi(t — ),

f@y) = Faly — o)+ / () da.

As an example, for K(z,t) =t —z and o = 1/2 we have

333
@) = Faly =) + =i+ -

In this case, we find

§x)=c3,  nz,y)=cs

and the corresponding generator

123

(3.56)

(3.57)

(3.58)

(3.59)

(3.60)

(3.61)

(3.62)

(3.63)

(3.64)

(3.65)

(3.66)
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1

2. Set ¢ =c3 =h=¢q=0and ¢ # 0. Then for & = 3, we obtain from

2
(3.53) and (3.54) the following equation:

r——-y=—+-f=0. (3.68)
X

Solutions of Egs. (3.67)-(3.68) are in the form:

Fi(L) Folyzt/4)
K(z,t) = ﬁ’ flz,y) = — (3.69)
with infinitesimals:
1
) = cow,  nlz,y) = —7eay (3.70)
and the corresponding generator:
g 1 0
V=g———y—. 3.71
T ox 4y3y ( )

Similar to the previous cases, for ¢; = co =0 and ¢ = g = h # 0, from
(3.53) we obtain
oK oK

- + -
or ot
Hence, the kernel function can be written as:

0. (3.72)

K(z,t) = Fi(t — ) (3.73)
and Eq. (3.54) concludes:

of
Ox

+(y +1)%‘£— = I(x), (3.74)

with

1) = F—aree / K (. t)d (3.75)

which has the solution
fy) = ( i@ esp(-eyie + Fafly + 1)exp<—x>>) exp(z). (3.76)

As an example, for K(z,t) =t —z and a = 1/2, we have

o) ==~ 14 RO e f(13) - expl)Fal(o-+1) exp(-a),

(3.77)
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where er f(y/z) is the error function defined by

_ 2 [ exp(—t?)dt

erf(z) = - J (3.78)
In this case, the infinitesimal functions take the form
@) =cs  nx,y) =cs(y+1) (3.79)

with corresponding generator:

V=2+(y+1)8

o ' (3.80)

. Forci=c3=¢=0,co=h+#0and o = 3, from (3.53) we obtain

oK oK 3
20N | pO0h 9 _
T +t n + 2(t +2)L=0, (3.81)

with the solution

K(x,t) = u s (3.82)
From (3.54), we have
of 1 of 3
- —= 1| =—+-f=1 3.83
o || i i (3.59)
where ) "
(o) = — / K(z, t)dt, (3.84)
Ira/2)vz  Jo
and solution
f i(w) dr + Fy (ya'/* — 4a1/4
fla,y) = == 3(/4 ). (3.85)
x
t—a t—z 3
As an example, for K(z,t) = (77)(;—3t+1)2 and
) BV F 1/4 _ g,1/4
_ N 2(yz )
f('ra y) - \/5 + .%'3/4 I (386)
the infinitesimal functions take the form
1
f(.’IJ) = C2T, 77(557 y) = _Zc2y + c2, (387)
with the corresponding generator
0 1 0
=z—+(—= 1)—. .
v xax+( 4y+ )8y (3.88)
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5. For the continuous kernel K := K(z,t), we consider
c1=co=c3=0, h=q#0. (3.89)
Substituting in Eq. (3.54) yields the differential equation

(y+1f, —f= m - p(z), (3.90)

where p(z) = [ K(x,t)dt. The exact solution of Eq. (3.90) has the
following form:

1

f(z,y) = F(z)y + F(z) + p(z) — T0—a)/z’

(3.91)

where F'(z) is an arbitrary function.
In this case, the infinitesimal functions are

§(x) =0,  n(z,y)=qy+1), (3.92)

and the corresponding generator:

V=1

o (3.93)

Now, we consider some examples of FIDEs with corresponding invariant
solutions.
Example 1: Consider a FIDE as follows:

x? z
D}/Qy(x) =-5 - +exp(z)erf(vz) + y(x) + /0 (t—2)y(t)dt. (3.94)

From the previous section, corresponding infinitesimal generator is:

0 0
V=— 1)—. 3.95
Jo (3.95)
From the characteristics equation de = gﬁTyw we obtain the invariant
y =exp(z) — 1, (3.96)

which satisfies the Eq. (3.94).
Example 2: Let us to consider another FIDE of the form

_2+i T T
D/ ?y(z) = v5¢ﬂki?¥éﬁg){>2+]€ x;2y@yﬁ. (3.97)

From previous sections, it can be obtained:

0 1 0]
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The characteristic equation % = ﬁl’)yﬂ concludes the solution of

Eq. (3.97) as _ R
ylz) =41 — x ). (3.99)

Example 3: Assuming

DY2y(o) = 20— acos(o) = =ty + [ asn@ydn (3100

and according to the fifth case, its symmetry group is

0
V= 1)—. 3.101
v+ 15 (3.101)
The characteristic equation %x = % gives
y=—1, (3.102)

which is also a solution of Eq. (3.100).
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Chapter 4

Nonclassical Lie symmetry analysis
to fractional differential equations

This chapter deals with the improvement of nonclassical Lie symmetries to
fractional differential equations. In previous chapters the classical Lie symme-
tries were considered for fractional differential and integro-differential equa-
tions. But, here, we discuss the vector fields which are not accessible from
classical ones.

Let us introduce the notation, concepts and lemmas which are important
in this chapter.

Proposition 4.0.1 [139] (Fractional Taylor’s expansions) Let f be analytical
n (—h,h) for some h >0, and let o > 0, a ¢ N. Then

nthra

Z TV LA

and

0= () mrri—a 0 (1)

for 0 < t < h/2 where f(")(t) denotes the n-th derivative of f at t and
D¢ .= RLD® is the Riemann—Liouville fractional derivative of order a > 0.

Proposition 4.0.2 [139] (Leibniz’s formula for Riemann—Liouville fractional
operator) Let o > 0 and assume that f and g are analytical on (—h,h) with
some h > 0. Then,

oo

Delfal0 =3 (37 0De gt

n=0
for0 <t <h/2.

Remark 4.0.1 In the case that the function f is multi-variable, f(x,t,u),
D¢ f(x,t,u) stands for the partial fractional derivative of f w.r.t. t where the
other variables, x and w, are constant. In this stage, if v = u(z,t), DY f and
D, f denote the total fractional derivative and the total derivative of f, w.r.t.
t, respectively.

129
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Now we give a brief review of the Lie symmetry analysis concerning the
fractional differential operator which is a nonlocal operator. Let

T=x+ EE(SC, t, u) + 0(52)7
t=t+4er(x,t,u) + O(?),
i =u+ep(x,t,u) +O0(?), (4.2)
be a one-parameter group of transformations G on an open subset M C X X

U ~ R?® with coordinate (z,t,u) where ¢ is the group parameter. Then its
infinitesimal generator has the following form

0 0 0
V=¢&(z, t,u)— + 7(z,t,u) = + ¢, t,u)

O ot o’ (4.3)

To obtain invariance of a differential equation involving a fractional derivative
operator, we have to give the prolongation of these operators under the group
of transformations. Now we have some results of [66, 139].

Theorem 21 Let u(-,-) be an analytical function, and let o > 0, o ¢ N,
m—1<a<m. Then

DYu(z,t) = Dfu(x,t) + eV (z,t,u) + O(e?),

where )
@) =D + EDF Uy — D (Eug) — DiH (1)

+ DX (Dy(t)u) + 7D .

To keep the lower limit of integral in the Riemann-Liouville operator, invariant
under the group of transformations (4.2), we have to suppose

T(x, t,u(x,t))|t=0 = 0.

Theorem 22 Let « > 0 and suppose
F(z,t,u, g, Ugg, - .., Dffu) =0 (4.4)

is a time-fractional differential equation defined over M C X x U ~ R3. Let
G be a local group of transformations acting on M as in (4.2), and

PrieOV(F) =0,

whenever F(x,t,u, Uy, Ugs, . .., Dfu) = 0, for every infinitesimal generator V
of G, where
0 0 0
P (a,t)V — V z T e (O"t)
! te Ouy, te Oy Tty oDy’
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with Y as in Theorem 21 and
‘p$ = Dz‘p - Dl(g)ul - Dw(T)uta

(px;c = Dw(@x) - Dz(ﬁ)uﬂm - DI(T)uIt’
P = Dy (") = D)l — D7)tk

Then G is a symmetry group of (4.4).

Remark 4.0.2 Using the Leibniz’s formula for Riemann—Liouville fractional
operator, we can write

o0

e} (e} « n a—n
il ’t):Dth—Z(n)Dtht Ug

n=1
-3 ( g )fopg“”u, (4.5)
n=1

where for a > 0, D& can be computed using (4.1) and the chain rule,
tn—()i

D p(z,t,u(w,t)) = i (Z) T(n+1—a)

n=0

xDio(z,t,u(z,t)) = Do + @uDi'u — uD @,
e «

D'I’L uDafn ,

+n§_:1<n) Yo DY T+

with

n=2 m=2 k=2 r=0
1
X H(—u)TDtmu’“—’”D,?—m (DEy) . (4.6)

where o, = g—i and D" = %.

4.1 General solutions extracted from invariant surfaces
to fractional differential equations
Theorem 22, when it is coupled with formula (4.5), provides an effective

computational procedure for obtaining invariance of a fractional differential
equation of the form (4.4). Due to the prolongation formula of the fractional
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derivative operators, the resulting determining equation is too complicated to
be solved for infinitesimal and the classical method is obtained by setting the
coefficients of u,,u2, etc., to zero. In this way, we lose some invariance. The
nonclassical method of reduction was devised originally by Bluman and Cole
in 1969, to find new exact solutions of the heat equation. Here we provide a
brief conceptual background of nonclassical methods to fractional differential
equation to obtain more symmetries. The main idea behind this method is
to insert a surface invariant condition such that by combining this equation
with the original determining equation, we deduce a nonlinear determining
equation for infinitesimals. A new determining equation can be solved for
infinitesimals too.

Let (4.4) be a time-fractional differential equation defined over M C X x U ~
R3. Let G be a local group of transformations acting on M as in (4.2). To
derive the solutions u = u(x,t) of Eq. (4.4) such that they are invariant under
group transformation (4.2), we have to set

A €ug +Tur — = 0.

For the nonclassical method, we seek invariance of both the original equations
together with the invariant surface condition. Then we have

Pr®V(F)|peg.a=0 = 0, (4.7)
Pri®V(A)|p—o.a=0 = 0. (4.8)

In this case for every £, 7 and ¢ the Eq. (4.8) is identically satisfied when
A = 0. Indeed, we only consider the condition

A&zt u)ug + (2, t u)ur — p(z, t,u) =0, (4.9)

along with Eq. (4.7). Without loss of generality, in practice we consider the
cases £ = 1 and & = 0. We notice that for time-fractional differential equations
the infinitesimals with 7(z, ¢, u(z,t))|t=0 # 0 are omitted.

At the end of this section we give an idea for construction of the solutions to an
equation using a new invariant condition. For a given invariance to a fractional
partial differential equation, reduction to a solvable fractional ordinary differ-
ential equation is not straightforward to capture invariant solutions. We are
now ready to state the idea of finding the structure of solutions to fractional
differential equations for which the invariance has been found. Let Eq. (4.4)
admit the group of transformation (4.2) with infinitesimal generator (4.3). If
the solution g(z,t,u) = u(x,t) —u = 0 is invariant, then it satisfies the surface
condition (4.9). However, if there exists a class of solutions g(x,t,u) = ¢ to
Eq. (4.4) admitting group (4.2), and g(Z, ¢, &) = ¢ defines a solution too, then
we have

Vg(z,t,u) = 1. (4.10)

We merge this equation and the original equation to obtain the invariant class
of solutions. For instance we have the following example.
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Example 1 Consider the fractional diffusion equation
Difu+buy, =0, 0<a<l, (4.11)

where b is constant, and let V = t”‘*IB% be the infinitesimal generator of
(4.11). Then, according to (4.10), we can write

t* g, =1.
The solution of this equation can be written in the form
g(z,t,u) =t “u+t'"%w(z,t) = ¢,
s0
u=cit* " —w(x,t).
For example if w(z,t) = h(x)f(t), therefore
u=cit* " — h(z)f(t).

Substituting this solution into Eq. (4.11) and letting h” (x) + kh(x) = 0 where
k is arbitrary constant, the reduced FODE is

Dy f(t) — bk f(t) = 0.

The solution of this equation can be written in terms of Mittag—Leffler func-
tions

f(t) = cat® 1 By o (bkt?),

thus
u(z,t) = crt* "t — h(z)t* By o (bkt®)
is a family of solutions (4.11). As an example
u(z,t) = c1t® 1 + (cgcosx + c3sin )t E, o (bkt)
is a family of solutions (4.11).
Now, let us study the following nonlinear equation
A Dfu+ auty + blugy + Clgry + du(l —u) = 0, (4.12)

where a,b, ¢, d are constants and 0 < « < 1. Let V' (4.3) be an infinitesimal
generator of the group G. It is prolonged as follows:

0

auzmm

Prety =y 4 o* 0

TXTT
Ouy te

rxr
te Oy

0
(1)
te dD&y’
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A one-parameter Lie group of transformations is admitted by Eq. (4.12) if
and only if

Pr@V(A) azo = 0.
We find that £, 7 and ¢ must satisfy the symmetry conditions
0 1 apuy + ap®u + bp™ + cp™® + dp(1 — 2u) = 0,

whenever u satisfies (4.12). After substituting ¢, 0®%, ©*** () and replac-
ing D&u by —auu, — bug, — Clge, — du(l — u), we have the following

APt + bpry + P + dlp + (T — 20 — pu)u

+ (pu — am)u®] + alp + (@ — & )u) + b(2p0u — Eux)

+ C(S@mzu - gmmz)]ux + [_aguu + b(@uu - 251:71)

+ 3e(Poun — Eaou) U + [~0uu + c(Puuu — 3wun)ul

— ppatis — [aTpt + bTpp + CToze — daT,u(l — u)|uy

+ [a(a — 1) 7yt — 27wy — 3CTopu]Uatly — CTuuuUS Uy

— [bTuw + 3cTouu]uus + [=3b€y + 3c(Puu — 3pu) | Uptize

+ [blam — 26,) + 3c(pou — Eoa )t — 66Euuti UL,

+ [b(a — 1)7y — 3eTau|Ugats — [2074 + 3CTraUst

— [2b7y + 6¢Tau Uzt + (ot — 3 ) Uppr — 3CTUgpt

— 3CTuuuiuzt — 3c§uui$ — 3CTyUprtlly — FCTy Ut Ugpy

— 3CTunUar gty — A€y Upprtly + (o — 1)TyUpratiy

o0
a _
+D?<P—uD?@u—z_:l<n>D?§D? "y +
Z[(n"‘l)pt—HT (n>Dt Yu] DY "u =0,

n=1

(4.13)
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where p is defined as (4.6). We obtain the determining equations for the
classical symmetry group as follows:

APzt + by + Cprze + dlp + (T — 20—y )u
+ (pu — am)u’?] = 0,

a(p + (ar — &)u) + b(2¢zu — &ax)

C(3<pxxu - fmcx) =0,

— a&uu + b(Yuu — 2&u) + 3c(Paruu — Exau) = 0,
= b€ + (Punu — 3&zun) =0,  Epux =0,
aTyu + b7py + ¢Tpge — damyu(l — u) =0,

ala — 1)1yu — 2074y — 3¢Tagy = 0, CTuuu = 0,
bTuu + 3¢Tuuu = 0, —3b&u + 3c(Puu — 38zu) = 0,
b(at — 2&,) + 3c(Yau — Exw) = 0, €y =0,
bl — 1)1y — 3¢Tpu = 0, 201, + 3Ty = 0,
2b7y, + 6¢T4y = 0, c(ar —3&,) =0,

cr, =0, CTyu = 0, ct, =0, cty =0,
Do —uDy' ¢, =0,

Dy¢ =0, n €N,

« n & n
<n N 1) Dt — <n) Do, =0, neN. (4.14)

Now, we provide the details of the nonclassical determining equations for
Eq. (4.12) using (4.7) and (4.9). To obtain the determining equations we
reconsider (4.13) and invariant surface condition u, + Tu; — ¢ = 0.

We can distinguish two different cases: £ # 0 and £ = 0.

In the case £ # 0, without loss of generality, we may assume that £ = 1 and
so we have the two situations: 7 =0 and 7, = 0.

If 7 =0, then u, = ¢ and differentiating with respect to x yields

Substituting these results into (4.13), we get a reduced set of determining
equations

a(p2 + apzu + b(pzz + Qb(p@xu + b(pQquu + 3cppzau
+ CPrrr + 3CPrPru + 3CPPuPry + 3¢ Pruu + P Punu
+ 3¢0Pu Pun + 3¢0°PuPun + dl — (pu + 20)u + puu?]

= «
+ Di'o —uDf oy + Z <n) Do, DY "u+ p = 0. (4.15)
n=1
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If 7 # 0 and 7, = 0, hence u, = ¢ — Tu,. Differentiating w.r.t. t and x, we see
that

Ugt = Pt + (Spu - Tt)Ut — TUtt,
Ugtt = Pt + (2000 — Tee)ur + wuuUf + (o — 27Ut — TUgse,
Uy = Pz + PPu — TPL — (2T<Pu + Ty — TTt)ut + TQUtta

Ugat = Pat T PP + PrPu — Tt — TP + [@xu + Qpi
+ Qo(puu - 37-90tu - 2Tt§0u — Txt + 7—152 + 7—7—15t]ut - 27—90uuu?

+ [~270u — To + 37T ugs + T Ugse,

Usza = Paz + 20Pau + PoPu + PP + O Puu

— 2T01pu — TPt — TPat — 2Ta Pt + TPt + TPt

+ [-3700u — 3797 — 3T00uu + 37701 — 3Tupu — Taw
4+ 27, Ty + TTyt + 3TTe0y — 7'7't2 — T2Ttt}ut + 37'2gpuuut2

+ [37—28011 + 37’7‘1 — 3T2Tt]utt — T3uttt~
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We then substitute these expressions into (4.13) and obtain

a® + apat + a0t + bore + 2000y + b Ouu

+ baTip, + baTipp, — baTTips — 207,01 + 3CPPray

+ CPaza + 360° Prun + €0 Pun + 3¢PrPru + 3¢PPu P
— 3Tt wu + 36000 Pun + 360> Pupun — 3CTOP1Pun

+ 2caTipPpy + COTEOL Py + cangngauu — 2caTTHpL Py

— 3CTpaPt + COTePzq + canapg@i + caTngot — 3CTo Pt
— COTT PPy — CATTy Pt — 2001 To Pt + COT Tip1

— 3CTo PPty — 3CTL PPy + 3CTET Ot + 3CT TPt

+dlp — (pu + 20 — am)u + (pu — an)u’] + [~aTy

— aQTTIU — AT — 2bT Qg — 26Ty — 2baT Ty,

— bTpx — baT, T + baTT? — 26Ty + 20T Ty — CTrse

= 3eTau — BTV un — 3ETO Puuu — BT 0P P

+ 3eTTPPuu + 3CTTE Py — 3CTLPPu — 6CT P P2y

— 3CTePau — 3CT Y2 Puu — 3CTPPuPuu — BCATTL Py

— 3CaTTLPPyy — CTxz Py + ICTE Ty — 3ca7mp3

+ 3072g0t<puu + 3604727,5%” — 3CaTi Ty Py — COTE Ty
+ 2(:0(7}27'9; + caTTi Tyt — 3CTPry — 3(:7190% — COéTTtS

— cat? Ty + 3caTTf<pu — 3T Pun + 9CT T Pt

+ 6cTe TPy + 3CToTat — 307}27'95 — 3T Ty Tet|us+

+ b2 0w + 3¢T%Pruu + 3¢T2PPuun + 66T 0uPun

+ 3¢T T 0un — 3CT2Tt(puu + 30()[7’27't<puu + GCTTI@uu]uf
— T3 uuntts + [bar? 1 4 2677, + 3eT 0 pu + 3T PPy
+ 3cT T + 3ca727t<pu + 3caTTT, — 30047'27,52 + 3075

+ 6CTTopu — 9eTTe T use — 3eT® Quyttsugy — [caT>T

+ 307'271]11“,5 + Do —uDg o, + 1

= (a «
S oren— (2 Jorraorra=o
—\n n+1

(4.16)
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In the case £ = 0 and 7 # 0, we obtain the equation T7u; = ¢. Differentiating
this equation w.r.t. x, we find

1

Ugt = ﬁ[(’r@m - 7—1:80) + (TSDu - Tu@)um]a
1
Ugppt = ﬁ[(q—zgpm — TTeap — 2TTo P + 2Tm2<p) + (2T2cpm

— 2T T — 2T Ty Py — 2T Ty Pr + AT0Tup) Uy + (TQcpuu
— TTyu® — 2TTyPu + 27590)“4925 + (7-290u - TTu‘p)uacx]'

Now to get a nonclassical infinitesimal generator, we substitute &, u;, u,; and
Ugqt int0 (4.13), which reduces to

a b
;(ﬂpm — Tep)u + ﬁ(TQcpm — TTeep — 2TTe P + 273@)
+ %(7—3901&093 - 7—27—xm1,’§0 - 3T2Txm@m + GTTmeILP - 6Tg3;90
j
d
+ 677127@1 - 37’2%@“) +dp+ —(arT + aTyp — TEy
T
d 9 @
—21p)u — —(aTT + aTyp — TEL)u” + [—(Te + aTTu
T T

2b
+ (= D)1yu) + §(72g0w — TTeuf — TTaPu + 2TaTup

3c
3 2 2 2
_ TTu(Pg;) + ﬁ(T Prazu — T TeauP — T TzaPu — 27 TzuPx

— 27’27309035“ — T2Tu<pm + 2T Ty Taap + AT T Toue + 2TT§<pu
+ AT Ty Tupr — 6T2Tu0) us + [7—1)2(7'2@% — TTuup + 2720

— 27Ty p0) + %(ngozuu — T i — 2T T Pu — T e Pun
— TzTuucpm — 27’27”90“ + AT Ty TouP + 2T Ty Tyu + QTTchmga
+ 47 rupu — 6T + [T Pun = 3T T

— T g + 6T TuTun — 3T°TuPuu + 677'3@u — 67’330]112;

+ %[ba#n + 6T Ty — 3CTTu Pz — 3CTTe Py — 3CTTou P
+ bl — )77 + 3cT20pu]Uzs + %[T%ﬁuu — 2T Ty Pu

— TTuwp + 2Tzw}umum + E[aTTu + (o — 1)7uo|tizs
T

o Z[<n + 1>Dt o — (n) Diou] Dy " u
n=1

+ Di'p —uDy oy +p=0.
(4.17)
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Now, we obtain the infinitesimal generators of classical and nonclassical
Lie symmetry analysis for fractional diffusion, Burger’s, Airy’s and Korteweg-
de Vries equations; then, we shall discuss the application of these infinitesimal
generators.

4.1.1 Fractional diffusion equation

Consider the fractional diffusion equation [with a =c=d =0and b # 0
at (4.12)]

Difu+bug, =0, 0<a<l, (4.18)

where b is constant. After solving the resulting system of determining equa-
tions in (4.14) for & 7 and ¢, we find the infinitesimal generators for the
classical symmetry group of Eq. (4.18) to be the following;:

R ) d d
i=gte: Tl VT VsTugy
B d
_ tocfli :tafli'
Vi=w ou’ Vs ou

Moreover, equating the coefficients of the various monomials in the first-,
second- and fractional-order partial derivatives of u w.r.t ¢t with zero and
solving them in (4.15) and (4.16) for £, 7 and ¢, we obtain the infinitesimal
generators for the nonclassical symmetry group of Eq. (4.18) as follows:

0 0
Vo=(z+p)=— +u—

ox ou’
0 0
Ve = (ax + p)a—x + 2t§7

0 0 0
ng(ax—i—p)a +2t§+uau

0 o .0
Vg_(ax+p)a—+2ta+t S

o) 0 0
Vio = (0@ + p) = + 2t = + (ax + p)t* !

ox ot ou’

where p is an arbitrary constant. (Notice that determining Eq. (4.17) is
difficult to solve for £ and ¢ in general.)

To obtain a classical invariant solution of Eq. (4.18), we consider the one-
parameter group generated by V = V5, 4+ V3 with invariant solution

up(z,t) = eﬁwf(t),

where 5 # 0 is an arbitrary constant, and substituting this solution into
Eq. (4.18), the reduced fractional ordinary differential equation is

DEF(t) + bA2f (1) = 0.
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The solution of this equation can be written in terms of Mittag—Leffler func-
tions

f(t) =t*"1E, o(—bB%t"),
thus
uy (x,t) = P2t LB, o (—bG%t%). (4.19)

We notice that for a = 1, this is exactly the solution of diffusion equation
with integer order.
Now if u = u(z, t) is an arbitrary solution of Eq. (4.18), by taking the infinites-
imal generator

V= MVs + X2Vo + A3V,

with p =0 and A\; + Ay + A3 = 1, we deduce

_ a a a—1 a—1 a
V= aro— + 2t§ + (Aru+ At + Agaat )%

Then, the one-parameter group of transformations G generated by V' is given
as follows:

ag

r=e"x,
t = e®t,
i = eMey + A2 (e)\le _ e(2a—2)8)ta—1
A+ 2 -2«
Az Ae (3a—2)e —1
—_ ta
+ N2 3a (e e )z ,

and we immediately conclude that

A
u2($,t) _ Jo— 22 5 (e()\1+2—2a)£ _ 1)to¢—1
1 — Zz(X
Az (A1+2-3a) -1
e _ 1\ pt®
a2 e
+ eMEu(e %, e %) (4.20)

is a solution too, where € is the group parameter. We used the fact that for
any given solution u of the equation and for the group of transformations G,
(4.20) is a solution of the equation. So, by using the exact solution (4.19), we
can write another exact solution as follows:

A2 B\ Mit2-2a
[e3

u(w,t) = m[(; — 1t
)\30& 5 A1 423« 1
A (PR e
A +2 -3« I c Jz
+ (%)7A1+§_2” Tt o (—be?t®),

with ¢ := Be™¢.
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We now consider the one-parameter group generated by nonclassical infinites-
imal generator Vg = (ax + p)% + Qt% + ua%, in which p is a fixed constant.
New variables of this group are

y = (ax + p)*t™*, V=1t zu. (4.21)

Theorem 23 The transformation (4.21) reduces the FPDE (4.18) to the
FODE of the form

(P%‘a’“v) (y) + 2ba” [V (y) + 290" (y)] = 0.

a

Proof: We use the definition of the Riemann-Liouville differential operator,
transformation (4.21) and 0 < « < 1. This yields

o 1 ¢
Dfu = BT —a) /0 (t — s)*o‘séu[(ax +p)%s™]ds,
the substitution r = %, and we have
Dpu= St =) )
1 31—«
=t (mat 5 —ay) (KL ) (y)

2
1 3 —a,a
=t T2 (P )(y)-
On the other hand, according to (4.21) we find that
—atl
Uag = 207472 [V () + 290" (y)],
which completes the proof.

At this stage, we recall the Example 1 for the one-parameter group gener-
ated by V5 = t*~19,. We derive

u(z,t) = ert® ' — h(z)t* 1 E, o (bkt®),

which is a family of solutions for (4.18) where h”(z) + kh(z) = 0 and & is
arbitrary constant.

4.1.2 Fractional Burger’s equation

Consider the fractional Burger’s equation [with a # 0,0 #0 and c=d =0
at (4.12)]

Diu+ auug + buz, =0, 0<a <1, (4.22)
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where a, b are arbitrary constants. This equation appears in a wide variety of
physical applications.

Classical generators of Eq. (4.22) can be found as
a 0 0 a 0 0
Vi=—z—+t——— Vo= —;
% e 2w T o

also isolating the coefficients of the various monomials in the first-, second- and
fractional-order partial derivatives of u w.r.t ¢ in (4.15) and (4.16) and solving
them for £, 7 and ¢, we obtain the nonclassical infinitesimal symmetries of
(4.22) as follows:

9
Vs =(x +P)5T ‘*‘U%,

9 )
Vi =lar + o)y + 2t — g

where p is arbitrary constant.

Using the nonclassical infinitesimal generator V3 with invariant solution
u(z,t) = (x4 p)f(t), in this case Eq. (4.22) is reduced to the following
fractional ordinary differential equation

DY f(t) +af?(t) = 0;
the solution of this equation has the form

I'l—a)
al'(1 —2a)

—x

1) =~

Then the invariant solution of Eq. (4.22) is

u(z,t) = — ) ] (x4 p)t™=.

al'(1 -2«

We now consider the nonclassical infinitesimal generator V4, and by the change
of variables
y=(az+pt~%, v=ttuy,

Eq. (4.22) is transformed to the fractional ordinary differential equation

(PL3%) () + aau /() + ba% ") =

4.1.3 Fractional Airy’s equation

Consider the fractional Airy’s equation [witha =b=d =0 and ¢ # 0 at
(4.12)]

Diu+ cugrr =0, 0<a<1, (4.23)
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where c is fixed constant. Solving overdetermined system of (4.14) in &, 7 and
o, we find that the Eq. (4.23) admits a six-dimensional classical Lie symmetry
algebra spanned by the following generators:

a 0 0 0 0

Vi=gao—tig, Va=o-, Va=ug,

0 0 0
Vi=2?t"1—, Vs=at* 1 Veg=t""1—,
4 ou ° ou ° ou
and equating the coefficients of the various monomials in partial derivatives
of w w.r.t ¢ and various powers of u in (4.15) and (4.16), we can find the
determining equations for the symmetry group of Eq. (4.23). Solving these
equations, we obtain the nonclassical infinitesimal symmetries of (4.23) as

follows 5 5
Vi =(z +p)7x Tug
Vs =(ax + p)% + St%,
Vo =(a + p)a2 + 3t% + uaau
Vio =(azx + p)g + 3t9 - 1;

Ox ot

0 0 1 0
Vi —(ax+p)%+3t§+( T+ p)tT a—

0 0 , 0
Vie =(ax + p)— o + 3ta— + z(ax + p)t® a—

where p is arbitrary constant.
Classical vector field V = Vo + Vi 4+ ¢1 Vi + c2 V5 + ¢3 V5 with invariant solution

u(z,t) = — [e12? + (2¢1 + o)z
+ 2¢1 + co + 3]t — e f(t)
reduces Eq. (4.23) to the following fractional ordinary differential equation
DEF(0) +cf (1) =0
with solution
f(t) =t By o0(—ct®).

Thus
u(z,t) = — [e12? + (2¢1 + c2)x + 2¢1 + co 4+ c3]t* !
"t B, o(—ct®)
is a solution of the Eq. (4.23).
Now, by using the nonclassical infinitesimal generator V35, and the change of
variables

y=(az+pt %, v=u—~7
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Eq. (4.23) is reduced to the fractional ordinary differential equation as follows:

(P5“"v)(y) + ca®v"(y) = 0.

4.1.4 Fractional KdV equation

Consider the fractional KdV equation [with a # 0,c # 0 and b=d =0 at
(4.12)]

Dy + auug + Cugye =0, 0<a <1, (4.24)

where a, ¢ are arbitrary constants. This equation arises in the theory of long
waves in shallow water and other physical systems in which both nonlinear
and dispersive effects are relevant.

To obtain the classical infinitesimal symmetries of (4.24), solving the overde-
termined system of differential equations in (4.14) for &, 7, ¢, we find that

a 0 0 2a 0 0
Vi= oo fte— — —u—, Vo= —
3% e T 3w T
also isolating the coefficients of the various monomials in the first-, second- and
fractional-order partial derivatives of u w.r.t ¢ in (4.15) and (4.16) and solving
them for £, 7 and ¢, we obtain the nonclassical infinitesimal symmetries of
(4.24)

o 9
Va=(z+p)5- +uzm,

Ox ou
0 0 0
Vi = (ax+ p)% + StE — ZQu%,

where p is arbitrary constant. Considering the nonclassical infinitesimal gen-
erator V3, the invariant solution w(z,t) = (z + p)f(¢t) reduces Eq. (4.24) to
fractional ordinary differential equation

DE A1) + af?(t) = 0.
Then the invariant solution of Eq. (4.24) is

I'l-a)

u(z,t) = "~ al(1 - 2a)

(z+ p)t™=.

By taking the nonclassical infinitesimal generator V; and the change of vari-
ables

y=(az+p)t™%, v=ttuy,

Eq. (4.22) is reduced to the fractional ordinary differential equation

(PLF ) (9) + acw(y)v/(y) + ca®s" (y) = 0.
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4.1.5 Fractional gas dynamic equation

Consider the fractional gas dynamic equation [with b = ¢ =0 at (4.12)]
Diu+ auuy +du(l —u) =0, 0<a<l, (4.25)

where a # 0,d # 0 are arbitrary constants. Solving determining equations in
(4.13) for &, 7 and ¢, the fractional gas dynamic equation (4.25) is known to
admit a three-dimensional classical symmetry group of transformations, with
infinitesimal generators

0 a,, O 0
32’ Vo = e (aa——l—du—).

T ou

Vi=

After equating the coefficients of the various monomials in the first-, second-
and fractional-order partial derivatives of v w.r.t  and ¢ with zero and solving
the resulting system of determining equations in (4.15) and (4.16) for £, 7 and
o, we find the infinitesimal generators for the nonclassical symmetry group of
Eq. (4.25) to be the following:

Vs = (a — pe%dw> % —|—du§u,
Vi= (ap — e%dw) % + dpu%,

where p is arbitrary constant.
Eq. (4.25) is invariant under the group of transformations generated by clas-
sical infinitesimal generator Vo = egx(a% + dua%) with invariant solution

u=e:"f (t).
We find the reduced fractional ordinary differential equation as follows:
Dy f(t) +df(t) =0.
The solution of this equation is
F(t) = "7 Eqa(—dt®),
and, thus, the exact solution of Eq. (4.25) is
w(z,t) = et L By o(—dt®). (4.26)

Employing the nonclassical infinitesimal generator V3, invariant solution has
the form u(z,t) = (ae™ — p) f(t) and Eq. (4.25) is converted to the following
fractional ordinary differential equation

D f(t) + df (t) + pdf*() = 0.
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4.2 Lie symmetries of space fractional diffusion
equations

In this section we consider the space fractional diffusion equation
Ay ug — D% =0, l<a<?2, (4.27)

and seek invariance under the Lie group of transformations given in (4.2).
Employing Theorem 22, invariance is given by

Prie®)V(A) =0,

whenever A; = 0 where

0 + ot 0 + + (ev,) 0

0
promy =y 4 ot —— 4+ p*
aut

Now we wish to determine all possible coefficient functions &, 7 and ¢ so
that the corresponding one-parameter group is a symmetry group of (4.27).
Applying Pr(®*)V to Eq.(4.27), we find infinitesimal criterion

pf = Pl =, (4.28)

which must be satisfied whenever Eq.(4.27) holds. We substitute the formulas
¢ and ©(®®) into (4.28) and obtain

@1 + (pu — Te)ur — Tuu; — Gy — Euuzuy — DY — o, Diu

+ uD%p, + 2 E <a> DD "uy 4 D ED%u — ¢ p
n
n=1

+ 2 Z[(n i 1) prtle - (Z) D" |DO " = 0. (4.29)
n=1

By replacing ¢ D%u with ug, we deduce

o+ (aky — Te)ur — Tuut2 —&ug + (a — 1) ugus + CQ(UDgSOu — D7)

+c2 Z (n> D DY " uy — A+ ¢ Z [(n N 1> Drtle — <n) D" @u]
n=1 n=1

x D"y = 0. (4.30)
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We find the determining equations for the symmetry group of Eq. (4.27) as
follows:

or=0,7,=0, & =0, & =0,

ay — 1 =0,

uDZ o, — D3¢ =0,

DrT =0, n=1,2,3,...

(6] o
(n N 1>Dg+1g — (n>D;<pu =0. n=1,23,...

We conclude that the most general infinitesimal symmetry of Eq. (4.27) has
coefficient functions of the form

£ = xcy, T = atey + ca, © = ucs + x° % (xcy + c5),
where c¢1,- -+, c; are arbitrary constants. Thus the Lie algebra of infinitesimal
symmetries of Eq. (4.27) is spanned by the five vector fields
0 0 0 0
Vi=ax— t— Vo=— Vs =u—
e e T BT Yaw
0 0
Vi=at = V=27, 4.31
i=ato s=at g (4.31)

4.2.1 Nonclassical method

Let (4.27) be a space fractional diffusion equation defined over M C X x
U ~ R3. Let G be a local group of transformations acting on M as in (4.2).
To derive the solutions u = u(t, x) of the equation (4.27) such that they are
invariant under group transformation (4.2), we have to set

Ag : €uy + Tug — @ = 0.

For the nonclassical method, we seek invariance of both the original equations
together with the invariant surface condition. Then we have

PriV (A1) a,=0.a,=0 = 0, (4.32)
PriV(Ag)|a,—0.a,—0 = 0. (4.33)

In this case for every &, 7 and ¢ the Eq. (4.32) is identically satisfied when
As = 0. Indeed, we only consider the condition

Ay : E(x,t,u)uy + 7(2, t u)uy = o, t, u) (4.34)

along with the Eq. (4.33). We can recognize two cases: 7 # 0 and 7 = 0. If
7 # 0, without loss of generality, we can put 7 = 1; thus the equation (4.30)
(with replacing 7) implies

@t + putis — &g — Eutigue — DY — oy Diu+ FuDS o, + oD EDgu

—Pu+c Z[(ni 1> prtie - (Z) D", |De"y = 0.
n=1
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Substituting the invariant surface condition u; = ¢ — &u, and also ¢2D%u =
@ — &u, in the upper equation, we have

Pt + wa(ﬁ - [gt - (a - 1)&190 =+ 05551]“1 - (0& - 1)5611”?5 + CZ[UDg(pu - Dg(p]

> o (67
el S, e (oreanina-o
n=1

We show the determining equations for the nonclassical symmetry group of
Eq. (4.27) to be the following:

o+ alzp =0,
gt - (a - 1)571‘)0 + affm = Oa
(@ =1)& =0,

uDgp, — Dgp =0,

« (0%
<n+1>D3+15— (n)D;% =0, n=123,...

It is clear that the above relations lead to ;= 0. Then this implies that the
infinitesimals are

£=0, © = ucy + 2% ey + 2% 23,
or
f _ x 7 o= C1 w+ C2 a—1 C3 l'a727
at +v at +v at +v at +v
where c¢1,--- ,c3 and v are arbitrary constants.

If 7 = 0, according to (4.34), we can set u, = %; by replacing this amount in
(4.30) we have

;- &(%) = @(%)ut + PluDSp, — D]+ aD,éu,

2 2 - « n+1 « n a—n,, __
—c‘u+c E [( )Dx 5( >ch<,0u]DgC u=0.
= n+1 n

We show the determining equations for the nonclassical symmetry group of
the equation (4.27) to be the following:

ot — & =10,
O‘éfz + (Oé - 1)§u§0 = 07
uDZ oy — D3p =0,

(n i 1)2);;“5 - (Z)D;f% —0. n=1,23,..
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The equations are difficult to solve for £ and ¢ in general.
Comparing with the infinitesimal generator obtained by classical method as
in (4.31), we derive additional vector fields as follows:

0 0 0 0 0

ngx%+(at+l/)§, V7fx%+(at+u)§+)\u%,
0 0 w1 O 0 0 s O
ngx%+(at+u)§+'yx R ng:caer(atJrl/)aterx B0

where v, A, 7, p are arbitrary constants.

4.3 Lie symmetries of time-fractional diffusion equation

In this section we derive the symmetries of the time-fractional diffusion
equation

As : Dt’Bu — Pugy =0, 0<p<l. (4.35)

Employing the same argument given in Theorem 22 for Ag, the determining
equations for classical symmetry are obtained by

Pri®YV(Az) =0,
whenever Az = 0, where infinitesimal generator V' is given by (4.3) and

0 0 0

4t + (B,t) ,

0
Prfty — v t Y z
" te Ouy T OUgy

where
o) =Dl + £D}uy — D} (€uy) — D/ (ru) + DY (Dy(r)u) + 7D7 .

Now we wish to determine all possible coefficient functions &, 7 and ¢ so
that the corresponding one-parameter group is a symmetry group of (4.35).
Applying Pr®DV to Eq.(4.35), we find infinitesimal criterion

B0 _ 2t — ), (4.36)

which must be satisfied whenever Eq.(4.35) holds. We substitute the formulas
©®® and ©#?) into (4.36) and we derive

— (B B n —n
Df¢+¢quu_UDf@u+Z[<n Doy — n+1 Dt+1T]Df u

n=1
— (B
o Z (n) Dllfo_nuw - ﬂDtTDtﬁu +p—= 02909696 - 02(2<qu - gaw)ux
n=1

2 2 2 2 2 3 2 2 2
+c TyazUt — C (@uu - 2§zu)um + 2c TrulzUt +c fuuux +c Tuuumut —C (Qou

— 28, Uy + 2% Tty + 326 Unlny + 2 Tylzatty + 26° Tylg Uy = 0. (4.37)
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By replacing Df u with c?u,,, we find the determining equations for the sym-
metry group of the equation (4.35) to be the following:

Prax :077—?51 :OaTzu :O7Tuu :07Tz:037_u :07
fuu :07€u207

2(;0111, _g:mv = Oa(puu - 2§a:u = 0767-1‘/ _251 = 07
Dy =0, n=1,2,3,..

BY B n
(n Di'o, — nt1 Dty =0, n=1,23,...

We conclude that the most general infinitesimal symmetry of the equation
(4.35) has coefficient functions of the form

£= gfvc_l + ca, T =tcy, ¢ = ucz + " zes + c5),

where ¢, -+, ¢5 arbitrary constants. We notice that 7(z,t, u(x,t))|=o = 0.

4.3.1 Nonclassical method

To apply the nonclassical method to the time-fractional equation, Ag, the
following symmetry condition needs to satisfy

Pri®Yv(Az) =0,

whenever Ay = 0, Az = 0, where A, is the invariant surface condition.

We can recognize two cases: £ # 0 and £ = 0. If £ # 0, without loss of
generality, we can put £ = 1, thus u, = ¢ — Tu;. Differentiating w.r.t. ¢t and
T, we see that

2
Uzt = Pt + (Pu — Te)Up — TyUF — TUst,

Ugzr = Qo + PPu — TOr — 270y + T + Tup — TTL)ur + QTTuuf + T2utt.
Substituting £ = 1 and also u,, ., and u,; in Eq. (4.40), we have

waqu%+Z[<n Diew =1, 41 DD M+ p
n=1

— PBTipz + BTippu — BTt + Puz + 20Pau + 07 Puu — 2o Pt — 2Tu0pt]

+ A [2B7Tepu + Bets + BriTup — BTTY = BTups — BTuppu + BTTupt + 2T00u
+ T + 2700wy + 2740 + Tuucpz + 27,0y — 2T4To + TuPz + TuPPu — TTu Pt
4 2T 0Py — 2TeTu 0 — 2T Tups|Us — C2[2B7TT4Ty — 2BTTuPu — BTaTu — B0

+ BrTTy + T2<puu 4+ 27Ty + 27Ty + 27Ty + 27Ty 0y + T T + ngo — TT4Tuy
+ 2720 + 27Ty pu — 27T Ul + AT + (4 — 28) 7720} — BT T + 27T,
+ 27Ty lug — [(B — 3)72 1, Jusugs = 0.
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We can equate the coefficients to zero, with the attendant simplification in
the formulae, and show the determining equations for the nonclassic symme-
try group of the equation (4.35) to be the following:

e 7=0
Dtﬂap—qugou:Q
Dl o, =0, n=123,..
P + Q(PQOwu + 902%0uu =0.

e 7#0

TuZO,

BY An B
(n D¢y — S Dty =0, n=123,..

BTepe + BTipou + Oaa + 20Pau = 0,
- 27—w§0u + ﬂTtTw + 27_()0;311, + Tox = 07
Yuu = 0,

Brri + 21, = 0.

Then this implies that the infinitesimals are

e 7=0
u C] 2 B_l
= t 5
o=t e+ v)’)
or
@:ucl—l-(ch—i—c;),)tB_l.
e 7#0
2t c1 Co -1
= —_— = t
T 656—'—1/7 2 /6$+Vu+[ﬂx+y+c3] 3
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where c¢1,--- ,c3 and v are arbitrary constants.
If ¢ =0, thus uy = f. Differentiating w.r.t. x, we have

_ (T2 — Top) + (TPu — Tup)
Ugpt = 7_2 .

By replacing this amount in (4.40), we obtain

= ﬂ n B n -n
chpthﬁcpquZ[(n D}y, — 1 DD 4

n=1
+ Cz[ﬂTTt + (/B - 1)Tu§0]uac:c - 62(7-290;836 — TTgx® — 27736(;0:5 + 27—2@)
— 02(272cpw — 2T Ty p — 27Ty + ATuTup — 2T Ty ) Uy
- 02(T2<puu — TTuuP — 2TTuPu + 27390)%25 =0.

We achieve the determining equations for the nonclassic symmetry group of
the equation (4.35) to be the following:

B B +1
D}y, — D} =0, =1,2,3,..
(n t P nt+1)7t T n
Brr+ (B —1)1up =0,
T230wm — TTgzP — 27'7'19% + 27—;52()0 = Oa
27’24,%“ — 2TTyu P — 27Ty + ATa Ty — 27Ty = 0,
thpuu — TTyu — 2T Ty Pu + 27'3(,0 =0.
The equations are difficult to solve for £ and ¢ in general.

Infinitesimal generators obtained by the nonclassical method of time-fractional
diffusion equation are as follows:

0 0 0 0
Vi (x+y)8x+u8u’ Vs (x—i—y)ax—i—(u—i—)\t )8u’
B 0 3,5-17 0 B 0 0
Vs = (:U—i—u)—aJC + [u+plz+v)’t ]—au, Vi = (63@—&—1/)—83: +2t—8t,
0 0 0 0 0 0
= _ — —_ - il il B-1_2
Vs (Bx+u)ax+2tat+uau, Vs (Bx+y)8:c+2t6t+t 50’

0 0 0
V7 = (Bi[' —+ V)% —+ QtE + (Bx + V)tﬁ_la,

where A, v, p are arbitrary constants.
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4.4 General solutions to fractional diffusion equations
by invariant surfaces

In this section we give an idea of construction of the solutions to an equa-
tion using a new invariant condition. For a given invariance to a fractional
partial differential equation, reduction to a solvable fractional ordinary differ-
ential equation is not straightforward to capture invariant solutions. We are
now ready to state the idea of finding the structure of solutions to fractional
differential equations for which the invariance has been found. Let the Eq.
(4.4) admit the group of transformation (4.2) with infinitesimal generator

; 0
+ o(z,t,u) 5
If the solution g(z,t,u) = u(zr,t) —u = 0 is invariant, then it satisfies the
surface condition 4.34. However, if there exists a class of solutions g(x,t,u) = ¢
to the Eq. (4.4) admitting group (4.2), g(z,t,u) = ¢ defining a solution too,
then by Theorem (2.2.7-3) in [28], we have

V= f(x,t,u)% + 7(z,t,u)

ot

Vg(x,t,u)=1. (4.38)

We merge this equation and the original equation to obtain the invariant class
of solutions. For instance we have the following example.

Example 2 Consider the one-parameter group generated by infinitesimal
generator V. = (kyz®~ ! + kng‘*Q)% of the Eq. (4.27), where k1, ks are con-
stants. Then according to (4.38), we can write

(klxo‘*l + k2$a72)gu =1.
The solution of this equation can be written of the form

u~+ w(z,t)
g(x7t7u) = klxa—l _|_k2z04—2 =,

50
u=a12°" ' + apx®? — w(x,t),
where a1 1= c1k1, as := c1ka. For example if w(z,t) = f(x)h(t), then
w(z,t) = a1zt + axx®% — f(z)h(t).

Substituting this solution into the Eq. (4.27) and letting b’ (t) — c®h(t) = 0, the
reduced fractional ordinary differential equation is

f(x) = Dg f(x) = 0.
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The solution of this equation can be written in terms of Mittag-Leffler func-
tions

f(x) = a3z By o (2);
thus
u(z,t) = az®t + apz® % 4 ageCthaflE%a(xa)
is a family of solutions (4.27).

Now, by using some of the vector fields obtained from the classical and
nonclassical Lie symmetries, we represent exact solutions of fractional diffusion
equations.

Example 3 FEquation (4.27) with infinitesimal generator

Vzg—&—éu2

has invariant solution
u(xvt) = estf(m)v

where § is an arbitrary constant; substituting this solution into Eq. (4.27), the
reduced fractional ordinary differential equation is

D f(a) = 2 f).

The solution of this equation can be written in terms of Mittag-Leffler func-
tions

)
flx) = clxaflEa@(Cjzo‘),

where ¢y is an arbitrary constant; thus

)

u(zx,t) = cle‘;txo‘*lEa,a(—Qm“). (4.39)
c

We notice that for o = 2, u(x,t) = %e”sinh (@x) is an exact solution
of diffusion equation with integer order. Now if u = u(z,t) is an arbitrary
solution of the Eq. (4.27), by taking the nonclassical infinitesimal generator
V =Vi+ Vs + Vg with v =0, we deduce the one-parameter group of transfor-

mations G generated by V is given as follows:

3e

T =e" x,
= e3a€t’
i = €>\Su + i (€(3a73)s _ 6A6)$a71 + P (6(3a76)s _ e>\8):co¢727

3a—3—-A 3a—6—A
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and we tmmediately conclude that

_ v (A+3—3a)e a—1

)= —— -1

ua(2,t) = g o

_|_)\ - 6,0_ ” (e(/\+673a)s _ 1)1,0472 + €>\Eu(€735$, e*Baet) (4.40)

is a solution too, where € is the group parameter. We used the fact that for any
given solution u of equation and for the group of transformations G, (4.40) is
a solution of the equation. So by using the exact solution (4.39), we can write
another exact solution as follows:

_ _ _ k
us(,t) = cor® L + 32272 + cqefla® 1E()¢7a((j—21ﬂ),
— A3— — A+6— —
where co = >\+3’Y—3a (6( +3-3a)e _ 1)7 ¢y = /\+6P_3a (6( +6—3a)e __ 1)’ cq =

creA3=3a)e gnd k.= fe—3ac,

Example 4 We now consider the one-parameter group generated by nonclas-
sical infinitesimal generator V; = xa%c + (at + l/)% + /\u{% of the Eq. (4.27),
in which v and \ are fized constants. New variables of this group are

y=(at+v)x™?, F=axu. (4.41)

Theorem 24 The transformation (4.41) reduces the FPDE (4.27) to the
FODE of the form

aF (y) — AP F)(y) =0

Proof: We use the definition of the Riemann-Liouville differential operator,
and 1 < a < 2. This yields

2
1
Dfu 4

== wx—slfo‘(s)‘ at +v)s™ “ds

and using the substitution r = <, we have

2
D= T arHe eyt py)

d d —a
= x’\_o‘()\ —a+1- ayd—y)()\ —a+2- Ocyd—y)(lC)yl’2 F)(y)

o A G )
On the other hand, we find that
up = az " F'(y),

which completes the proof.



156 Lie Symmetry Analysis of Fractional Differential Equations

Example 5 Equation (4.27) is invariant under the group of transformations
generated by

o ., 0
V—&‘f’fl] %,

with invariant solution
u(z,t) = 2 '+ f(x).

Substituting this solution into Eq. (4.27), we find the reduced fractional ordi-
nary differential equation

1
D f(w) = a1,

The solution of this equation is

I(a) 54 -1 -2
_ by & kox®
f(z) 2T (0a)" + k1 4 kT2,

where ki, ko are arbitrary constants; then

_ IN{))] _ _ _
_ a—1 2a—1 a—1 a—2
U(.’I}',t) =X t+ ml’ +I€1x +k2x .

Example 6 FEquation (4.35) with infinitesimal generator

0 0
= — 5_1 5_1 _
1% al' + (/\1u + )\Ql‘t + )\315 )au

has invariant solution

Ao 1 _ A3 g
t) = A t) — = ~\B-1 7#‘3 1
U(ﬂf’ ) € f( ) Al (1' + )\1) )\1 )

where A\i,---, A3 are arbitrary constants. Substituting this solution into Ejq.
(4.35), the reduced fractional ordinary differential equation is

D} f(t) = N2 f(1).

The solution of this equation can be written in terms of Mittag-Leffler func-
tions

f(t) =t Eg g(A*t7),

thus

A 1 A
u(x,t) = M7 Eg (N3P — Tz(x + )T)tﬁ_l — )\7375[3—1_
1 1 1
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Example 7 Equation (4.35) is invariant under the group of transformations
generated by

0 0
= _— p-1 _—
1% (x-l—u)ax-i-(u—k)\t )8u
with invariant solution

uz,t) = =A7H — (z +v) f(1),

where v, \ are arbitrary constants. Substituting this solution into Eq. (4.27),
we find the reduced fractional ordinary differential equation

D] f(t) =0.
The solution of this equation is
F(8) = kat? 7,
where ki is an arbitrary constant; then

u(z,t) = XA — ky(z + v)tP L
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Chapter 5

Conservation laws of the fractional
differential equations

A new technique for constructing conservation laws for fractional differen-
tial equations not having a Lagrangian is proposed. The technique is based
on the methods of Lie group analysis and employs the concept of nonlin-
ear self-adjointness which is enhanced to the certain class of fractional evo-
lution equations. The proposed approach is demonstrated on subdiffusion
and diffusion-wave equations with the Riemann—Liouville and Caputo time-
fractional derivatives. It is shown that these equations are nonlinearly self-
adjoint, and, therefore, desired conservation laws can be calculated using the
appropriate formal Lagrangians. The explicit forms of fractional generaliza-
tions of the Noether operators are also proposed for the equations with the
Riemann-Liouville and Caputo time-fractional derivatives of order « € (0, 2).
Using these operators and formal Lagrangians, new conservation laws are con-
structed for the linear and nonlinear time-fractional subdiffusion and diffusion-
wave equations by their Lie point symmetries. Recently, it was shown in
[92, 17] that conservation laws can be also efficiently used for constructing
the particular solutions of PDEs and its systems.

In 1996, Riewe [161] introduced a Lagrangian depending on fractional
derivatives. During the last two decades, many fractional generalizations of
the Euler-Lagrange equations with different types of fractional derivatives
were derived [7, 24, 23, 19, 90, 118, 8]. Using these results, several fractional
generalizations of Noether’s theorem were proved [56, 16, 127, 149, 31], and
some number of fractional conservation laws were calculated for equations and
systems having different fractional Lagrangians [57, 169].

However, conservation laws still are not widely used for investigation of
the properties of fractional differential equations. The main reason is the fact
that most fractional partial differential equations such as fractional diffusion
and transport equations, fractional kinetic equations and fractional relaxation
equations (see, e.g., [132, 164, 112, 124, 111, 20, 185] and references therein)
do not have a Lagrangian. Thus, Noether’s theorem and its fractional gener-
alizations cannot be used for obtaining conservation laws for such equations.

In this section, a new technique for constructing conservation laws is
applied for fractional differential equations not having a Lagrangian in a

159
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classical sense. The technique uses the modern methods of Lie group analysis
of fractional differential equations developed in [66, 67, 22, 21, 101, 125] and
employs the concept of nonlinear self-adjointness proposed for inter-order dif-
ferential equations. This concept is based on the notion of formal Lagrangian
and provides to construct conservation laws for nonlinearly self-adjoint differ-
ential equations using classical algorithms.

5.1 Description of approach

We describe here the mentioned method by some well-known equations.

5.1.1 Time-fractional diffusion equations

Let us consider a nonlinear time-fractional diffusion equation (TFDE)
Diu = (k(u)uy)q, a € (0,2). (5.1)

Here, u is a function of the independent variables ¢ € (0,T](T < oo) and
x € Q C R, Df*u is a fractional derivative of function u with respect to t of
order o, and k is a diffusion coefficient which is considered as a function of
the dependent variable u.

We consider two different types of fractional derivatives Dfu in Eq. (5.1):
one is the Riemann-Liouville left-sided time-fractional derivative L' D¢u, and
the other is the Caputo left-sided time-fractional derivative g Dfu. Equation
(5.1) is known as the subdiffusion equation for o € (0, 1) and as the diffusion-
wave equation for a € (1,2).

The symmetry properties of Eq. (5.1) have been investigated in [67], and
Lie point symmetries for this equation with the Riemann-Liouville and Caputo
time-fractional derivatives have been obtained there. These symmetries will
be used here to construct the conservation laws for Eq. (5.1).

5.1.2 Conservation laws and nonlinear self-adjointness

Let us define a conservation law for Eq. (5.1) in the same manner as it is
defined for the classical diffusion and wave equations. Namely, a vector field
C = (C%,C*) where C* = Ct(t,z,u,...), C® = C*(t,z,u,...) is called a conserved
vector for Eq. (5.1) if it satisfies the conservation equation

D,C" + D,C* =0, (5.2)

on all solutions of Eq. (5.1). Equation (5.2) is called a conservation law for
Eq. (5.1).
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A conserved vector is called a trivial conserved vector for Eq. (5.1) if its
components Ct and C® vanish on the solution of this equation.

Note that Eq. (5.1) with the Riemann—Liouville fractional derivative can
be rewritten in the form of conservation law (5.2) with

C' =Dy~ " (oI u), C*=—k(uw)u,, n=1,2. (5.3)

It is important to point out that the order n — «v of fractional integral in (5.3)
is the same as the one used in Egs. (5.1) with (5.2).

In the case of the Caputo fractional derivative, Eq. (5.1) can also be rewrit-
ten in the form of conservation law (5.2) with

Cl = oI (DMu), C* = —k(u)ug, n=1,2. (5.4)

Contrary to the previous case, the order of fractional integral in (5.4) has been
increased by one. In other words, the coordinate C! now depends on a new
integral variable which is lacking in Eq. (5.1).

In accordance with the concept of nonlinear self-adjointness [44], a formal
Lagrangian for this equation can be introduced as

L=uvt ) [Dfu—K(uu — k(u)ug,) , (5.5)

where v is a new dependent variable. In view of this formal Lagrangian, an
action integral is

t
//ﬁ(t,m,u,v,Dfu,uz,um)dxdt. (5.6)
0o Ja

Assume that variable v in the action (5.6) is not varied. Then, using frac-
tional variational approach developed by Agrawal [16], one can find the Euler-
Lagrange operator with respect to u corresponding to the action (5.6) as

) 0 0 0 0
22 pew -2 _ D, p2-2_.
ou  Ou + (D) 0Dy Oug T Oy

(5.7)
Here, (D$*)" is the adjoint operator of D$*. The corresponding adjoint operators
are

(D) = (=)mIze (D) = { D,

(§D5)" = (-1)"Dy (I3) = Dy

Here, (177 is the right-sided operator of fractional integration of order n —«
defined by

T T,
(o7 f) (t,2) = T : )/t (r f(t)’a+)1nd7—'

(n—a
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Similar to the case of integer-order nonlinear differential equations, the adjoint
equation to the nonlinear TFDE (5.1) can be defined as Euler— Lagrange
equation

oL

= =0,

ou
where £ is the formal Lagrangian (5.5) and % is the Euler-Lagrange operator
(5.7). After calculations, Eq. (5.8) takes the form

(5.8)

(DY) v —k(uw)vge =0, n=[a]+1, a€(0,2). (5.9)

Eq. (5.1) will be called nonlinearly self-adjoint if the adjoint Eq. (5.9) is
satisfied for all solutions u of Eq. (5.1) upon a substitution v = ¢(t, z, u) such
that o(t,x,u) # 0.

5.1.3 Fractional Noether operators

It is unwieldy to construct the conserved vectors by direct use of Noether’s
theorem. A more convenient approach for integer-order differential equations
was proposed in [100]. In this approach, the components of conserved vectors
are obtained by applying the so-called Noether operators to the Lagrangian.
These Noether operators can be found from the fundamental operator identity,
also known as the Noether identity. For the considered case of two independent
variables ¢, 2, and one dependent variable u(t,x), this fundamental identity
can be written as

Y+Dt(§1)I+DI(§2)I:W% + DN + DN, (5.10)

Here, 7 is the identity operator, % is the Euler-Lagrange operator, N'¢ and
N7 are the Noether operators, X is an appropriate prolongation for the Lie
point group generator

X =€t a,u) g + €m0 ot ) (51)

to all derivatives (integer and/or fractional order) of the dependent variable
u(t, ) which are contained in the considered equation, and W = ¢ — £tu; —
Eu,.

The prolongation of the generator (5.11) for Eq. (5.1) has the form

— . a0
_ 17 2 Y i
X = 5 %,

0 0]
0 1 1

5 (5.12)

OUgy

where (0, ({, (3 are given by the prolongation formulae
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— DEW) + € Dy(Du) + 2D, (D),
= D:c(W) + glutm’ + £2umx7
C21 = DE(W) + glut'xz + §2ux:cx-
For given operators (5.7) and (5.12), one can verify that the equality (5.10)

is fulfilled if the Noether operators are defined as follows. For the case when the
Riemann-Liouville time-fractional derivative is used in Eq. (5.1), the operator

Ntis

n—1
o1 0
Nt =€17 + 2(71)’60@ 1 k(W)Dfia(RLDa )

-3 (% Dt )

For an other case when the Caputo time-fractional derivative is used in Eq.
(5.1), this operator takes the form

(5.13)

K 0
t __¢1 k a—1—k
Nt =g+ DF(W),Dg 3D

k=0 (5.14)
A n 0
- (Dt ), 3(§D?U)>'

The operator N in both cases is

0 0
- D,
Oug OUgy

0

OUgy

N®=¢€T+ W< ) + D, (W) (5.15)

In (5.13) and (5.14), J is the integral

39 = T a // T_“T s " dudr. (5.16)

Now assume that Eq. (5.1) is nonlinearly self-adjoint. This means that a
function v = p(t, z, u) exists such that Eq. (5.9) is satisfied for any solution of
Eq. (5.1). Then, the explicit formulae for the components of conserved vectors
associated with the symmetries of Eq. (5.1) can be established.

We act on the formal Lagrangian (5.5) by both sides of the Noether identity
(5.10). For any generator X admitted by Eq. (5.1) and any solution of this
equation, the left-hand side of this equality is equal to zero:

(XL + Di(¢")L+ Dy (£2)L) = 0.
(5.1)
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For nonlinearly self-adjoint equations, the Euler-Lagrange Eq. (5.8) is identi-
cally zero. Therefore, the right-hand side of the equality under consideration
leads to the conservation law

Dy(N'L) + D (N*L) =0, (5.17)

where the operator N is defined by (5.13) or (5.14), and operator N is
defined by (5.15).

From the comparison of (5.2) and (5.17), it is easy to conclude that any
Lie point symmetry of Eq. (5.1) gives the conserved vector for this equation
with components defined by the explicit formulae

Ct=N'L), €T =N(L). (5.18)

In the following sections, it is proved that Eq. (5.1) is nonlinearly self-
adjoint and conserved vectors associated with different symmetries of this
equation are constructed.

5.1.4 Nonlinear self-adjointness of linear TFDE

With no loss of generality, one can set k =1 in (5.1). It was shown in [67]
that, for both considered types of fractional derivatives and all a € (0,2), the
corresponding Lie algebra of point symmetries is infinite and is spanned by
generators

Xlzg, X2:2t9+a1’27
0 0 ’
X3 =u— Xoo = h—,
3T Youw ou
where h = h(t,z) is an arbitrary solution of the equation Dgh = hyy.
In the considered linear case, the adjoint Eq. (5.9) takes the form
(D)0 = Vga- (5.20)

It can be seen that this equation is also linear and does not contain the function
U.

Let v = ¢(t,z) # 0 be an arbitrary nontrivial solution of this adjoint
equation. Because (5.20) is satisfied upon the substitution v = (¢, ) for
all u(t, z) then in accordance with the definition of nonlinear self-adjointness
given in the previous section, the linear Eq. (5.1) is nonlinearly self-adjoint
with such a function ¢(¢,z). The adjoint Eq. (5.20) has nontrivial solutions.
For example, particular nontrivial solutions of this equation are v(t,z) =
ct®lx for DY = FED® | and v(t,z) = ctz for Df = §DY (here, c is an
arbitrary constant).

The formal Lagrangian (5.5) for the linear Eq. (5.1) has the form

L= o(t,z) [Difu — gy - (5.21)
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Using this Lagrangian, one can find the conserved vectors for linear Eq.
(5.1) corresponding to the symmetries (5.19) by the formulae (5.18) with the
Noether operators defined by (5.13)—(5.15).

5.1.5 Conservation laws for TFDE with the
Riemann—Liouville fractional derivative

Calculations by (5.18) give the following results for the components of con-
served vectors for Eq. (5.1) with the Riemann—Liouville fractional derivative.

For the subdiffusion equation when « € (0, 1) the components of conserved
vectors are given by

Cl= oIl ~*W;) + IWi, ¢1),

Here, subscript i coincides with the number of appropriate symmetry from
(5.19) (i = 1,2,3 and c0), and functions W; have the form

Wi = ug,, Ws = 2tus + axuy,,

(5.22)
WS =u, WOO = h.

In the same way as for the diffusion-wave equation when « € (1,2), the
components of conserved vectors are given by

Cl = 0oy Wi) = @ o7 (Wi) = IWi, ut)
Cf‘ :goxwz _priwa 1= 172a37 0.
Because operators D, and §£' D¢ commute with each other then the conserved

vectors corresponding to generators X; and X, can be rewritten in another
form. Define

w = 2tp; + azp,. (5.23)

Case 1 Subdiffusion equation (0 < ao < 1)

X1 :Cf =Pz OItliau + 3(u, i),
CT = —Pally + Qrat;
.ot 11—« 11—« 11—«
Xo:Coy=wol, “u—2t [gptoft u—ulp <pt]
+23(tur — (o — Du, ¢r) — axI(u, pra),
C5 = —wuy + wyu.
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Case 2 Diffusion-wave equation (1 < a < 2)

X1 :Cf = VDY = opp oF % u — J(u, P11a),
Cl = —Pully + Prat;
Xy :Ch=w D u — wy o IF u
+ 2t s oI U — w L7 oy
+ 23 (tur — (o — Du, 1) — eI (u, prea),
C5 = —wu, + wyu.

5.1.6 Conservation laws for TFDE with the Caputo
fractional derivative

For the subdiffusion equation when « € (0,1), one can find

Cl=Wi Iy () — IWir, ©),
C;E :QDIWi—QOWix, 1= 1,2,3,00.

For the diffusion-wave equation when « € (1,2), the components of conserved
vectors can be written as

Cf =W, 5LD%_1QD + Wi tI%_QSD - 3(Witta 90)7
CZm :gplWl—QOWZI, 1= 1,2,3,00

As previously, the functions W; are defined by (5.22). Similar to the case of the
Riemann—Liouville fractional derivative, the conserved vectors corresponding
to generators X; and X5 can be presented in another form.

Case 1 Subdiffusion equation (0 < a < 1)

X1:C = uidp %y — J(ug, a),
Cl = =tz + Qaatls
2T we(T, x)
'l —a) (T —t)>
b IR w — 2t [ug T — @ oI ]
+ 23 (ture — (@ — 2)ur, ) — awI(ue, ¢z),
C3 = —wuy + wyu.

Xgicgz—
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Case 2 Diffusion-wave equation (1 < a < 2)

X1 :Cl=u DS op + g e I %00 — J(use, 92),
CY = —Pgly + Prat;
2T wp(T, )
'l —a) (T —t)=
2T wp(T,x)
N2—a) (T-t)~

2— RL ya—1
+udy “wHu DT w

Xglcg:—

— 2t [Utt t[%f“(p — gDo]tziaUtt:I
+ 23 (tup — (o — 3)ug, ©) — axJ(ust, ),

C3 = —wu, + wyu.

Here, w is defined by (5.23).

5.1.7 Symmetries and nonlinear self-adjointness of
nonlinear TFDE

Now, let us consider a general case when the diffusion coefficient k(u) #
const. As it was shown in [67], in both cases of the Riemann—Liouville and
Caputo time-fractional derivatives of order « € (0,2) and for arbitrary k(u),
Eq. (5.1) has a two-dimensional Lie algebra of point symmetries spanned by
generators

0 0 0
- = — 99— . 5.24
X1 ax, XQ 2tat + axax ( )

This algebra extends in some special cases of k(u). If k(u) = u® (3 # 0), then
Eq. (5.1) has an additional symmetry

0 0
X = Br— + 2u— 2
3 Bazax + L (5.25)
for any @ € (0,2) . If 8 = —% , Le., k(u) = u™3, there is an additional
extension
1 0 0

Equation (5.1) with the Riemann—Liouville fractional derivative also
admits the generator

x? = tQ% + (o — 1)tua% (5.27)

for k(u) = u? with 8 = —2a/(a — 1),a € (0,2).



168 Lie Symmetry Analysis of Fractional Differential Equations

Finally, if k(u) = e*, Eq. (5.1) with the Caputo fractional derivative of
order « € (0,2) has the symmetry

xP =z 422 (5.28)

Contrary to the case of k = const, for the considered case of k = k(u), the
adjoint Eq. (5.9) depends on the function u. Nevertheless, there are specific
solutions of this equation that do not depend on this function.

If Eq. (5.1) with the Riemann—Liouville fractional derivative is considered,
then the right-sided Caputo fractional derivative is used in the corresponding
adjoint Eq. (5.9). The particular solutions of this adjoint equation, which are
valid for any solution u of Eq.(5.1), have the form

v(t,z) = c¢1+cox for a € (0,1), (5.29)
v(t,x) = c1+cx+ (c3+cqx)t for a € (1,2). (5.30)

Here, ¢;(i = 1,2,3,4) are arbitrary constants. If Eq. (5.1) with the Caputo
fractional derivative is considered, then the right-sided Riemann—Liouville
fractional derivative is used in the corresponding adjoint Eq. (5.9). This
adjoint equation has the following particular solutions:

v(t,z) = (T —t)* ey + cox) for a € (0,1), (5.31)
v(t,z) = (T —t)* 72 x [c1 + ez + (T —t)(ca + ca)]
for a € (1,2). (5.32)

These solutions are also valid for every solution u of Eq. (5.1) with the Caputo
time-fractional derivative.

Contrary to the solutions (5.29) and (5.30), the solutions (5.31) and (5.32)
depend on the right time boundary T

So, one can declare that nonlinear time-fractional subdiffusion and
diffusion-wave equations with the Riemann—Liouville and Caputo fractional
derivatives are nonlinearly self-adjoint. Therefore, the solutions (5.29)-(5.32)
can be substituted into the formal Lagrangian (5.5) which then can be used
for constructing conservation laws.

5.1.8 Conservation laws for nonlinear TFDE with the
Riemann—Liouville fractional derivative

Using the Noether operators (5.13) and (5.15), the symmetries
(5.24)—(5.26) and the formal Lagrangian (5.5) with the function v(¢, z) given
by (5.29), only one new conserved vector has been found for Eq. (5.1) with
the Riemann-Liouville time-fractional derivative of order « € (0, 1). This con-
served vector has the components

Ct =x oI} u, C* = K(u) — zk(u)ugy, (5.33)
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where K (u) is an arbitrary function such that K’'(u) = k(u). Note that the
operator X; produces the trivial conserved vector for the constant c¢; from
(5.29), and the conserved vector (5.3) for the constant cy. The operators X,
and X3 give (5.3) for the constant ¢1, and (5.33) for the constant cy. The
operator X il) gives (5.33) for the constant ¢; and the trivial conserved vector
for the constant cs. o

In the case of k(u) = uT-=, using the symmetry (28), two new conservation
laws have been found. Corresponding conserved vectors have the components

Cl=tol} “u— oI} “u, C% = —tuTwu, (5.34)

and

C = (tol; “u—olf u)

a — 5.35
C% = tutos (1 auxuz). ( )

The conserved vector (5.34) corresponds to the constant ¢;, and the conserved
vector (5.35) corresponds to the constant ¢ from (5.29).

For the nonlinear diffusion-wave equation with the Riemann—Liouville
time-fractional derivative, five new conservation laws have been found. The
components of corresponding conserved vectors are presented in Table 5.1,
where the conserved vector number 1 is the known conserved vector (5.3). As
previously, in this table, K () is an arbitrary function such that K'(u) = k(u).

The correspondence between the symmetries (5.24)— (5.27), the constants
ci(i=1,2,3,4) from (5.30) and the conserved vectors numbers from Table 5.1
is established by Table 5.2. In this table, index 0 corresponds to the trivial
conserved vectors.

It is interesting to note that contrary to the linear case, the conserved vec-
tors for the nonlinear TFDE (5.1) with the Riemann—Liouville time-fractional
derivative do not involve the integral (5.16). Moreover, the obtained conserved
vectors for the nonlinear TFDE do not depend on the right time boundary 7.

5.1.9 Conservation laws for nonlinear TFDE with the
Caputo fractional derivative

Using the Noether operators (5.14) and (5.15), the symmetries
(5.24)—(5.26), (5.28), and the formal Lagrangian (5.5) with the function v(¢, z)
given by (5.31), four new conservation laws have been found for the subdiffu-
sion equation (5.1) with the Caputo fractional derivative. The corresponding
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TABLE 5.1: Conserved vectors for the diffusion-wave equation with the
Riemann—Liouville fractional derivative

No. Components of the conserved vectors

1. Ct= Dyl
C* = —k(u)uy
2. Ct=t DYy — o7 *u
C* = —tk(u)u,
3. Ct=zFDo My
C* = K(u) — zk(u)uy
4. Cl=tx Dty —a oIF u

C* =tK(u) — txk(u)uy

5. Ct=t*FEDY u— 2t oIFu+2 oI} u
C* = —t2k(u)uy

6. C'=t2x FEDY tu— 2tw oIF %+ 2z oI} “u
C® = 2K (u) — t?zk(u)uy

TABLE 5.2: The correspondence between symmetries and conserved vectors
numbers for the diffusion-wave equation with the Riemann—Liouville frac-
tional derivative

X X xPox{V xP
¢ 0 1 1 3 2
1 3 3 0 4
c; 0 2 2 4 5
a2 4 4 0 6
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TABLE 5.3: Conserved vectors for the subdiffusion equation with the Caputo
fractional derivative

No. Components of the conserved vectors

L Ct=u(0,2)®(t) + (T — t) I} (ﬁ)
C* = —(T —t)* 'k(u)uy

2. Ct=(T-t)orj ™ (Tugt)
C® = —(T — t)*2k(u)uy

3. C' = au(0,2)B(t) + x(T — )} (ﬁ)
C® = (T — t)* YK (u) — zk(u)u,]

4. Ct=a(T —t)* oI} (T“jt
C* = (T — t)*2[K (u) — zk(u)u,]

N—

TABLE 5.4: The correspondence between symmetries and conserved vectors
numbers for the subdiffusion equation with the Caputo fractional derivative

X X x{P xP xM

a 0 1,2 1 1 3
o 1 3,4 3 3 0

conserved vectors are presented in Table 5.3, where the function ®(¢) is

"0 ~zrti= (7).

t
X oF (a,a;a+1;1—T>.

Here, oF(, ; ;) is the Gauss hypergeometric function. The correspondence
between the symmetries (5.24)—(5.26), (5.28), the constants ¢; and ¢z from
(5.30), and the conserved vectors numbers from Table 5.3 is established by
Table 5.4. Thus, the symmetry Xs produces all four conservation laws. The
trivial conserved vectors are produced by the operator X; for the constant ¢y
and by the operator X il) for the constant cy. In Table 5.4, the trivial conserved
vectors are denoted by 0.

For nonlinear diffusion-wave equation with the Caputo time-fractional
derivative, six new conserved vectors have been found. The components
of these vectors are presented in Table 5.5. As previously, in this table
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TABLE 5.5: Conserved vectors for the diffusion-wave equation with the
Caputo time-fractional derivative

No. Components of the conserved vectors

1. Cl= (T -t 203 (ﬁ)
C* = —(T —t)*3k(u)uy

2. Cl=d(t)uy(0,2) + (T — t)*~LoI2 e ( w )
C* = —(T — t)* 2k(u)uy

3. C'=U(t)u(0,2) + (T — )l 12 (Tg)
C* = —(T — ) k(u)uy

4. C'=a(T — )20 (ﬁ)
C* = (T — ) 3(K (u) — zk(u)uy)

5. C'=ad(t)u(0,2) + (T — t)° 1oI2~ (T"it
C* = (T — )" 2(K(u) — zk(u)uy)

6. C'=aU(t)uy(0,2) + (T — t)*F 1> (T‘gt)
C* = (T — t)* YK (u) — zk(u)u,)

K'(u) = k(u). Also, the following notations are used in Table 5.5:

*0 = e (1 §>M

t
X oF (a—l,a—l;a;l—T),

"0~ (1)

t
X oF <a1,a;a+1;1T),

En 0=t | 725

t—T
X o F} (1,1;2—a;T >d7‘

-7

(here, 1 < a < 2).

The correspondence between the symmetries (5.24)—(5.26), (5.28), the
constants ¢; (i = 1,2,3,4) from (5.32), and the conserved vectors numbers
from Table 5.5 is established by Table 5.6. Thus, the symmetry X, produces
all six conservation laws. The trivial conserved vectors are produced by the
operator X, for the constants ¢; and ¢y, and by the operator X il) for the con-
stants cg and c4. In Table 5.6, the trivial conserved vectors are denoted by 0.
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TABLE 5.6: The correspondence between symmetries and conserved vectors
numbers for the diffusion-wave equation with the Caputo fractional derivative

X, X, x{ xP x{

a 0 1,2 2 2 5
2 0 2,3 3 3 6
s 2 4,5 5 5 0
¢« 3 56 6 6 0

Finally, one additional remark should be made. If u;(0,z) = 0, then the
operator Xf) given by (5.27) is admitted by Eq. (5.1) with the Caputo time-
fractional derivative of order a € (1,2) and k(u) = ua . So, this operator
can be considered as a conditional symmetry for this equation. This operator
produces all six conserved vectors from Table 5.5: vectors 1, 2, 3 for the con-
stant c¢1, vectors 2, 3 for the constant ¢y, vectors 4, 5, 6 for the constant c3
and vectors 5, 6 for the constant cy.

5.2 Conservation laws of fractional diffusion-absorption
equation

Time-fractional version of the diffusion-absorption (TFDA) equation has
the following form:

1
OMu = Ullgy + —(uz)? — 0, a € (0,1). (5.36)
g

Similar to the previous section, we use the Ibragimov method [95] for con-
structing the conservation laws of Eq. (5.36). Formal Lagrangian of the TFDA
equation can be written as:

1
L =v(z,t) [0 u — uug, — ;ui + 0], (5.37)
where v(z,t) denotes the dependent nonlocal variable. We can construct the

adjoint equation to the TFDA equation as Euler-Lagrange equation:

oL 2

5o = (D9 v — gy — <0 — 2) (vug), = 0. (5.38)
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The components of the conserved vectors for Eq. (5.36) are

Cl=vDM (W) 4+ 3 Wi, vy), (5.39)
2
Cr=W,; <vmu +(1- )vuw> —vuD, (W), 1=1,2,3, (5.40)
o
where
Wi = —ug, We = —au—tus, Ws=2u— zu,. (5.41)
That is

Cl=vDM H(—uy) + 3 (—ua, v)
CT = —uy, <vmu +(1- i)fuux) + VUU g,
CL = —avD? Y (u) — toDF H(ug) — (0 — DD % (uy) — oF (u, ve) — J (tug, ve)
C5 = —(ou + tuy) (vxu +(1- i)vux> + vu(auy — tu,), (5.42)
and

CL = QUDf‘_l(u) — a:va‘_l(ux) + 23 (u,vg) — J (Tug, vy),

2
C3 = (2u — zuy) <vmu +(1- )vum) — VUUy + TVUUg. (5.43)
o

5.3 Nonlinear self-adjointness of the Kompaneets
equations

In the same manner as it was done for the equations of integer orders, we
define the formal Lagrangian £ for the Eq. (2.87) by

L=vF(t, z,u, ’Dz(a)u, Uy, Uy )- (5.44)
The adjoint equation to the Eq. (2.87) is defined by

F* (tv ) &y 7D’Y(a) ,<ID’Y(O‘))* y Yy Yy Yz xa:):i
xr,u,v t u t Vy,Ugp, Vs U v ou

0. (5.45)
Here (D;’ (a)) denotes the adjoint operator to D; @) Tt is defined below for

each particular case of fractional differential operators used in the Eq. (2.87).
If we consider the Eq. (2.87) for a finite time interval ¢ € [0,7], then the
corresponding Euler-Lagrange operator % in (5.45) has the form

0 0 0
" au P

P L9
2 (@) 4
"oa. T Piga (77) a(Dow)’ (5.46)
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where .
(p) = (DrDy)" = DD,

for the Eq. (2.82),
(1) = (pp) = oDt
for the Eq. (2.84),
(DZ“”) = (D}*)" = Cpite
for the Eq. (2.85) and
(p7) = ey = ¢p7
for the Eq. (2.86). Here

g, (=Y om [T ulrz)
tDpu = I['(n— B) ot /t (r —t)f—ntl dr

is the right-sided Riemann-Liouville time-fractional derivative of order S €
Ry, n=[f]+1, and

5 _ ()" [T _Dru(ra)
Poh= gy | G

is the right-sided Caputo time-fractional derivative of order § € R, n =
8]+ 1.

After simple calculations in (5.45), we obtain the following adjoint time-
fractional Kompaneets equation

(Dz(a)> v — 2%Vgp + 22 (1 + 2u)v, + 2(1 — 2 — 22u)v = 0 (5.47)

for the Eq. (2.87).

The definition of the nonlinear self-adjointness can be extended to the time-
fractional Kompaneets equations. Namely, the Eq. (2.87) is said to be nonlin-
early self-adjoint if the adjoint Eq. (5.47) is satisfied for all solutions u of the
Eq. (2.87) upon a substitution

v=(t,z,u) (5.48)

satisfying the condition ¢(t,z,u) # 0.

We find all substitutions (5.48) that provide the nonlinear self-adjointness of
the time-fractional Kompaneets Egs. (2.82)-(2.86) and their approximations,
and arrive at the following result.
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Lemma 5.3.1 The time-fractional Kompaneets Eq. (2.87) and their diffusion-
type approzimations are all nonlinearly self-adjoint and the substitution (5.48)
has the form

=0T (). (5.49)
Here the function ®(t) depends on the type of fractional differential operator
DZ(‘*), namely

DI = DDy B(t) = 61 (T — )" + 6; (5.50)
D} =C DD, b(t) = (T — 1)} (5.51)
D} =Dl B(t) = gt + ¢ (5.52)
D] =Dy d(t) =g, (5.53)

where ¢1 and ¢ are arbitrary constants. The function ¥(x) depends on the
approzimation of the function h(u,u,) defined by (2.88), namely

h=uy+u+u? h=u, +u®:¥U(x)=1pa% (5.54)
h=ug: U(x) =12 4+ Yoz~ (5.55)
h=uy+u:¥(x) =22+ 10(x), (5.56)
where 1 and w2 are arbitrary constants, and the function ©(x) is
O(z) = ez~ [e "2’ Bi(z) —2® —x — 2]. (5.57)

Remark 5.3.1 We do not present here the derivation of the substitutions
(5.49). Instead, we note that the term 122 in each substitution is precisely
the similar substitution for the classical Kompaneets Eq. (2.77). The func-
tions O(t) defined by (5.50)-(5.53) are the solutions of the fractional equation
D?(a)go = 0. The functions U(x) defined by (5.54)-(5.56) are the solutions of
the equation
220" — 22h, V' 4 2(xh, — 1)V =0

for arbitrary function u.

Now, we extend the usual notion of a conserved vector to the time-fractional
Eq. (2.87). A vector C = (C?,C?) is called a conserved vector for the Eq. (2.87)
if it satisfies the conservation equation

[Dt(ct) + Dm(cz)] (2.9) =0.

Let the Eq. (2.87) be nonlinearly self-adjoint and admit a one-parameter point
transformation group with the generator

0 7] 0
_ ¢l 2
X*é. (taxvu)at+§ (t>x7u)ax+¢(taxau)au



Conservation laws of the fractional differential equations 177

Since the Eq. (2.87) does not involve the fractional derivatives with respect
to x, the z-component of the conserved vector can be found by the general
formula for calculating conserved vectors associated with symmetries. This
formula gives

oL D, oL oL

T =W ( e~ a%x) + D, (W) T (5.58)

Here

W=¢-— flut - §2uma
and £ is the formal Lagrangian (5.44) where the variable v is eliminated by
using a suitable substitution v = ¢(t, z, u).
The formula for the t-component of conserved vector depends on the type of
time-fractional derivative in the Eq. (2.87):

oL 0 oL
Cl=I'"""DW)=—— —WIL D) ——— + 3 <D W), D >
T v " Digipany T\ POV Digapas
(5.59)
for the Eq. (2.82),
oL oL
t 11—« o~
ct = Wik 5D <Dt(W), 8(CD§‘u)> (5.60)
for the Eq. (2.84),
oL oL oL
C' = DfW)——— — I}"*(W)D —~(W,D2)
OV P O U Pm
(5.61)
for the Eq. (2.85) and
oL oL
t=ql=e 3 Dy ——— 62
e = 11 s +3 (W Do) >0

for the Eq. (2.86).
Now we consider separately each of the Eqgs. (2.82)-(2.86).

5.3.1 Conservation laws for approximations of the
Eq. (2.82)

In this case we substitute D} (a) = DD, in the Eq. (2.87). Then this
equation has the conservation form with the conserved vector having the com-
ponents

Cl = 22T} “uy, C* = 2 h(u, uy). (5.63)
The formal Lagrangian (5.44) upon the substitution v = ¢(t,z), with the
function ¢(t,z) defined by (5.49),(5.50), takes the form

L= (¢1(T — )™ + ¢o)¥(2z)(Duy — 2°Dy(h) — dah). (5.64)
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Substituting the formal Lagrangian (5.64) and the symmetries (2.89)-(2.91)
in (5.58) and (5.59) we find new conservation laws.
For h = uy, h = uy + u, h = u, + u? we obtain the conserved vector

C' = 2® [(T = t)* I} “uy + T(1 + a)u — aJ(ug, (T = 1)*7)] ,
C* = —334(T —t)*h(u,u,). (5.65)

The conserved vector (5.65) corresponds to the product ¢11; of the constants
¢1 and ¢ in the substitution (5.49) with (5.50),(5.54). The conserved vector
corresponding to the product ¢11 of the constants ¢o and vy in (5.49) coin-
cides with the conserved vector (5.63).

For h = u,, using the symmetry X; from (2.89), we find two additional con-
served vectors:

C' = a7 [(T = )"} “w + T(1+ a)u — al(u;, (T = )* )],
C* = (T = 1) (wuq + 3u), (5.66)

Cl = I}y, C* = —(auy + 3u). (5.67)

The conserved vector (5.66) corresponds to the product ¢;12 of the constants
¢1 and vy in (5.49) with (5.50), (5.55), and conserved vector (5.67) corresponds
to the product ¢215 of the constants ¢o and 5. Note that the symmetry X5
from (2.89) provides the trivial conservation law only.

For h = u,+u, using the symmetry X; from (2.90), we also find two additional
conserved vectors:

¢ = O(a) [(T = )°1}~*uy + (1 + a)u — ad(us, (T — 1))
C* = —(T —t)*2” [O(z)u, + (O(z) + 227 'O(2) — O(2))u] , (5.68)

C! = O(x) I} “uy,
C" = —2? [0(2)u, + (0(z) + 227 '0(2) — ©; (2))u] , (5.69)

where the function O(z) is defined by (5.57). The conserved vector (5.68)
corresponds to the product ¢119 of the constants ¢; and 19 in (5.49) with
(5.50), (5.56), and conserved vector (5.69) corresponds to the product ¢a1po
of the constants ¢o and 5.

5.3.2 Conservation laws for approximations of the
Eq. (2.84)

In this case we substitute Dz(a) = ©OD¢ in the Eq. (2.87). Unlike the
previous case, the equation under consideration does not have a conservation
form. The formal Lagrangian (5.44) upon the substitution v = (¢, z), with
the function (¢, z) defined by (5.49), (5.51), takes the form

L=¢1(T — ) '0(z)( “Dfu — 2° D, (h) — 4xh). (5.70)
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Substituting the formal Lagrangian (5.70) and the symmetries (2.89)-(2.91)
in (5.58) and (5.60) we find new conservation laws.
For h = uy, h = uy + u, h = u, + u? we obtain the conserved vector

Ct = 1,2 [F(OL)U - 3(ut7 (T - t)ail)] ’
C* = —aX(T — t)* ' h(u,uy). (5.71)
The conserved vector (5.71) corresponds to the product ¢11; of the constants

¢1 and v in the substitution (5.49) with (5.51), (5.54).
For h = ug, using the symmetry X; from (2.89), we find the conserved vector

Ct=a"1 [I‘(a)u — J(u, (T — t)o‘_l)] ,
C* = —(T — t)*(zuy + 3u). (5.72)

The conserved vector (5.72) corresponds to the product ¢ of the constants
¢1 and s in (5.49) with (5.51), (5.55). The symmetry X5 from (2.89) provides
the trivial conservation law only.

For h = u, +u, using the symmetry X; from (2.90), we also find an additional
conserved vector, namely:

Ct = @(SC) [F(OZ)U - 3(ut7 (T - t)ail)] )
C* =—(T —t)*2” [O(z)u, + (O(z) + 227 '0(z) — ©'(2))u], (5.73)
where the function O(z) is defined by (5.57). The conserved vector (5.73)

corresponds to the product ¢t of the constants ¢; and 9 in (5.49) with
(5.51), (5.56).

5.3.3 Conservation laws for approximations of the
Eq. (2.85)

Now we consider the Eq. (2.85) upon substitution D?(O‘). Then this equa-
tion has the conservation form with the conserved vector having the compo-
nents

C! = 22 D¢, C* = —x*h(u,uy). (5.74)
The formal Lagrangian (5.44) upon the substitution v = ¢(t,z), with the
function ¢(t, z) defined by (5.49), (5.52), takes the form

L = (¢1t + ¢2)¥(z) (D} Tu — 2® D, (h) — 4xh). (5.75)

Substituting the formal Lagrangian (5.75) and the symmetries (2.89)-(2.91) in
(5.58) and (5.61), we find new conserved vectors for all three particular types
of the function h(u, u,).

For h = ug, h = ug + u, h = uy + u? we obtain the conserved vector

C' =2 [tD{u — Itl_au] ,
C* = —tz*h(u, uy). (5.76)
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The conserved vector (5.76) corresponds to the product ¢11; of the constants
¢1 and 9 in (5.49) with (5.52), (5.54). The conserved vector corresponds to
the product ¢21)1 of the constants ¢o and 7 in (5.49) coinciding with the
conserved vector (5.64).

For h = u,, using the symmetry X7, we find two additional conserved vectors:

C' =o' [tDfu — I} ],
C* = —t(zuy + 3u), (5.77)

C' =z 'Dfu, C* = —(auy + 3u). (5.78)

The conserved vector (5.77) corresponds to the product ¢ of the constants
@1 and 15 in (5.49) with (5.52), (5.55), and conserved vector (5.78) corresponds
to the product ¢o1)5 of the constants ¢o and 5. As previously, the symmetry
X from (2.89) provides the trivial conservation law only.
For h = u, + u, using the symmetry X; from (2.90), we also construct two
additional conserved vectors:

C' = 0O(z) [tDfu— I} ],

C* = —tz? [O(2)u, + (O(z) + 227 '0(2) — ©'(z))u] ; (5.79)

C' = O(x) Diu,

C* = —2? [0(2)uy + (O(z) + 22710 (2) — O/ (2))u], (5.80)
where the function O(z) is defined by (5.57). The conserved vector (5.79)
corresponds to the product ¢t of the constants ¢; and 9 in (5.49) with

(5.52), (5.56), and conserved vector (5.80) corresponds to the product ¢a1po
of the constants ¢o and 5.

5.3.4 Conservation laws for approximations of the
Eq. (2.86)

Now we substitute D¢ = D in the Eq. (2.87). Then this equation has the
conservation form with the conserved vector having the components

Ct = 2T}, C” = —2 h(u, uy). (5.81)

The formal Lagrangian (5.44) upon the substitution v = ¢(t, z), with the
function ¢(t, z) defined by (5.49), (5.53), takes the form

L= ¢ ¥(x)(Dfu — 22D, (h) — 4zh). (5.82)

Substituting the formal Lagrangian (5.82) and the symmetries (2.89)-(2.91)
in (5.58) and (5.62) we construct two new conservation laws.
For h = u,, using the symmetry X; from (2.89), we find a conserved vector

Cl=a7 '} %,  C® = —(2us + 3u). (5.83)
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The conserved vector (5.83) corresponds to the product ¢ of the constants
¢1 and g in (5.49) with (5.53), (5.55). The symmetry X from (2.89) provides
the trivial conservation law only.

For h = u, + u, using the symmetry X; from (2.90), we also construct two
additional conserved vectors:

C' = 0(x)I} “u,
C* = -2 [0(2)u, + (O(z) + 227 '0(2) — ©'(2))u], (5.84)

where the function O(z) is defined by (5.57). The conserved vector (5.84)
corresponds to the product ¢t of the constants ¢; and 9 in (5.49) with
(5.53), (5.56).

It is interesting to note that for all three particular types of the function
h(u,uy), i.e., h = ugz, h = u, + u?, the symmetries (2.89)-(2.91) give the
conserved vector with the components (5.81) that correspond to the product
@111 of the constants ¢; and v in the substitution (5.49) with (5.53), (5.54).

5.3.5 Noninvariant particular solutions

One can use the method of conservation laws (see [92], chapter 2) for con-
structing the particular solutions for the diffusion-type approximations of the
time-fractional Kompaneets equation. According to this method, a particular
solution is obtained by letting

C'=p(z), C"=q(t),

where C! and C® are the components of a conserved vector. The calculations
lead to the following results.

Calculations show that solutions of any approximation of the Eq. (2.87),
obtained by using conservation laws presented in the previous section and
corresponding this approximation, coincide.

For all approximations of the time-fractional Kompaneets Eqs. (2.87) with
h = u,, this approach gives the linear combinations of the invariant solutions
corresponding to f = 0 and 8 = —3 that have been presented in the previous
subsection. For h = u, and h = u, + u?, using the method of conservation
laws, we obtain the following solutions:

o for the approximation of the Eq. (2.82)

u = z(x,c1,c)t* + z(x, c3,¢4),
o for the approximation of the Eq. (2.84)
u=z(z,c1, ),
e for the approximation of the Eq. (2.85)

U= (fE,Cl,CQ)ta_l + z(z, 3, c4)t%,
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e for the approximation of the Eq. (2.86)
u=z(x,c, )t

where c¢1; co; c3; ¢4 are arbitrary constants. The function z depends on the
function h : for h = u, + u we have

z(xz,a,b) = e~ [ax_z@(aﬁ) + b] ,

where the function ©(xz) is defined by (5.57). For h = u, + u? we find two
types of the function f:

1 a a a a a
z(w,a,b):;—i—?tanh(b—;), z(z,a,b) = E—ﬁtan(b—;).

5.4 Conservation laws of the time-fractional CRW
equation

Like the above section, the formal Lagrangian of the time-fractional CRW
equation (2.72) can be investigated as:

L =v(,t)[0]u + gy — s + 2uny], (5.85)

where v(z,t) denotes a dependent nonlocal variable. Moreover, we can con-
struct the adjoint equation as the FEuler-Lagrange equation:

%: D v+ (1 — 2u)vgy + vgp = 0. 5.86
ou ¢

Therefore, the components of the conserved vectors for Eq. (2.72) are

Cl =vDi (W) + 3 Wi, vy, (5.87)
Cr=W; (v(l —2u) —vy) +vD,(W;), i=1,2, (5.88)
where
W) = —u,, Wh = a(l —2u) — dtu; — 20zu,. (5.89)
That is
Ci =oD{ M (—ug) + I (—ug,vr)
cy = —uy, (v(1 — 2u) — vy) — VUL,
s = —2aD¢ H(u) — 4D tuy) — 200D (zuy,)
+aJ (1 — 2u,v) — 47 (tug, v) — 2aF (Tug, vy) ,
C3 = (a1 — 2u) — dtus — 2azuy) (v(1 — 2u) — vy)

—v (dauy, + dtuy, + 20xuy,) - (5.90)
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5.5 Conservation laws of the time-fractional VB
equation and time-fractional BB equation

In this section, after some preliminaries we obtain the conservation laws
[95, 80] for the equations

Ofu + vy + uuy, =0,
(5.91)
020 + (uv)g + Ugge = 0,
and
ofu — 1% + 2uu, = 0,
(5.92)
ofv — 2umm + 2(uv), =0,
respectively.

Consider a time-fractional k**-order PDE of two independent variables
x, t and dependent variables u, v, viz.:

Fi(z,t,u, v, 08 u, Of 0, Uy, -+« Uy Vg« -+, Vi) = 0,
e o v L ac(0,1). (5.93)
Folx,t,u, v, 08U, 08V, Ugy -+« « s Ukgy Vg« + - 5 Vo) = 0
The formal Lagrangian of system (5.93) can be written as

L=z, t)F1 + 0(x,t)Fa, (5.94)

where (x,t) = ¥(z,t,u,v) and 6(z,t) = O(x,t,u,v) are new dependent
variables. Corresponding system of adjoint equations is defined as follows:

Fr=9L =,
=5 = (5.95)

where the FEuler-Lagrange operators are given by the formal sums:

S0_0, + (0 EoN Z 0 (5.96)

ou  Ou 5st
and 5 P 9 9

= I (3;1)*@ + ;(_1)81% . ..12}087”7 (5.97)
with P P 9 o 9

Do = gy +ogy Ve, +Uan g~ + Vagm o+ (5.98)

being the total derivative operators with respect to z.
Moreover, (0§)* is the adjoint operator defined by

* —« d «
oy =10 () = £ (5.99)
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with [, é_a being the right fractional integral operator and ¢ D¢ being the right
Caputo fractional derivative.
The time-fractional system (5.93) is called nonlinearly self-adjoint if [80]

% = 1 F1 + patFo,
0L — i3 Ty + paFo,

where p;, ¢ =1,...,4 are unknowns to be determined.
Also, if 2 is the set of all differential functions of all finite orders, and
& Yo, Yo € AU, then Lie-Backlund operator is

(5.100)

X—Tf §—+"¢ %—wc vcai +oe, (5.101)

é)uac
where
uC = Dr (u¢) - u:vD:n (5) - utDtTa
V¢ =D, ("¢) — v Dy (&) — v Dy

One can write the Lie-Bécklund operator (5.101) in characteristic form

w9 oy 9 3 gy 9
X—TDt+§DT+ W%+ W%+S>1IDT'Dx( W)ausz
0
+3 D, .. W) (5.102)

s>1 8U6"L

where “W = “¢ — Euy — Tu and "W = V¢ — v, — Tu, are the characteristic
functions.
The two-tuple vector T = (T, T%), T!, T® € 2 is a conserved vector of
Eq. (5.93) if

Dy(T") + D, (T*) = 0, (5.103)
on the solution space of (5.93).

Theorem 25 Fvery Lie point, Lie-Backlund and nonlocal symmetry admitted
by the Eq. (5.93) gives rise to a conservation law for the system consisting of
the Eq. (5.93) and the adjoint Eq. (5.95) where the components T* and T® of
the conserved vector T = (T, T%) are determined by

oL oL
t __ a—1/u a—1/v

E =P g P W gm0

oL oL
D YW, Dy 104
(W “Bopu) >>”( W t@(@sw)’ (5104

and
6u$ s>1 5U(s+1)a:

+Y Dy...Dy("W) oL : (5.105)

s>1 57}(5—&-1);8
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where

I(f,9) = Ti—a) // f )d dr. (5.106)

5.5.1 Construction of conservation laws for Eq. (5.91)

The formal Lagrangian for the system of (5.91) can be written as

L=z, t) (Ofu+ vy +uug) + 0(x,t) (Ofv + (uv)z + Uzgz)

(5.107)
which admits the adjoint equation
Fi = (0)"% —Ysu V= Ozaz,
P =) (5.108)
F3 = (07)"0 = g — Oy,

where

1/11: = \Ijm + \Iluum + \II’U,U:E)
0, = O, + Oyu, + O,

+ 30,4V + Oulzgs + OpUgza + 3@xuuug2: + 39901}1/02 + Ouuully + Oppyv

Therefore, the nonlinear self-adjoint condition (5.100) can be written as

(07)" Y = (Vo + Vyug + Wyvg) u
- 3®uuvuivw

— (04 + Oty + Ouvz) v — Opyy

3@uvuuxv — 30 uuUpUpy —

304y UgVez —

304 Ura Vs
6®wuvusz - 3®xmuux - 3®wzvvz

- 369:11,“/19:
euummm - evvxzz - nguuu 3@mvvv

- Se)vvvwvmw -
- 3®zvvmx -

euuuui
Ouup¥> = pi1 (08U + vy + uty) + piz (O8V + (U0) g + Upes) (5.109)
and
(8?)*9 - (\I/I + \Iluum + \Ilvvm) - (@m + @uuz + @U’Um) u
= u3 (Ofu + vy + uuy) + pa (O7v + (U0) g + Uzgs) (5.110)

Solving Egs. (5.109)-(5.110) yields

=0, i=1,...,4,

U(x,t,u,v) = A, O(x,t,u,v)=DB, A BeR.

Therefore, if we suppose A = B =1, then

L= 07u~+ 07v + vy + uty + (uv)z + Ugay. (5.111)
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We recall that Eq. (5.91) admits a two-dimensional Lie algebras; thus we con-
sider the following two cases:

(i) We first consider the Lie point symmetry generator X; = %. Correspond-
ing characteristic functions are

W= —u,, W= —u,. (5.112)

By using the Theorem 25, the components of the conserved vector are given
by
T = — I? Y uy + vg),
T = —up(u+v) —v:(1+ ) — Ugga.
(ii) Using Lie point symmetry generator Xy = Qt% + ax% — aua% - 2av%
and Theorem 25, one can obtain the conserved vector whose components are
Tt = — oI}~ (u + 2v) — axl} ™ (ug + vy) — 20}~ (tuy + tvy),
7% = — (au + azug + 2tuy)(u + v) — (200 + azv, + 2tvy) (1 + w)
— a(BUzy + TUggr) — 2tUtgs.

In this case, the corresponding characteristic functions are

"W = —au — azu, — 2tuy, "W = —20v — azv, — 2tv;. (5.113)
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Lie symmetries
analysis of time-fractional VB
and coupled BB equations,
103-112
of space fractional diffusion
equations, 146-149
of time-fractional CRW
parabolic equation, 97-98
of time-fractional
diffusion-absorption
equation, 94-97
of time-fractional diffusion
equation, 149-152
of time-fractional Fisher
equation, 87-90
of time-fractional gas dynamics
equation, 93-94
of time-fractional K (m; n)
equation, 91-92
of time-fractional Kompaneets
equation, 99-103
Lie symmetry analysis, 1, 75; see
also Nonclassical Lie
symmetry analysis
Black-Scholes equation,
conservation laws of,
62-67
classical Lie symmetry analysis,
1-40
couple stress fluid-filled thin
elastic tubes, conservation
laws of, 6770
Fornberg-Whitham equation,
conservation laws of,
70-72
mKdV-KP equation,
conservation laws of, 72-74
nonclassical lie symmetry
analysis, 40-59
self-adjointness and conservation
laws, 59-62
Lie symmetry method, 113
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Lie transformation groups, 2-3
Linear TFDE, 164-165; see also
Nonlinear TFDE

M
Magneto-electro-elastic circular rod
equation (MEE), 17
Lie symmetries of, 17-22
MAPLE program, 43
MEE, see Magneto-electro-elastic
circular rod equation
MEW, see Modified equal width
mGVE, see Modified generalized
Vakhnenko equation
Mittag—Leffler functions, 76-77, 140,
154, 156
mKdV-KP equation
conservation laws of, 72-74
Lie symmetries of, 34-40
Modified equal width (MEW), 27
Modified generalized Vakhnenko
equation (mGVE), 8
Lie symmetries of, 8-17

N
Noether identity, see Fundamental
operator identity
Noether operators, 162
Noether’s theorem, 159, 162
Nonclassical Lie symmetry analysis,
40; see also Classical Lie
symmetry analysis
general solutions to fractional
diffusion equations, 153—-157
Leibniz’s formula for
Riemann—Liouville
fractional operator, 129-131
Lie symmetries of space
fractional diffusion
equations, 146-149
Lie symmetries of
time-fractional diffusion
equation, 149-152
nonclassical symmetries for class
of reaction-diffusion
equations, 40-53
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nonclassical symmetries of
Black-Scholes equation,
53-59
solutions extracted from
invariant surfaces to
fractional differential
equations, 131-145
Nonclassical symmetry method, 41
Nonlinear FP equation, 82
Nonlinearly self-adjoint, 184
Nonlinear PDEs, 75
Nonlinear self-adjointness, 159,
160-162
of Kompaneets equations,
174-182
of linear TFDE, 164-165
of nonlinear TFDE, 167-168
Nonlinear TFDE, 160
conservation laws for nonlinear
TFDE with Caputo
fractional derivative,
169-173
conservation laws for with
Riemann—Liouville
fractional derivative,
168-169
nonlinear self-adjointness of,
167-168
Nucci’s method, 1
Nucci’s reduction method, 10, 18

P

Partial differential equations (PDEs),
75

Point symmetry group, 113

R

Reaction-diffusion equations class,
nonclassical symmetries for,
40-53

Riemann-Liouville fractional
derivative, 161; see also
Caputo time-fractional
derivative

conservation laws for nonlinear

TFDE with, 168-169
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Riemann-Liouville fractional

derivative (Continued)
conservation laws for TFDE

with, 165-166

Riemann-Liouville fractional integral
operator, 77-79

Riemann-Liouville left-sided
time-fractional derivative,
160

Riemann-Liouville fractional
operator, 141

Riemann-Liouville time-fractional
derivative, 163

S
Self-adjointness, 59-74
Space fractional diffusion equations
Lie symmetries of, 146-147
nonclassical method, 147-149
Subdiffusion equations, 159-160, 165
Symmetries of nonlinear TFDE,
167-168
Symmetry group
analysis, 113
of FIDEs, 119-122, 122-127

T

TFDA, see Time-fractional version of
diffusion-absorption

TFDE, see Time-fractional diffusion
equations

TFF equation, see Time-fractional
Fisher equation

Three-dimensional Lie algebras, 69

Time-fractional BB equation,
conservation laws of and,
183-186

Time-fractional CRW equation

conservation laws of, 182
Lie symmetries of, 97-98

Time-fractional differential equation,
132

Time-fractional diffusion-absorption
equation, Lie symmetries
of, 94-97

Time-fractional diffusion equations
(TFDE), 160

Index

conservation laws for TFDE
with Caputo fractional
derivative, 166-167
conservation laws for TFDE
with Riemann-Liouville
fractional derivative,
165-166
Lie symmetries of, 149-150
nonclassical method, 150-152
Time-fractional Fisher equation
(TFF equation), 88
Lie symmetries of, 87-90
Time-fractional Fokker-Planck
equation, group analysis of,
82-87
Time-fractional gas dynamics
equation, Lie symmetries
of, 93-94
Time-fractional Kompaneets
equation, Lie symmetries
of, 99-103
Time-fractional VB and coupled BB
equations, Lie symmetry
analysis of, 103112
Time-fractional VB equation,
conservation laws of and,
183-186
Time-fractional version of
diffusion-absorption
(TFDA), 173
Two-dimensional non-Abelian
transitive Lie point
symmetry algebra,
50-51

A%

Vakhnenko equation (VE), 9

Variant of Boussinesq equation (VB
equation), 103

Lie symmetry analysis of

time-fractional, 103-112

VB equation, see Variant of
Boussinesq equation

VE, see Vakhnenko equation
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Weierstrass elliptic function, 52
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