


Linear Groups

The Accent on Infinite
Dimensionality



Monographs and Research Notes in Mathema�cs
Series Editors:

John A. Burns, Thomas J. Tucker, Miklos Bona, Michael Ruzhansky

About the Series

This series is designed to capture new developments and summarize what is known over the 

en!re field of mathema!cs, both pure and applied. It will include a broad range of monographs 

and research notes on current and developing topics that will appeal to academics, graduate 

students, and prac!!oners. Interdisciplinary books appealing not only to the mathema!cal 

community, but also to engineers, physicists, and computer scien!sts are encouraged.

This series will maintain the highest editorial standards, publishing well-developed monographs

as well as research notes on new topics that are final, but not yet refined into a formal 

monograph. The notes are meant to be a rapid means of publica!on for current material where 

the style of exposi!on reflects a developing topic.

Spectral Methods Using Mul�variate Polynomials On The Unit Ball

Kendall Atkinson, David Chien, and Olaf Hansen

Glider Representa�ons

Frederik Caenepeel, Fred Van Oystaeyen

La!ce Point Iden��es and Shannon-Type Sampling

Willi Freeden, M. Zuhair Nashed

Summable Spaces and Their Duals, Matrix Transforma�ons and Geometric Proper�es

Feyzi Basar, Hemen Du!a

Spectral Geometry of Par�al Differen�al Operators (Open Access)

Michael Ruzhansky, Makhmud Sadybekov, Durvudkhan Suragan

Linear Groups: The Accent on Infinite Dimensionality

Martyn R. Dixon, Leonid A. Kurdachenko, Igor Ya. Subbo"n

Morrey Spaces: Introduc�on and Applica�ons to Integral Operators and PDE’s, Volume I

Yoshihiro Sawano, Giuseppe Di Fazio, Denny Ivanal Hakim

Morrey Spaces: Introduc�on and Applica�ons to Integral Operators and PDE’s, Volume II

Yoshihiro Sawano, Giuseppe Di Fazio, Denny Ivanal Hakim

For more informa!on about this series please visit: h$ps://www.crcpress.com/Chapman--HallCRC-Monographs-and-

Research-Notes-in-Mathema!cs/book-series/CRCMONRESNOT

https://www.crcpress.com/
https://www.crcpress.com/


Linear Groups

The Accent on Infinite
Dimensionality

Martyn R. Dixon
Professor, University of Alabama

Leonid A. Kurdachenko
Professor and Chair, Oles Honchar Dnipro National University

Igor Ya. Subbotin
Professor and Academic Director, Sanford National University



CRC Press
Taylor & Francis Group
6000 Broken Sound Parkway NW, Suite 300
Boca Raton, FL 33487-2742

c© 2020 by Taylor & Francis Group, LLC
CRC Press is an imprint of Taylor & Francis Group, an Informa business

No claim to original U.S. Government works

Printed on acid-free paper

International Standard Book Number-13: 978-1-138-54280-8 (Hardback)

This book contains information obtained from authentic and highly regarded sources. Rea-
sonable efforts have been made to publish reliable data and information, but the author and
publisher cannot assume responsibility for the validity of all materials or the consequences
of their use. The authors and publishers have attempted to trace the copyright holders of
all material reproduced in this publication and apologize to copyright holders if permis-
sion to publish in this form has not been obtained. If any copyright material has not been
acknowledged please write and let us know so we may rectify in any future reprint.

Except as permitted under U.S. Copyright Law, no part of this book may be reprinted, re-
produced, transmitted, or utilized in any form by any electronic, mechanical, or other means,
now known or hereafter invented, including photocopying, microfilming, and recording, or in
any information storage or retrieval system, without written permission from the publishers.

For permission to photocopy or use material electronically from this work, please access
www.copyright.com (http://www.copyright.com/) or contact the Copyright Clearance Cen-
ter, Inc. (CCC), 222 Rosewood Drive, Danvers, MA 01923, 978-750-8400. CCC is a not-
for-profit organization that provides licenses and registration for a variety of users. For
organizations that have been granted a photocopy license by the CCC, a separate system
of payment has been arranged.

Trademark Notice: Product or corporate names may be trademarks or registered trade-
marks, and are used only for identification and explanation without intent to infringe.

Visit the Taylor & Francis Web site at
http://www.taylorandfrancis.com

and the CRC Press Web site at
http://www.crcpress.com

http://www.copyright.com
http://www.copyright.com/
http://www.taylorandfrancis.com
http://www.crcpress.com


To our families.



http://taylorandfrancis.com


Contents

Preface ix

Authors xiii

1 Essential Toolbox 1

2 Irreducible Linear Groups 39

3 Linear Groups Which Are Close to Irreducible 65

4 The Central Dimension of a Linear Group and Its
Generalizations 139

5 Linear Groups Saturated with Subgroups of Finite
Central Dimension 173

6 Covering by Finite Dimensional Subspaces 247

Bibliography 283

Author Index 305

Symbol Index 307

Subject Index 309

vii



http://taylorandfrancis.com


Preface

The theory of linear groups is one of the oldest and most developed the-
ories of modern mathematics. The footprint of such groups can be found
in almost all mathematical (and many non-mathematical) disciplines. Their
connections with other disciplines, including the natural sciences, are diverse
and non-trivial. Linear groups appeared in the form of geometric transforma-
tions in F. Klein’s Erlangen Program and were also one of the sources for
the emergence of the general theory of groups. Their universal applicability
and penetration into areas quite different from each other prompted J. G.
Thompson to say: “I believe in a heliocentric universe, the sun of which is
linear groups.” (see [69]). The utility of the matrix apparatus made it possible
for a very deep development of the theory of finite dimensional linear groups,
also called matrix groups. There is a vast array of articles and books devoted
to the study of finite dimensional linear groups, far too numerous to mention.
Many interesting results were obtained, which contributed to progress both
in the general theory of groups and in many other fields. However, our goal
here is not to make a schematic overview of the theory of finite dimensional
linear groups; there are a sufficient number of excellent monographs devoted
to them (see, for example, [20, 35, 36, 37, 42, 56, 80, 86, 177, 197, 202] to
name but a few), as well as many review articles devoted to various aspects
of the theory. In this book, we are more concerned with demonstrating some
approaches to the study of infinite dimensional linear groups and showing how
effective these approaches have been.

At the outset we need to clarify the concept. Usually by a “finite dimen-
sional linear group” we mean a group G which is isomorphic to some subgroup
of the group of linear transformations of a finite dimensional vector space.
Therefore, it is natural to call a group G an infinite dimensional linear group
if it is isomorphic to some subgroup of the group of linear transformations of
an infinite dimensional vector space. It should be understood that the same
group can act both on a finite dimensional vector space and also on an infinite
dimensional one.

The theory of infinite dimensional linear groups is fundamentally different
from the theory of finite dimensional linear groups. As for finite dimensional
linear groups, one can consider matrices of linear transformations with respect
to various bases. These matrices will be infinite, but have a finiteness property,
since only a finite number of basis elements are involved in the decomposition
of each vector space element; then each column of such an infinite matrix

ix
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has only a finite set of nonzero coefficients. However, the theory of infinite
matrices is far from being as well established as the theory of matrices of
finite size, although the beginnings of this theory can be traced back to the
19th century. Infinite matrices and determinants were introduced into analysis
by Poincaré in 1884 in the discussion of the well-known Hill’s equation. The
rapid development of the theory of linear spaces of infinite dimension began
at the beginning of the 20th century. The foundations were laid mainly by
the studies of Ivar Fredholm and Vito Volterra. They considered the theory of
linear equations with an infinite number of equations and unknowns using the
limit representation of linear equations with a finite number of equations and
unknowns when the number of equations and unknowns becomes infinite. This
led to the development of the theory of integral equations. On the other hand,
the works of David Hilbert, John von Neumann, Erhard Schmidt and Friges
Riesz on the theory of integral equations gave impetus to the development of
the theory of linear spaces of infinite dimension. This led to the creation of the
theory of Banach and Hilbert spaces. Some overview of this topic can be found
in the book of R. G. Cooke [34] and the article of M. Bernkopf [11]. However,
an exhaustive search of all these areas shows that the main object of study was
infinite matrices over the fields of real and complex numbers, and this study
was carried out using the very well established apparatus of mathematical
analysis. A study of the algebraic properties of groups of infinite matrices over
arbitrary fields began relatively recently (see the book of W. Holubowski [82]).
In the bibliography we give some works related to this topic.

We have a similar situation with infinite dimensional linear groups. There
has been significant progress, not for groups of arbitrary linear transforma-
tions, but for those that have some additional properties that make it possible
to use the tools from analysis. For fields that are not endowed with topological
structures the situation is different and the difference from finite-dimensional
linear groups manifests itself from the beginning. If A is a vector space over a
field F on which a group G of linear transformations acts and if A has finite
dimension, then A has a finite series of G-invariant subspaces

0 = A0 ≤ A1 ≤ · · · ≤ An = A

whose factors are G-chief. The factors G/CG(Aj/Aj−1) are irreducible linear
groups when 1 ≤ j ≤ n and the stabilizer

⋂
1≤j≤n CG(Aj/Aj−1) of this series

is a nilpotent subgroup. However if the vector space A has infinite dimension,
then A is not guaranteed to have a finite G-chief series. In general, A has
a linearly ordered series of G-invariant subspaces, whose factors are G-chief.
The factors G/CG(Aj/Aj−1) are again irreducible linear groups, but the sta-
bilizer of this series already has properties very far from nilpotency. As we
will see in Chapter 1, this stabilizer may contain nonabelian free subgroups.
In addition, the structure of infinite dimensional irreducible linear groups is
noticeably more complex than the structure of finite dimensional irreducible
groups. There is a further significant difference. Not every group can play the
role of a group of linear transformations of a finite dimensional vector space.
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On the other hand, every group is isomorphic to a subgroup of a group of
linear transformations of some vector space having infinite dimension. This
already shows that the study of infinite dimensional linear groups must be
carried out under certain natural limitations.

As for finite dimensional linear groups, one of the important ideas is that
of an (infinite dimensional) irreducible linear group. In Chapter 2, we take a
fairly detailed look at the structure of infinite dimensional irreducible linear
groups. In Chapter 2, we examine in sufficient detail the structure of abelian
infinite dimensional irreducible linear groups, as well as the structure of infinite
dimensional irreducible linear groups under conditions that are significantly
weaker than commutativity.

When studying infinite dimensional linear groups it is natural to use the
vast experience gained in the study of finite dimensional linear groups. In par-
ticular, if the condition of finite dimensionality is involved, then the following
new interesting classes of structure of infinite dimensional linear groups arise.

Let F be a field, let A be a vector space over the field F and let G be a sub-
group of GL(F,A). If a group G is irreducible, then every proper G-invariant
subspace of A is trivial. In particular such a subspace has finite dimension. In
this way, if every proper G-invariant subspace has finite dimension, we obtain
a generalization of the notion of an irreducible linear group.

Dually, if a group G is irreducible, then every non-zero G-invariant sub-
space of A coincides with A. In particular, such a G-invariant subspace has
finite codimension. Thus, if every non-zero G-invariant subspace has finite
codimension, we obtain a generalization of the idea of an irreducible linear
group.

These two types of infinite dimensional linear group are studied in Chap-
ter 3.

Let B be a finite dimensional vector space and K be a group of its linear
transformations. An infinite dimensional linear group G can easily be con-
structed as follows. Let C be an infinite dimensional vector space and let
A = B ⊕ C. The group K acts on the subspace trivially, which is to say that
f(c) = c for each f ∈ K and each c ∈ C. It is then possible quite naturally
to extend the action of the group K onto the whole space A and in this way
form the group G which acts trivially on C, but like K on B. The group G
is an infinite dimensional linear group such that A/CA(G) and [G,A] have
finite dimension. Thus the infinite dimensional linear group G is very close to
being finite dimensional in the sense that A/CA(G) and [G,A] are both finite
dimensional. However, it should immediately be noted that, in general, the
fact that A/CA(G) is finite dimensional does not imply that [G,A] is finite
dimensional and neither is the reverse true. The question of when this is true
is discussed in Chapter 4. Quite broad generalizations of this particular topic
are also discussed.

We say that a linear group G has finite central dimension if the quo-
tient space A/CA(G) has finite dimension. We noted above that linear groups
having finite central dimension are close to being finite dimensional linear
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groups in some sense. It seems clear that the presence of a “large” set of
subgroups having finite central dimension should have a significant impact
on the structure of an infinite dimensional linear group. This is confirmed by
studies conducted in the framework of the theory of finitary linear groups.
A linear group is called finitary if each of its finitely generated subgroups
has finite central dimension. The theory of finitary linear groups is already
one of the more well established theories of infinite dimensional linear groups
yielding many interesting and deep results. In our book, we barely touch this
topic, but it is deserving of a separate independent book. Nevertheless, in our
bibliography we provide links to some important works devoted to finitary
groups.

In Chapter 5 we consider those linear groups, in which the family of sub-
groups having infinite central dimension satisfies the classical finiteness condi-
tions of minimality and maximality. Here we also consider linear groups that
are in some sense dual to the finitary groups, namely those linear groups in
which every subgroup that is not finitely generated has finite central dimen-
sion.

In Chapter 6 we consider a situation that is in many respects the opposite
of that occurring in Chapter 2. If G is a group of linear transformations of the
vector space A and G acts irreducibly on A, then the only G-invatiant sub-
spaces of A will be the space A itself and the zero subspace. On the other hand,
if we consider the opposite situation, that is we assume that every subspace
of A is G-invariant, then it is easy to see that the group G is abelian and iso-
morphic to some subgroup of the multiplicative group of the field over which
the vector space A is considered. This shows that the family of G-invariant
subspaces, more precisely its size and location, has an essential influence on
the structure of the group G. Chapter 6 is devoted to the study of the various
ways that G is impacted by this influence.

This book is intended for students who have studied standard university
courses in abstract and linear algebra and learned the basics of group theory
and matrix theory. We hope that it will be useful to both graduate students
and experts in group theory.

We would like to extend our sincere appreciation to The University of
Alabama (Tuscaloosa, USA) and National University (California, USA) for
their support of this work.

The authors would also like to thank their families for all their love and
much needed support while this work was in progress. An endeavor such as
this is made lighter by the joy that they bring. Finally, it is a pleasure to
thank the staff of our publishers for their co-operation and dedication.

Martyn R. Dixon
Leonid A. Kurdachenko

Igor Ya. Subbotin
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Chapter 1

Essential Toolbox

Let F be a field and let A be a vector space over F . A function f : A −→ A
is called a linear transformation (or F -endomorphism) of A if

f(x+ y) = f(x) + f(y) and f(αx) = αf(x),

for all elements x, y ∈ A and elements α ∈ F . The set End(F,A) of all
linear transformations of A is an associative F -algebra with identity in which
the operations are addition, composition of linear transformations and scalar
multiplication by elements of the field F . The group GL(F,A) of all in-
vertible linear transformations (also called non-singular transformations or
F -automorphisms) of A is called the General Linear Group of A. The sub-
groups of GL(F,A) are called linear groups. If f, g ∈ End(F,A) then we shall
write fg for composition (maps will generally be written on the left). Thus
fg(a) = f(g(a)) for all a ∈ A.

In this chapter we collect together concepts and results that traditionally
arise when linear groups are first studied. Most of these concepts are studied
in the theory of finite dimensional linear groups, or as extensions or analogues
of ideas that have arisen in that theory. At the same time, we show here that
their role need not be so significant in the study of infinite dimensional linear
groups; the situations arising in the theory of infinite dimensional linear groups
are much more diverse and have a different level of complexity. Approaches
that are effective in the study of finite dimensional groups turn out to be far
from being so effective in the study of infinite dimensional linear groups.

Although this book is mostly self-contained the reader may find other
monographs useful. Rings and commutative algebra are the topics of consid-
eration in [2, 17, 18, 19, 21, 22, 29, 61, 91, 93, 101, 133, 146, 176, 186, 192].
General and specific aspects of group theory are considered in [6, 31, 59, 64, 65,
66, 87, 88, 89, 92, 96, 185, 188, 190, 215, 219]. General Algebra texts include
[16, 131, 153]. We often will be concerned with groups satisfying finiteness con-
ditions and here mention the articles of V. S. Charin and D. I. Zaitsev [28],
S. N. Chernikov [30], L. S. Kazarin and L. A. Kurdachenko [99], A. I. Malt-
sev [143], D. I. Zaitsev [223] and D. I. Zaitsev, M. I. Kargapolov and V. S.
Charin [226].

1



2 Linear Groups

Linear Groups and Generalized Matrices

Let B = {bλ|λ ∈ Λ} be a basis for the vector space A. If f is a linear
transformation of A, then f(bλ) =

∑
µ∈Λ τµλbµ, for some τµλ ∈ F , where for

each λ only finitely many of the coefficients τµλ are non-zero. Then MB(f) =
[τµλ]λ,µ∈Λ is an infinite dimensional matrix with coefficients in F , where each
column has only finitely many non-zero coefficients. The matrix MB(f) is
called the matrix of the linear transformation f relative to the basis B. We
let MatΛ(F ) denote the set of infinite dimensional matrices, every column
of which has at most finitely many non-zero entries, whose coefficients are
indexed by the set Λ. On the set MatΛ(F ) we introduce operations of addition,
multiplication and scalar multiplication by elements of F as follows. Let R =
[ρλµ]λ,µ∈Λ, S = [σλµ]λ,µ∈Λ ∈ MatΛ(F ) and let α ∈ F . For all λ, µ ∈ Λ, set

R+ S = [κλµ]λ,µ∈Λ, where κλµ = ρλµ + σλµ

RS = [κλµ]λ,µ∈Λ, where κλµ =
∑
ν∈Λ

ρλνσνµ

αR = [ηλµ]λ,µ∈Λ, where ηλµ = αρλµ.

Since each column of the matrix S has only finitely many non-zero entries
the sum in the second of these equations is a finite sum, so the operation
of multiplication is well-defined. Using essentially the same arguments used
for finite dimensional matrices, it is possible to show that with respect to
these operations, the set MatΛ(F ) is an algebra over the field F . As in the
finite dimensional case, once we have chosen a basis for A we obtain the usual
identifications between End(F,A) and MatΛ(F ) as follows.

Theorem 1.1. Let A be a vector space over the field F and let Λ be a set
such that the cardinality of Λ is dimF (A). Then the F -algebras End(F,A)
and MatΛ(F ) are isomorphic.

Proof. Let B = {bλ|λ ∈ Λ} be a basis for the vector space A. We define a
function

Φ : End(F,A) −→ MatΛ(F ) by Φ(f) = MB(f)

for all f ∈ End(F,A). To show that Φ is injective let f, g ∈ End(F,A) and
f 6= g. We write MB(f) = [τλµ]λ,µ∈Λ,MB(g) = [ρλµ]λ,µ∈Λ. If f(bλ) = g(bλ),
for all λ ∈ Λ, then f(a) = g(a) for all a ∈ A, so f = g. Hence there exists
κ ∈ Λ such that f(bκ) 6= g(bκ). However f(bκ) =

∑
µ∈Λ τµκbµ and g(bκ) =∑

µ∈Λ ρµκbµ. Since f(bκ) 6= g(bκ) it follows that there exists ν ∈ Λ such that
τνκ 6= ρνκ and hence MB(f) 6= MB(g).

Furthermore, Φ is surjective which we show as follows. Let M =
[σλµ]λ,µ∈Λ ∈ MatΛ(F ) and for each λ ∈ Λ let cλ =

∑
µ∈Λ σµλbµ. If a ∈ A,

then a =
∑
λ∈Λ αλbλ, for certain αλ ∈ F . Let h be the transformation defined
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by h(a) =
∑
λ∈Λ αλcλ and let d =

∑
λ∈Λ δλbλ, for certain δλ. If γ ∈ F , then

h(a+ d) =
∑
λ∈Λ

(αλ + δλ)cλ =
∑
λ∈Λ

αλcλ +
∑
λ∈Λ

δλcλ = h(a) + h(d) and

h(γa) =
∑
λ∈Λ

γαλcλ = γ

(∑
λ∈Λ

αλcλ

)
= γh(a),

so the function h is linear. Clearly we have h(bλ) = cλ =
∑
µ∈Λ σµλbµ, so M

is the matrix of the linear transformation h relative to the basis B. Hence
Φ(h) = M .

Finally, the function Φ is a homomorphism, which we show as follows. Let

f, g ∈ End(F,A), γ ∈ F,MB(f) = [τλµ]λ,µ∈Λ,MB(g) = [ρλµ]λ,µ∈Λ.

Then

(f + g)(bλ) = f(bλ) + g(bλ) =
∑
µ∈Λ

τµλbµ +
∑
µ∈Λ

ρµλbµ =
∑
µ∈Λ

(τµλ + ρµλ)bµ;

fg(bλ) = f(g(bλ)) = f

∑
µ∈Λ

ρµλbµ

 =
∑
µ∈Λ

ρµλf(bµ)

=
∑
µ∈Λ

ρµλ

(∑
κ∈Λ

τκµbκ

)
=
∑
µ∈Λ

∑
κ∈Λ

ρµλτκµbκ

=
∑
κ∈Λ

∑
µ∈Λ

τκµρµλ

 bκ and

(γf)(bλ) = γ(f(bλ)) = γ

∑
µ∈Λ

τµλbµ

 =
∑
µ∈Λ

γτµλbµ.

These equations in turn show that

Φ(f + g) = Φ(f) + Φ(g),Φ(fg) = Φ(f)Φ(g) and Φ(γf) = γΦ(f),

so Φ is an F -algebra homomorphism, hence an isomorphism, giving the result.

This theorem shows that we can study the F -algebra MatΛ(F ) of all infi-
nite dimensional matrices of dimension |Λ| over the field F instead of the F -
algebra End(F,A), as the need arises. Likewise, instead of studying the group
GL(F,A) we can study the group of all invertible elements of the F -algebra
MatΛ(F ). In the case when the F -dimension of A is finite, Theorem 1.1 is very
significant, since the theory of finite dimensional matrices is well established.
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The use of this matrix apparatus enabled finite dimensional linear algebra to
grow into a rich area of mathematics. The same can be said about the theory
of finite dimensional linear groups, which is essentially a theory of finite di-
mensional matrices. The theory of matrix groups is of course a fundamental
area of group theory. However the literature concerned with the algebraic the-
ory of infinite dimensional matrices is sparse. There are some sporadic results
for the case when Λ = N, the set of natural numbers. In particular, here we do
not have useful tools, such as the determinant of a matrix, which shows that
we cannot rely solely on the matrix apparatus to study infinite dimensional
linear groups. As we shall see later, effective approaches that have provided
significant progress in the theory of finite dimensional linear groups cannot be
relied on.

Some interesting papers, giving further insight into the theory of infinite
dimensional matrices, include the work of A. Bier [12, 13], A. Bier and W. Hol-
ubowski [14], W. Holubowski and R. Slowik [84], W. Holubowski, I. Kashuba
and S. Zurek [83], X. Hou [85], A. Marcoci, L. Marcoci, L. E. Personn, and
N. Popa [144], M. P. Sedneva [189], P. N. Shivakumar and K. C. Sivaku-
mar [194], P. N. Shivakumar, K. C. Sivakumar and Y. Zhang [195] and R.
Slowik [164, 165, 166, 167, 168, 169, 170]

g-Invariant Subspaces, Factors and Modules

Let A be a vector space over a field F . If M is a subset of A, then we let
FM denote the subspace spanned by M .

If G is a subgroup of GL(F,A), then for each element a ∈ A we define the
G-orbit aG of a by

aG = {f(a)|f ∈ G}.

We note that if e is the identity transformation of A, then e(a) = a ∈ aG.
Furthermore, if b ∈ aG, then b = f(a) for some element f ∈ G. Let c ∈ bG
be an arbitrary element, so there exists an element g ∈ G such that c = g(b).
Then c = g(b) = g(f(a)) = (gf)(a) ∈ aG, so that bG ⊆ aG. On the other
hand a = f−1(b) and by repeating the argument above we have aG ⊆ bG, so
aG = bG. From this it follows easily that aG = bG if and only if b ∈ aG.

This implies that if the orbits aG and bG are different, then aG ∩ bG = ∅.
Thus the set of G-orbits forms a partition of the vector space A.

If a is an element of the vector space A, then we define the centralizer of
a to be

CG(a) = {g ∈ G|g(a) = a}.

It is easy to prove that CG(a) is a subgroup of G. Furthermore, if b ∈ aG,
then b = f(a), for some f ∈ G and if z ∈ CG(a), then

fzf−1(b) = fz(f−1(b)) = fz(a) = f(z(a)) = f(a) = b.
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Consequently fCG(a)f−1 ≤ CG(b). On the other hand, let w ∈ CG(b). Then
w(b) = b, so w(f(a)) = f(a) and it follows that

f−1(w(f(a))) = f−1(w(b)) = f−1(b) = a.

Therefore f−1wf ∈ CG(a), so f−1CG(b)f ≤ CG(a). It is now easy to see that
f−1CG(b)f = CG(a), whenever b = f(a).

If M is an arbitrary subset of A, then define the centralizer of M to be
CG(M) =

⋂
a∈M CG(a). If M is the union of certain G-orbits, then CG(M)

is a normal subgroup of G. To see this, let g ∈ G, x ∈ CG(M), a ∈ M . Then
g(a) ∈M and we have

(g−1xg)(a) = g−1(x(g(a))) = g−1(g(a)) = a,

so that g−1xg ∈ CG(M) also.
For each fixed element a ∈ A, there is a natural mapping ∆ : G −→ A

defined by ∆(g) = g(a), for each g ∈ G. Clearly Im (∆) = aG. We may
then define a relation R on G by defining g Rh if and only if ∆(g) = ∆(h)
and it is easy to show that R is an equivalence relation. If ∆(g) = ∆(h),
then g(a) = h(a), so g−1h(a) = a and hence g−1h ∈ CG(a). Consequently,
gCG(a) = hCG(a). Conversely, if gCG(a) = hCG(a), then h = gz, for some
element z ∈ CG(a) and we have h(a) = g(z(a)) = g(a). Hence the set of
R-equivalence classes is precisely the set of right cosets {gCG(a)|g ∈ G}.
For fixed a ∈ A, the mapping gCG(a) 7−→ g(a), for g ∈ G, is therefore a
bijection. Furthermore, if aG is finite, then CG(a) has finite index in G and
|aG| = |G : CG(a)|, the well-known orbit-stabilizer theorem.

Continuing with the notation above, a subspace V of A is called G-
invariant if g(v) ∈ V , for each element v ∈ V and each element g ∈ G.
Thus V is G-invariant if and only if V is a union of certain G-orbits and, by
our remark above, CG(V ) is a normal subgroup of G in this case.

On the other hand, if H is a subgroup of G, then we define the centralizer
of H in A by

CA(H) = {a ∈ A|h(a) = a for all h ∈ H}.

It is easy to see that CA(H) is a subspace of A and if H is a normal subgroup
of G, then CA(H) is a G-invariant subspace. To see this let g ∈ G, h ∈ H, a ∈
CA(H). Then y = g−1hg ∈ H and we have

h(g(a)) = gg−1hg(a) = gy(a) = g(y(a)) = g(a).

It is also easy to see that if g ∈ G, then CA(Hg) = g−1(CA(H)). For, if
b ∈ g−1(CA(H)), then b = g−1(c), for some c ∈ CA(H). If x ∈ Hg, then
x = g−1hg, for some h ∈ H. Then

x(b) = (g−1hg)(b) = (g−1hg)(g−1(c)) = g−1(h(c)) = g−1(c) = b.

Then b ∈ CA(Hg).
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Conversely, if b ∈ CA(Hg), then

g(b) = g(x(b)) = g(g−1hg(b)) = gg−1(h(g(b)) = h(g(b))

so that g(b) ∈ CA(H). Hence b ∈ g−1(CA(H)).
Let ζG(A) = CA(G). Then our work above shows that ζG(A) is a G-

invariant subspace called the G-center of A and it is easy to see that indeed

ζG(A) = {a ∈ A|CG(a) = G} = {a ∈ A|g(a) = a for all g ∈ G}.

We next consider two generalizations of this idea. Let

FOG(A) = {a ∈ A|aG is finite} = {a ∈ A||G : CG(a)| is finite}
FDOG(A) = {a ∈ A|FaG has finite dimension in A}.

It is easy to see that both FOG(A) and FDOG(A) are G-invariant subspaces
of A.

If V is a subspace of A, then we define the invariator of V in G by

InvG(V ) = {g ∈ G|g(v) ∈ V for every element v ∈ V }.

Again it is easy to see that InvG(V ) is a subgroup of G and that V is G-
invariant if and only if InvG(V ) = G. Clearly also the intersection of an
arbitrary family of G-invariant subspaces is a G-invariant subspace. Thus the
invariator of the subspace V is an analogue of the normalizer of a subgroup.

If M is a subset of A, let GM be the intersection of all the G-invariant
subspaces containing M . Then GM is the smallest G-invariant subspace con-
taining M . We call the subspace GM the G-invariant closure of M .

If U, V are subspaces of A such that U ≤ V , then the centralizer of V/U
is

CG(V/U) = {g ∈ G|g(v) ∈ v + U for every v ∈ V }.

From this definition it is clear that CG(V/U) ⊆ InvG(V ). Furthermore,
CG(V/U) is a subgroup of G. For, if g, h ∈ CG(V/U), v ∈ V , then h(v) = v+u,
for some element u ∈ U and we have

gh(v) = g(h(v)) = g(v + u) = g(v) + g(u) ∈ (v + U) + (u+ U) = v + U.

Hence gh ∈ CG(V/U). Similarly g−1 ∈ CG(V/U).
Additionally, if U, V are G-invariant subspaces of A, then CG(V/U) is a

normal subgroup of G. To see this, choose elements g ∈ G, h ∈ CG(V/U), v ∈
V , so that g(v) ∈ V and h(g(v)) = g(v) + u, for some u ∈ U . We have

(g−1hg)(v) = g−1(h(g(v)) = g−1(g(v) + u) = g−1(g(v)) + g−1(u)

= v + g−1(u) ∈ v + U,

which verifies our claim that CG(V/U) is a normal subgroup when V,U are
G-invariant.
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If G = CG(V/U), then V/U is called a G-central factor and if G 6=
CG(V/U), then V/U is called a G-eccentric factor.

In the study of linear groups it is often useful to use the language of
modules, as in the finite dimensional case. Generally, all our modules will be
left modules. As usual the group ring of a group G over a ring R is denoted
by RG. Interested readers can consult any one of the excellent monographs
[1, 23, 54, 55, 60, 63, 97, 145, 172, 171, 173, 174, 191] and [193] to obtain
further information concerning group rings and modules.

We may think of the vector space A as a (left) FG-module as follows. For
an arbitrary element y = α1g1 + · · · + αngn ∈ FG, where αi ∈ F, gi ∈ G,
1 ≤ i ≤ n, then for every element a ∈ A we let

ya = (α1g1 + . . . αngn)a = α1g1(a) + . . . αngn(a).

Then the family of G-invariant subspaces is precisely the family of FG-
submodules of A and for each M ⊆ A, the G-invariant closure of M is precisely
the FG-submodule generated by M .

If V is a subspace of A, then the annihilator of V in FG is

AnnFG(V ) = {x ∈ FG|xv = 0, for all x ∈ V }.

It is easy to see that AnnFG(V ) is a subalgebra of FG; indeed it is a left
ideal of FG. If V is an FG-submodule of A, then AnnFG(V ) is an ideal of
FG. To see this, let x ∈ FG, y ∈ AnnFG(V ), v ∈ V . Then xv ∈ V , so

(xy)v = x(yv) = x0 = 0 and (yx)v = y(xv) = 0.

Dually, if Y is a subalgebra of FG, then we define the annihilator of Y in A
by

AnnA(Y ) = {a ∈ A|ya = 0 for all y ∈ Y }.

It is easy to see that this is a subspace of A. Furthermore, if Y is an ideal
of FG, then AnnA(Y ) is an FG-submodule of A because we have yg ∈ Y for
all g ∈ G, y ∈ Y and

y(g(a)) = (yg)(a) = 0,

for all a ∈ AnnA(Y ).
If g ∈ G and g(a) = a, for some a ∈ A, then (g−1)(a) = 0. We let ω(FG)

denote the ideal of FG generated by the elements of the form g−1, for g ∈ G.
This ideal is called the augmentation ideal of FG. We note that if a ∈ ζG(A),
then (g − 1)(a) = 0 for every element g ∈ G, so ζG(A) = AnnA(ω(FG)).

A notion which is dual to the G-center is that of the subspace generated
by the elements (g − 1)a, for a ∈ A, g ∈ G and we denote this subspace by
[G,A], the G-commutator subspace of A.

We shall often write (g − 1)a as [g, a]. If g1 . . . , gn are elements of G and
a ∈ A then we write the complex commutator [gn, [gn−1, [. . . [g1, a]] . . . ] as
[gn, gn−1, . . . , g1, a].
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We next show that [G,A] is a G-invariant subspace of A. Let g, x ∈ G, a ∈
A and let u = xgx−1. Then xg = ux and we have

x(g − 1)a = (xg − x)a = (ux− x)a = (u− 1)(xa) ∈ [G,A].

We note that the factor A/[G,A] is G-central. Furthermore, if V is an FG-
submodule of A such that A/V is G-central, then [G,A] ≤ V .

Hypercentral Action

Starting with the G-center we can construct the upper G-central series

0 = ζG,0(A) ≤ ζG,1(A) ≤ . . . ζG,α(A) ≤ ζG,α+1(A) ≤ . . . ζG,γ(A)

of A, where

ζG,1(A) = ζG(A), ζG,α+1(A)/ζG,α(A) = ζG(A/ζG,α(A)),

for all ordinals α,

ζG,λ(A) =
⋃
β<λ

ζG,β(A), for all limit ordinals λ and

ζG(A/ζG,γ(A)) = 0.
It follows easily from the definition that [G, ζG,α+1(A)] ≤ ζG,α(A) for each

ordinal α < γ.
The last term ζG,γ(A) of the series is called the upper G-hypercenter of A

and is denoted by ζG,∞(A).
The ordinal γ is called the G-central length of A and is denoted by zlG(A).
An ascending series of G-invariant subspaces

0 = A0 ≤ A1 ≤ . . . Aα ≤ Aα+1 ≤ . . . Aγ

is said to be G-central if [G,Aα+1] ≤ Aα for each ordinal α < γ. It is easy to
see that if A has a G-central series of length γ, then zlG(A) ≤ γ.

We say that a vector space (or FG-module) A is G-hypercentral if A =
ζG,∞(A) and we then say that G acts hypercentrally on A. We also say that
G acts stably on A (we will introduce the term stabilizer later).

We note that A is G-hypercentral if and only if A has an ascending series
of G-invariant subspaces, the last term of which is A, and for which G acts
trivially on each of the factors.

If A is G-hypercentral and has a finite upper central series, then we say
that A is G-nilpotent. In this case we obtain the following result.

Theorem 1.2. Let A be a vector space over the field F and let G be a subgroup
of GL(F,A). Suppose that A is G-nilpotent. Then
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(i) G is a nilpotent group of class at most zlG(A)− 1;

(ii) if char(F ) = p, a prime, then G is a p-group and has finite exponent at
most pzlG(A)−1;

(iii) if char(F ) = 0, then G is torsion-free.

Proof. (i) Let
0 = C0 ≤ C1 ≤ · · · ≤ Cn = A

be the upper central series of A. We use induction on n = zlG(A). Suppose
first that n = 2. If a ∈ A, g, h ∈ G we have

ga = a+ c, ha = a+ d,

for certain elements c, d ∈ C1. Then

(gh)(a) = g(h(a)) = g(a+ d) = g(a) + g(d) = a+ c+ d,

(hg)(a) = h(g(a)) = h(a+ c) = h(a) + h(c) = a+ d+ c.

Since this is true for every element a ∈ A, we have gh = hg, so G is abelian.
Now assume that n > 2 and that the result is true for all G-nilpotent vector

spaces whose G-central length is less than n. Let X = CG(Cn−1)∩CG(A/C1).
Then for arbitrary elements x ∈ X, a ∈ A we have xa = a + c0, for some
element c0 ∈ C1. If g is an element of G, then ga = a+ c1, for some element
c1 ∈ Cn−1. Then we obtain

(gx)(a) = g(x(a)) = g(a+ c0) = g(a) + g(c0) = a+ c1 + c0

(xg)(a) = x(g(a)) = x(a+ c1) = x(a) + x(c1) = a+ c0 + c1

Since this is true for every element a ∈ A, we have gx = xg, which shows
that X ≤ ζ(G). By the induction hypothesis, G/CG(Cn−1) and G/CG(A/C1)
are nilpotent of class at most n − 2. Using Remak’s theorem we have the
embedding

G/X −→ G/CG(Cn−1)×G/CG(A/C1)

which implies that G/X is nilpotent of class at most n − 2. Since X ≤ ζ(G)
we deduce that G is nilpotent of class at most n − 1. This proves the first
statement.

(ii) and (iii). We also use induction on n to prove the second statement.
Suppose first that n = 2. Then, for each a ∈ A, g ∈ G, we have ga = a + c,
where c ∈ C1. Clearly,

(g2)(a) = g(g(a)) = g(a+ c) = g(a) + g(c) = a+ 2c

and it is easy to see that, by induction, (gn)(a) = a+nc. Thus if char(F ) = p,
then gpa = gp(a) = a+pc = a for all a ∈ A, so we have gp = 1. If char(F ) = 0,
then gm 6= 1, for all m ∈ Z, which shows that G is torsion-free.
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Assume that n > 2 and that our assertion has been proved for all G-
nilpotent vector spaces the G-central length of which is less than n.

Let char(F ) = p. Then the induction hypothesis implies that
G/CG(A/C1) is a p-group of exponent r ≤ pn−2. It follows that gr ∈
CG(A/C1) for all g ∈ G. Hence for each a ∈ A we have gra = a + c,
for some element c ∈ C1. Repeating the arguments above we deduce that
((gr)p)a = a + pc = a, which is true for all a ∈ A, so we have grp = 1 and
hence G is a p-group of exponent at most pn−1.

Suppose now that char(F ) = 0 and assume that there exists a nontrivial
element x ∈ G and a natural number s such that x has order s. By the
induction hypothesis, we see that G/CG(A/C1) is torsion-free. Hence x ∈
CG(A/C1). Then, for all a ∈ A, we have xa = a + c, where c ∈ C1. Again
repeating the procedure above, we deduce that xna = a+ nc for all n ∈ Z. In
particular a = 1a = xsa = a + sc so that sc = 0. Since the additive group of
A is torsion-free, c = 0. Hence xa = a and, as this is true for all a ∈ A, we
have x = 1. This proves the result.

We let UTn(F ) denote the group of unitriangular n × n matrices. The
following corollary of the above result is well-known.

Corollary 1.3. Let F be a field and let G be a subgroup of UTn(F ). Then
G is nilpotent. Furthermore, if char(F ) = p, a prime, then G is a p-group of
exponent at most pn−1; if char(F ) = 0, then G is torsion-free.

Next, we obtain some of the standard closure properties concerning G-
nilpotency and G-hypercentrality.

Lemma 1.4. Let A be a vector space over a field F and let G be a subgroup
of GL(F,A).

(i) If A is G-hypercentral (respectively G-nilpotent) and H is a subgroup of
G, then A is also H-hypercentral (respectively H-nilpotent);

(ii) if A is G-hypercentral (respectively G-nilpotent) and B is a G-invariant
subspace of A, then B is G-hypercentral (respectively G-nilpotent);

(iii) if A is G-hypercentral (respectively G-nilpotent) and B is a G-invariant
subspace of A, then A/B is G-hypercentral (respectively G-nilpotent);

(iv) if B,C are G-invariant G-nilpotent subspaces of A, then B + C is G-
nilpotent and zlG(B + C) = max{zlG(B), zlG(C)};

(v) if B,C are G-invariant G-hypercentral subspaces of A, then B + C is
G-hypercentral;

(vi) let H,K be subgroups of G such that K ≤ NG(H). If A is H-hypercentral
and K-hypercentral, then A is HK-hypercentral;

(vii) let H,K be subgroups of G such that K ≤ NG(H). If A is H-nilpotent
and K-nilpotent, then A is HK-nilpotent;
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(viii) let H be a subgroup of G and let g ∈ G. If A is H-hypercentral
(respectively H-nilpotent), then A is Hg-hypercentral (respectively Hg-
nilpotent).

Proof. The proofs of Statements (i)-(v) are quite clear. To prove (vi) let

0 = C0 ≤ C1 ≤ . . . Cα ≤ Cα+1 ≤ . . . Cγ = A

be the upper H-central series of A. Let h ∈ H,x ∈ K. Since K ≤ NG(H),
x−1hx = h1 ∈ H. If c ∈ C1 = ζH(A) is arbitrary, then

h(xc) = (hx)c = (xh1)c = x(h1c) = xc,

so that xc ∈ C1. Hence C1 is K-invariant. Let

0 = D0 ≤ D1 ≤ . . . Dα ≤ Dα+1 ≤ . . . Dτ = A

be the upper K-central series of A and let E1,α = C1 ∩Dα, for α ≤ τ . Then
each subspace E1,α is HK-invariant for α ≤ τ and the ascending series

0 = E1,0 ≤ E1,1 ≤ . . . E1,α ≤ E1,α+1 ≤ . . . E1,τ = C1

is an HK-central series for C1.
Again let h ∈ H,x ∈ K so that x−1hx = h1 ∈ H. If c ∈ C2 is arbitrary,

then
h(xc) = (hx)c = (xh1)c = x(c+ c0) = xc+ xc0,

for some element c0 ∈ C1. By our work above xc0 ∈ C1 so that h(xc) ∈ xc+C1

and this shows that xc ∈ C2. Hence C2 is K-invariant.
Let E2,α = C1 + (C2 ∩ Dα), for α ≤ τ . Then the subspaces E2,α are

HK-invariant for α ≤ τ and the ascending series

0 = E1,0 ≤ E1,1 ≤ . . . E1,α ≤ E1,α+1 ≤ . . . E1,τ = C1

= E2,0 ≤ E2,1 ≤ . . . E2,α ≤ E2,α+1 ≤ . . . E2,τ = C2

is an HK-central series of C2. Using similar arguments and transfinite induc-
tion we prove that A has an ascending HK-central series of HK-invariant
subspaces the last term of which is A. It follows that A is HK-hypercentral.

The proof of (vii) is similar to that given in (vi).
To prove (viii) we again consider the upper central series

0 = C0 ≤ C1 ≤ . . . Cα ≤ Cα+1 ≤ . . . Cτ = A

of A. It is easy to see that g−1Cα is an Hg-invariant subspace and we have
already shown above that g−1C1 = CA(Hg). Using transfinite induction it
can be shown that

0 = g−1C0 ≤ g−1C1 ≤ . . . g−1Cα ≤ g−1Cα+1 ≤ . . . g−1Cτ = A

is an upper Hg-central series. This completes the proof.
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Let {Aλ|λ ∈ Λ} be a family of vector spaces over a field F and let B =
Cr
λ∈Λ

Aλ be their Cartesian product. For each λ ∈ Λ, let Gλ be a subgroup of

GL(F,Aλ) and let G be a subgroup of Cr
λ∈Λ

Gλ. We can define a natural action

of G on B as follows: if (aλ)λ∈Λ ∈ B, (gλ)λ∈Λ ∈ G then set

(gλ)λ∈Λ((aλ)λ∈Λ) = (gλaλ)λ∈Λ = (gλ(aλ)λ∈Λ).

In this way we can think of G as a subgroup of GL(F,B). Of course we can
think of A =

⊕
λ∈ΛAλ, the corresponding direct sum of the Aλ, as a subspace

of B and the natural action of G on B restricts to an action of G on A, so that
indeed G is also a subgroup of GL(F,A). The proof of the following result is
rather easy and is omitted.

Lemma 1.5. Let {Aλ|λ ∈ Λ} be a family of vector spaces over a field F
and for each λ ∈ Λ, let Gλ be a subgroup of GL(F,Aλ). Let A =

⊕
λ∈ΛAλ

and let G be a subgroup of Cr
λ∈Λ

Gλ. If each Aλ is Gλ-hypercentral, then A is

G-hypercentral.

Our next result is well-known in the group theoretical case, being analogous
to the well-known result in nilpotent and hypercentral groups (see [184, 5.2.1],
for example).

Lemma 1.6. Let A be a vector space over a field F and let G be a subgroup
of GL(F,A). If A is G-hypercentral and B is a non-zero G-invariant subspace
of A, then B ∩ ζG(A) 6= 0.

Proof. Let
0 = Z0 ≤ Z1 ≤ . . . Zα ≤ Zα+1 ≤ . . . Zγ = A

be the upper G-central series of A. Since B 6= 0, there is a least ordinal α such
that B ∩ Zα 6= 0. If α is a limit ordinal, then we have, by the definiton of α,

B ∩ Zα = B ∩

⋃
β<α

Zβ

 =
⋃
β<α

(B ∩ Zβ) = 0,

which is a contradiction. Hence α− 1 exists and B ∩ Zα−1 = 0, by definition
of α. However, we then obtain [G,B∩Zα] ≤ B∩Zα−1 = 0 which implies that
B ∩ Zα ≤ ζG(A). In particular B ∩ ζG(A) 6= 0, as required.

Next we obtain the following characterization of G-hypercentral vector
spaces, again reminiscent of a result of S. N. Chernikov (see [183, Theorem
2.19], for example).

Lemma 1.7. Let A be a vector space over the field F and let G be a subgroup
of GL(F,A). Then G acts G-hypercentrally on A if and only if for each a ∈ A
and every countable subset {xn|n ∈ N} of elements of G there exists a natural
number k such that [xk, xk−1, . . . , x1, a] = 0.
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Proof. Let
0 = Z0 ≤ Z1 ≤ . . . Zα ≤ Zα+1 ≤ . . . Zγ = A

be the upper G-central series of A and let α be the least ordinal such that
a ∈ Zα. To prove necessity, we use transfinite induction, the assertion being
clear if α is a natural number, so we suppose that α is infinite. Clearly α is
not a limit ordinal, so that α − 1 exists. Then a1 = [g1, a] ∈ Zα−1 and the
induction hypothesis implies that there is a natural number k such that

0 = [gk, . . . , g2, a1] = [gk, . . . , g2, [g1, a]] = [gk, . . . , g1, a],

as required.
To prove sufficiency we first show that ζG(A) 6= 0. We suppose the contrary

and let ζG(A) = 0. Let 0 6= a ∈ A be arbitrary. Since a /∈ ζG(A), there is an
element g1 ∈ G such that [g1, a] 6= 0. Since ζG(A) = 0 we have [g1, a] /∈ ζG(A).
Hence there exists g2 ∈ G such that [g2, [g1, a]] = [g2, g1, a] 6= 0. Similar
arguments and mathematical induction show that we can construct an infinite
subset {gn|n ∈ N} of elements of G such that [gn, gn−1, . . . , g1, a] 6= 0 for all
n ∈ N. This provides the contradiction sought and it follows that ζG(A) 6= 0.

Next we note that the conditions of the lemma are inherited by each quo-
tient space of A by a G-invariant subspace. Since ζG(A) is such a G-invariant
subspace we may apply transfinite induction to deduce that A has an up-
per central series, the last term of which is A. Hence A is G-hypercentral, as
required.

Corollary 1.8. Let A be a vector space over a field F and let G be a subgroup
of GL(F,A). Then G acts G-hypercentrally on A if and only if, for each count-
able subgroup H of G, every cyclic FH-submodule of A is H-hypercentral.

Proof. If A is G-hypercentral, then Lemma 1.4 shows that A is H-hypercentral
for every subgroup H of G. Using Lemma 1.4 again we see that every FH-
submodule (and hence every cyclic FH-submodule) of A is H-hypercentral.

Conversely, assume that for each countable subgroup H of G every cyclic
FH-submodule of A is H-hypercentral, but suppose that, to the contrary, A
is not G-hypercentral. Let Z denote the upper hypercenter of A, so Z 6= A
and hence A/Z 6= 0. Then ζG(A/Z) = 0. Since we carry out all subsequent
reasoning in the quotient space A/Z we may replace A/Z by A and hence
assume that Z = 0. It will be clear that this does not limit the argument’s
generality.

Using the arguments from the proof of Lemma 1.7 we can find an element
d ∈ A and a countable subset {gn|n ∈ N} of G such that [gn, . . . , , g1, d] 6= 0 for
each natural number n. Let H = 〈gn|n ∈ N〉, a countable subgroup of G. Then
the FH-submodule D generated by d is H-hypercentral. However, Lemma 1.7
then implies that there is a natural number k such that [gk, . . . , g1, d] = 0,
giving us a contradiction, which proves the result.
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Our next result is analogous to the well-known result that if G is a finitely
generated group and H is a subgroup of finite index, then H is also finitely
generated.

Lemma 1.9. Let A be a vector space over a field F and let G be a finitely
generated subgroup of GL(F,A). Suppose that A is a finitely generated FG-
module. If B is an FG-submodule of A such that dimF (A/B) is finite, then
B is finitely generated as an FG-module.

Proof. Let M = {g1, . . . , gk} be a finite generating set for G and without loss
of generality assume that g−1

i ∈ M , for each i. Let {a1, . . . , at} be a finite
generating set for A, so that A = FGa1 + · · · + FGat. Also let c1, . . . , cn
be elements of A such that {c1 + B, . . . , cn + B} is a basis for A/B. Let
Fc1 + · · · + Fcn = C and note that A = C ⊕ B. Let prB : A −→ B and
prC : A −→ C be the canonical projections of A on B and C respectively. Let
E denote the FG-submodule generated by

{prB(aj),prB(grcm)|1 ≤ j ≤ t, 1 ≤ m ≤ n, 1 ≤ r ≤ k}.

Clearly E lies in B and is a finitely generated FG-submodule. If v ∈ E+C is
arbitrary, then v = u+ c for some elements u ∈ E, c ∈ C. For certain elements
α1, . . . , αn ∈ F we may write c = α1c1 + · · ·+ αncn and we have

grv = gru+ grc = gru+ gr(α1c1 + . . . αncn)

= gru+ α1grc1 + · · ·+ αngrcn

= gru+ α1prB(grc1) + . . . αn + prB(grcn)

+ α1prC(grc1) + · · ·+ αnprC(grcn) ∈ E + C

It follows that E + C is an FG-submodule of A and the equality aj =
prB(aj) + prC(aj) implies that aj is an element of E + C, for 1 ≤ j ≤ t.
Therefore,

E + C = A = B + C

and since E is an FG-submodule of B the Dedekind modular law implies that
B = E, so that B is a finitely generated FG-submodule of A, as required.

Our next result gives some conditions under which a G-hypercentral mod-
ule is actually G-nilpotent-by-finite dimensional.

Proposition 1.10. Let A be a vector space over a field F and let G be a
finitely generated subgroup of GL(F,A). Suppose that A is a finitely generated
FG-module. If ζG,∞(A) has finite codimension in A, then zlG(A) is finite.

Proof. Let

0 = Z0 ≤ Z1 ≤ . . . Zα ≤ Zα+1 ≤ . . . Zγ = ζG,∞(A) ≤ A

be the upper G-central series of A so that γ is the G-central length. Since
dimG(A/ζG,∞(A)) is finite, Lemma 1.9 implies that ζG,∞(A) is finitely gen-
erated as an FG-module. This implies further that γ is not a limit ordinal.
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If γ is infinite then we may write γ = τ + n, for some limit ordinal τ and
some natural number n. Let M = {v1, . . . , vl} be a finite subset of Zγ which
generates Zγ as an FG-module. Since Zγ/Zγ−1 is the G-center of A/Zγ−1 we
have

Zγ/Zγ−1 = F (v1 + Zγ−1) + · · ·+ F (vl + Zγ−1)

and hence, in particular, Zγ/Zγ−1 has finite dimension at most l. Then
Lemma 1.9 implies that Zγ−1 is finitely generated as an FG-submodule. These
arguments can then be applied to Zγ−1 to show that Zγ−2 is also finitely gen-
erated and inductively we see that Zτ is a finitely generated FG-module.

We note also that A/Zτ is finite dimensional as an F -space. Let W =
{w1, . . . , wm} be a finite subset of Zτ which generates Zτ as an FG-submodule.
Since Zτ =

⋃
β<τ Zβ there exists β(j) < τ such that wj ∈ Zβ(j) for 1 ≤ j ≤ m.

Let σ be the greatest ordinal in the set {β(1), . . . , β(m)}, so that wj ∈ Zσ for
1 ≤ j ≤ m. Since Zσ is an FG-submodule of Zτ it follows that Zσ = Zτ and
since σ < τ , we obtain a contradiction, which shows that γ is finite.

The following corollary is analogous to the well-known fact that a finitely
generated hypercentral group is nilpotent.

Corollary 1.11. Let A be a vector space over a field F and let G be a
finitely generated subgroup of GL(F,A). Suppose that A is a finitely gener-
ated FG-module. If A is G-hypercentral, then A is G-nilpotent and has finite
F -dimension.

Proof. By Proposition 1.10, with ζG,∞(A) = A we deduce that zlG(A) is finite,
so A is G-nilpotent and the proof of Proposition 1.10 shows that dimF (A) is
finite.

When A is a vector space over a field F and G is a subgroup of GL(F,A),
we say that A is G-locally nilpotent if for every finitely generated subgroup
H of G and every finite subset M of A the FH-submodule generated by M ,
(FH)M , is H-nilpotent.

We say that A is G-locally (finite dimensional) if for every finitely gener-
ated subgroup H of G and every finite subset M of A, the FH-submodule
(FH)M has finite F -dimension. Our next result is an immediate consequence
of Corollary 1.11.

Corollary 1.12. Let A be a vector space over a field F and let G be a subgroup
of GL(F,A). If A is G-hypercentral, then A is G-locally nilpotent and G-locally
(finite dimensional).

For the next result we need some more notation and terminology. If M is
a family of sets we shall write

⋃
M to mean

⋃
{M : M ∈M} and likewise we

let
⋂
M denote

⋂
{M : M ∈M}.

If X is a class of groups, then the X-residual of a group G is defined to be

GX =
⋂
{N / G|G/N ∈ X}.
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If the set ResX(G) = {N / G|G/N ∈ X} has a least element L, then
L = GX and G/GX ∈ X, but in general G/GX need not be an X-group.

When X = A, the class of abelian groups, then the A-residual of a group
G is precisely the derived subgroup G′ and G/GA ∈ A, in this case.

More generally, if X = Nc, the class of nilpotent groups of nilpotency class
at most c, then the Nc-residual is precisely γc+1(G) and again G/GNc ∈ Nc.

For a class of groups X, a group G is called a residually X-group if, for each
non-trivial element g ∈ G, there is a normal subgroup Hg such that g /∈ Hg

and G/Hg ∈ X. It is easy to prove that G is a residually X-group if and only
if ∩ResX(G) = 1.

We shall denote the class of residually X-groups by RX. If X = F, the class
of all finite groups, then we obtain the familiar class RF of residually finite
groups. If p is a prime, we let Fp denote the class of all finite p-groups and
in this way we obtain the class RFp of residually Fp-groups. It is well known
that every free group is residually Fp, for each prime p, a theorem originally
due to K. Iwasawa [90].

It is easy to see that GX is always a characteristic subgroup of G and that
G/GX is always a residually X-group. For example when X = F, the class
of all finite groups, then GX = GF is the finite residual of G and G/GF is
residually finite.

Theorem 1.13. Let A be a vector space over a field F and let G be a finitely
generated subgroup of GL(F,A). If A is G-hypercentral, then G is residually
nilpotent. Moreover,

(i) if char(F ) = p, a prime, then G ∈RFp;

(ii) if char(F ) = 0, then G is residually (torsion-free nilpotent).

Proof. Let L be the family of all finitely generated FG-submodules of A. If
B ∈ L, then Corollary 1.11 shows that B is G-nilpotent.

(i) Suppose first that char(F ) = p, a prime. Then Theorem 1.2 implies that
G/CG(B) is a nilpotent p-group and since it is finitely generated it is finite.
Since A is generated by the elements of L it follows that

⋂
B∈L CG(B) = 1

and hence G ∈RFp.
(ii) If F has characteristic 0, then Theorem 1.2 shows that G/CG(B) is a

torsion-free nilpotent group and Remak’s theorem implies that G embeds in
Cr
B∈L

G/CG(B). The result then follows since a Cartesian product of nilpotent

groups is residually nilpotent.

We now show that for groups G having the structure indicated in the
preceding theorem, there are vector spaces on which they actG-hypercentrally.

Theorem 1.14. Let G be a group with a descending series of normal sub-
groups

G = H0 ≥ H1 ≥ · · · ≥ Hn ≥ Hn+1 ≥ · · ·
⋂
n∈N

Hn = 1
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whose factors are finite p-groups for some fixed prime p. Then there is a vector
space A over the prime field Fp such that A is G-hypercentral and zlG(A) = ω,
the first infinite ordinal. Furthermore, A =

⊕
n∈NAn, where An is a finite G-

invariant subspace of A, for all n ∈ N.

Proof. For each natural number n, let Kn = G/Hn, which is a finite p-group
by hypothesis and let K = Cr

n∈N
Kn. Define a mapping f : G −→ K by f(g) =

(gHn)n∈N for each element g ∈ G. Since
⋂
n∈NHn = 1, Remak’s Theorem

implies that G is isomorphic to the subgroup L = Im (f) of K. Let 〈a〉 be a
cyclic group of order p and let Wn = 〈a〉 oKn, the standard wreath product,
for each n ∈ N. Let An be the base group of this wreath product. Then
Wn = AnoKn, where An is an elementary abelian p-group and CKn(An) = 1,
for each n ∈ N. We use additive notation for each An. Since Wn is a finite
p-group it is nilpotent, so for each n, An has a finite Kn-central series

0 = Zn,0 ≤ Zn,1 ≤ . . . Zn,s(n) = An,

for some natural number s(n). Let A =
⊕

n∈NAn. We can define an action of
K on A as follows. For each (cn)n∈N ∈ A and (xn)n∈N ∈ K then set

(xn)(cn) = (x−1
n cnxn)n∈N.

It is easy to see that CK(A) = 1. We can think of A as a vector space over
Fp, so the fact that CK(A) = 1 implies that K is isomorphic to a subgroup
of GL(Fp, A). Setting Ck = ⊕n∈NZn,k for each natural number k we see that
the series

0 = C0 ≤ C1 ≤ · · · ≤ Ck ≤ Ck+1 ≤ · · ·
⋃
n∈N

Cn = A

is K-central. Lemma 1.4 shows that A is also G-hypercentral. This gives us
the appropriate example.

A class of groups X is called a formation when the following conditions
are satisfied:

(F1) if G ∈ X and H / G, then G/H ∈ X;

(F2) if K,L / G and G/K,G/L ∈ X, then G/(K ∩ L) ∈ X.

It is easy to see that the class of all finite groups and the class of nilpotent
groups are examples of formations.

Lemma 1.15. Let X be a formation of groups and let G be a countable group.
If G ∈RX, then G has a descending series of normal subgroups

G = H0 ≥ H1 ≥ · · · ≥ Hn ≥ Hn+1 ≥ · · ·
⋂
n∈N

Hn = 1

whose factors belong to X.
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Proof. Let {gn|n ∈ N}, be the set of nontrivial elements of G. Since G ∈RX it
follows that for each n ≥ 1, there is a normal subgroup Kn of G such that gn /∈
Kn and G/Kn ∈ X. Clearly

⋂
n∈NKn = 1 and if we set Hn = K1 ∩ · · · ∩Kn,

then G/Hn ∈ X, since X is a formation. Clearly Hn+1 ≤ Hn for all n and⋂
n∈NHn =

⋂
n∈NKn = 1, as required.

Corollary 1.16. Let G be a countable group. If G ∈RFp for some prime
p, then there is a vector space A over Fp such that A is G-hypercentral and
zlG(A) = ω, the first infinite ordinal. Furthermore, A =

⊕
n∈NAn, where An

is a finite G-invariant subspace of A, for each n ∈ N.

Proof. This follows from Theorem 1.14 and Lemma 1.15 because the class of
finite p-groups is a formation.

By the result of K. Iwasawa [90] mentioned above a finitely generated free
group G has the property that G ∈RFp for each prime p. This yields the
following corollary immediately.

Corollary 1.17. Let G be a finitely generated free group. Then for each prime
p there exists a vector space A over Fp such that A is G-hypercentral and
zlG(A) = ω, the first infinite ordinal. Furthermore, A =

⊕
n∈NAn, where An

is a finite G-invariant subspace of A, for each n ∈ N.

To complete this list of consequences of Theorem 1.14 we also state the
following obvious consequence, since finitely generated groups are countable,
which gives examples of periodic groups G acting on G-hypercentral spaces.

Corollary 1.18. Let G be a finitely generated residually finite p-group for
some prime p. Then there exists a vector space A over Fp such that A is
G-hypercentral and zlG(A) = ω, the first infinite ordinal. Furthermore, A =⊕

n∈NAn, where An is a finite G-invariant subspace of A, for each n ∈ N.

There are many examples of infinite finitely generated residually finite
p-groups. Important easily described examples of such groups include those
constructed by R. I. Grigorchuk [67]. As we can see, such groups can be
realized as linear groups acting hypercentrally on a vector space of countable
dimension over Fp.

We next wish to consider analogues of triangular and unitriangular sub-
groups of MatN(F ). A matrix M = [µkj ]k,j∈N is called upper triangular if
µk,j = 0, whenever k > j. Thus M has the form

µ11 µ12 µ13 . . . µ1,n µ1,n+1 . . .
0 µ22 µ23 . . . µ2,n µ2,n+1 . . .
0 0 µ33 . . . µ3,n+1 . . .
...

...
...

. . .
...

 .

Using exactly the same arguments used in the finite dimensional case, it can be
shown that the subset TN(F ) of all upper triangular matrices is a subalgebra of
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MatN(F ). It is not hard to see that an upper triangular matrix M = [µkj ]k,j∈N
is invertible if and only if µkk 6= 0 for all natural numbers n. It follows that
the subset TN(F ) consisting of all invertible upper triangular matrices is a
subgroup of the group of units of the ring MatN(F ).

An upper triangular matrix M = [µkj ]k,j∈N is called unitriangular if also
µk,k = 1 for all k ∈ N. It follows at once that all unitriangular matrices are
invertible and the subgroup UTN(F ) of all unitriangular matrices is a subgroup
of TN(F ).

As we saw in Corollary 1.3 the group of all finite dimensional unitriangular
matrices is nilpotent. Using the results just obtained we now show that the
structure of the group UTN(F ) is considerably more complicated.

Theorem 1.19. Let G be a countable group. If G ∈RFp, for some prime p,
then G is isomorphic to a subgroup of UTN(F ).

Proof. By Corollary 1.16 there exists a vector space A over Fp such that G
acts G-hypercentrally on A =

⊕
n∈NAn, where An is a finite G-invariant

subspace. Let
0 = Zn,0 ≤ Zn,1 ≤ . . . Zn,s(n) = An

be the upper central series of An, for each n ∈ N and certain s(n) ∈ N. We
choose a basis Bn of An as follows. Choose an arbitrary basis for Zn,1 and
extend this to a basis for Zn,2. This new basis extends to a basis for Zn,3 and
we repeat this procedure until we obtain the basis Bn of An that we require.
It follows from this construction that the restriction to An of an element of
G is a unitriangular matrix relative to this basis. We let B =

⋃
n∈N Bn, which

is a basis for A since A =
⊕

n∈NAn. The matrix of every element of G is a
block-triangular matrix, having the form

X1 0 0 . . .
0 X2 0 . . .
...

...
. . .

...
0 . . . 0 . . . Xn . . .
...

...
. . .

...


where each Xi is an m(i)×m(i) upper triangular matrix for certain integers
m(i) ∈ N.

Theorem 1.1 now implies that G is isomorphic to some subgroup of
UTN(Fp), which completes the proof.

The next result follows directly from Theorem 1.19 and the fact that a
finitely generated free group G has the property that G ∈RFp for every prime
p by the result of K. Iwasawa [90].

Corollary 1.20. Let G be a finitely generated free group. Then G is isomor-
phic to a subgroup of UTN(Fp) for every prime p.
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We mention also the following two results the first of which appeared in
the paper of A. S. Olijnyk and V. I. Sushchansky[158] and is of course a special
case of Corollary 1.20. The second is due to R. I. Grigorchuk, Y. Leonov, V.
Nekrashevych and V. I. Sushchansky[68].

Corollary 1.21. Let G be a finitely generated free group. Then G is isomor-
phic to a subgroup of UTN(F2).

Corollary 1.22. Let G be a finitely generated residually finite p-group for
some prime p. Then G is isomorphic to a subgroup of UTN(Fp).

In particular, we see that UTN(Fp) contains periodic subgroups which are
not locally finite such as the Grigorchuk group. It was proved in [68] that
UTN(Fp) contains entire series of subgroups whose properties are very far from
nilpotency. This is all in contrast to the case of periodic subgroups of GLn(F )
which are locally finite, a well-known result of I. Schur (see [202, 9.1], for
example).

The situation with infinite dimensional unitriangular groups over fields of
characteristic 0 is by no means simpler, as we shall see.

Theorem 1.23. Let G be a group having a descending series of normal sub-
groups

G = H0 ≥ H1 ≥ · · · ≥ Hn ≥ Hn+1 ≥ · · ·
⋂
n∈N

Hn = 1

whose factors are finitely generated torsion-free nilpotent groups. Then there
exists a vector space A over the field Q of rational numbers such that A is
G-hypercentral and zlG(A) = ω. Furthermore, A =

⊕
n∈NAn, where An is a

finite dimensional G-invariant subspace of A, for each n ∈ N.

Proof. For each natural number n, let Kn = G/Hn, which is a finitely gen-
erated torsion-free nilpotent group by hypothesis. Let K = Cr

n∈N
Kn. Define

a mapping f : G −→ K by f(g) = (gHn)n∈N for each element g ∈ G. Since⋂
n∈NHn = 1, Remak’s Theorem implies that G is isomorphic to the subgroup

L = Im (f) of K.
The group Kn is isomorphic to some subgroup of UTm(Z) for some natural

number m, depending upon n (see [95, Theorem 17.2.5], for example). Hence
there is a free abelian subgroup An such that Aut (An) contains Kn. The
natural semidirect product Wn = An oKn is a nilpotent group. Thus An is
Kn-nilpotent and CKn(An) = 1, for each n ∈ N. We use additive notation for
each An. Then, for each n ∈ N, An has a finite Kn-central series

0 = Zn,0 ≤ Zn,1 ≤ . . . Zn,s(n) = An,

for some natural number s(n).
Let A =

⊕
n∈NAn. We can define an action of K on A as follows. For each

(cn)n∈N ∈ A and (xn)n∈N ∈ K set

(xn)(cn) = (x−1
n cnxn)n∈N.
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It is easy to see that CK(A) = 1. We can extend the action of K on A in a
natural way to B =

⊕
n∈NBn, where Bn is the Q-divisible envelope of An.

Then the series

0 = Cn,0 ≤ Cn,1 ≤ · · · ≤ Cn,s(n) = Bn

is a Kn-central series of Bn, where Cn,j is the Q-divisible envelope of Zn,j , for
each n ∈ N.

We can think of B as a vector space over Q and, as CK(A) = 1, we can
think of K as a subgroup of GL(Q, B). Let Ek =

⊕
n∈N Cn,k. Then the series

0 = E0 ≤ E1 ≤ · · · ≤ Ek ≤ Ek+1 ≤ · · ·
⋃
n∈N

En = B,

is K-central and Lemma 1.4 shows that B is also G-hypercentral.

Corollary 1.24. Let G be a finitely generated free group. Then there is a
vector space A over the field Q such that A is G-hypercentral and zlG(A) = ω.
Furthermore, A =

⊕
n∈NAn, where An is a finite dimensional G-invariant

subspace of A, for each n ∈ N.

Proof. By a theorem of Magnus (see [184, 6.1.10], for example) the lower cen-
tral series of G has length ω and terminates in the trivial group. Furthermore
the factors of this series are finitely generated torsion-free nilpotent groups
(see [130, §36] for example) and then Theorem 1.23 gives the result.

By following the proof of Theorem 1.19 we may also deduce the following
fact.

Corollary 1.25. Let G be a group having a descending series of normal
subgroups

G = H0 ≥ H1 ≥ · · · ≥ Hn ≥ Hn+1 ≥ · · ·
⋂
n∈N

Hn = 1

whose factors are finitely generated torsion-free nilpotent groups. Then G is
isomorphic to a subgroup of UTN(Q).

Corollary 1.26. Let G be a finitely generated free group. Then G is isomor-
phic to a subgroup of UTN(Q).

We note that by repeating the arguments in the results above we can
obtain complete analogues of Corollaries 1.25 and 1.26 for the group UTN(Z).
In particular we see that UTN(Z) contains all finitely generated free groups,
a result obtained by W. Holubowski [81]. All this serves to emphasize the
fact that things will generally be very different for infinite dimensional linear
groups as opposed to the finite dimensional case.
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Unipotent and Algebraic Elements

When A is a vector space over a field F and G is a subgroup of GL(F,A)
we define the lower G-central series of A,

A = γG,1(A) ≥ γG,2(A) ≥ . . . γG,α(A) ≥ γG,α+1(A) ≥ . . . γG,κ(A),

by

γG,2(A) = [G,A] = [G, γG,1(A)],

γG,α+1(A) = [G, γG,α(A)], for all ordinals α

γG,λ(A) =
⋂
β<λ

γG,β(A) for all limit ordinals λ and

γG,κ(A) = [G, γG,κ(A)].

It clearly follows from the definition that γG,α(A)/γG,α+1(A) ≤
ζG(A/γG,α+1(A)) for each ordinal α < κ.

The last term γG,κ(A) of this series is called the lower G-hypocenter of A
and is denoted by γG,∞(A).

We say that the FG-module A is G-hypocentral if γG,∞(A) = 0.
Now suppose that A has a finite G-central series

0 = C0 ≤ C1 ≤ · · · ≤ Cn−1 ≤ Cn = A.

We have C1 ≤ ζG(A) = ζG,1(A). Suppose inductively that we have proved
Cj ≤ ζG,j(A) for all j ≤ k. Since Ck+1/Ck ≤ ζG(A/Ck) we have

(Ck+1 + ζG,k(A))/ζG,k(A) ≤ ζG(A/ζG,k(A)) = ζG,k+1(A)/ζG,k(A)

so Ck+1 ≤ ζG,k+1(A) and hence Cn ≤ ζG,n(A) which shows that

zlG(A) ≤ n.

Furthermore, γG,2(A) = [G,A] = [G,Cn] ≤ Cn−1. Suppose inductively
that γG,j(A) ≤ Cn−j+1 for all j ≤ k. Then

γG,k+1(A) = [G, γG,k(A)] ≤ [G,Cn−k+1] ≤ Cn−k

and in particular we have γG,n+1(A) = 0. Thus in this case the length of the
lower central series is at most n. It follows that if A is G-nilpotent, then the
length of the upper central series and the length of the lower central series
coincide. However when the lengths of the upper central series or the lower
central series are infinite, the situation is very different. We illustrate this with
the following example.
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Example 1.27. Let A be a vector space with countable basis {bn|n ∈ N}.
Define a linear transformation g of A by the infinite matrix

1 1 0 0 0 . . .
0 1 1 0 0 . . .
0 0 1 1 0 . . .
...

...
. . .

. . .
... . . .


Thus gb1 = b1 and gbn+1 = bn+ bn+1, for each n ∈ N. Let G = 〈g〉. It is clear
that g is an F -automorphism and that A has upper G-central series

0 = ζG,0(A) ≤ ζG,1(A) ≤ . . . ζG,n(A) ≤ ζG,n+1(A) ≤ . . . ζG,ω(A) = A,

where
ζG,n(A) = Fb1 ⊕ · · · ⊕ Fbn for all n ∈ N.

We see also that A = [G,A], so γG,1(A) = γG,2(A).
On the other hand we define the linear transformation h of A by the infinite

matrix 
1 0 0 0 0 . . .
1 1 0 0 0 . . .
0 1 1 0 0 . . .
...

...
. . .

. . .
... . . .

 ,

so hbn = bn + bn+1 for all n ∈ N. Setting H = 〈h〉 we note that h is an
F -automorphism of A, which has the lower H-central series

A = γH,1(A) ≥ γH,2(A) ≥ . . . γH,n(A) ≥ γH,n+1(A) ≥ . . . γH,ω(A) = 0

where γH,n(A) = ⊕j≥nFbj, for n ∈ N. However in this case ζH(A) = 0.

Continuing with our general discussion, when A has a finiteG-central series

0 = C0 ≤ C1 ≤ · · · ≤ Cn−1 ≤ Cn = A,

then it is easy to see that (g − 1)nA = 0, for all g ∈ G. This prompts the
following definition.

An element g ∈ GL(F,A) is called unipotent if there is a natural number
n such that (g − 1)n = 0, the zero linear transformation. Thus the element g
is unipotent if and only if the vector space A is 〈g〉-nilpotent.

If A is a G-nilpotent vector space, then every element of G is unipotent.
Of course the converse is not true. Later we give an example showing this, but
first we note some important properties enjoyed by unipotent elements.

We introduce some notation that will be useful later. Let g be an element
of finite order in the group G, say

|g| = pk11 . . . pknn , where p1, . . . , pn
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are distinct primes. Let Π(g) = {p1, . . . , pn}. Let T be the set of elements of
finite order in G and let

Π(G) =
⋃
g∈T

Π(g).

If π is a set of primes, then we say that G is a π-group if G is periodic and
Π(G) ⊆ π. Let P denote the set of all primes and let π′ = P \ π. We say that
G is a π′-group if G is periodic and Π(G) ∩ π = ∅. As usual when π = {p}, a
single prime, then we denote π′ by p′. We note that if G is an abelian group,
then the set of elements of finite order in G is a subgroup, denoted by Tor(G).

Lemma 1.28. Let A be a vector space over the field F .

(i) If u ∈ GL(F,A) is unipotent, then ug is also unipotent for all g ∈
GL(F,A).

(ii) If u, v ∈ GL(F,A) are unipotent and uv ∈ 〈u〉, then uv is unipotent.

(iii) If char(F ) = p, a prime, and u ∈ GL(F,A) is a p-element, then u is
unipotent.

(iv) If char(F ) = p, a prime, and u ∈ GL(F,A) is a unipotent p′-element,
then u = 1.

(v) If char(F ) = p, a prime, and u ∈ GL(F,A) is a unipotent element of
finite order, then u is a p-element.

Proof. (i) If u ∈ GL(F,A) is unipotent, then A is 〈u〉-nilpotent. By
Lemma 1.4(viii) it follows that A is also 〈ug〉-nilpotent for all g ∈ G, so
ug is also unipotent.

(ii) Since u, v are unipotent it follows that A is both 〈u〉- and 〈v〉-nilpotent.
By Lemma 1.4(vii) A is therefore 〈u, v〉-nilpotent and Lemma 1.4(i) implies
that A is 〈uv〉-nilpotent. It follows that uv is unipotent.

(iii) Let |u| = pn = k and let Ckj denote the binomial coefficient k!/j!(k −
j)!. Then

(u− 1)k = uk − Ck1uk−1 + Ck2u
k−2 + · · ·+ (−1)k−1Ckk−1u+ (−1)k.

Clearly p divides each of the coefficients Ckj for 2 ≤ j ≤ k − 1. If p = 2, then
for all a ∈ A we deduce

(u− 1)ka = uka+ 1a = a+ a = 2a = 0

and if p 6= 2, then

(u− 1)ka = uka− 1a = a− a = 0,

which proves the result.
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(iv) Let
0 = C0 ≤ C1 ≤ · · · ≤ Cn−1 ≤ Cn = A

be the upper 〈u〉-central series of A and suppose that C1 = CA(u) 6= A. Then
C2 contains an element a such that ua 6= a and for this element we have
ua = a + c for some c ∈ C1. Since ua 6= a we have c 6= 0. Let q be the order
of u so that a = uqa = a + qc from which we deduce that qc = 0. However
pc = 0 and since gcd(p, q) = 1 we have c = 0. This contradiction proves the
result.

(v) There is a p-element x and a p′-element y such that u = xy and
x, y ∈ 〈u〉. Using this and Lemma 1.4(i) we deduce that A is 〈y〉-nilpotent. By
(iv) we see that y = 1, so u = x, a p-element.

Example 1.29. Let p be a prime such that p > 1075. In [161] A. Yu. Olshan-
skii constructed a p-group G whose proper subgroups all have prime order p.
Let F be a field of prime characteristic p and consider the group algebra FG
of G over F . As usual the additive group A of FG is a vector space over F
and since CG(A) = 1 we can think of G as a subgroup of GL(F,A). Every
element of G has order p, so Lemma 1.28(iii) shows that every element of G
is unipotent. Of course the group G is very far from being a nilpotent or even
a generalized nilpotent group.

We note that a product of two unipotent linear transformations is not
unipotent in general. That this is so follows using the next simple example.

Example 1.30. Let A be a 2-dimensional vector space over the prime field
F3 with basis {a1, a2}. Let

x =

(
0 2
1 2

)
and y =

(
0 1
2 2

)
define linear transformations of A, each of order 3. It follows that x, y are
unipotent by Lemma 1.28(iii), but their product relative to the basis {a1, a2}
is

xy =

(
1 1
1 2

)
.

Clearly (xy)2 =

(
2 0
0 2

)
, which is an element of order 2, so xy has order 4.

Lemma 1.28(iv) shows that xy cannot be unipotent.

A natural question arises:

• In which linear groups does the set of unipotent elements form a sub-
group?

We shall give a partial answer to this question.
We recall that a subgroup H of a group G is called subnormal if there is

a finite series
H = H0 ≤ H1 ≤ Hn−1 ≤ Hn = G
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in which Hi−1 / Hi for 1 ≤ i ≤ n.
For each subgroup H of G we can construct the normal closure series

G = H0 ≥ H1 ≥ . . . Hα ≥ Hα+1 ≥ . . . Hγ

as follows: let

H1 = HG,

Hα+1 = HHα for all ordinals α,

Hλ =
⋂
β<λ

Hβ for all limit ordinals λ and

Hγ = HHγ .

If a subgroup H is subnormal in G, then the normal closure series of H is
finite and H is the last term of the series.

Proposition 1.31. Let A be a vector space over a field F . If u, v ∈ GL(F,A)
are unipotent elements and 〈u, v〉 is a nilpotent group, then A is 〈u, v〉-
nilpotent.

Proof. Let V = 〈u, v〉. Since u, v are unipotent it is evident that A is both
〈u〉- and 〈v〉-nilpotent. The group V is nilpotent so 〈u〉 is subnormal in V and
we let

V = U0 ≥ U1 ≥ · · · ≥ Un−1 ≥ Un = 〈u〉

be the normal closure series for 〈u〉. The proof is by induction on the length
of this series. If 〈u〉 / V , then A is 〈u〉〈v〉-nilpotent using Lemma 1.4(vii), as
required. Suppose now that n > 1. It is clear that Un−1 = 〈Uxn |x ∈ Un−2〉.
Consider the ascending series

Ux1
n ≤ Ux1

n Ux2
n ≤ · · · ≤ Ux1

n Ux2
n . . . Uxkn ≤ . . . ,

where the elements xj ∈ Un−2 are distinct for j ∈ N. Since V is a finitely
generated nilpotent group, it satisfies the maximal condition on subgroups
and hence there is a natural number m such that Un−1 = Ux1

n . . . Uxmn . Using
Lemma 1.4(viii) we see that A is U

xj
n -nilpotent for 1 ≤ j ≤ m. Repeated use

of Lemma 1.4(vii) shows that A is Un−1-nilpotent. However V = 〈Un−1, v〉
and the normal closure series for Un−1 has length n− 1, so we may apply the
induction hypothesis to it. It follows that A is V -nilpotent.

The next corollary follows immediately.

Corollary 1.32. Let A be a vector space over a field F . If u, v ∈ GL(F,A) are
unipotent elements and 〈u, v〉 is a nilpotent group, then uv is also unipotent.

It is now an easy matter to show that the set of unipotent elements of a
locally nilpotent group forms a normal subgroup.
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Theorem 1.33. Let A be a vector space over a field F and let G be a locally
nilpotent subgroup of GL(F,A). Then the set of all unipotent elements of G
is a normal subgroup of G.

Proof. If u is a unipotent element of G, then A is 〈u〉-nilpotent. Since
〈u〉 = 〈u−1〉, then u−1 is also unipotent. If also v is a unipotent element
of G, then 〈u, v〉 is nilpotent, so uv is unipotent, by Corollary 1.32. Finally,
if u is unipotent and g ∈ G, then ug is unipotent by Lemma 1.28(i). This
completes the proof.

Unipotent elements are an important particular case of the following type
of linear transformation. A linear transformation h ∈ EndF (A) is called al-
gebraic over the field F if h is a root of some polynomial fh(X) ∈ F [X].
Naturally our main focus will be concerned with elements of GL(F,A) which
are algebraic over F .

If g ∈ GL(F,A) is algebraic over F , then fg(g) = 0, the zero lin-
ear transformation. Let Y = 〈y〉 be an infinite cyclic group. The function
ϑ : f(y) 7→ f(g) is a homomorphism from the group algebra FY to the sub-
algebra Sg of EndF (A) generated by g. The fact that fg(g) = 0 implies that
fg(y) ∈ AnnFY (Sg), so that AnnFY (Sg) 6= 0. Furthermore,

Sg ∼= FY/AnnFY (Sg)

so that dimF (Sg) is finite. Conversely, if dimF (Sg) is finite, then again using
the isomorphism Sg ∼= FY/AnnFY (Sg) we deduce that AnnFY (Sg) 6= 0 and
hence there exists a polynomial f(X) ∈ F [X] such that f(g) is the zero linear
transformation.

The following result gives some of the basic properties of algebraic ele-
ments. We recall that a field F is locally finite if for every finite subset M of
F , there exists a finite subfield K containing M .

Lemma 1.34. Let A be a vector space over a field F .

(i) An element g ∈ GL(F,A) is algebraic over F if and only if the subalgebra
Sg of EndF (A) generated by g is a finite dimensional F -space.

(ii) If g ∈ GL(F,A) is algebraic over F , then each element of 〈g〉 is algebraic
over F .

(iii) If g ∈ GL(F,A) is algebraic over F , then gv is also algebraic over F for
each element v ∈ GL(F,A).

(iv) If u, v ∈ GL(F,A) are algebraic elements such that uv = vu, then the
subalgebra of EndF (A) generated by u and v has finite F -dimension.
Each element of 〈u, v〉 is algebraic over F and in particular uv is alge-
braic.
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(v) If u1, . . . , un ∈ GL(F,A) are algebraic over F and 〈u1, . . . , un〉 is
abelian, then the subalgebra of EndF (A) which is generated by u1, . . . , un
has finite F -dimension. In particular every element of 〈u1, . . . , un〉 is al-
gebraic over F .

(vi) Let H be a subgroup of GL(F,A) and let g ∈ GL(F,A) be an element
such that Hg = H. If g is algebraic over F and SH , the subalgebra of
EndF (A) generated by H, has finite F -dimension, then the subalgebra
generated by H〈g〉 has finite F -dimension.

(vii) If g ∈ GL(F,A) has finite order, then g is algebraic over F .

(viii) If F is a locally finite field, then each element g of GL(F,A) which is
algebraic over F has finite order.

(ix) If g ∈ GL(F,A) is such that gn is algebraic over F for some natural
number n, then g is also algebraic over F .

Proof. The proof of (i) occurs just before the statement of the lemma and
Statement (ii) is a direct consequence. Statement (iii) follows from the fact
that if h ∈ EndF (A), the mapping h 7−→ hv is an F -automorphism of
EndF (A).

(iv) We note that the subalgebra Su, generated by u, is generated as an
F -subspace by the elements un, for n ∈ Z. Since u is algebraic over F there
is a natural number k such that the set {u0 = 1, u, u2, . . . , uk} forms an F -
basis for Su. Similarly, there is a natural number m such that the set {v0 =
1, v, v2, . . . , vm} forms an F -basis for Sv, the subalgebra generated by v. Let
S〈u,v〉 be the subalgebra of EndF (A) generated by Su and Sv. Clearly, 〈u, v〉
is abelian so every element of S〈u,v〉 has the form

∑
1≤j≤r xjyj for certain

elements xj ∈ Su, yj ∈ Sv and r ∈ N and it is then once again easy to see
that every element of S〈u,v〉 is an F -linear combination of elements of the form
usvt, where 0 ≤ s ≤ k, 0 ≤ t ≤ m. It follows that S〈u,v〉 has finite F -dimension
and (i) implies that every element of 〈u, v〉, in particular uv, is algebraic over
F .

Statement (v) follows from (iv) by induction.
(vi) Let B = {b1, . . . , bm} be an F -basis for SH . Since Hg = H we also

have (SH)g = SH . Since g is algebraic over F , there is a natural number d
such that {1, g, g2, . . . , gd} forms an F -basis for the subalgebra Sg generated
by g. Let SgSH denote the vector space generated by all products xy, where
x ∈ Sg, y ∈ SH . It is easy to see that SgSH is generated as an F -vector space
by the elements gjbs, for 0 ≤ j ≤ d, 1 ≤ s ≤ m. Hence SgSH has finite
F -dimension. Let x ∈ Sg, y ∈ SH and consider yx. We have

x =
∑

0≤j≤d

λjg
j , y =

∑
1≤s≤m

µsbs,
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where λj , µs ∈ F for 0 ≤ j ≤ d, 1 ≤ s ≤ m. Then

yx =
∑

1≤s≤m,0≤j≤d

µsλjbsg
j .

Since g−jSHg
j = SH for all j we see that

g−jbsg
j =

∑
1≤i≤m

νibi, for certain νi ∈ F, 1 ≤ i ≤ m.

It follows that bsg
j =

∑
1≤i≤m νig

jbi ∈ SgSH , for all s, j such that 0 ≤ j ≤
d, 1 ≤ s ≤ m. Consequently, yx ∈ SgSH . Now if u, v are arbitrary elements of
SgSH , then

u =
∑

1≤i≤k

xiyi, v =
∑

1≤i≤r

wizi,

where xj , wi ∈ Sg, yj , zi ∈ SH , for 1 ≤ j ≤ k, 1 ≤ i ≤ r. Hence we have

uv =

 ∑
1≤j≤k

xjyj

 ∑
1≤i≤r

wizi

 =
∑

1≤j≤k,1≤i≤r

xjyjwizi

and this is clearly an element of SgSH since yjwi ∈ SgSH by our work above.
Hence SgSH is a subalgebra of EndF (A) and furthermore SgSH = SH〈g〉,
the subalgebra of EndF (A) generated by H〈g〉. In particular, it follows that
SH〈g〉 is of finite F -dimension.

(vii) If g has order k, then clearly g is a root of the polynomial Xk − 1 ∈
F [X]. Hence g is algebraic over F .

(viii) Since g is algebraic over F it is the root of a polynomial fg(X) ∈
F [X]. Let

fg(X) = α0 + α1X + α2X
2 + · · ·+ αnX

n, where α0, . . . , αn ∈ F.

Let K be the subfield of F generated by the elements α0, . . . , αn. Then K
is a finite field since F is locally finite. Let R = K〈y〉 be the group algebra
of an infinite cyclic group 〈y〉 over K. Then A is an R-module if we define
yd = gd, for each d ∈ A. The R-submodule Rd generated by d is isomorphic to
R/AnnR(d) and the choice of g implies that fg(g)d = 0, so fg(y) ∈ AnnR(d).
It is easy to see that dimK(R/AnnR(d)) ≤ n and hence dimK(Rd) ≤ n. On
the other hand Rd is the 〈g〉-invariant subspace, generated by d in the K-space
A. If |K| = q, it follows that |Rd| ≤ qn and hence the 〈g〉-orbit, d〈g〉, has at
most r = qn elements. However, |d〈g〉| = |〈g〉 : C〈g〉(d)|, so that gr ∈ C〈g〉(d).
Since this is true for an arbitrary element d ∈ A, we have gr ∈ C〈g〉(A) = 1,
so g has finite order as required.

(ix) Since h = gn is algebraic over F , the subalgebra Sh of EndF (A)
generated by the linear transformation h has finite dimension over F by (i).
If Sg is the subalgebra of EndF (A) generated by g, then it is easy to see that

Sg = Sh + gSh + · · ·+ gn−1Sh.

It follows that dimF (Sg) is finite and (i) implies that g is algebraic over F .
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We note that, as with unipotent elements, a product of two algebraic linear
transformations need not in general be algebraic. This can be seen from the
following simple example.

Example 1.35. Let G = XoD be the infinite dihedral group, where X = 〈x〉
is an infinite cyclic group, D = 〈d〉 is a group of order 2 and xd = x−1.
Let F be an arbitrary field and let FG be the group algebra of G over F .
The additive group A of FG is a vector space over F . Since CG(A) = 1
we may think of G as a subgroup of GL(F,A). Put B = FX, so that A =
B ⊕ dB. Since AnnFX(A) = 0, x cannot be algebraic. However (dx)2 = 1
and Lemma 1.34(vii) implies the elements d, dx are algebraic. But x = d(dx),
which illustrates that the product is not algebraic.

Nevertheless, as in the case of unipotent elements we have the following
result, whose proof is similar to that of Proposition 1.31.

Proposition 1.36. Let A be a vector space over a field F . If u, v ∈ GL(F,A)
are algebraic and 〈u, v〉 is nilpotent, then the subalgebra S〈u,v〉 of EndF (A)
generated by the subgroup 〈u, v〉 has finite F -dimension. In particular, every
element of 〈u, v〉 is algebraic over F .

Proof. Let V = 〈u, v〉 and note that 〈u〉 is subnormal in V since V is nilpotent.
Let

V = U0 ≥ U1 ≥ · · · ≥ Un−1 ≥ Un = 〈u〉

be the normal closure series for 〈u〉. The proof is by induction on the length
of this series. If 〈u〉 / V , then the result follows from Lemma 1.34(i) and (vi).

Suppose now that n > 1. It is clear that Un−1 = 〈Uxn |x ∈ Un−2〉. Consider
the ascending series

Ux1
n ≤ Ux1

n Ux2
n ≤ · · · ≤ Ux1

n Ux2
n . . . Uxkn ≤ . . . ,

where the elements xj ∈ Un−2 are arbitrary but distinct, for j ∈ N. Since
V is a finitely generated nilpotent group, it satisfies the maximal condition
and hence there is a natural number m such that Un−1 = Ux1

n . . . Uxmn . Using
Lemma 1.34(v) and (iii) we see that the subalgebra of EndF (A) generated by
Un−1 has finite F -dimension. However, V = 〈Un−1, v〉, so using the same ar-
gument, after finitely many steps we deduce that the subalgebra of EndF (A)
generated by V has finite F -dimension. Lemma 1.34(i) shows that every ele-
ment of V is algebraic over F .

Corollary 1.37. Let A be a vector space over a field F . If the elements
u, v ∈ GL(F,A) are algebraic and if 〈u, v〉 is a nilpotent subgroup, then uv is
also an algebraic element over F .

Corollary 1.38. Let A be a vector space over a field F and let u1, . . . , un ∈
GL(F,A) be algebraic elements over F . If 〈u1, . . . , un〉 is a nilpotent sub-
group, then the subalgebra of EndF (A) generated by 〈u1, . . . , un〉 has finite
F -dimension.
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Proof. The proof follows using a simple induction argument, Proposition 1.36
and Lemma 1.34(vi).

The next result, analogous to Theorem 1.33, appears in the paper of M.
P. Sedneva [189].

Theorem 1.39. Let A be a vector space over a field F and let G be a subgroup
of GL(F,A). If G is locally nilpotent, then the subset K of all elements of G
which are algebraic over F is a normal subgroup of G. Furthermore, A is
K-locally (finite dimensional).

Proof. If u is an F -algebraic element of G, then Lemma 1.34(ii) implies that
u−1 is also F -algebraic. If v is also an F -algebraic element of G, then the
subgroup 〈u, v〉 is nilpotent and uv is an algebraic element by Corollary 1.37.
Also if g ∈ G, then ug is F -algebraic by Lemma 1.34(iii). This proves that K
is a normal subgroup of G.

Let H be a finitely generated subgroup of K. We may assume that H is
infinite. By Corollary 1.38, the subalgebra SH of EndF (A) generated by H
has finite F -dimension. Let FH be the group algebra of H over F and define
the function Ψ : FH −→ SH as follows. Each element z of FH is an F -linear
combination of the elements of H and we define Ψ(z) to be the same linear
combination, but as an element of EndF (A). It is easy to see that Ψ is an
epimorphism so that SH ∼= FH/ ker(Ψ). Since H is infinite and dimF (SH)
is finite it follows that ker(Ψ) 6= 0. If w ∈ ker(Ψ), then Ψ(w) is the zero
endomorphism.

Now let d ∈ A be an arbitrary element and let D be the H-invariant closure
of the F -subspace Fd. Then D is a cyclic FH-submodule of the FH-module
A and D ∼= FH/AnnFH(d). It is easy to see that ker(Ψ) ≤ AnnFH(d), so
FH/AnnFH(d) has finite F -dimension. It follows that dimF (D) is also finite.

If M is a finite subset of A, then HM =
∑
d∈M FHd. By our work above,

each FH-subspace FHd has finite F -dimension and the finiteness ofM implies
that HM also has finite dimension. This proves the result.

An important special case of algebraic F -automorphisms concerns the fini-
tary linear transformations. Let g ∈ G be arbitrary and consider the mapping
τg : A −→ A defined by τg(a) = (g − 1)a, for a ∈ A. This mapping is clearly
linear and Im (τg) = (g−1)A is the F -subspace of A generated by the elements
(g − 1)a. Furthermore, ker(τg) = CA(g), so that

(g − 1)A = Im (τg) ∼= A/ker(τg) = A/CA(g).

This isomorphism is easily seen to be an FZ-isomorphism, where Z = CA(g).
A linear transformation g ∈ GL(F,A) is called finitary if A/CA(g) has

finite F -dimension. Equivalently, this means dimF (g − 1)A is finite. We de-
note the subset of GL(F,A) consisting of finitary linear transformations by
FGL(F,A). Since CA(g) = CA(g−1) and CA(g) ∩ CA(f) ≤ CA(gf) for all el-
ements f, g ∈ GL(F,A) it follows that FGL(F,A) is a subgroup of GL(F,A).
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Furthermore, if g is finitary and x ∈ GL(F,A), then gx is also finitary, so that
FGL(F,A) / GL(F,A). We note also that every finitary F -automorphism g
is F -algebraic. In fact, since dimF (A/CA(g)) is finite there is a polynomial
fg(X) ∈ F [X] such that fg(g) induces the zero endomorphism on A/CA(g).
Thus, for all elements a ∈ A, fg(g)a ∈ CA(g) and hence (g − 1)fg(g)a = 0.
Hence (g − 1)fg(g) is the zero linear transformation. Thus g is a zero of
(X − 1)fg(X) ∈ F [X].

Although the class of finitary linear groups forms an important class of
linear groups, this class and its properties will not play a major role in this
book. Many articles have been written concerning the class of finitary linear
groups including the work of V. V. Belyaev [9], S. Black [15], B. Bruno, M.
Dalle Molle and F. Napolitani [24], B. Bruno and R. E. Phillips [25], J. I. Hall
and B. Hartley [72], F. Leinen [136, 137, 135], F. Leinen and O. Puglisi [138,
139, 140], M. S. Lucido [141], U. Meierfrankenfeld [147], U. Meierfrankenfeld,
R. E. Phillips and O. Puglisi [148], O. Puglisi [179, 182, 181, 180], and B. A.
F. Wehrfritz [203, 205, 206, 204, 207, 208, 209, 210, 211, 213, 212, 214, 216,
217, 218]. Some other papers in this interesting branch of group theory will
be mentioned occasionally throughout this book.

Series of G-Invariant Subspaces

Suppose, as usual, that A is a vector space over the field F and that
G ≤ GL(F,A). Let C,D be G-invariant subspaces of A such that D ≤ C. The
factor C/D is called a G-chief factor if, whenever B is a G-invariant subspace
such that D ≤ B ≤ C, it follows that either B = D or B = C.

We recall that a non-zero module A over a ring R is called simple, if every
non-zero submodule of A coincides with A.

When we think of A as an FG-module, this means that a G-chief factor
C/D is a simple FG-module.

A subgroup G of GL(F,A) is called irreducible if A contains no proper
non-zero G-invariant subspaces. In this case A is G-chief and a simple FG-
module.

Suppose that A has finite dimension over F . If A contains a proper non-
zero G-invariant subspace then we can choose a non-zero G-invariant subspace
B1 of least dimension. It is clear by this choice that B1 is a simple FG-module,
so B1 is G-chief. If B1 6= A, then in the quotient space A/B1, we may choose
a non-zero G-invariant subspace B2/B1 of least dimension, so that B2/B1

is G-chief. Continuing in this fashion, since A has finite dimension, we can
construct a finite series

0 = B0 ≤ B1 ≤ · · · ≤ Bn = A (1.1)
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of G-invariant subspaces whose factors are G-chief. It follows that the groups
G/CG(Bj/Bj−1) are irreducible, for 1 ≤ j ≤ n. Let

Z = CG(B1) ∩ CG(B2/B1) ∩ · · · ∩ CG(Bn/Bn−1).

Then the series (1.1) is Z-central and Theorem 1.2 shows that Z is nilpotent.
By Remak’s theorem, G/Z is isomorphic to a subgroup of the direct product

G/CG(B1)×G/CG(B2/B1)× · · · ×G/CG(Bn/Bn−1)

of finitely many irreducible groups.
Thus immediately, two important trends in the the theory of finite dimen-

sional linear groups can be identified, namely the theory of irreducible linear
groups and the theory of stability groups.

If the vector space A has infinite dimension over F , then such an approach
is no longer quite so practical since the situation here is much more compli-
cated, as we shall see. As a matter of fact, finite series of G-invariant subspaces
will not always occur in this case. Indeed, the following much more extensive
systems of subgroups are more likely to occur.

Let S be a family of G-invariant subspaces of A, linearly ordered by inclu-
sion. Then S is called a complete system if it satisfies the condition:

• For every subfamily L of S the intersection and union of all members of
L belong to S.

Proposition 1.40. Let A be a vector space over a field F and let G be a sub-
group of GL(F,A). If S is a linearly ordered family of G-invariant subspaces
of A, ordered by inclusion, then S can be extended to a complete system.

Proof. We may assume that S is not complete, so we may assume that S
contains a subset M such that either

⋃
M /∈ S or

⋂
M /∈ S. Let S0 = S and

suppose that U =
⋃
M /∈ S. Set S1 = S0

⋃
{U}. The subfamily S1 is linearly

ordered. To see this let B,C ∈ S1. If B,C ∈ S0, then either B ≤ C or C ≤ B,
because S0 is linearly ordered. On the other hand, suppose that B ∈ S0 and
C = U . If M ≤ B for all M ∈ M, then C = U =

⋃
M ≤ B as required. If

there exists M1 ∈M and M1 � B, then B ≤M1, since S0 is linearly ordered.
Thus B ≤

⋃
M = U = C and this shows that S1 is linearly ordered.

Suppose now that
⋃
M ∈ S, but V =

⋂
M /∈ S. In this case we let

S1 = S0

⋃
{V } and again show that S1 is linearly ordered. Suppose that

B,C ∈ S1. If B,C ∈ S0, then either B ≤ C or C ≤ B, since S0 is linearly
ordered. Suppose that B ∈ S0 and C = V . If B ≤ M for every M ∈ M,
then B ≤

⋂
M = V = C. If there exists M1 ∈ M such that B � M1, then

M1 ≤ B, as S0 is linearly ordered. However
⋂
M≤M1, so C = V ≤ B.

Suppose now that we have constructed such families Sβ for all ordinals
β < α. If α− 1 exists and Sα−1 is not complete, then Sα−1 contains a subset
M such that either

⋃
M /∈ Sα−1 or

⋂
M /∈ Sα−1. In this case we construct

a family Sα as above. Thus we may suppose that α is a limit ordinal. In this
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case set Sα =
⋃
β<α Sβ . Let B,C be arbitrary subspaces in the family Sα.

Then there are ordinals β, ν < α such that B ∈ Sβ and C ∈ Sν . We have
either β ≤ ν or ν ≤ β. In the first case, B,C ∈ Sν and in the second case
B,C ∈ Sβ . Since Sν and Sβ are linearly ordered, it follows that Sα is also
linearly ordered. This process will terminate at some ordinal γ. As a result,
Sγ is a complete family.

Let S be a family of G invariant subspaces of A. Then a pair (B,C) ∈ S,
where B ≤ C, is a jump of S if it satisfies the condition:

• For every element D ∈ S such that B ≤ D ≤ C, either B = D or
D = C.

If the pair (B,C) is a jump of S, then C/B is called a factor of the system
S.

Suppose now that S is a complete system of G-invariant subspaces of A.
For each 0 6= a ∈ A let

Va =
⋃
{V ∈ S|a /∈ V } and

Λa =
⋂
{V ∈ S|a ∈ V }

Since S is a complete system it follows that Va,Λa ∈ S and since S is a linearly
ordered system, either Va ≤ Λa or Λa ≤ Va. However, a ∈ Λa and a /∈ Va so
we must have Va ≤ Λa and it is then easy to see that the pair (Va,Λa) is
a jump of the system S. Conversely, let (B,C) be a jump of the system S.
Choose y ∈ C \B. From the definitions of Vy and Λy we see that B ≤ Vy and
Λy ≤ C. Since y ∈ C it follows that Vy 6= C and since (B,C) is a jump, we
deduce that B = Vy. Also, since Λy 6= B and (B,C) is a jump, we deduce
that Λy = C.

When A is a vector space over the field F and G is a subgroup of GL(F,A),
a family S of G-invariant subspaces of A is called a Kurosh-Chernikov system,
if it satisfies the conditions

(KC1) 0, A ∈ S;

(KC2) S is linearly ordered and complete.

Families of this kind were originally introduced in the classical article of
A. G. Kurosh and S. N. Chernikov [132] concerning groups with operators.
We observe that vector spaces are examples of groups with operators.

If S,R are families of G-invariant subgroups, linearly ordered by inclusion,
then we say that R is a refinement of S if every term of S is also a term of
R (thus, S ⊆ R). If S is a proper subset of R, then R is called a proper
refinement of S.

Proposition 1.41. Let A be a vector space over the field F and let G be a
subgroup of GL(F,A). Suppose that S is a complete system of G-invariant
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subspaces of A. If R is a proper refinement of S, which is also a complete
system, then R contains a term B and S has a jump (D,E) such that D �
B � E.

Proof. Since R is a proper refinement of S, then we can choose a G-invariant
subspace B such that B ∈ R \ S. Let

VB =
⋃
{X ∈ S|B � X} and

ΛB =
⋂
{X ∈ S|B ≤ X}

Since S is a complete system VB ,ΛB ∈ S. Since R is linearly ordered, we
easily see that VB ≤ B ≤ ΛB . Suppose that C ∈ S and that VB ≤ C ≤ ΛB .
Since R is linearly ordered, either C ≤ B or B ≤ C. In the first case, since
B /∈ S, we deduce that B � C, so C ≤ VB and hence C = VB . In the second
case we see similarly that C = ΛB . It follows that (VB ,ΛB) is a jump of the
system S. Then since B /∈ S we deduce that

B 6= VB = D and B 6= ΛB = E.

This completes the proof.

The Kurosh-Chernikov system S is called G-chief if it has no proper re-
finement.

Corollary 1.42. Let A be a vector space over the field F and let G be a
subgroup of GL(F,A). Suppose that S is a Kurosh-Chernikov system of G-
invariant subspaces of A. Then S is G-chief if and only if every factor of S
is G-chief.

Proof. Suppose first that S is G-chief and that it has a jump (B,C) such that
C/B is not a G-chief factor. Then there is a G-invariant subspace D such that
B < D < C. Let S1 = S

⋃
{D}. By Proposition 1.40, S1 can be extended to a

complete system R which is clearly a Kurosh-Chernikov system. Since D ∈ R
we deduce that R 6= S, which is a contradiction.

Conversely, suppose that every factor of S is G-chief, but that S is not
G-chief. Then there is a proper refinement S1 of S. By Proposition 1.40, S1

can be extended to a complete system R. Clearly R is a Kurosh-Chernikov
system and since S1 6= S we have R 6= S. Using Proposition 1.41 we see that
R contains a term B and S has a jump (D,E) such that D � B � E. On the
other hand the factor E/D is G-chief, so either D = B or B = E and hence
B ∈ S, again a contradiction. This completes the proof.

Theorem 1.43. Let A be a vector space over the field F and let G be a
subgroup of GL(F,A). Every family of G-invariant subspaces of A, linearly
ordered by inclusion, can be extended to a G-chief Kurosh-Chernikov system.
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Proof. Let S be a family of G-invariant subspaces of A, linearly ordered by
inclusion. Then S

⋃
{0, A} is also linearly ordered and by Proposition 1.40

S
⋃
{0, A} can be extended to a complete system S1. Clearly S1 is a Kurosh-

Chernikov system and if S1 is G-chief, then the result follows. Suppose, there-
fore, that S1 is not a G-chief system. Then Corollary 1.42 shows that S1 has
a jump (B,C) such that C/B is not a G-chief factor. It follows that there is
a G-invariant subspace D of A such that B � D � C. By Proposition 1.40
again the linearly ordered system S1

⋃
{D} can be extended to a complete

system S2, which is clearly a Kurosh-Chernikov system.
Suppose that we have already constructed an ascending chain

S = S0 ⊆ S1 ⊆ . . .Sβ ⊆ Sβ+1 ⊆ . . .

of Kurosh-Chernikov systems for all ordinals β < α such that Sβ is not G-chief
for all β < α. If Sα−1 exists, then as above, Corollary 1.42 shows that Sα−1

has a jump (U, V ) such that V/U is not a G-chief factor. Hence there is a
G-invariant subspace W of A such that U �W � V and a further application
of Proposition 1.40 shows that Sα−1

⋃
{W} can be extended to a complete

system Sα, which is clearly a Kurosh-Chernikov system. On the other hand,
if α is a limit ordinal, we let R =

⋃
β<α Sβ , which is easily seen to be linearly

ordered. Again by Proposition 1.40 R can be extended to a complete system
Sα, which once again is a Kurosh-Chernikov system.

This process of construction of the system Sα must terminate at some
ordinal γ and then Sγ is the required G-chief system.

We next consider some important types of Kurosh-Chernikov systems S.
Suppose first that S is a totally ordered ascending family of subspaces. Then
S \ {0} has a minimal element A1. In turn S \ {0, A1} has a minimal element
A2 and so on. If S is finite, then this process will terminate after finitely many
steps and we obtain a finite series

0 = A0 ≤ A1 ≤ · · · ≤ Ak ≤ Ak+1 = A

of G-invariant subspaces. On the other hand if S is infinite, then we obtain
an ascending series of the type

0 = A0 ≤ A1 ≤ · · · ≤ An ≤ An+1 ≤ . . .

when two possibilities arise. Either

S \ {0, An|n ∈ N} = A or S \ {0, An|n ∈ N} 6= A.

Since S is complete,
⋃
n∈NAn ∈ S and we note that

⋃
n∈NAn 6= Aj , for each

j ∈ N. In the first case we have that
⋃
n∈NAn = A. In the second case, the

family S \ {0, An|n ∈ N} is non-empty and we choose an arbitrary term B of
this system. Then Aj ≤ B for each j ∈ N, so

⋃
n∈NAn ≤ B. Since⋃

n∈N
An ∈ S \ {0, An|n ∈ N},
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it follows that
⋃
n∈NAn is a minimal element of the family S \ {0, An|n ∈

N}. We set Aω =
⋃
n∈NAn and using the arguments above we construct an

ascending series

0 = A0 ≤ A1 ≤ · · · ≤ An ≤ An+1 ≤ . . . Aω ≤ Aω+1 ≤ . . .
≤ Aα ≤ Aα+1 ≤ . . . Aγ = A,

where for limit ordinals ν we have
⋃
β<ν Aβ = Aν .

On the other hand, if a Kurosh-Chernikov system S is a descending totally
ordered system, then we obtain in similar fashion a descending series

A = A0 ≥ A1 ≥ · · · ≥ An ≥ An+1 ≥ . . . Aω ≥ Aω+1

≥ . . . Aα ≥ Aα+1 ≥ . . . Aγ = 0

where for limit ordinals ν we now have Aν =
⋂
β<ν Aβ .

The Kurosh-Chernikov system S is called G-central, if every factor is G-
central. We note that we have already discussed one special case of this, namely
ascending G-central series.

Now let S be a Kurosh-Chernikov system and let T be the set of all jumps
of S. For each jump (B,C) of S we let

StG(S) =
⋂

(B,C)∈T

CG(C/B).

This subgroup StG(S) is called the stability group of the system S or the sta-
bilizer of S. With this definition, S is a StG(S)-central system and conversely,
if a Kurosh-Chernikov system is G-central, then G = StG(S).

As in the finite dimensional case, Remak’s theorem implies the embedding
of the factor group G/StG(S) into the Cartesian product Cr

(B,C)∈T
G/CG(C/B).

In particular, if S is G-chief, then each of the factor groups G/CG(C/B) is
irreducible. However there are many differences with the finite dimensional
case here.

The most obvious difference is that in general the set of components in the
Cartesian product will be infinite.

In this case, we are no longer dealing with subgroups of a direct product,
but with subgroups of a Cartesian product. This alone makes the task of
studying such groups much more complicated.

The situation with the subgroup StG(S) is also much more complicated
here. As we noted above, in the case when A has finite dimension, this sub-
group is always nilpotent. But as we have seen above, the stabilizer of an
ascending G-central series can contain free groups, as well as other types of
very exotic groups. Thus in the case when A has infinite dimension, StG(S)
may be very far from being nilpotent.

In this chapter we have given some of the basic tools and definitions that
will prove useful for the study of infinite dimensional linear groups. We have
also tried to illustrate some of the differences with the theory of finite dimen-
sional linear groups. Next we discuss irreducible groups.
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Chapter 2

Irreducible Linear Groups

In this chapter we shall consider the important topic of irreducible linear
groups. We first obtain the following important corollary of Theorem 1.43.

Theorem 2.1. Let A be vector space over a field F and let G be a subgroup
of GL(F,A). Then A has a G-chief Kurosh-Chernikov system S.

Proof. The family 0 ≤ A of G-invariant subspaces of A is linearly ordered
by inclusion, so Theorem 1.43 implies that this family can be extended to a
G-chief Kurosh-Chernikov system S.

According to Corollary 1.42 every factor V/U of the G-chief Kurosh-
Chernikov system S is G-chief. Then G/CG(V/U) is an irreducible linear
subgroup of GL(F, V/U). In this way, as we mentioned in Chapter 1, we ob-
tain two important types of linear groups, namely irreducible linear groups
and the stability group of the system S. As we saw in Chapter 1, in contrast
to the case of finite dimensional linear groups, stability groups are very far
from being nilpotent and their structure can be very complicated. The theory
of finite dimensional linear groups has evolved over many decades, resulting
in a large array of articles and a very advanced, sophisticated theory. For in-
finite dimensional irreducible linear groups the situation is also significantly
different from the finite dimensional case where the use of powerful techniques
from matrix theory is not always possible. Consequently the list of infinite di-
mensional irreducible linear groups and results relating to such groups is not
so broad.

The Construction of Simple FG-modules

Let F be a field, let A be a vector space over F and let G be a subgroup
of GL(F,A). Then we can think of A as an FG-module and if G is an irre-
ducible linear group, then A is a simple FG-module. There is a vast literature
concerned with the description of finite dimensional (in particular, finite) ir-
reducible groups. Of course here we are interested in the case when dimF (A)
is infinite and, in this case, G will itself be infinite.

39
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We start with the following easily proved well-known classical result,
which immediately indicates approaches to the description of irreducible linear
groups.

Proposition 2.2 (Schur’s Lemma). Let R be a ring and let A be a simple
R-module. Then EndR(A) is a division ring.

Proof. Let f ∈ EndR(A). Then ker(f) is an R-submodule of A and if f is a
non-zero mapping, then ker(f) 6= A. Since A is a simple R-module, it follows
that ker(f) = 0, so f is a monomorphism. Similarly Im(f) is an R-submodule
of A. Since f is non-zero, it follows that Im(f) 6= 0 and the simplicity of A
implies that Im(f) = A. Consequently the mapping f is also an epimorphism,
so f is an automorphism of A as required.

We here recall that if G is an abelian group, then Tor(G) is the subgroup
of elements of G that have finite order.

Corollary 2.3. Let R be an integral domain, let G be a group and let A be a
simple RG-module. Let I = AnnRG(A). Then

(i) The center C/I of the ring RG/I is an integral domain;

(ii) The group ζ(G/CG(A)) is isomorphic to the multiplicative group of a
field. In particular, the torsion subgroup Tor(ζ(G/CG(A)) is a locally
cyclic group which is a p′-group if p = char (R) > 0.

Proof. (i) Let c ∈ C and define the function

τc : A −→ A by τc(a) = ca, for all a ∈ A.

The definition of C makes it easy to see that τc is an RG-endomorphism of
A. Now let

Φ : C −→ EndRG(A) be defined by Φ(c) = τc, for all c ∈ C.

Let c, d be elements of C and let a be an element of A. We have

τc+d(a) = (c+ d)a = ca+ da = τc(a) + τd(a) and

τcd(a) = (cd)a = c(da) = cτd(a) = τc(τd(a)) = (τc ◦ τd)(a).

It follows that Φ(c+ d) = Φ(c) + Φ(d) and Φ(cd) = Φ(c) ◦Φ(d), so that Φ is a
ring homomorphism. If τc(a) = ca = 0 for all a ∈ A, then c ∈ AnnRG(A) = I.
If a is an arbitrary element of A, then for all c ∈ C and every RG-
endomorphism f we have

(f ◦ τc)(a) = f(τc(a)) = f(ca) = cf(a) = τc(f(a)) = (τc ◦ f)(a),

which shows that f ◦ τc = τc ◦ f . Hence the center Z of EndRG(A) contains
Im(Φ). By Proposition 2.2, EndRG(A) is a division ring and hence Z is a field.
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Consequently it follows that Im(Φ) ∼= C/I is an integral domain. Clearly the
characteristics of Z and R are the same. This completes the proof of (i).

(ii) Now let
Y/CG(A) = ζ(G/CG(A))

and let τy be the RG-endomorphism defined above. The function Φ induces a
mapping

Ψ : Y −→ U(Z),

where Ψ(y) = τy for y ∈ Y and U(Z) is the unit group of Z. We know that
Ψ(gh) = Ψ(g) ◦ Ψ(h) for all g, h ∈ Y , so that Ψ is a group homomorphism.
Furthermore, if y ∈ ker(Ψ), then τy(a) = ya = a for all a ∈ A, so that y ∈
CG(A). Hence ker(Ψ) = CG(A) and it follows that Y/CG(A) is isomorphic to a
subgroup of U(Z). To finish the proof of (ii) we note that the torsion subgroup
of the mutiplicative group of a field of characteristic p is a locally cyclic p′-
group (see the book of G. Karpilovsky [98, Proposition 4.1], for example).

We can obtain yet more information in the case when the group G is
abelian. We shall use some of the notation established in the proof of Corol-
lary 2.3 in the proof of the next result. In the abelian case of course C = RG
and G/CG(A) is isomorpic to the multiplicative group of a field.

Corollary 2.4. Let F be a field, let G be an abelian group and let A be a
simple FG-module. Then

(i) EndFG(A) is a field extension of F ;

(ii) If f ∈ EndFG(A), then f = τc, for some element c ∈ FG;

(iii) A ∼= EndFG(A), as FG-modules.

Proof. We first prove (ii). As in the proof of Corollary 2.3, we let τc : A −→ A
be the FG-endomorphism of A defined by τc(a) = ca, if c ∈ FG and a ∈ A.
We let 0 6= a ∈ A be arbitrary and let f ∈ EndFG(A). Since A is a simple
FG-module we have A = FGa and hence there exists c ∈ FG such that
f(a) = ca. If b ∈ A, then there also exists y ∈ FG such that b = ya and we
have, since G is abelian,

f(b) = f(ya) = yf(a) = y(ca) = (cy)a = c(ya) = cb = τc(b).

Hence (ii) follows.
Next we prove (i) and note that if α is an element of F , then the function

τα is an FG-endomorphism of A and the mapping ξ : α 7−→ τα is a ring
monomorphism from F into EndFG(A). Hence F ∼= Im(ξ) is a subfield of
EndFG(A).

Let u, v ∈ EndFG(A). The work above shows that u = τc, v = τd for
certain elements c, d ∈ FG. Then

u ◦ v = τc ◦ τd = τcd = τdc = v ◦ u
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and hence EndFG(A) is commutative. Since EndFG(A) is a division ring, by
Proposition 2.2, it follows that it is a field. Hence (i) follows.

Finally let d ∈ A be fixed. Since A is a simple FG-module it follows that
A = (FG)d. Then for an arbitrary element a ∈ A, there is an element x ∈ FG
such that a = xd. We now define

Ω : A −→ EndFG(A) by Ω(a) = τx.

We need to check that this map is well-defined. To see this let y ∈ FG be
another element such that a = yd. Then (y − x)d = 0, so z = y − x ∈
AnnFG(d). Since FG is a commutative ring we have z ∈ AnnFG(A) so that
τz = 0. We now have

τy = τx+z = τx + τz = τx,

as required.
Let b be a further element of A, so that b = wd for some element w ∈ FG.

We have

Ω(a+ b) = Ω(xd+ wd) = Ω((x+ w)d) = τx+w = τx + τw

= Ω(a) + Ω(b).

If v ∈ FG is arbitrary, then for each f ∈ EndFG(A) we have

vf(a) = f(va) for all a ∈ A. (2.1)

On the other hand,

(τv ◦ f)(a) = τv(f(a)) = vf(a). (2.2)

Then by Equations (2.1) and (2.2) we have

Ω(va) = Ω(v(xd)) = Ω((vx)d) = τvx = τv ◦ τx = vτx = vΩ(a).

Thus Ω is an FG-homomorphism. By (ii) Ω is an FG-epimorphism. However
A is simple, so ker(Ω) = 0 and hence Ω is an FG-isomorphism.

Of course, our ultimate goal in this chapter is to study the structure of
irreducible linear groups but it is useful to look at the process for constructing
some simple FG-modules. Corollary 2.4 shows one method of how to make
such constructions.

We next note some elementary properties of modules. The following result
is quite standard and well-known.

Lemma 2.5. Let R be a ring and let A be an R-module. IfM is a non-empty
family of minimal R-submodules of A and B is the submodule generated by all
members of M, then B is the direct sum of some of the elements of M.



Irreducible Linear Groups 43

Proof. Let M1 ∈M and let S be another element of M. Then M1 ∩ S = M1

or M1 ∩ S = 0, since M1 is a minimal submodule. In the former case we have
M1 ≤ S, so M1 = S since S is a minimal submodule. Thus if B 6= M1, then
there exists a submodule M2 ∈M such that M1 ∩M2 = 0. We then let

L2 = M1 +M2 = M1 ⊕M2.

If L2 6= B, then there exists M3 ∈ M such that M3 � L2. Since M3 is a
minimal submodule, then L2 ∩M3 = 0. It follows that

L3 = L2 +M3 = L2 ⊕M3 = M1 ⊕M2 ⊕M3.

Let α > 3 be an ordinal and suppose that for each β < α we have con-
structed a family {Mλ|λ ≤ β} of elements of M such that the submodule
Lβ generated by {Mλ|λ ≤ β} is a direct sum of the Mλ, for λ ≤ β and
{Mλ|λ ≤ β} ⊆ {Mλ|µ ≤ δ} whenever β ≤ δ < α. Suppose first that α is
not a limit ordinal. Then ν = α − 1 exists and if Lν = B then the result
follows since Lα = Lν in this case. Suppose that Lν 6= B. Then M contains
a minimal submodule Mα such that Lν does not contain Mα. Since Mα is a
minimal submodule we have Lν ∩Mα = 0 and it follows that

Lα = Lα−1 +Mα = Lα−1 ⊕Mα.

Clearly, Lα is the direct sum of the Mβ for β ≤ α.
Suppose next that α is a limit ordinal and let Lα be the submodule gen-

erated by the Mβ for β < α. In this case Lα =
⋃
β<α Lβ . Suppose that Lα is

not a direct sum of the Mβ for β < α. Then there exists λ < α such that

Mλ ∩ 〈Mβ |β 6= λ, β < α〉 6= 0.

Let x 6= 0 lie in this intersection and note that x = y1 + · · · + ym, where
yj ∈ Mβj for certain βj 6= λ, βj < α. There is an ordinal µ < α such that
λ, β1, . . . , βm ≤ µ and it follows that x, y1, . . . , ym ∈ Lµ, contradicting the fact
that Lµ =

⊕
β≤µMβ . This contradiction shows that Lα is the direct sum of

the submodules Mβ for β < α.
It is now clear by transfinite induction that there exists an ordinal γ such

that Lγ = B.

Lemma 2.6. Let R be a ring, let G be a group and let A be an RG-module.
Suppose that H is a normal subgroup of G and let B be an RH-submodule of
A.

(i) If g ∈ G, then gB is an RH-submodule. Moreover

(ia) If B is a Noetherian RH-module, then so is gB;

(ib) If B is an Artinian RH-module, then so is gB;

(ic) If B is a simple RH-module, then so is gB;
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(ii) If A is a simple RG-module and B is a simple RH-module, then A =⊕
g∈S gB for some subset S of G. In particular, A is a semisimple RH-

module.

Proof. (i) Since H is normal in G we have gRH = RHg for each element
g ∈ G. Therefore

RH(gB) = (RHg)B = (gRH)B = g(RHB) = gB,

which shows that gB is an RH-module.
(ia) Let {Cn|n ∈ N} be an ascending chain of RH submodules of gB. Then

{g−1Cn|n ∈ N} is an ascending chain of RH-submodules of B and since B
is Noetherian there is a natural number t such that g−1Cn = g−1Ct for all
n ≥ t. It follows that Cn = Ct for all n ≥ t which gives the result.

(ib) has a similar proof to (ia).
(ic) Let C be a non-zero RH-submodule of gB and let 0 6= c ∈ C. If

g−1c = 0, then
c = 1c = (gg−1)c = g(g−1c) = 0,

a contradiction which shows that g−1C 6= 0. By (i), g−1C is an RH-submodule
of B and hence g−1C = B, since B is a simple RH-module. Then C =
g(g−1C) = gB is a simple RH-module.

(ii) Let M = {gB|g ∈ G} and let D be the RH-submodule generated by
all elements of M. If d ∈ D, then

d = g1b1 + · · ·+ gkbk

for certain elements gj ∈ G, bj ∈ B with 1 ≤ j ≤ k and if x ∈ G, then we have

xd = x(g1b1 + . . . gkbgk) = xg1b1 + . . . xgkbk ∈ D.

Since B 6= 0, it follows that D is a non-zero RG-submodule of A, so D = A,
by the simplicity of A. We now apply Lemma 2.5 to obtain the result.

In the following result we introduce some further notation. Accordingly,
for the group G we let Alg (G) be the set of all elements of G which are
algebraic over F .

Lemma 2.7. Let A be a vector space over a field F and let G be an abelian
subgroup of GL(F,A). Then Alg (G) is a subgroup of G and G/Alg (G) is
torsion-free.

Proof. By Theorem 1.39, Alg (G) is a subgroup of G. Furthermore,
Lemma 1.34(ix) implies that G/Alg (G) is torsion-free.

If F is a field, A is a vector space over F and G is an irreducible abelian
subgroup of GL(F,A), then we can think of A as a simple FG-module such
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that CG(A) = 1. As above we let Alg (G) denote the set of all elements of G
which are algebraic over F .

By Corollary 2.3 the group G is isomorphic to a subgroup of the multiplica-
tive group of some field extension of F . Then the subgroup Alg (G) is isomor-
phic to a subgroup of the multiplicative group of an algebraic field extension
Fa of F . We identify Alg (G) with its image in Fa and let F1 = F [Alg (G)]
be the subring of Fa generated over F by Alg (G). Since every element of
Alg (G) is algebraic over F it follows that F1 is a subfield of Fa. Using the
usual technique from field theory we can show that the field extension of F
by Alg (G) is uniquely defined up to isomorphism.

In the algebra E = EndF (A) we consider the subalgebra EndFG(A) of
all FG-endomorphisms of A. Corollary 2.4 shows that A is isomorphic to the
FG-module EndFG(A). On the other hand, Corollary 2.4 also shows that
EndFG(A) is a field extension of F . In what follows we identify A with its
image in E. Let K = Alg (G). In E we also consider the subring A1 = F [K],
generated over F by the linear group K. As we noted above A1 is a subfield
of the field EndFG(A). We can also think of A1 as a module over the group
ring FK. Let B be an FK-submodule of A1 and let 0 6= b ∈ B, so

b = α1g1 + · · ·+ αngn

where αj ∈ F, gj ∈ K for 1 ≤ j ≤ n. Since A1 is a subfield, b−1 ∈ A1 and we
may write

b−1 = β1h1 + · · ·+ βmhm

where βj ∈ F, hj ∈ K for 1 ≤ j ≤ m. Since B is an FK-submodule we have

1 = b−1b = (β1h1 + . . . βmhm)b ∈ B.

It follows that A1 is a simple FK-submodule and Lemma 2.6 implies that
there is a subset S of G such that A =

⊕
g∈S gA1.

We may also think of A as an F1G-module. Let K1 be the set of all
elements of G which are algebraic over F1. If g ∈ K1, then g is algebraic over
F1. On the other hand F1 is an algebraic extension of F . By the properties
of algebraic extensions g is algebraic over F and it follows that K1 = K. If
t ∈ G\K, then Lemma 1.34(vii) shows that t has infinite order. Let A2 denote
the subring F1〈t〉 of E, generated over F1 by the infinite cyclic group 〈t〉. As
usual we consider A as a module over the group ring R = F1〈t〉. The fact
that t is not algebraic over F1 implies that AnnR(A1) = 0 and it follows that
A2
∼= F1〈t〉. Since EndFG(A) is a field, it contains F2 the field of fractions

of A2. It therefore follows that F2 is isomorphic to the field of fractions of a
group ring of an infinite cyclic group over F1.

Now we can consider also A as a module over the group ring F2G. Let
K2 be the set of elements of G which are algebraic over F2. We can then
repeat the previous constructions again. Such constructions with the use of
transfinite induction lead us finally to the module A. As we can see, the process
of constructiong simple modules over an abelian group G is very similar to
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the process of constructing field extensions; as with the latter there are two
main types-algebraic and transcendental.

On the Structure of Irreducible Abelian Groups

Let us return to our main task, that of clarifying the structure of irre-
ducible linear groups. The first natural step is the description of irreducible
abelian groups. In turn, it makes sense to divide this stage into parts which are
associated with the presence in the group of both algebraic and transcendental
elements.

Lemma 2.8. Let A be a vector space over the field F and let G be an infinite
irreducible abelian subgroup of GL(F,A).

(i) If char (F ) = 0, then |Alg (G)| ≤ |F |;

(ii) If F is a locally finite field, then Alg (G) = Tor(G) is finite or countable.
In particular, this is the case when F is finite;

(iii) If char (F ) = p, a prime, and F is not locally finite, then |Alg (G)| ≤
|F |.

Proof. Let G1 = 1 and inductively define, for n ≥ 2,

Gn ={g ∈ G \ (G1 ∪ · · · ∪Gn−1)| there is a polynomial of degree n,

fg(X) ∈ F [X], such that g is a root of fg(X)}.

Clearly, if F is infinite, then |Gn| ≤ |F |, for every n ≥ 2 and if F is finite,
then Gn is also finite for all n ≥ 1. We have Alg (G) =

⋃
n∈NGn. Hence if

F is infinite, then |Alg (G)| ≤ |F |. If F is infinite and locally finite, then F
is countable, in which case Alg (G) is finite or countable. If F is finite, then
Alg (G) is finite or countable.

If F is locally finite, then Lemma 1.34(viii) shows that Alg (G) is periodic
and Lemma 1.34(vii) implies that Alg (G) = Tor(G). The result follows.

We need some concepts from the theory of abelian groups, the first being
an analogue of a linearly independent subset of a vector space.

Let G be an abelian group. A subset X of G, consisting of elements of infi-
nite order, is said to be Z-independent or simply independent if, given distinct
elements x1, . . . , xn in X and integers k1, . . . , kn, the relation xk11 . . . xknn = 1
implies that xj = 1 for 1 ≤ j ≤ n.

We note that if X = {xλ|λ ∈ Λ} is a Z-independent subset of G, then
〈X〉 = Dr

λ∈Λ
〈xλ〉 is a direct product of infinite cyclic groups. Conversely, if

H = Dr
λ∈Λ
〈cλ〉, where cλ is an element of infinite order for every λ ∈ Λ, then

the subset {cλ|λ ∈ Λ} is Z-independent.
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Zorn’s Lemma implies that a Z-independent subset of an abelian group
is always contained in some maximal Z-independent subset. By analogy with
vector space theory, we have the following fundamental result. The reader can
find a proof in the book of L. Fuchs [58, Chapter III], or any one of a number
of other excellent books.

Proposition 2.9. Let G be an abelian group.

(i) If G has an infinite Z-independent subset, then all maximal Z-
independent subsets of G have the same cardinality;

(ii) If G has a finite maximal Z-independent subset M , then each maximal
Z-independent subset S of G is finite and |S| = |M |;

(iii) If X is a maximal Z-independent subset of G, then the factor group
G/〈X〉 is periodic. Conversely, if Y is a Z-independent subset of G such
that G/〈Y 〉 is periodic, then Y is a maximal Z-independent subset of G.

Let G be an abelian group. The cardinality of a maximal Z-independent
subset of G is called the Z-rank or torsion-free rank of G, denoted by rZ(G).
If G has a finite maximal Z-independent subset, then we shall say that G has
finite Z-rank.

We note that rZ(G) = rZ(G/Tor(G)) for every abelian group G. In the
book [58] the notation r0(G) is used instead of rZ(G). However we use the
notation r0(G) for a more general invariant of a group G, which then need
not be abelian.

We observe from the definition that the concept of Z-rank is not really
useful for periodic groups. For periodic abelian groups we introduce a different
notion of rank which is also based on the concept of dimension. We note that
if p is a prime, then in every abelian group G the set of elements of p-power
order forms a subgroup denoted by Torp(G).

Let p be a prime and let n be a non-negative integer. If P is an abelian
p-group, then the n-layer of P is the subgroup

Ωn(P ) = {a ∈ P |ap
n

= 1}.

.
It is clear that Ωn+1(P )/Ωn(P ) is an elementary abelian p-group, for each

n ≥ 0, which can therefore be thought of as a vector space over the prime
field Fp = Z/pZ. In particular, Ω1(P ) is such a vector space.

Using this notation the p-rank of P is defined to be the dimension of Ω1(P )
over Fp. More generally, if G is an arbitrary abelian group then we define the
p-rank of G to be the the p-rank of Torp(G). The p-rank of G is denoted by
rp(G).

We note that if G = Dr
λ∈Λ

Cλ where Cλ is a cyclic p-group or a Prüfer

p-group, then rp(G) = |Λ|.
Also we note that for an abelian p-group G, rp(G) is finite if and only if

G is a Chernikov group.
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Our next result gives precise conditions for an infinite abelian subgroup G
of GL(n, F ) to be irreducible, at least when the elements of G are algebraic
over the field F .

Theorem 2.10. Let F be a field and let G be an infinite abelian group.

(i) Let char (F ) = 0 and suppose that G is an irreducible subgroup of
GL(F,A) for some vector space A over F . If every element of G is
algebraic over F , then Tor(G) is locally cyclic and |G| ≤ |F |.
Conversely, suppose that Tor(G) is locally cyclic and |G| ≤ |F |. Then
there exists a vector space A over F such that G is isomorphic to an
irreducible subgroup of GL(F,A) and the elements of G are algebraic
over F .

(ii) Let F be locally finite and let char (F ) = p for some prime p. Suppose
that G is an irreducible subgroup of GL(F,A) for some vector space A
over F . If every element of G is algebraic over F , then G is a locally
cyclic p′-group.

Conversely, suppose that G is a locally cyclic p′-group. Then there exists
a vector space A over F such that G is isomorphic to an irreducible
subgroup of GL(F,A) and the elements of G are algebraic over F .

(iii) Let F be of prime characteristic p, but not locally finite. Suppose that
G is an irreducible subgroup of GL(F,A) for some vector space A over
F . If every element of G is algebraic over F , then Tor(G) is a locally
cyclic p′-sugbroup and |G| ≤ |F |.
Conversely, suppose that Tor(G) is a locally cyclic p′-group and |G| ≤
|F |. Then there exists a vector space A over F such that G is isomorphic
to an irreducible subgroup of GL(F,A) and the elements Tor(G) are
algebraic over F .

Proof. Suppose that G is irreducible and that each element of G is algebraic
over F . If char (F ) = 0, then Lemma 2.8 implies that |G| ≤ |F |. Furthermore,
if F is locally finite, then G is periodic and if F is of prime characteristic but
not locally finite, then |G| ≤ |F |.

Using Corollary 2.3(ii) we see that Tor(G) is a locally cyclic group and if
char (F ) = p, a prime, then Tor(G) is a p′-group. If F is locally finite, then
Lemma 1.34(viii) shows that G is periodic, so that G = Tor(G) in this case.
This proves necessity in (i), (ii), (iii).

Conversely, suppose first that F is not locally finite, that |G| ≤ |F | and
that Tor(G) is a periodic locally cyclic group. Moreover suppose that if
char (F ) = p, a prime, then Tor(G) is a p′-group. Let K be the algebraic
closure of F . Then |K| = |F |. Also U(K) is a divisible abelian group and
Tor(U(K)) is a divisible locally cyclic group such that Π(Tor(U(K))) = P,
whenever char (F ) = 0 and Π(Tor(U(K)) = p′ whenever char (F ) = p (see
[98, Chapter 4, Proposition 4.1], for example). Let D be the divisible hull
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of G. The existence of D follows from [58, Section 24]. Again by [58, Sec-
tion 24] we have rp(D) = rp(G) for each prime p and rZ(D) = rZ(G). It
follows that D = T × V where T is a periodic locally cyclic group such that
Π(T ) = Π(Tor(G)) and V is torsion-free such that rZ(V ) = rZ(G). It follows
that D ∼= U(K) and hence G is isomorphic to a subgroup of U(K). As usual,
we identify G with its image in U(K) and hence assume that G is a subgroup
of U(K).

Let A = F [G] be the subring of K, generated over F by G. Since every
element of G is algebraic over F , A is a subfield of K. We may think of A as a
module over the group ring FG. By the above arguments we deduce that A is
a simple FG-module. Finally, suppose that CG(A) 6= 1 and let 1 6= g ∈ CG(A).
Then ga = a for all elements a ∈ A. We choose a 6= 0, so (g − 1)a = 0. Since
g − 1 6= 0 we obtain a contradiction since A contains no zero divisors. This
contradiction shows that CG(A) = 1.

For each g ∈ G let τg : A −→ A be the mapping defined by τg(a) = ga,
for each a ∈ A. We have already seen that τg is a linear transformation of the
F -vector space A and the mapping Φ : G −→ GL(F,A) defined by Φ(g) = τg
for g ∈ G is a group homomorphism. As above ker(Φ) = CG(A) and since
CG(A) = 1 we deduce that G is isomorphic to a subgroup of GL(F,A). It is
clear that this subgroup is irreducible and by construction, every element of
G is algebraic over F .

Suppose now that the field F is locally finite. Again let K denote the
algebraic closure of F . Then K is uniquely determined by the characteristic p,
so that it contains every locally finite field of characteristic p. Further U(K)
is a divisible locally cyclic group with Π(U(K)) = P \ {p} (see [98, Chapter
4, Proposition 4.1], for example). Then G is isomorphic with a subgroup of
U(K). Again we may identify G with its image in U(K) so that we may
assume G is a subgroup of U(K).

We may now prove (ii) by using the same arguments as those used previ-
ously, so we omit the details.

Moving to the case when an irreducible group contains non-algebraic ele-
ments, we begin with the following important assertion.

Proposition 2.11. Let F be a field, let A be a vector space over F and let G
be an infinite abelian subgroup of GL(F,A). Suppose that G is irreducible. If
G 6= Alg (G), then G/Alg (G) has infinite Z-rank. In particular, if the Z-rank
of G is finite, then every element of G is algebraic over F . Moreover, if F is
locally finite, then G is periodic.

Proof. Suppose, for a contradiction, that G/Alg (G) has finite Z-rank. Let
H = Alg (G) and let K be the algebraic closure of F . As we saw above the
subalgebra L = F [H] is a subfield of EndF (A). We can think of A as an LG-
module and since A is a simple FG-module it is also simple as an LG-module.

Let g ∈ G \Alg (G) and let D = L〈x〉 be the group algebra of the infinite
cyclic group 〈x〉 over the field L. Then D is a principal ideal domain and the
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set of all the maximal ideals of D is infinite. As usual we can think of A as
a DG-module defining the action of x on A by xa = g(a), for each element
a ∈ A. Using [115, Corollary 1.16] we see that AnnD(A) is a maximal ideal
of D and since D is a principal ideal domain we have AnnD(A) = f(x)D, for
some irreducible polynomial f(x) ∈ L[x]. Then g is a root of f(x), so that g
is algebraic over L. Since L is algebraic over F , it follows that g is algebraic
over F . Then g ∈ Alg (G) giving the contradiction sought. It follows that
G/Alg (G) has infinite Z-rank.

In particular, if G has finite Z-rank, then G/Alg (G) also has finite Z-rank
and it follows that then every element of G is algebraic over F . If, in addition,
F is locally finite, then Lemma 1.34(viii) implies that G is periodic.

We shall need the following auxiliary result whose proof can be found in
[58, Theorem 14.14], for example.

Lemma 2.12. Let G be an abelian group and let H be a subgroup of G such
that G/H is free abelian. Then G = H × C, for some subgroup C.

We now have the following generalization of Theorem 2.10.

Theorem 2.13. Let F be a field and let G be an infinite abelian group.

(i) Let char (F ) = 0 and suppose that G is an irreducible subgroup of
GL(F,A) for some vector space A over F . If G 6= Alg (G), then
G/Alg (G) has infinite Z-rank, Tor(G) is locally cyclic and |Alg (G)| ≤
|F |.
Conversely, if Tor(G) is locally cyclic and H is a subgroup of G such
that Tor(G) ≤ H, G/H is a torsion-free group of infinite Z-rank and
|H| ≤ |F |, then there exists a vector space A over F such that G is
isomorphic to an irreducible subgroup of GL(F,A) and Alg (G) = H.

(ii) Let F be locally finite and let char (F ) = p for some prime p. Suppose
that G is a non-periodic irreducible subgroup of GL(F,A) for some vector
space A over F . Then rZ(G) is infinite and Tor(G) is a locally cyclic
p′-group.

Conversely if rZ(G) is infinite and Tor(G) is a locally cyclic p′-group,
then there exists a vector space A over F such that G is isomorphic to
an irreducible subgroup of GL(F,A).

(iii) Let F be infinite of prime characteristic p and not locally finite. Suppose
that G is an irreducible subgroup of GL(F,A) for some vector space A
over F such that G 6= Alg (G). Then G/Alg (G) has infinite Z-rank,
Tor(G) is a locally cyclic p′-subgroup and |Alg (G)| ≤ |F |.
Conversely, if Tor(G) is a locally cyclic p′-group and H is a subgroup of
G such that Tor(G) ≤ H, G/H is a torsion-free group of infinite Z-rank
and |H| ≤ |F |, then there exists a vector space A over F such that G is
isomorphic to an irreducible subgroup of GL(F,A), and Alg (G) = H.
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Proof. Suppose that G is irreducible. Using Corollary 2.3(ii) we see that
Tor(G) is locally cyclic and if F has characteristic the prime p, then Tor(G)
is a p′-group. Lemma 2.7 shows that, whatever the characteristic of F ,
G/Alg (G) is torsion-free and Proposition 2.11 shows that G/Alg (G) has
infinite Z-rank.

If char (F ) = 0, then Lemma 2.8 implies that |Alg (G)| ≤ |F |.
If F is locally finite, then Alg (G) is periodic. If we suppose that G has fi-

nite Z-rank, then Proposition 2.11 shows that G is periodic. Using Lemma 1.34
we deduce that every element of G is algebraic over F , giving us a contradic-
tion. Hence G has infinite Z-rank.

If F is of prime characteristic and not locally finite, then |Alg (G)| ≤ |F |,
by Lemma 2.8. Thus the conditions given in (i), (ii) and (iii) are necessary.

Conversely, suppose first that F is not locally finite, and let H be a sub-
group of G such that |H| ≤ |F |, Tor(G) ≤ H and Tor(G) is a periodic
locally cyclic group. Suppose that G/H is torsion-free. Moreover suppose that
if char (F ) = p, a prime, then Tor(G) is a p′-group. Let K be the algebraic
closure of F . Repeating the argument from the proof of Theorem 2.10 we see
that H is isomorphic to some subgroup of U(K). Without loss of generality
we may assume that H is a subgroup of U(K).

Let B = F [H] be the subring of K generated over F by H. Since every
element of H is algebraic over F we see see that B is a subfield of K.

In the torsion-free group G/H we choose a maximal Z-independent subset
{uλH|λ ∈ Λ}. Then

S/H = 〈uλH|λ ∈ Λ〉 = Dr
λ∈Λ
〈uλH〉

is a free abelian group and G/S is periodic. By Lemma 2.12

S = H × V, where V = Dr
λ∈Λ
〈vλ〉 ∼= S/H

is free abelian. Let R = B[Xλ|λ ∈ Λ] be the polynomial ring in the variables
Xλ, λ ∈ Λ. Clearly R is a unique factorization domain. Let C be the field of
fractions of R. Then U(C) = U(B)× S1, where S1 = Dr

λ∈Λ
〈wλ〉. In particular,

S1
∼= V . By construction U(B) contains H. Without loss of generality we may

assume that U(C) contains S and that U(C) = U(B) × V . Since B = F [H]
and C = B[S1] = B[V ] we deduce that C = F [S].

Finally, let P be the algebraic closure of C and let K be the algebraic
closure of F . Then |P | = |C|. Also U(P ) is a divisible abelian group and
|U(P )| = |S|. Furthermore, Tor(U(K) is a divisible locally cyclic subgroup
such that Π(Tor(U(K))) = P, whenever char (F ) = 0 and Π(Tor(U(K)) = p′

whenever char (F ) = p (see [98, Chapter 4, Proposition 4.1], for example).
Let D be the divisible hull of G, whose existence follows from [58, Section
24]. Again by [58, Section 24] we have rp(D) = rp(G) for each prime p and
rZ(D) = rZ(G). By the choice of S the divisible hull of S coincides with the
divisible hull of D. It follows that D is isomorphic to U(P ). Hence without
loss of generality we may assume that G is a subgroup of U(P ).
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Let A = C[G] be the subring of K, generated over C by G. Since every
element of G is algebraic over F , A is a subfield of K. We may think of A as
a module over the group ring FG. By the above arguments we deduce that A
is a simple FG-module and that CG(A) = 1. As in the proof of Theorem 2.10,
we can treat the elements of G as linear transformations of the vector space
A and in this way G becomes an irreducible linear group of the vector space
A.

Suppose now that the field F is locally finite. Suppose that Tor(G) is a
locally cyclic p′-group where char (F ) = p and rZ(G) is infinite. Again let K
denote the algebraic closure of F . Repeating the arguments from the proof of
Theorem 2.10 we deduce that Tor(G) is isomorphic to some subgroup of U(K)
and without loss of generality we may assume that Tor(G) is a subgroup of
U(K).

Let B = F [Tor(G)] be the subring of K generated over F by Tor(G). As
above we see that B is a subfield of K. We can repeat the arguments above
and construct a vector space A over the field F in such a way that G becomes
an irreducible subgroup of GL(F,A). This completes the proof.

On the Structure of Non-Abelian Irreducible Groups

The description of arbitrary non-abelian irreducible (infinite dimensional)
linear groups is considerably more difficult than for abelian groups and for
some classes of groups is generally too complicated. The description of abelian
irreducible groups together with Corollary 2.3 quite clearly shows us the scope
of the possibilities. It is natural, therefore, to continue the study of irreducible
infinite dimensional linear groups in those classes of groups that are in one
sense or another close to abelian. Some such classes are the classes of nilpo-
tent and hypercentral groups. The description given here will not be quite so
detailed as for abelian groups.

The following result gives a reduction to the case of abelian groups.

Proposition 2.14. Let F be a field, let G be an infinite hypercentral group
and let Z = ζ(G). If there exists a simple FZ-module C such that CZ(C) = 1,
then there exists a simple FG-module A such that CG(A) = 1.

Proof. Let
B = FG⊗FZ C,

a left FG-module. Of course B is a vector space over F and there is a natural
way to identify C with an FZ-submodule of B. If S is a transversal to Z in
G, then it is well-known that

B = ⊕x∈SxC.
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Theorem 2.1 shows that B has a G-chief Kurosh-Chernikov system S. Let A
be some factor of this system, so that A is a simple FG-module. Lemma 2.5
shows that

A = ⊕x∈Y xC for some subset Y of S.

Suppose that CG(A) 6= 1. Since G is hypercentral and CG(A) is a normal
subgroup of G, it follows that CG(A) ∩ Z = CZ(A) 6= 1 (see [52, Lemma
1.2.2], for example). If x ∈ Y , then

CZ(A) ≤ CZ(xC) = CZ(C) = 1

and we obtain a contradiction, which shows that CG(A) = 1. The result
follows.

Taking Theorems 2.10 and 2.13 together with Proposition 2.14 we obtain
the following result.

Theorem 2.15. Let F be a field and let G be an infinite hypercentral group.

(i) Suppose that F is not locally finite. If G is an irreducible subgroup of
GL(F,A) for some vector space A over F , then Tor(ζ(G)) is locally
cyclic if F is of characteristic 0 and a locally cyclic p′-group if F has
characteristic p > 0.

Conversely, suppose that Tor(ζ(G)) is locally cyclic (and also a p′-group
if char (F ) = p is prime). Suppose further that there is a subgroup H of
ζ(G) such that Tor(ζ(G)) ≤ H and ζ(G)/H is torsion-free of infinite
rank with |H| ≤ |F |. Then there exists a vector space A over F such
that G is isomorphic to an irreducible subgroup of GL(F,A).

(ii) Let F be locally finite and let char (F ) = p for some prime p. Suppose
that G is an irreducible subgroup of GL(F,A) for some vector space A
over F . Then Tor(ζ(G)) is a locally cyclic p′-group. Moreover, if rZ(G)
is finite, then ζ(G) is periodic.

Conversely, if Tor(ζ(G)) is a locally cyclic p′-group, then there exists
a vector space A over F such that G is isomorphic to an irreducible
subgroup of GL(F,A).

Proof. Suppose that G is an irreducible subgroup of GL(F,A) for some vector
space A. Using Corollary 2.3 we deduce that Tor(ζ(G)) is locally cyclic. Fur-
thermore, if char (F ) = p is prime, then Tor(ζ(G)) is a p′-subgroup. If F is
a locally finite field and if G has finite Z-rank, then repeating the arguments
from the proof of Proposition 2.11 and using [115, Corollary 1.21] we deduce
that ζ(G) is periodic. This proves the first part of each of (i) and (ii).

Conversely, let G be a hypercentral group and suppose that Tor(ζ(G))
is locally cyclic (and a p′-group, if char (F ) = p is prime). Let Z = ζ(G).
Then Theorems 2.10 and 2.13 show that there is a simple FZ-module B such
that CZ(B) = 1. Proposition 2.14 allows us to construct a simple FG-module
A such that CG(A) = 1. Consequently, G is isomorphic to a subgroup of
GL(F,A) and G is irreducible, because A is a simple FG-module.



54 Linear Groups

We note that the paper of L. A. Kurdachenko and I. Ya. Subbotin [122]
discusses a more general situation than that considered here, namely necessary
and sufficient conditions are obtained for the existence of simple DG-modules
when D is a Dedekind domain and G is a hypercentral group.

One other generalization of the class of abelian groups which has re-
ceived considerable attention is the class of FC-groups, first introduced by
R. Baer [3]. This class of groups is a common natural extension of both the
class of abelian groups and the class of finite groups. We now give some details
concerning FC-groups.

Let G be a group, let x ∈ G and let

xG = {xg = g−1xg|g ∈ G}.

Then CG(xG) is a normal subgroup of G. Let

FC(G) = {x ∈ G|xG is finite} = {x ∈ G|G/CG(xG) is finite}.

It is easy to see that FC(G) is a characteristic subgroup of G, which is called
the FC-center of G. A group G is called an FC-group if G = FC(G).

The class of FC-groups has often featured in the theory of infinite groups,
one reason being that this well-studied class has a rich and extensive theory.
Most of the results obtained concern periodic FC-groups and many authors
have made significant contributions to this part of the theory as reflected in
the books of Yu. M. Gorchakov [64] and M. J. Tomkinson [199]. The survey
article of M. J. Tomkinson should also be mentioned here [200]. The theory
of non-periodic FC-groups also has interesting parallels with the theory of
abelian groups, many of the main results being obtained in a series of papers
of L. A. Kurdachenko. These results were covered in the survey article [163]
of J. Otal and N. N. Semko.

The progress achieved in the theory of FC-groups naturally leads to the
study of extensions of this class. One of the first such extensions was the class
of groups with Chernikov conjugacy classes which we now discuss.

We say that a group G has Chernikov conjugacy classes or that G is a
CC-group if G/CG(xG) is a Chernikov group for each x ∈ G. The class of CC-
groups was introduced by Ya. D. Polovitsky in the paper [178]. The theory of
CC-groups is not so well established as the theory of FC-groups; some of the
main results obtained can be found in the survey article [46] of M. R. Dixon
and L. A. Kurdachenko. Our immediate goal is to consider irreducible linear
CC-groups. However, we first give the following general result, proved in the
works of B. Hartley [77] and D. I. Zaitsev [222].

Proposition 2.16. Let R be a ring, let G be a group, let H be a normal
subgroup of G and let A be a simple RG-module. If |G : H| is finite, then A
contains a simple RH-submodule B and there is a finite subset S of G such
that |S| ≤ |G : H|, where A =

⊕
g∈S gB.
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Proof. By Lemma 2.6, it suffices to show that A contains a simple RH-
submodule. Let S be a transversal to H in G. If T ⊆ S and B is an RH-
submodule of A, then we write

T ∼ B

to indicate that TB =
⊕

x∈T xB = A, but T1B 6= A for every proper subset
T1 of T . Since A is a simple RG-module, we note that A = GB = SB. Hence,
for an RH-submodule B, there exists T ⊆ S such that T ∼ B. The idea of
the proof is to show the existence of an RH-submodule U of A and a subset
S0 ⊆ S such that S0 ∼ V for each RH-submodule V of U . It will then follow
that the submodule U is simple.

The construction of the pair (U, S0) will be carried out inductively as
follows. Put B1 = A and choose S1 ⊆ S such that S1 ∼ B1. Suppose that
there exists a proper RH-submodule B2 < B1 such that S1 � B2. For B2 we
may choose a subset S2 ⊆ S such that S2 ∼ B2. Proceeding in this way, we can
construct a descending chain of non-zero RH-submodules B1 ≥ B2 ≥ · · · ≥ Bi
and a collection of subsets S1, S2, . . . , Si of S which satisfy

Bj 6= Bj+1, Sj ∼ Bj , Sj � Bj+1 for j < i.

We claim that the subsets Sj are all distinct. For, suppose that there are
indices k,m with k < m and Sk = Sm. Then Bm is a proper submodule of Bk
whereas Sk ∼ Bk and Sk = Sm ∼ Bm. Then

SkBk+1 ≥ SkBm = SmBm = A.

However, if T is a proper subset of Sk, then TBk+1 ≤ TBk 6= A.
Summing up, SkBk+1 = A but TBk+1 6= A, which means that Sk ∼ Bk+1,

a contradiction which proves our claim. Hence the subsets Sj are all distinct.
Since S is finite, there are only finitely many such subsets Sj so this process
terminates at some point. This means that the RH-submodule Bn and the
subset Sn satisfy the following condition:

• if C is a proper non-zero RH-submodule of Bn, then Sn ∼ C.

Evidently the condition above expresses the fact that SnC = A but TC 6= A
for every proper subset T of Sn, so the pair (Bn, Sn) satisfies the property we
seek and our next goal is to finish the proof of the simplicity of Bn.

Suppose that Sn = {x1 . . . , xt} and define

Kj = xjBn ∩

∑
m6=j

xmBn

 for 1 ≤ j ≤ t.

By Lemma 2.6 each Kj is an RH-submodule of A, so Lj = x−1
m Kj is also an

RH-submodule. Since Lj ≤ Bn we have xmLj ≤ xmBn, whenever m 6= j.
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Thus xmLj = Kj ≤
∑
m6=j xmBn and it follows that

SnLj =
∑

1≤m≤t

xmLj ≤
∑
m6=j

xmBn.

Since Sn ∼ Bn we have SnLj 6= A and Sn � Lj . From the choice of Bn we
deduce that Lj = 0, so Kj = 0. This implies that

A = SnBn =
⊕

1≤m≤t

xmBn.

Under these conditions, assume that Bn contains a proper non-zero RH-
submodule C. Then

SnC =
∑

1≤m≤t

xmC 6=
∑

1≤m≤t

xmBn = A,

which contradicts the choice of Bn. This contradiction shows that Bn is a
simple RH-module and the result follows.

As a corollary we obtain an extension, in the infinite case, of the well-
known Clifford’s theorem (see [32]).

Corollary 2.17. Let R be a ring, let G be a group and let H be a normal
subgroup of G of finite index. If A is a semisimple RG-module, then A is a
semisimple RH-module.

We next obtain a result which first appeared in the paper of S. Franciosi,
F. de Giovanni and L. A. Kurdachenko [57].

Proposition 2.18. Let A be a vector space over the field F and let G be an
irreducible subgroup of GL(F,A). If P is a G-invariant elementary abelian
p-subgroup of FC(G) for some prime p, then char (F ) 6= p and P contains a
subgroup J such that |P/J | = p, where coreG J = 1.

Proof. Let M be a minimal G-invariant subgroup of P . Since P ≤ FC(G)
it follows that M is finite and hence H = CG(M) has finite index in G.
By Proposition 2.16 there exists a finite subset X of G and a simple FH-
submodule B such that A =

⊕
x∈X xB. Since M is a normal subgroup of G

and CG(A) = 1 it follows that CA(M) is a proper FG-submodule of A, so
that CA(M) = 0. If M ≤ CH(B), then xMx−1 ≤ CH(xB) for each x ∈ X.
However M is a normal subgroup of G, so we obtain M ≤ CH(xB) for each
x ∈ X and as A =

⊕
x∈X xB we have M ≤ CH(A) = 1. This contradiction

shows that M � CH(B) and Corollary 2.3 implies that the characteristic of
F is not p.

Let K be a finite G-invariant subgroup of P , let 0 6= a ∈ A and A1 = FKa.
Since K is finite, dimF (A1) is also finite. Therefore A1 contains a simple FK-
submodule B. Let C = FPB =

∑
x∈P xB.
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Let L be a local system of P consisting of the finite nontrivial G-invariant
subgroups of P that contain K and let L ∈ L. Since P is abelian and C =∑
x∈P xB we have CL(B) = CL(C). Let E = FLB, so E =

⊕
1≤m≤tEm

where Em is a simple FL-submodule for 1 ≤ m ≤ t (see [116, Corollary 5.15]).
By Corollary 2.3 L/CL(E1) is a cyclic group and therefore |L/CL(E1)| = p.
Since CL(B) = CL(C) we have CL(E1) = CL(C) so that |L/CL(C)| = p. As
this is true for each L ∈ L we have |P/CP (C)| = p. Let J = CP (C) and U =
coreG J . Since A is a simple FG-module it follows that A = FGB. Therefore,
for every d ∈ A we have d =

∑
1≤j≤r xjbj for certain bj ∈ B, xj ∈ FG for

1 ≤ j ≤ r. Let u be an element of U and note that xiU = Uxi, as U is normal
in G, so uxj = xjuj for some element uj ∈ U for 1 ≤ j ≤ r. Hence

ud = u

 ∑
1≤j≤r

xjbj

 =
∑

1≤j≤r

(uxj)bj =
∑

1≤j≤r

(xjuj)bj

=
∑

1≤j≤r

xj(ujbj) =
∑

1≤j≤r

xjbj = d.

It follows that coreG J = U ≤ CG(A) = 1, as required.

We next need some information concerning properties of CC-groups. The
following result was proved in the work of Ya. D. Polovitsky [178].

Proposition 2.19. Let G be a CC-group, let x ∈ G and let X = 〈x〉G. If x
has finite order, then X is a Chernikov group. If x has infinite order, then X
contains a normal Chernikov subgroup T such that X/T = 〈xT 〉.

The proof of this result can be found in the book [116, Theorem 3.13].
Our next result can be found in the work of L. A. Kurdachenko and J.

Otal [113].

Proposition 2.20. Let G be a CC-group. Then G contains a normal subgroup
U satisfying the following conditions.

(i) U = Dr
λ∈Λ

Sλ, where Sλ is either a finite minimal normal subgroup of G

or Sλ is an infinite cyclic normal subgroup for each λ ∈ Λ;

(ii) H ∩ U is nontrivial for every nontrivial normal subgroup H of G.

Proof. Let S be the subgroup of G generated by all the minimal G-invariant
subgroups of FC(G). By Proposition 2.19 the minimal normal subgroups of a
CC-group are finite, so it follows that S is generated by all the finite minimal
normal subgroups of G. Repeating almost verbatim the proof of Lemma 2.5
we deduce that, for some index set ∆, S = Dr

µ∈∆
Sµ where Sµ is a finite minimal

normal subgroup ofG for µ ∈ ∆. If S satisfies condition (ii), then we set U = S.
Otherwise, there exists a nontrivial normal subgroup H such that H ∩S = 1.
Let 1 6= h ∈ H and Q = 〈h〉G. Since G is a CC-group Proposition 2.19 implies
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that either Q is Chernikov or Q contains a G-invariant Chernikov subgroup R
such thatQ/R is infinite. If R is nontrivial, then R contains a finiteG-invariant
minimal subgroup and the choice of S implies that R∩S 6= 1, a contradiction.
Thus R = 1, so Q is an infinite cyclic subgroup. Let S1 = S×Q. If S1 satisfies
(ii), then define U = S1. If S1 does not satisfy (ii), then we proceed in the
same way using transfinite induction. This completes the proof.

As usual we let the socle of a group G be the join of all the minimal normal
subgroups of the group G and denote this unique subgroup by Soc(G). It is
well-known that in this case Soc(G) is then the direct product of certain
minimal normal subgroups of G (see [183, Lemma 5.23], for example and also
Lemma 2.5). Furthermore, the abelian socle of the group G is the join of all
the abelian minimal normal subgroups of G; this is denoted by Socab(G) and
is the direct product of certain abelian minimal normal subgroups.

Any subgroup U of a group G satisfying the conditions

(i) U = Dr
λ∈Λ

Sλ, where Sλ is either a finite minimal normal subgroup of G

or Sλ is an infinite cyclic normal subgroup for each λ ∈ Λ and

(ii) H ∩ U is nontrivial for every nontrivial normal subgroup H of G

is called a quasi-socle of G. We shall use the notation QSoc(G) for such a
quasi-socle, but note that even in a CC-group there may be numerous such
subgroups. In contrast with the usual socle, which is uniquely determined, the
existence of a quasi-socle in an arbitrary group is doubtful, although Proposi-
tion 2.20 shows there is at least one such quasi-socle in every CC-group. For
a CC-group G we always have Soc(G) ≤ QSoc(G).

Let Soc(G) = Dr
λ∈Λ

Sλ where Sλ is a minimal normal subgroup of G for

each λ ∈ Λ. Let ∆ = {λ ∈ Λ|Sλ is abelian} and let Socab(G) = Dr
λ∈∆

Sλ.

Before proving the next result we need to discuss the non-abelian version
of the Z-rank.

Let G be a group which has an ascending series whose factors are either
infinite cyclic or periodic. If the number of infinite cyclic factors is finite then
the group G is said to have finite 0-rank. The 0-rank of the group G is the
number of infinite cyclic factor groups in the series and is denoted by r0(G).
Thus if the number of infinite cyclic factors is exactly r then r0(G) = r. If no
such integer r exists then we shall say that G has infinite 0-rank. If G has no
such ascending series the 0-rank is undefined.

We note at once that this definition does not depend on the choice of
ascending series (see [52, Lemma 2.2.3], for example).

However the definition is equivalent to the following apparently weaker
version: the group G has finite 0-rank r0(G) = r if G has a finite subnormal
series whose factors are either infinite cyclic or periodic and if the number of
infinite cyclic factors is exactly r (see [52, Corollary 2.4.2], for example).

The following theorem gives some structural characteristics of infinite di-
mensional irreducible CC-groups.
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Theorem 2.21. Let A be a vector space over the field F and let G be an
irreducible subgroup of GL(F,A). If G is a CC-group, then

(i) Socab(G) is a p′-subgroup, where p is the characteristic of F ;

(ii) Socab(G) contains a subgroup J such that Socab(G)/J is locally cyclic
and coreG J = 1;

(iii) if G has finite 0-rank, then every element of its FC-center is algebraic
over F ;

(iv) if G has finite 0-rank and F is locally finite, then every quasi-socle of G
coincides with the socle of G.

Proof. Since G is a CC-group, Proposition 2.19 shows that

Soc(G) ≤ FC(G).

Suppose that F has prime characteristic p. Then Proposition 2.18 shows that
Socab(G) is a p′-group. This proves (i). On the other hand, let q be a prime
and let Sq be the Sylow q-subgroup of Socab(G). Again by Proposition 2.18 we
see that Sq contains a subgroup Jq such that |Sq/Jq| = q and coreG Jq = 1.
Let π = Π(Socab(G)) and let J = Dr

q∈π
Jq. Then Socab(G)/J is locally cyclic

and is a p′-subgroup of G if char (F ) = p. It is clear that coreG J = 1, which
proves (ii).

Next to prove (iii) suppose that G has finite 0-rank. Let d be an arbitrary
element of FC(G), let D = 〈d〉G and H = CG(D). Then the normal subgroup
H has finite index in G. If d has finite order, then by Lemma 1.34(vii) d is
algebraic over F . Thus we may suppose that d has infinite order. We have
H ∩ D ≤ ζ(D) and D/(H ∩ D) is finite. It follows that there is a natural
number k such that dk = z ∈ H ∩ D and this clearly shows that z ∈ ζ(H).
By Proposition 2.16 there exists a finite subset Y of G and a simple FH-
submodule B such that

A = ⊕y∈Y yB.

Lemma 2.6 shows that yB is an FH-submodule for every y ∈ Y . Let 〈x〉 be an
infinite cyclic group and let K = F 〈x〉 be the group ring of 〈x〉 over the field
F . We make yB into a K-module by defining xc = zc for each c ∈ yB. Since G
is a CC-group, the normal closure of every finite subset of G is Chernikov-by-
(finitely generated abelian) by Proposition 2.19 and hence every finitely gener-
ated subgroup of G is center-by-finite. In particular the CC-group G is locally
(polycyclic-by-finite). Using [115, Corollary 1.16] we deduce that AnnK(yB)
is a maximal ideal of K. Since F 〈x〉 is a Principal Ideal Domain there is an
irreducible polynomial gy(x) over F such that AnnK(yB) = gy(x)K and we
let g(x) = Πy∈Y gy(x). Since gy(z)a = 0 for each element a ∈ yB it follows
that g(z)a = 0 for all elements a ∈ A. Thus the linear transformation z is
a root of the polynomial g(x), whose coefficients belong to F , so that z is



60 Linear Groups

algebraic over F . Using Lemma 1.34(ix) we see that d is also algebraic over
F . This completes the proof of (iii).

Finally to prove (iv), suppose that F is a locally finite field and G has
finite 0-rank. Assume, for a contradiction, that some quasi-socle of G does
not coincide with the socle of G. In particular, this means that G contains
a normal infinite cyclic subgroup C. Set H = CG(C), so that |G/H| ≤ 2.
Proposition 2.16 shows that A contains a simple FH-submodule B such that
A = B ⊕ uB for some u ∈ G \H. If C ∩ CH(B) 6= 1, then

C ∩ CH(uB) = C ∩ uCH(B)u−1 = uCu−1 ∩ uCH(B)u−1

= u(C ∩ CH(B))u−1 6= 1.

Then C ∩ CG(A) 6= 1, a contradiction which shows that C ∩ CH(B) = 1 and
in this case

C ∼= CCH(B)/CH(B) ≤ ζ(H/CH(B)),

which now gives a contradiction with [115, Corollary 1.21]. This final contra-
diction gives the result.

The assertions (i), (ii) and (iv) first appeared in the paper [113] of L. A.
Kurdachenko and J. Otal under more general hypotheses concerning modules
over the group ring DG, where D is a Dedekind domain.

Our next result also appeared in [113].

Lemma 2.22. Let F be a field and let S = Dr
λ∈Λ

Sλ, where Sλ is a finite non-

abelian simple group for each λ ∈ Λ. Then there is a simple FS-module A
such that CS(A) = 1.

Proof. Let γ be the order type of Λ. We show by transfinite induction that S
has an ascending series of normal subgroups

1 = C0 ≤ C1 ≤ . . . Cα ≤ Cα+1 ≤ . . . Cγ = S

such that Cα+1 = Cα×Sα+1 where Sα+1 = Sλ(α) for some λ(α) ∈ Λ, whenever
0 ≤ α < γ and Cα admits a simple FCα-module Aα such that CCα(Aα) = 1.

If γ = 1, then S = C1 is a finite non-abelian simple group and [53, Lemma
B.10.2] shows that there is a faithful, simple FS-module A1 in this case, so
the induction starts.

Let α > 1 and suppose that the result has been proved for all ordinals
β < α. Suppose first that α is not a limit ordinal and let β = α− 1. Then by
induction there is a simple FCβ-module V such that CCβ (V ) = 1. Also there is
a simple FSβ+1-module B such that CSβ+1

(B) = 1. Let U = V ⊗F B. By [53,
Corollary B.1.12] U is an F (Cβ × Sβ+1)-module. The well-known properties
of tensor products imply that U is a semisimple FCβ-module and that U =⊕

x∈X xV for some subset X of Sβ+1. Let A be an FCβ+1-composition factor
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of U so that A is a simple FCβ+1-module. Let L = CCβ+1
(A). Since U is a

semisimple FCβ-module,

A ∼= ⊕x∈X1
xV for some subset X1 ⊆ X.

This implies that L ∩ Cβ = 1 since CCβ (V ) = 1. Similarly, U is a semisimple
FSβ+1-module and U =

⊕
y∈Y yB for some subset Y ⊆ Cβ+1. In turn we

have
A ∼= ⊕y∈Y1

yB for some subset Y1 ⊆ Y.

Since CSβ+1
(B) = 1 we have L ∩ Sβ+1 = 1. In particular we have [L, Sβ+1] =

[L,Cβ ] = 1 which means that L ≤ ζ(Cβ+1). However Cβ+1 is a direct product
of finite nonabelian simple groups, so has a trivial center. Hence

L = CSβ+1
(A) = 1.

Setting Cα = Cβ × Sα and A = Aα we see that the result holds in this case.
Now let α be a limit ordinal. For every β < α there is a simple FCβ-

module Aβ such that CCβ (Aβ) = 1. It follows from the previous part of the
proof that we can choose the module Aβ such that Aβ ≤ Aβ+1 for all β < α.
Let Aα be the injective limit of the Aβ for β < α. Then Aα =

⋃
β<αDβ where

Dβ
∼= Aβ for all β < α and we may regard Aα as an FCα-module. Let E

be an FCα-submodule of Aα and assume that E 6= 0. Then there is a least
ordinal δ such that E ∩Dδ 6= 0. It is clear that δ is not a limit ordinal. Since
E ∩Dδ is a non-zero FCδ-submodule of the simple FCδ-module Dδ we have
Dδ = E ∩Dδ so Dδ ≤ E. By Lemma 2.6 we have

Dδ+1 = ⊕z∈ZzDδ for some (finite) subset Z ⊆ Cδ+1.

Since E is an FCδ+1-submodule and Dδ ≤ E it follows that zDδ ≤ E for
each z ∈ Z. Therefore Dδ+1 ≤ E. An easy induction implies that Dβ ≤ E for
all β < α and hence Aα =

⋃
β<αDβ ≤ E. From this it follows that Aα is a

simple FCα-module.
Finally, let L = CCα(Aα). For all β < α we have

L ∩ Cβ = CCβ (Aα) ≤ CCβ (Aβ) = 1

and since Cα =
⋃
β<α Cβ it follows that L = 1 and so CCα(Aα) = 1 which

completes the induction.
For α = γ we obtain a simple FS-module A = Aα such that CS(A) =

1.

Our final result in this chapter gives conditions under which a CC-group
can be an irreducible subgroup of GL(F,A) over some field F .

Theorem 2.23. Let F be a field and let G be an infinite CC-group. Let Q be
a subgroup of Socab(G) such that Socab(G)/Q is locally cyclic and coreGQ =
1.
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(i) Let F be locally finite of characteristic the prime p and suppose that
Socab(G)/Q is a p′-subgroup. If G has finite 0-rank and every quasi-
socle of G coincides with the socle, then there exists a vector space A
over F such that G is isomorphic to an irreducible subgroup of GL(F,A);

(ii) Suppose F is not locally finite and that if char (F ) = p is a prime, then
Socab(G)/Q is a p′-subgroup. Then there exists a vector space A over F
such that G is isomorphic to an irreducible subgroup of GL(F,A);

(iii) Let F be locally finite of characteristic the prime p and suppose that
Socab(G)/Q is a p′-subgroup. If G has infinite 0-rank, then there is
a vector space A over F such that G is isomorphic to an irreducible
subgroup of GL(F,A).

Proof. (i) Let S = Soc(G) and let R = Socab(G). Then

S = R× T

where T is a direct product of finite non-abelian simple groups. By Theo-
rem 2.10 there exists a simple FR-module B such that CR(B) = Q and
by Lemma 2.22 there exists a simple FT -module C such that CT (C) = 1.
Let U = B ⊗F C and consider U as an F (R × T )-module using [53,
Corollary B.1.12]. Using well-known properties of the tensor product we see
that U is semisimple as an FR-module and there exists X ⊆ S such that
U =

⊕
x∈X xC. Choose an FS-composition factor E of U . Then E is a simple

FS-module and we let L = CS(E). It follows that there is a subset X1 of X
such that E ∼=

⊕
x∈X1

xC. This implies that

L ∩ T = CT (E) ≤ CT (C) = 1

and hence L ≤ CS(T ). Since T is a direct product of finite non-abelian simple
groups we also have CS(T ) = R, so L ≤ R. Similarly, there are subsets
Y1 ⊆ Y ⊆ S such that

U = ⊕y∈Y yB and E ∼= ⊕y∈Y1
yB.

We deduce that L = CR(B) = Q.
Form V = FG⊗FSE and take A to be an FG-composition factor of V . Of

course A is a simple FG-module. Once again there are subsets Z1 ⊆ Z ⊆ G
such that

V = ⊕z∈ZzEand A ∼= ⊕z∈Z1
zE.

Assume, for a contradiction, that CG(A) 6= 1. Since every quasi-socle coincides
with S Proposition 2.20 implies that CS(A) = CG(A) ∩ S 6= 1. However

CS(A) ≤ CS(gE) = gCS(E)g−1 = gQg−1, for each g ∈ G.
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Hence
CS(A) ≤

⋂
g∈G

gQg−1 = coreGQ = 1,

which is a contradiction. It follows that CG(A) = 1.
(ii) Suppose now that the field F is not locally finite and that Socab(G)/Q

is a p′-group whenever F has prime characteristic p. Let S = QSoc(G) be a
quasi-socle of G. Write

S = Socab(G)× T ×D,

where T is a direct product of finite non-abelian simple groups and D is a
direct product of G-invariant infinite cyclic groups. Let

R = Socab(G)×D.

Since Socab(G)/Q is a locally cyclic subgroup of the abelian group R/Q Theo-
rem 2.10 implies the existence of a simple FR-module B such that CR(B) = Q
and by Lemma 2.22 there is a simple FT -module C such that CT (C) = 1.
Let U = B⊗F C and consider U as an F (R× T )-module using [53, Corollary
B.1.12]. Let E be an FS-composition factor of U and note that E is a simple
FS-module. As above we can prove that CS(E) = Q.

Form V = FG⊗FS E and take A to be an FG-composition factor of V so
that A is a simple FG-module. We may again write

V = ⊕z∈ZzE and A ∼= ⊕z ∈ Z1zE

for certain subsets Z1 ⊆ Z ⊆ G. If H is a nontrivial normal subgroup of G,
then Proposition 2.20 implies that

H ∩QSoc(G) = H ∩ Soc(G) 6= 1.

Assume, for a contradiction, that CG(A) 6= 1. Then CS(A) 6= 1.We obtain

CS(A) ≤ CS(gE) = gCS(E)g−1 = gQg−1, for each g ∈ G.

Hence CS(A) ≤
⋂
g∈G gQg

−1 = 1, which is the contradiction sought. Hence
CG(A) = 1.

The proof of (iii) is similar.

We note that in the paper [113] of L. A. Kurdachenko and J. Otal the ques-
tion of the existence of simple DG-modules was studied in the more general
situation when D is a Dedekind domain and G is a CC-group.

We have confined ourselves here to an exposition of certain of those results
which give a fairly clear picture as to our current understanding of this prob-
lem. We note also that the question of the existence of simple DG-modules
over a hyperfinite group G (with D a Dedekind domain) was considered in
the paper [123] of L. A. Kurdachenko and I. Ya. Subbotin. The question of
the existence of simple FG-modules over a soluble group of finite special rank
was discussed in the paper [201] of A. V. Tushev. Some sufficient conditions
for the existence of simple FG-modules were considered in the paper [198] of
F. Szechtman.
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Chapter 3

Linear Groups Which Are Close to
Irreducible

In Chapter 2 we considered infinite dimensional irreducible linear groups. The
concrete description of such groups turned out to only be possible for groups
sufficiently close to being abelian and as we saw earlier a definitive study of
infinite dimensional linear groups is really presently only possible in the pres-
ence of certain restrictions. The question arises as to what type of restrictions
will be useful here. This situation is similar to the one that occurred during
the time when the theory of infinite groups was in its infancy. At that time
the theory of finite groups was already quite well established and many of its
fundamental results had been obtained. It was therefore natural to use the
experience already accumulated in the theory of finite groups when trying to
study infinite groups. Thus, for example, in the theory of infinite groups a
large amount of work has been done concerning groups with finiteness con-
ditions where many of the results of finite group theory have been used to
generalize that theory. In this way group theory has been enriched with many
new fundamental results and techniques.

The theory of finite dimensional linear groups is one of the most devel-
oped algebraic theories, so it is natural to rely on this theory when building
the theory of infinite dimensional linear groups and in this way we come to an
approach based on finite dimensional conditions. The effectiveness of this ap-
proach has already been demonstrated in the theory of finitary linear groups
(see the survey paper of R. E. Phillips [175], for example). In this book we give
other approaches and results that are obtained as a result of the application
of finite dimensional conditions. In this chapter we consider several types of
linear groups which are, in one sense or another, close to irreducible.

Quasi-Irreducible Linear Groups

We shall, as usual, let A be a vector space over the field F and let G
be a subgroup of GL(F,A). If the group G is irreducible, then every proper
G-invariant subspace of A is trivial and, in particular, has finite dimension.
Thus a linear group G whose action on the (infinite dimensional) vector space
A has the property

65
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• every proper G-invariant subspace of A has finite dimension

can be considered as a generalization of an irreducible linear group. In this
case suppose that A1 is a proper G-invariant subspace of A. Then A1 has
finite F -dimension and we may then consider A/A1. If this is not G-chief,
then there is a finite dimenional G-invariant subspace A2 such that A1 � A2

and we may then consider A/A2. Either this is G-chief or there is a finite
dimensional G-invariant subspace A3 strictly containing A2 and so on. We
may therefore construct an ascending chain

A1 ≤ A2 ≤ · · · ≤ An ≤ . . .

of G-invariant subspaces, each finite dimensional. There are therefore two
situations that arise here for an infinite dimensional linear group G:

(i) Every proper G-invariant subspace of A has finite dimension and A is
the ascending union of certain proper G-invariant subspaces, or

(ii) A contains a proper G-invariant finite dimensional subspace B such that
the factor A/B is G-chief.

A linear group G that satisfies condition (i) is said to be quasi-irreducible.
The study of quasi-irreducible linear groups was begun by D. I. Zaitsev

in the paper [223] for the case when F is a finite field. The case when F is
an arbitrary field was considered in the papers of L. A. Kurdachenko and
I. Ya. Subbotin [124, 125]. In turn these results were generalized by L. A.
Kurdachenko [104] to the case of modules over group rings RG when R is
a Dedekind domain. We shall now discuss the structure of quasi-irreducible
linear groups as determined in the articles [104, 124, 125]. We also mention
here the papers [102, 121] of L. A. Kurdachenko and I. Ya. Subbotin.

We begin with the following result which is immediate from the definition
of a quasi-irreducible group.

Lemma 3.1. Let A be an (infinite dimensional) vector space over the field
F and let G be a subgroup of GL(F,A). If G is quasi-irreducible, then A does
not decompose into a direct sum of two proper G-invariant subspaces.

This situation is analogous to that of quasifinite groups, those (infinite)
groups in which all proper subgroups are finite.

When F is a field, A is a vector space over F and G is a subgroup of
GL(F,A), then we let M be the family of all minimal G-invariant subspaces
of A. We let SocG(A) denote the subspace generated by all subspaces in the
family M. Using Lemma 2.5 we see that SocG(A) =

⊕
λ∈ΛAλ for some index

set Λ and Aλ is a minimal G-invariant subspace for each λ ∈ Λ. The subspace
SocG(A) is called the G-socle of the space A.

Corollary 3.2. Let A be a vector space over the field F and let G be a subgroup
of GL(F,A). If G is quasi-irreducible, then SocG(A) is a proper G-invariant
subspace of A.
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Proof. Suppose that A contains a proper non-zero G-invariant subspace B.
Then B is finite dimensional over F . It follows that B contains a non-zero
minimal G-invariant subspace S and hence SocG(A) is itself non-zero. Since
SocG(A) is a direct sum of certain minimal G-invariant subspaces, Lemma 3.1
shows that SocG(A) must be a proper subspace.

Lemma 3.3. Let A be a vector space over the field F and let G be a subgroup
of GL(F,A). If G is quasi-irreducible, then SocH(A) = A for every nontrivial
finite normal subgroup H of G.

Proof. We note immediately that B = SocH(A) is non-zero. To see this, let
a be a nontrivial element of A. Since H is finite, the H-invariant subspace
X generated by the element a has finite dimension, so X contains a minimal
H-invariant subspace and hence SocH(A) is non-zero as claimed. Let M be
the family of all minimal H-invariant subspaces of A. If C ∈ M and g is an
arbitrary element of G, then Lemma 2.6 implies that gC is a minimal H-
invariant subspace of A. Hence gC ∈ M. Since SocH(A) is generated by all
subspaces in the family M, the subspace B is G-invariant.

Suppose, for a contradiction, that B 6= A. In this case B is a proper G-
invariant subspace of A so it is finite dimensional and there is an F -subspace
C of A such that A = B

⊕
C. Let

C0 =
⋂
h∈H

hC.

For each element h ∈ H we have A/hC = hA/hC ∼= A/C from which it
follows that

dimF (A/hC) = dimF (A/C) = dimF (B)

is finite. Since H is finite the subspace C0 therefore has finite codimension in
A and in particular C0 is non-zero. The construction of C0 implies that it is
H-invariant and since C0 ≤ C we have that C0∩B = 0. Let c1 be an arbitrary
element of C0 and let C1 be the H-invariant subspace generated by c1. Since
H is finite we once again have that dimF (C1) is finite and hence C1 contains
a non-zero minimal H-invariant subspace C2. However C2 ≤ SocH(A) = B.
On the other hand C2 ≤ C0 and C0 ∩ B = 0, so that C2 = 0, which is the
contradiction sought. The result now follows.

Corollary 3.4. Let A be a vector space over the field F and let G be a subgroup
of GL(F,A). If G is quasi-irreducible, then CA(H) = 0 and [H,A] = A for
every nontrivial finite normal subgroup H of G.

Proof. Immediately Lemma 3.3 shows that SocH(A) = A, so that A =⊕
n∈N Cn, where Cn is a minimal H-invariant subspace of A, for each n ∈ N.

Since [H,Cn] is also H-invariant we have the following two possibilities: either
[H,Cn] = Cn or [H,Cn] = 0. Thus we obtain the direct decomposition

A = CA(H)⊕ [H,A].



68 Linear Groups

An application of Lemma 3.1 leads immediately to the equations CA(H) = 0
and [H,A] = A, as required.

Corollary 3.5. Let A be a vector space over the field F and let G be a
subgroup of GL(F,A). If G is quasi-irreducible and B is a proper non-zero
G-invariant subspace of A, then CH(B) = 1 for every nontrivial finite normal
subgroup H of G.

Proof. Since the subspace B is G-invariant it follows that CG(B) is a normal
subgroup of G. Then the subgroup CH(B) = CG(B) ∩ H is also a normal
subgroup of G. Since B ≤ CA(CH(B)), Corollary 3.4 shows that CH(B) must
be trivial, as required.

Corollary 3.6. Let A be a vector space over the field F , let G be a subgroup
of GL(F,A) and let H be a nontrivial normal subgroup of G which has an
ascending series of G-invariant subgroups

1 = H0 ≤ H1 ≤ . . . Hα ≤ Hα+1 ≤ . . . Hγ = H

whose factors are finite. If G is quasi-irreducible and B is a proper non-zero
G-invariant subspace of A, then CH(B) = 1.

Proof. We proceed by induction on α. If α = 1, then the result follows using
Corollary 3.5. Let α > 1 and suppose we have already proved that 1 = Hβ ∩
CH(B) for all β < α. Let Cα = Hα ∩ CH(B). If α is a limit ordinal, then

Hα = ∪β<αHβ

and it follows that

Cα = ∪β<α(Cα ∩Hβ) = ∪β<αCβ = 1.

If α is not a limit ordinal, then let L = Hα−1. Suppose that Cα 6= 1. Then
L ∩ Cα = 1 and we have

Cα ∼= Cα/(L ∩ Cα) ∼= (LCα)/L ≤ Hα/L.

It follows that Cα is finite which gives us a contradiction with Corollary 3.5
since B ≤ CA(Cα). Consequently Cα = 1 and setting α = γ gives us CH(B) =
1 which is the desired result.

We recall from Chapter 2 that if G is a group and x ∈ G, then

xG = {xg = g−1xg|g ∈ G} and FC(G) = {x ∈ G|xG is finite},

this latter characteristic subgroup of G being the FC-center of G.
Beginning with the FC-center we may construct the upper FC-central se-

ries of the group G, which is a series of characteristic subgroups of G,

1 = C0 ≤ C1 ≤ . . . Cα ≤ Cα+1 ≤ . . . Cγ ,



Linear Groups Which Are Close to Irreducible 69

defined by

C1 = FC(G),

Cα+1/Cα = FC(G/Cα) for ordinals α,

Cλ =
⋃
β<λ

Cβ for limit ordinals λ.

The last term Cγ of this series is called the upper FC-hypercenter of the group
G and if G = Cγ , then G is called FC-hypercentral. The reader is referred to
[183] for further information concerning FC-hypercentral groups.

We note that if x ∈ FC(G) and the element x has finite order, then the
normal closure 〈x〉G is finite (see [52, Proposition 1.5.2], for example). Thus if
H is aG-invariant periodic subgroup of FC(G), thenH has an ascending series
of G-invariant subgroups whose factors are finite. In turn this fact implies that
if H is such a periodic G-invariant subgroup of the upper FC-hypercenter of
G, then H has an ascending series of G-invariant subgroups whose factors are
finite.

Let G be a group and π be some set of primes. If S is a family of pe-
riodic normal π-subgroups of G, then clearly the subgroup generated by all
subgroups in the family S is also a π-group. It follows that every group G has
a greatest normal π-subgroup which we denote by Oπ(G).

We let Tn(F ) denote the group of n×n upper triangular matrices over the
field F and recall that UTn(F ) is the group of all unitriangular n×n matrices.

Corollary 3.7. Let A be a vector space over the field F , let G be a subgroup of
GL(F,A) and let H be a nontrivial periodic G-invariant subgroup of the upper
FC-hypercenter of G. If G is quasi-irreducible, then H is an abelian-by-finite
subgroup having finite special rank. Furthermore, if char (F ) = p is a prime,
then Op(H) is trivial.

Proof. Let B be a proper non-zero G-invariant subspace of A. By Corollary 3.6
CH(B) = 1, so we may think of H as a subgroup of GLn(F ) where n is
the F -dimension of B. By Kargapolov’s theorem (see [202, Corollary 9.31],
for example) H is soluble-by-finite and by Maltsev’s theorem [202, Theorem
3.6] H contains a normal subgroup S of finite index with the property that
g−1Sg ≤ Tn(F1) for some finite field extension F1 of F and some element g
of G. Let

U = g−1Sg ∩ UTn(F1) and V = gUg−1.

Then V is normal in S. If char (F ) = p is prime, then UTn(F1) is a bounded
nilpotent p-group. If we suppose that the subgroup U is nontrivial, then H
contains a finite nontrivial G-invariant p-subgroup P . But in this case it is
easy to see that CA(P ) 6= 0, which is a contradiction to Corollary 3.4. If
char (F ) = 0, then UTn(F1) is a torsion-free nilpotent group and in this case
the subgroup U is also trivial, since H is periodic. Hence in all cases U = 1. It
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follows that g−1Sg is isomorphic to a subgroup of Tn(F1)/UTn(F1). However,

Tn(F1)/UTn(F1) ∼= U(F1)× · · · × U(F1)︸ ︷︷ ︸
n

.

The fact that the periodic subgroups of the multiplicative group of a field are
locally cyclic (see [98, Proposition 4.4.1], for example) then implies that S is
an abelian group of finite special rank.

Our next result is then very easy to deduce.

Corollary 3.8. Let A be a vector space over the field F , let G be a hypercentral
subgroup of GL(F,A) and let H be a nontrivial periodic G-invariant subgroup
of the upper hypercenter of G. If G is quasi-irreducible, then H is an abelian-
by-finite subgroup of finite special rank. Furthermore, if char (F ) = p is prime,
then H is a p′-subgroup.

Proof. The upper FC-hypercenter contains the upper hypercenter so we may
simply apply Corollary 3.7.

As a particular case of Corollary 3.8 we take H to be the torsion subgroup
of G.

Corollary 3.9. Let A be a vector space over the field F and let G be a
hypercentral subgroup of GL(F,A). If G is quasi-irreducible, then Tor(G) is
an abelian-by-finite subgroup of finite special rank. Moreover, if char (F ) = p
is prime, then Tor(G) is a p′-group.

Let S = SocG(A). By Corollary 3.2 S is a proper non-zero G-invariant
subspace of A in the case when G is quasi-irreducible and, in particular, S has
finite F -dimension, n, say. If CG(S) = 1, then we may think of G as being a
subgroup of GLn(F ) and indeed G is completely reducible, since S is a finite
direct sum of minimal G-invariant subspaces.

The following series of results was obtained in the work of L. A. Kur-
dachenko [104] in a more general setting. We have here adapted these results
for the case of linear groups. In the case when CG(SocG(A)) is trivial the fol-
lowing result can be obtained for locally radical groups. We recall that a group
G is radical if it has a (possibly infinite) ascending series of characteristic sub-
groups, starting at the identity, each of whose factors is locally nilpotent. Then
the group is locally radical if every finitely generated subgroup is radical.

Proposition 3.10. Let A be a vector space over the field F and let G be a lo-
cally radical subgroup of GL(F,A). If G is quasi-irreducible and CG(SocG(A))
is trivial, then G is an abelian-by-finite group.

Proof. As we noted above, we may think of G as being a completely reducible
subgroup of GLn(F ), where n = dimF (SocG(A)). In this case G is soluble
(see [52, Corollary 1.4.9], for example) and the theorem of Maltsev (see [202,
Lemma 3.5], for example) implies that G is abelian-by-finite.
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It is appropriate to now give the following definitions. Let R be an integral
domain and let A be an R-module. Let

TorR(A) = {a ∈ A|AnnR(a) 6= 0}.

It is easy to see that TorR(A) is an R-submodule of A and we call TorR(A)
the R-periodic part of the module A. We say that A is periodic as an R-module
or, simply, that A is R-periodic, if TorR(A) = A. In this case it follows that
AnnR(a) 6= 0, for each element a ∈ A. We say that A is R-torsion-free if
TorR(A) = 0.

We define the R-assassinator of A to be the set

AssR(A) = {P |P is a prime ideal of R such that AnnA(P ) 6= 0}.

If U is an ideal of R, then we set

AU = {a ∈ A|Una = 0 for some natural number n}.

It is easy to see that AU is an R-submodule of A.
The R-submodule AU is called the U -component of A. If A = AU , then A

is called a U -module. Furthermore, let

ΩU,k(A) = {a ∈ A|Uka = 0 for this fixed k}.

It is easy to see that ΩU,k(A) is an R-submodule of A, that

ΩU,1(A) ≤ ΩU,2(A) ≤ · · · ≤ ΩU,k(A) ≤ · · · ≤ AU and that

AU =
⋃
k∈N

ΩU,k(A).

If D is a Dedekind domain, then we can obtain a “primary decomposi-
tion” for D-periodic modules. We quote the following well-known result, the
proof of which can be found in the monograph [119, Corollary 3.8] of L. A.
Kurdachenko, N. N. Semko and I. Ya. Subbotin for example.

Proposition 3.11. Let D be a Dedekind domain and let A be a D-module.
Suppose that A is D-periodic and let π = AssD(A). Then

(i) A =
⊕

P∈π AP ;

(ii) if B is a D-submodule of A, then

(A/B)P = (AP +B)/B and A/B = ⊕P∈π(AP +B)/B.

If G is a group and 1 6= x ∈ ζ(G) we shall let 〈tx〉 denote an infinite cyclic
group and for the field F we shall let D(x) denote the group algebra F 〈tx〉 of
〈tx〉 over F . We note that D(x) is a principal ideal domain. Now let A be a
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vector space over F and let G be a subgroup of GL(F,A). We can define an
action of tx on A by setting

txa = xa for all a ∈ A.

We can extend this action in a natural way to an action of the ring D(x) on
A and there is then a natural action of the group ring D(x)G on A. Thus we
may consider A as a left D(x)G-module.

Lemma 3.12. Let A be a vector space over the field F and let G be a quasi-
irreducible subgroup of GL(F,A). If g is an arbitrary element of ζ(G), then
either AnnD(g)(A) is a maximal ideal of the ring D(g) or yA = A for every
element y ∈ D(g).

Proof. Let x be an arbitrary element of the ring D(g). Since g ∈ ζ(G), the
subspace xA is G-invariant. Suppose, for a contradiction, that the subspace
xA is proper and non-zero. Then xA has finite dimension. The mapping φ :
A −→ A defined by φ(a) = xa for each a ∈ A is a D(g)G-endomorphism of
A such that Im (φ) = xA and ker(φ) = AnnA(x). We remark that ker(φ)
is also a G-invariant subspace and our assumption implies that it is a proper
subspace. Hence ker(φ) also has finite dimension. Using the isomorphism

A/ker(φ) ∼= Im (φ) = xA

we deduce that A has finite dimension. This is the required contradiction and
it follows that either xA = A or xA = 0.

If xA = 0 for some 0 6= x ∈ D(g) then the D(g)-module A is periodic.
It follows that A =

⊕
P∈π AP , where AP is the non-zero P -component of A

and π = AssD(g)(A), by Proposition 3.11. The fact that g ∈ ζ(G) implies
that each P -component AP is a G-invariant subspace of A. Then Lemma 3.1
shows that A = AP for some prime ideal P of the ring D(g). Since D(g) is a
principal ideal domain, the ideal P is generated by some polynomial fP (tg).
Furthermore, every prime ideal of a principal ideal domain is maximal, from
which it follows that the polynomial fP (tg) is irreducible. By what we proved
above the subspace fP (tg)A must be zero and it follows that AnnD(g)(A) = P
is a maximal ideal of D(g). The result follows.

We shall also need the following technical result.

Lemma 3.13. Let R be a ring and let A be an R-module. Suppose that
A = A1 ⊕ · · · ⊕ An where Aj is a simple R-module for each 1 ≤ j ≤ n.
If AnnR(Ai) = AnnR(Aj) for all i, j, then for each non-zero element a ∈ A
the R-submodule Ra is isomorphic to Aj for each 1 ≤ j ≤ n.

Proof. Let
a = a1 + · · ·+ an, (3.1)

where aj ∈ Aj for 1 ≤ j ≤ n. Without loss of generality we may suppose that
a1 6= 0. Set D = A2⊕· · ·⊕An and let B = Ra. Then (B+D)/D is a non-zero
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submodule of A/D. The isomorphism A/D ∼=R A1 shows that A/D is a simple
R-module and it follows that A/D = (B + D)/D. Hence A = B + D. Using
the isomorphism (B + D)/D ∼=R B/(B ∩D) we see that A1

∼=R B/(B ∩D).
Let c ∈ B ∩D so that c = ya for some element y ∈ R. Thus

c = ya1 + · · ·+ yan.

On the other hand ya1 = 0 since c ∈ D, so that y ∈ AnnR(a1). Since A1 is a
simple R-module and a1 6= 0 it follows that AnnR(a1) = AnnR(A1). Thus,
by hypothesis, y ∈ AnnR(Aj) for each j with 1 ≤ j ≤ n. Hence c = 0, so
B ∩D = 0 and it follows that B ∼=R A1. By choosing a such that ai 6= 0 for
each i in (3.1) we may deduce that Ai ∼= Aj for all i, j. This completes the
proof.

The next result follows immediately.

Corollary 3.14. Let R be a ring, let A be an R-module and let Λ be an index
set. Suppose that A =

⊕
λ∈ΛAλ where Aλ is a simple R-module for each

λ ∈ Λ. If AnnR(Aλ) = AnnR(Aµ) for all λ, µ ∈ Λ, then for each non-zero
element a ∈ A the R-submodule Ra is isomorphic to Aλ for each λ ∈ Λ.

We next consider the case when G is abelian.

Lemma 3.15. Let A be a vector space over the field F and let G be an abelian
quasi-irreducible subgroup of GL(F,A). Then the group G contains an element
y such that AnnD(y)(A) = 0.

Proof. Suppose that AnnD(x)(A) 6= 0 for all x ∈ G. Let

S1 = SocG(A) and S2/S1 = SocG(A/S1).

If 0 6= a ∈ S2, then (FG)a ∩ S1 6= 0 and hence there is an element u ∈ FG
such that 0 6= ua ∈ S1. Let

u = α1x1 + · · ·+ αmxm

for certain elements α1, . . . , αm ∈ F, x1, . . . , xm ∈ G. By our assumption
AnnD(x1)(A) 6= 0 and Lemma 3.12 implies that in this case AnnD(x1)(A) =
P1 is a maximal ideal of D(x1). Let

F1 = D(x1)/P1,

a field and note that A is an F1G-module. Since A has non-zero annihilator in
D(x2), A has non-zero annihilator P2 in the group ring F1〈t2〉 where t2 = tx2 .
Using Lemma 3.12 again we see that P2 is a maximal ideal of the ring F1〈t2〉.
In other words it follows that AnnF 〈x1,x2〉(A) is a maximal ideal of the ring
F 〈x1, x2〉. Using the same arguments, after finitely many steps we deduce that
AnnF 〈x1...,xm〉(A) is a maximal ideal of the ring F 〈x1, . . . , xm〉. Hence the
cyclic F 〈x1, . . . , xm〉-submodule generated by the element a is simple. Since
S1 is G-invariant it is an F 〈x1 . . . , xm〉-submodule so that F 〈x1, . . . , xm〉a ∩
S1 = 0. On the other hand 0 6= ua ∈ F 〈x1, . . . , xm〉a ∩ S1 and we obtain a
contradiction. This proves the lemma.
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Corollary 3.16. Let A be a vector space over the field F and let G be an
abelian quasi-irreducible subgroup of GL(F,A). Then G is not periodic.

Proof. Suppose, to the contrary, that G is periodic and let x be an arbitrary
element of G. Suppose that x has order n. Then txn − 1 ∈ AnnD(x)(A) and,
in particular, AnnD(x)(A) 6= 0. Since this is true for all elements of the group
G, we obtain a contradiction with Lemma 3.15.

Proposition 3.17. Let A be a vector space over the field F and let G be a
quasi-irreducible subgroup of GL(F,A). Suppose that H is a normal subgroup
of finite index in G and let {g1, . . . , gt} be a transversal to H in G. Then A
contains an H-invariant subspace B satisfying the following properties:

(i) H is a quasi-irreducible subgroup of GL(F,B);

(ii) A = g1B + · · ·+ gtB;

(iii) H is isomorphic to a subgroup of

H/(g−1
1 CH(B)g1)× · · · ×H/(g−1

t CH(B)gt).

Proof. Let M denote the family of all infinite dimensional H-invariant sub-
spaces of A. If U is a proper G-invariant subspace of A, then U has finite
dimension over F . Furthermore, it then follows that A satisfies the minimal
condition on G-invariant subspaces. Since the subgroup H has finite index in
G, the space A also satisfies the minimal condition on H-invariant subspaces
by a result of J. S. Wilson (see [116, Theorem 5.2], for example). Therefore
the family M has a minimal element B. By the choice of B, every proper
H-invariant subspace of B has finite dimension over F . Since G is a quasi-
irreducible subgroup of GL(F,A), the space A has an ascending series of
proper G-invariant subspaces

C1 ≤ C2 ≤ · · · ≤ Cn ≤ . . .

such that
A =

⋃
n∈N

Cn.

Furthermore, each subspace Cn has finite dimension over F . It follows that

B =
⋃
n∈N

(B ∩ Cn).

The space B has infinite dimension and hence B 6= B ∩ Cn for all nat-
ural numbers n. Furthermore the subspaces B ∩ Cn are H-invariant and
again the choice of B shows that every proper H-invariant subspace of B
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is finite dimensional. It follows that H is a quasi-irreducible subgroup of
GL(F,B).

The mapping A 7−→ giA for a ∈ A is an F -isomorphism and clearly H-
invariant subspaces are mapped to H-invariant subspaces. Thus H is a quasi-
irreducible subgroup of GL(F, giB) for 1 ≤ i ≤ t. Since g1B + · · ·+ gtB is an
infinite dimensional G-invariant subspace of A we deduce that

A = g1B + · · ·+ gtB.

From the equality CH(giB) = g−1
i CH(B)gi we also see that⋂

1≤i≤t

g−1
i CH(B)gi = CH(A) = 1,

so Remak’s theorem gives an embedding of H into

H/(g−1
1 CH(B)g1)× · · · ×H/(g−1

t CH(B)gt).

This completes the proof.

Lemma 3.18. Let A be a vector space over the field F and let G be an abelian
quasi-irreducible subgroup of GL(F,A). If g is an arbitrary element of G, then
the D(g)-module A is periodic.

Proof. By the definition of quasi-irreducible group the vector space A has a
family {An|n ∈ N} of G-invariant subspaces such that A =

⋃
n∈NAn where

each subspace An has finite dimension over F . If a is an arbitrary element of
A, then there exists a natural number k such that a ∈ Ak. Since the subspace
Ak is G-invariant, (F 〈g〉)a = D(g)a ≤ Ak. By definition D(g) is the group
ring of an infinite cyclic group to that it has infinite dimension over F . Then
the isomorphism

D(g)a ∼=D(g) D(g)/AnnD(g)(a)

together with the fact that dimF (Ak) is finite imply that AnnD(g)(a) is non-
zero. Consequently A is periodic as a D(g)-module, as required.

We now require some further notation and terminology.
Let R be an integral domain and let A be an R-module. We say that A is

R-divisible if xA = A for every non-zero element x ∈ R.
Let D be a Dedekind domain and let A be a simple D-module. Then

A ∼= D/P for some maximal ideal P . We note that D/P k and P/P k+1 are
isomorphic as D-modules, for all k ∈ N (see [119, Corollary 1.28], for example).
In particular, the D-module D/P k is embedded in the D-module D/P k+1 for
each k ∈ N. Hence we may consider the injective limit of the family of D-
modules {D/P k|k ∈ N} and we denote this injective limit by CP∞ .

The D-module CP∞ is called a Prüfer P -module (which is reminiscent to
the reader of the Prüfer p-group, Cp∞ , for the prime p).
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It follows from its construction that CP∞ is a P -module and moreover

ΩP,k(CP∞) ∼=D D/P k for all k ∈ N.

Furthermore,

ΩP,k+1(CP∞)/ΩP,k(CP∞) ∼= (D/P k+1)/(P/P k+1) ∼= D/P.

In particular, ΩP,1(CP∞) ∼= D/P is simple. Also, if C is a properD-submodule
of CP∞ , then there exists a natural number k such that C = ΩP,k(CP∞).
Similarly, if b /∈ ΩP,k−1(CP∞), then C = bD.

We note that if A is an FG-module, then the intersection monFG(A) of all
non-zero FG-submodules of A is called the FG-monolith of A. If the module A
has a non-zero FG-monolith, then we say that A is an FG-monolithic module.

We also observe that a Prüfer P -module is monolithic and its monolith
coincides with ΩP,1(CP∞).

Lemma 3.19. Let A be a vector space over the field F and let G be an abelian
quasi-irreducible subgroup of GL(F,A). Then the group G contains an element
g such that

A = C1 ⊕ · · · ⊕ Cn
where Cj is a Prüfer P -module for some maximal ideal P of the ring D(g),
for 1 ≤ j ≤ n.

Proof. By Lemma 3.15 the group G contains an element g such that
AnnD(g)(A) = 0. Lemma 3.12 implies that in this case the D(g)-module
A is D(g)-divisible. Using Lemma 3.18 we see that A is D(g)-periodic so
that A =

⊕
P∈π AP , where AP is the non-zero P -component of A and

π = AssD(g)(A) by Proposition 3.11. Since G is abelian each P -component
AP is a G-invariant subspace of A. Then Lemma 3.1 implies that A = AP
for some prime ideal P of the ring D(g) and since in a principal ideal domain
every prime ideal is a maximal ideal, it follows that P is a maximal ideal
of D(g). Thus P is generated by some irreducible polynomial fP (tg). Hence
dimFD(g)/P , which is the degree of fP (tg), is finite. Since AnnD(g)(A) = 0
it follows that ΩP,1(A) is a proper D(g)-submodule of A. Therefore the sub-
space ΩP,1(A) has finite F -dimension. On the other hand there is an index
set Λ such that

ΩP,1(A) = ⊕λ∈ΛUλ where Uλ ∼=D(g) D(g)/P

for each λ in the set Λ.
Hence the index set Λ must be finite so we may assume that Λ = {1, . . . , n}

for some natural number n. Finally (using [119, Theorem 5.26], for example)
we deduce that A =

⊕
1≤j≤n Cj where Cj is a Prüfer P -module for 1 ≤ j ≤

n.
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We can now obtain the first main theorem of this section which gives the
structure of locally radical quasi-irreducible subgroups G in the case when the
centralizer of the G-socle is trivial. Much of the hard work has already been
done.

Theorem 3.20. Let A be a vector space over the field F and let G be a locally
radical quasi-irreducible subgroup of GL(F,A). If CG(SocG(A)) = 1, then the
following assertions hold:

(i) G contains a normal abelian subgroup U of finite index;

(ii) the torsion subgroup Tor(U) of the subgroup U has finite special rank;

(iii) if char (F ) = p > 0, then Op(G) = 1;

(iv) the vector space A contains a U -invariant subspace B such that U is a
quasi-irreducible subgroup of GL(F,B);

(v) the subgroup U contains an element x of infinite order such that B is
P -periodic for some maximal ideal P of the ring F 〈x〉. Moreover,

B = C1 ⊕ · · · ⊕ Cn

where Cj is a Prüfer P -module, for 1 ≤ j ≤ n;

(vi) A = B
⊕
g1B

⊕
· · ·
⊕
gtB, where {1, g1, . . . , gt} is a transversal to U

in G.

Proof. Statement (i) follows from Proposition 3.10 and statements (ii), (iii)
follow from Corollary 3.7. Using Proposition 3.17 we see that the vector space
A contains a U -invariant subspace B such that U is a quasi-irreducible sub-
group of GL(F,B). By Lemma 3.15 U \CU (B) contains an element x such that
AnnF 〈x〉(B) = 0. Clearly the element x has infinite order. By Lemma 3.19

B = C1 ⊕ · · · ⊕ Cn

where Cj is a Prüfer P -module for some maximal ideal P of the ring D(x) for
1 ≤ j ≤ n. The statement (vi) follows from Proposition 3.17.

We now consider the case when CG(SocG(A)) is nontrivial.

Lemma 3.21. Let A be a vector space over the field F and let G be a hyper-
central quasi-irreducible subgroup of GL(F,A). If CG(SocG(A)) is nontrivial,
then CG(SocG(A)) ∩ ζ(G) contains an element x of infinite order such that
A is F 〈x〉-periodic and AssF 〈x〉(A) = {(x− 1)F 〈x〉}.

Proof. Let S1 = SocG(A) and Z = CG(S1) ∩ ζ(G). Since CG(S1) is a normal
nontrivial subgroup of the hypercentral group G it follows that Z 6= 1. Suppose
that Z contains an element z 6= 1 of finite order. Since S1 ≤ CA(z), CA(z) 6= 0
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and we obtain a contradiction with Corollary 3.4. This contradiction shows
that Z is a torsion-free subgroup. Let 1 6= x ∈ Z. The mapping φ : A −→ A
defined by φ(a) = (x − 1)a, for each a ∈ A, is an FG-endomorphism of A
such that ker(φ) = CA(x) and Im (φ) = (x − 1)A = [x,A]. Let S2/S1 =
SocG(A/S1). By Corollary 3.2 S2/S1 is a proper G-invariant subspace of
A/S1 so

S2/S1 = E1/S1 ⊕ · · · ⊕ Ek/S1

where Ej/S1 is a minimal G-invariant subspace of A/S1 for 1 ≤ j ≤ k.
Suppose that S1 does not contain φ(Ej) = [x,Ej ] for some j. Then

φ(Ej) ∼= Ej/(Ej ∩ ker(φ)).

Since Ej/S1 is a minimal G-invariant subspace of A/S1 it follows that either
Ej ∩ ker(φ) = S1 or Ej ∩ ker(φ) = Ej . But in the latter case we then have
[x,Ej ] = 0, contradicting our assumption. It follows that Ej ∩ ker(φ) = S1

and hence that φ(Ej) ∼= Ej/S1. In particular, φ(Ej) is a minimal G-invariant
subspace of A. However in this case we have φ(Ej) ≤ SocG(A) = S1. This
contradiction shows that [x,Ej ] ≤ S1 for all j such that 1 ≤ j ≤ k and it
follows that S1 contains [x, S2]. Furthermore let

S3/S2 = SocG(A/S2), . . . , Sn+1/Sn = SocG(A/Sn), . . . .

Using similar arguments to those used above we can see that Sn+1 6= Sn and
[x, Sn+1] ≤ Sn for each n ∈ N. Consequently

⋃
n∈N Sn is an infinite dimen-

sional G-invariant subspace of A which means that A =
⋃
n∈N Sn. This further

implies that A is periodic as an F 〈x〉-module. Moreover, the set AssF 〈x〉(A)
consists of only one maximal ideal, generated by the element (x− 1).

We now need some further notation and terminology.
If D is a Dedekind domain and A is a simple D-module, then A ∼= D/P

for some maximal ideal P and we let φk : D/P k+1 −→ D/P k denote the
canonical epimorphism. We can consider the projective limit of the family of
D-modules {D/P k|k ∈ N} and denote this projective limit by D(P∞).

The following useful result was proved by L. A. Kurdachenko and H.
Smith [120]. Again, it is rather reminiscent of what happens in the case of
the group Cp∞ .

Proposition 3.22. Let D be a Dedekind domain, let P be a maximal ideal of
D and let A be a Prüfer P -module over D. Then the ring of endomorphisms of
A is isomorphic to D(P∞). Furthermore, D(P∞) is a principal ideal domain
and the set of all non-zero ideals of D(P∞) is precisely the set {PnD(P∞)|n ∈
N}.

Proof. Choose an element y ∈ P \ P 2 and consider the mapping φ : A −→ A
defined by φ(a) = ya. Let An = ΩP,n(A) so that yAn+1 = An for each n ∈ N.
The submodule A1 is simple, so there is a non-zero element a1 such that
A1 = Da1 and AnnD(a1) = P . The equality yA2 = A1 shows that there is
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an element a2 such that a1 = ya2. Thus a2 /∈ A1 from which it follows that
Da2 = A2 and AnnD(a2) = P 2. Continuing in this way we can choose a set
of elements {an|n ∈ N} with the following properties:

A =
∑
n∈N

Dan,

An = Dan ≤ Dan+1 = An+1,

ya1 = 0, yan+1 = an,AnnD(an) = Pn

so that Dan = ΩP,n(A) ∼= D/Pn for all n ∈ N.
Let φ be an arbitrary endomorphism of the D-module A. Then Pnφ(an) =

0 and it follows that φ(an) ∈ Dan. Thus φ(an) = αnan for some element
αn ∈ D. If βn is a further element of D with the property that αnan = βnan
then

0 = (αn − βn)an so αn − βn ∈ AnnD(an) = Pn

and in particular αn + Pn = βn + Pn for each n ∈ N.
Now define a mapping

Θ : EndD(A) −→ Cr
n∈N

D/Pn

by Θ(φ) = (αn + Pn)n∈N. We have

αnan = φ(an) = φ(yan+1) = yφ(an+1) = y(αn+1an+1) = αn+1an.

It follows that (αn+1−αn)an = 0 so that αn+1−αn ∈ AnnD(an) = Pn which
gives αn + Pn = αn+1 + Pn. It follows that Θ(φ) ∈ D(P∞).

Let ψ be a further endomorphism of A and let Θ(ψ) = (βn + Pn)n∈N. It
is easy to see that

(φ+ ψ)(an) = (αn + βn)an and φψ(an) = (αnβn)an.

It follows that

Θ(φ+ ψ) = Θ(φ) + Θ(ψ) and Θ(φψ) = Θ(φ)Θ(ψ)

which shows that the mapping Θ is a ring homomorphism.
On the other hand, let (γn + Pn)n∈N ∈ D(P∞). We can define a mapping

χ : A −→ A by χ(an) = γnan for each n ∈ N. It is easy to check that χ is
an endomorphism of A and Θ(χ) = (γn + Pn)n∈N. It follows that Im (Θ) =
D(P∞) and it is easily seen that ker(Θ) = 0. We have therefore shown that

EndD(A) ∼= Im (Θ) = D(P∞).

Let (λn + Pn)n∈N be an invertible element of the ring D(P∞). Then there is
an element (µn + Pn)n∈N ∈ D(P∞) such that

(λn + Pn)n∈N(µn + Pn)n∈N = (1 + Pn)n∈N.
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Hence, λnµn+Pn = 1 +Pn for each n ∈ N and in particular this implies that
λ1 /∈ P .

Conversely, let (νn + Pn)n∈N be an element of D(P∞) such that ν1 /∈
P . Since P is a maximal ideal of D we have ν1D + P = D. We also have
νn + Pm = νm + Pm for each n ≥ m and in particular νn /∈ P for all n ∈ N.
Again we have νnD + P = D and it follows that νnD + Pn = D (see [119,
Lemma 1.18], for example). Hence there are elements τn ∈ D, ξn ∈ Pn such
that νnτn + ξn = 1 and we have

1 + Pn = νnτn + ξn + Pn = (νn + Pn)(τn + Pn).

Since the inverse element is unique we have τn + Pm = τm + Pm for each
n ≥ m, so (τn + Pn)n∈N ∈ D(P∞). Hence

U(D(P∞)) = {(νn + Pn)n∈N ∈ D(P∞)|ν1 /∈ P}.

Let (βn+Pn)n∈N be a non-zero element of D(P∞) and let the natural number
t be chosen such that β1, . . . , βt ∈ P but βt+1 /∈ P . Note that P tD(P∞) =
ytD(P∞). To see this let (σn + Pn)n∈N ∈ D(P∞) and let x ∈ P t. Then
P t = ytD + P t+m for all m ∈ N (see [119, Proposition 1.24], for example), so
we obtain

x = ytztm + wtm where ztm ∈ D,wtm ∈ P t+m.
Then

x((σn + Pn)n∈N) = (x(σn + Pn))n∈N = (xσn + Pn)n∈N

= ((ytztm + wtm)σn + Pn)n∈N

= (0, . . . 0, (ytztm + wtm)σt+1 + P t+1, . . . ,

(ytztm + wtm)σt+m + P t+m, . . . )

= (0, . . . , 0, ytztmσt+1 + P t+1, . . . ,

ytztmσt+m + P t+m, . . . ) ∈ ytD(P∞)

because wtm ∈ P t+m for m ∈ N.
From the equality P tD(P∞) = ytD(P∞) we see that

(βn + Pn)n∈N = yt((γn + Pn)n∈N)

where (γn + Pn)n∈N is an invertible element of D(P∞). We remark that the
D-module D(P∞) is torsion-free (see [157, Proposition 14], for example) so
the representation of

(βn + Pn)n∈N = yt((γn + Pn)n∈N),

where (γn + Pn)n∈N is an invertible element of D(P∞), is unique.
If (δn + Pn)n∈N is a further non-zero element of D(P∞), then again for

some natural number m we have

(δn + Pn)n∈N = ym((ηn + Pn)n∈N),
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where (ηn + Pn)n∈N is an invertible element of D(P∞). Thus

(βn + Pn)n∈N(δn + Pn)n∈N = yt+m((γn + Pn)n∈N)(ηn + Pn)n∈N

6= 0.

Hence D(P∞) is an integral domain.
Let U be a non-zero ideal in the ring D(P∞) and let

0 6= (βn + Pn)n∈N ∈ U, where (βn + Pn)n∈N = yt((γn + Pn)n∈N),

and (γn + Pn)n∈N is an invertible element of D(P∞). It follows that
ytD(P∞) ≤ U . However ytD(P∞) = P tD(P∞) is the projective limit of
the family {D/P t+m|m ∈ N} and D(P∞)/P tD(P∞) ∼= D/P t. The set of all
ideals of D/P t is {D/P t, P/P t, P t−1/P t, 0} (this follows from [119, Corollary
1.28] for example). Hence U/P tD(P∞) is isomorphic to P t−k/P t for some
natural number k. In other words, U = P t−kD(P∞) = yt−kD(P∞). This
means that D(P∞) is a principal ideal domain and the set of all non-zero
ideals of D(P∞) is precisely {PnD(P∞)|n ∈ N}.

For hypercentral quasi-irreducible subgroups of GL(F,A) in which
CG(SocG(A)) 6= 1 we obtain a result with some features similar to those
occurring in Theorem 3.20.

Theorem 3.23. Let A be a vector space over the field F and let G be a hyper-
central quasi-irreducible subgroup of GL(F,A). If CG(SocG(A)) is nontrivial,
the following assertions hold:

(i) G is abelian-by-finite;

(ii) the torsion subgroup Tor(G) has finite special rank;

(iii) if char (F ) = p is a prime, then Tor(G) is a p′-group;

(iv) Tor(G) ∩ ζ(G) is locally cyclic;

(v) CG(SocG(A)) ∩ ζ(G) contains an element x of infinite order such that
A is F 〈x〉-periodic and AssF 〈x〉(A) = {P} where P is the ideal of F 〈x〉
generated by x− 1;

(vi) A = C1

⊕
· · ·
⊕
Cn where Cj is a Prüfer P -module for 1 ≤ j ≤ n.

Proof. Lemma 3.21 shows that CG(SocG(A)) ∩ ζ(G) contains an element x
of infinite order such that A is F 〈x〉-periodic and AssF 〈x〉(A) = {P} where
P is the ideal of F 〈x〉 generated by the element x− 1. Using Lemma 3.12 we
deduce that A is F 〈x〉-divisible. The equality ΩP,1(A) = CA(x) shows that
ΩP,1(A) is a proper submodule of A. Since x ∈ ζ(G) the subspace ΩP,1(A) is
G-invariant and therefore has finite F -dimension. On the other hand there is
an index set Λ such that

ΩP,1(A) = ⊕λ∈ΛUλ where Uλ ∼=F 〈x〉 F 〈x〉/P for λ ∈ Λ.
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Hence the index set Λ must be finite so we may assume that Λ = {1, . . . , n}
for some natural number n. Hence (using [119, Theorem 5.26], for example)
we deduce that A =

⊕
1≤j≤n Cj where Cj is a Prüfer P -module for 1 ≤ j ≤ n.

Let R = D(P∞), let K be the field of fractions of R and let R0 be the
R-module K/R. Set A∗ = HomR(A,R0). Then A∗ is a free R-module and
the R-rank of A∗ is precisely n by a result of B. Hartley [78, Lemma 1.2].
By [78, Lemma 2.1] B = A∗ ⊗R K is a simple KG-module. By Zassenhaus’s
theorem (see [202, Theorem 3.7], for example) G is soluble and Maltsev’s
theorem (see [202, Lemma 3.5], for example) implies that G is abelian-by-
finite. Furthermore, Corollary 2.3 shows that G satisfies (iv).

Statement (i) now follows from Proposition 3.10 and statements (ii), (iii)
follow from Corollary 3.7. This completes the proof.

We note that indeed Theorem 3.23 can be extended to the case when G is
an FC-hypercentral group.

Let us now return to the situation that we began this section with. Earlier
we were interested in groups that were close to being irreducible in some
sense. The situation we have just been considering was concerned with quasi-
irreducible groups, those subgroups G of GL(F,A) with the property:

• Every proper G-invariant subspace of A has finite dimension and A is
an ascending union of certain proper G-invariant subspaces.

We now consider the second of the situations that arose earlier, namely
we suppose that A contains a proper finite dimensional G-invariant subspace
B such that the factor A/B is G-chief.

Lemma 3.24. Let A be a vector space over the field F and let G be an
abelian subgroup of GL(F,A). Suppose that A contains a minimal G-invariant
subspace B such that the factor A/B is G-chief. If the subspace B has finite
F -dimension and A/B has infinite dimension, then A contains a G-invariant
subspace C such that A = B ⊕ C.

Proof. Suppose first that A contains a non-zero G-invariant subspace C such
that C ∩ B = 0. In this case (C + B)/B is a non-zero G-invariant subspace
of A/B. Since A/B is G-chief it follows that A/B = (C + B)/B and hence
A = B + C = B ⊕ C.

We therefore suppose that every non-zero G-invariant subspace of A con-
tains B. In this case B is the FG-monolith of A. We again consider for each
element x ∈ G the group algebra D(x) = F 〈tx〉 of an infinite cyclic group 〈tx〉
over the field F . We define an action of the element tx on A by txa = xa for
all a ∈ A. This action can be extended naturally to an action of the ring D(x)
on A.

Choose a non-zero element b of B. Since the subspace B is G-invariant,
(F 〈tx〉)b ≤ B. We note that the group ring F 〈tx〉 has infinite F -dimension.
Then the isomorphism (F 〈tx〉)b ∼= (F 〈tx〉)/AnnF 〈tx〉(b) together with the
fact that dimF (B) is finite imply that b has a non-zero annihilator in the ring
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F 〈tx〉. This means that the D(x)-periodic part of A is non-zero also. Indeed
setting TorD(x)(A) = T we have B ≤ T . Also AnnD(x)(b) = AnnD(x)(B) =
P is a maximal ideal of the ring D(x). Since G is an abelian group, the
subspace T is G-invariant and since the factor A/B is G-chief, it follows that
either T = B or T = A.

Suppose first that T = B. Then there is a D(x)-submodule U of A such
that A = T⊕U . This submodule U is D(x)-torsion-free so that PU is non-zero.
We have PA = PU ≤ U from which it follows that PA ∩ B = PA ∩ T = 0.
Clearly PA is G-invariant and also PA = PU so PA 6= 0. We therefore obtain
a contradiction which shows that T = A so the vector space A is periodic as
a D(x)-module.

In this case A =
⊕

Q∈π AQ where AQ is the non-zero Q-component of
A and π = AssD(x)(A) by Proposition 3.11. Since G is abelian each Q-
component AQ is a G-invariant subspace of A. Since A is FG-monolithic
and B ≤ AP we have A = AP .

Suppose that ΩP,1(A) 6= A. Then it must be the case that ΩP,1(A) = B
since ΩP,1(A) is G-invariant. Since ΩP,2(A) is G-invariant it then follows that
ΩP,2(A) = A. We know that D(x) is a principal ideal domain so it contains
an element y such that P = yD(x) and the equality ΩP,2(A) = A shows that
y2a = 0 for each element a ∈ A. Therefore ya ∈ ΩP,1(A) for each a ∈ A.
Let ρ : A −→ A be the mapping defined by ρ(a) = ya for a ∈ A. Since G is
abelian, ρ is an FG-endomorphism of A and as we saw above ΩP,1(A) contains
yA = Im (ρ). Clearly ker(ρ) = ΩP,1(A) so that

yA = Im (ρ) ∼= A/ker(ρ) = A/ΩP,1(A).

The inclusion yA ≤ ΩP,1(A) = B implies that A/ΩP,1(A) has finite F -
dimension. On the other hand, A/ΩP,1(A) = A/B has infinite dimension
by hypothesis, a contradiction which proves that in fact ΩP,1(A) = A. It
therefore follows that AnnD(x)(A) = P is a maximal ideal of D(x) and this
is true for every element x ∈ G.

Let d ∈ A \ B and let D = (FG)d be the G-invariant subspace generated
by the element d. Since A is FG-monolithic, B ≤ D and it follows that there
is an element u ∈ FG such that 0 6= ud ∈ B. Let

u = α1x1 + . . . αmxm

for certain elements α1, . . . , αm ∈ F, x1, . . . , xm ∈ G. From what we proved
above AnnD(x1)(A) is a maximal ideal of the ring D(x1). Let F1 be the
field D(x1)/AnnD(x1)(A), so we can consider A as an F1G-module. This
module is again F1G-monolithic and B is its F1G-monolith. By the argu-
ments used above A is annihilated by some maximal ideal of the group
ring F1〈x2〉 and it follows that AnnF 〈x1,x2〉(A) is a maximal ideal of the
ring F 〈x1, x2〉. Using these arguments we see that after finitely many steps
AnnF 〈x1,...,xm〉(A) is a maximal ideal of the ring F 〈x1, . . . , xm〉. By Corol-
lary 3.14 the cyclic F 〈x1, . . . , xm〉-submodule generated by the element d
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is simple. As B is G-invariant it is an F 〈x1, . . . , xm〉-submodule and hence
(F 〈x1, . . . , xm〉)d ∩B = 0 since d /∈ B. On the other hand

0 6= ud ∈ (F 〈x1, . . . , xm〉)d ≤ B

and we obtain a contradiction which proves the lemma.

We now extend this result to the case when G is abelian-by-finite.

Corollary 3.25. Let A be a vector space over the field F and let G be an
abelian-by-finite subgroup of GL(F,A). Suppose that A contains a minimal
G-invariant subspace B such that the factor A/B is G-chief. If the subspace
B has finite F -dimension and A/B has infinite dimension, then A contains a
G-invariant subspace C such that A = B ⊕ C.

Proof. Let H be a normal abelian subgroup of G of finite index. Then both
B and A/B contain minimal H-invariant subspaces, denoted by C and D/B
respectively such that B =

⊕
1≤j≤n xjC and A/B =

⊕
1≤m≤k ymD/B (see

[116, Theorem 5.5], for example). We note that C has finite F -dimension and
that D/B has infinite F -dimension. It follows that the vector space A has a
finite series

0 = B0 ≤ C = B1 ≤ B2 ≤ · · · ≤ Bn = B ≤ D = Bn+1

≤ · · · ≤ Bn+k = A

of H-invariant subspaces whose factors are H-chief, the factors Bj/Bj−1 have
finite dimension for 1 ≤ j ≤ n and the factors Bm/Bm−1 have infinite dimen-
sion for n+1 ≤ m ≤ n+k. Let E = Bn−1 and consider the quotient space A/E.
Its H-invariant subspace Bn+1/E satisfies the conditions of Lemma 3.24 and it
follows from this result that Bn+1/E contains an H-invariant subspace E1/E
such that Bn+1/E = Bn/E

⊕
E1/E. In particular, the factor Bn+1/E1 is H-

chief and has finite dimension. Next we consider the factor Bn+2/E1. Again
using Lemma 3.24 we see that Bn+2/E1 contains an H-invariant subspace
E2/E1 such that Bn+2/E1 = Bn+1/E1

⊕
E2/E1. In particular the factor

Bn+2/E2 is H-chief and has finite F -dimension. Repeating these arguments
we see that after finitely many steps we obtain a proper H-invariant subspace
Ek such that A/Ek has finite dimension. Let {g1, . . . , gt} be a transversal to
H in G. The F -isomorphism A/Ek ∼= A/gjEk holds for each j with 1 ≤ j ≤ t
and hence A/gjEk is finite dimensional. Hence L =

⋂
1≤j≤t gjEk has finite

codimension in A and it is clearly G-invariant. Since Ek is a proper subspace
and since L ≤ Ek, it follows that L is also a proper subspace. Since B is a
minimal G-invariant subspace of A it follows that B ∩ L = 0 or B ≤ L. If
the latter, then L/B is a proper G-invariant subspace of A/B, a contradiction
since A/B is G-chief. Hence B ∩L = 0. However (B+L)/B must be A/B, so
A = B + L = B ⊕ L. This proves the result.

We next obtain the case when G is hypercentral from these results.
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Proposition 3.26. Let A be a vector space over the field F and let G be
a hypercentral subgroup of GL(F,A). Suppose that A contains a minimal G-
invariant subspace B such that the factor A/B is G-chief. If the subspace B
has finite F -dimension and A/B has infinite dimension, then A contains a
G-invariant subspace C such that A = B ⊕ C.

Proof. Let H = CG(B) and suppose that the normal subgroup H is nontrivial.
Since G is hypercentral it follows H ∩ ζ(G) 6= 1 and we choose an element
1 6= z ∈ H ∩ ζ(G). Then B ≤ CA(z). Since z ∈ ζ(G), the subspace CA(z) is
G-invariant and it follows that B = CA(z) since A/B is G-chief. Consider the
mapping φ : A −→ A defined by φ(a) = (z − 1)a = [z, a] for all a ∈ A. The
fact that z ∈ ζ(G) implies that φ is an FG-endomorphism of A. It follows
that Im (φ) = [z,A] and ker(φ) = CA(z) are G-invariant. Since CA(z) = B
we have, by the first isomorphism theorem,

[z,A] = Im (φ) ∼= A/ker(φ) = A/B.

It follows that [z,A] is a G-invariant subspace of A of infinite dimension.
Furthermore, as φ is an FG-endomorphism of A, C = [z,A] is a minimal
G-invariant subspace. Hence B ∩ C = 0 so A = B

⊕
C.

Assume now that CG(B) is trivial. In this case we may consider G as a
subgroup of GLn(F ) where n = dimF (B). Then G is soluble by Zassenhaus’s
theorem (see [202, Theorem 3.7] , for example) and Maltsev’s theorem (see
[202, Lemma 3.5], for example) then implies that G is abelian-by-finite. The
result now follows upon applying Corollary 3.25.

Theorem 3.27. Let A be a vector space over the field F and let G be a hy-
percentral subgroup of GL(F,A). Suppose that A contains a finite dimensional
G-invariant subspace B such that the factor A/B is G-chief. Then A contains
a G-invariant subspace C such that A = B ⊕ C.

Proof. Since B has finite F -dimension it has a finite series

0 = B0 ≤ B1 ≤ · · · ≤ Bn = B

whose factors are G-chief. We use induction on n, the case n = 1 being covered
by Proposition 3.26.

Suppose that n > 1 and that the result is true for the quotient space
A/B1. Then A/B1 contains a G-invariant subspace D/B1 such that A/B1 =
B/B1 ⊕ D/B1. Since the factor D/B1 is G-chief and B1 is a minimal G-
invariant subspace, Proposition 3.26 implies that D contains a G-invariant
subspace C such that D = B1 ⊕ C. Then we have

A = B +D = B +B1 + C = B + C

and B ∩ C = 0 since D ∩B = B1. Hence A = B ⊕ C.
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Corollary 3.28. Let A be a vector space over the field F and let G be a hyper-
central subgroup of GL(F,A). Suppose that every proper G-invariant subspace
has finite F -dimension. Then either G is an irreducible or a quasi-irreducible
subgroup of GL(F,A).

Proof. Suppose that G is neither irreducible nor quasi-irreducible. As we have
seen earlier A then contains a non-zero G-invariant subspace B which is finite
dimensional over F and such that A/B is G-chief. However Theorem 3.27
shows that then the vector space A contains a G-invariant subspace C such
that A = B ⊕ C. Thus C is a proper G-invariant subspace of A which has
infinite dimension, contradicting our hypotheses. This contradiction proves
the result.

To conclude this section we note that Theorem 3.27 is no longer true when
we step outside the realm of hypercentral groups even in the case when G is
soluble. The corresponding counterexample was given by D. I. Zaitsev in the
paper [222] and we now give his construction.

Let P be an elementary abelian p-group for some prime p and suppose that
P is finite or countably infinite. We may think of P as a vector space over
the field Fp with p elements. If P is finite, we can choose an irreducible cyclic
p′-subgroup H in the linear group GL(Fp, P ); if P is countably infinite, then
we can choose an irreducible quasicyclic p′-subgroup H in the linear group
GL(Fp, P ) (see Chapter 2). We let G = P o H be the natural semidirect
product of these two groups.

Suppose that there is a non-zero bilinear form

Φ : P × P −→ Fp

satisfying the condition

Φ(xh, yh) = Φ(x, y) for all elements x, y ∈ P and h ∈ H. (3.2)

This allows us to prove the following technical result where we use the notation
established above.

Proposition 3.29. There is a vector space A over the prime field Fp satisfying
the following conditions:

(i) G is a subgroup of GL(Fp, A);

(ii) A contains a finite G-invariant subspace K such that the factor A/K is
G-chief;

(iii) there is no G-invariant subspace B such that A = K
⊕
B.

Proof. Let P ′ be an elementary abelian p-group isomorphic to P . We denote
the image of an element a of P under this isomorphism by a′. Further, we let
P0 denote the additive group of the field Fp.
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Let A = P0

⊕
P ′ and define an action of the group G on A as follows. If

a ∈ A and g ∈ G, then write

a = x0 + x′ where x0 ∈ P0, x
′ ∈ P ′,

g = hy where y ∈ P, h ∈ H.

Then put
ga = x0 + Φ(x, y) + (hxh−1)′,

where Φ is a bilinear form satisfying (3.2). The action of the element g on A is
linear. Indeed, let c = z0 +z′ be a further element of A where z0 ∈ P0, z

′ ∈ P ′.
Then

a+ c = (x0 + z0) + x′ + z′ = x0 + z0 + (x+ z)′

and we obtain

g(a+ c) = (x0 + z0) + Φ(x+ z, y) + (h(x+ z)h−1)′

= x0 + Φ(x, y) + (hxh−1)′ + z0 + Φ(z, y) + (hyh−1)′

= ga+ gc

Furthermore, let g1, g2 be arbitrary elements of the group G, so that g1 =
h1y1, g2 = h2y2, for some elements y1, y2 ∈ P, h1, h2 ∈ H. We have

g1g2 = h1y1h2y2 = (h1h2)(h−1
2 y1h2y2)

so that

(g1g2)a = x0 + Φ(x, (h−1
2 y1h2y2)) + (h1h2x(h1h2)−1)′.

Since the bilinear form Φ is linear in the second argument and taking into
account the property (3.2) we have

Φ(x, h−1
2 y1h2y2) = Φ(x, h−1

2 y1h2) + Φ(x, y2) = Φ(h2xh
−1
2 , y1) + Φ(x, y2).

Thus

(g1g2)a = x0 + Φ(h2xh
−1
2 , y1) + Φ(x, y2) + (h1h2x(h1h2)−1)′. (3.3)

On the other hand

g1(g2a) = g1(x0 + Φ(x, y2) + (h2xh
−1
2 )′) (3.4)

= x0 + Φ(x, y2) + Φ(h2xh
−1
2 , y1) + (h1h2xh

−1
2 h−1

1 )′

= x0 + Φ(x, y2) + Φ(h2xh
−1
2 , y1) + (h1h2x(h1h2)−1)′,

which shows that (g1g2)a = g1(g2a) upon comparing (3.3) and (3.4). Hence
G is a subgroup of GL(Fp, P ).

Clearly K = P0 is a finite G-invariant subspace of A. Indeed, ga = a for
each element a ∈ K and g ∈ G. Now consider the quotient space A/K. For
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each element a = x0 + x′ ∈ A, where x0 ∈ P0, x
′ ∈ P ′ and g = hy ∈ G, where

y ∈ P, h ∈ H, we have

g(a+K) = ga+K = (x0 + Φ(x, y) + (hxh−1)′) +K = (hxh−1)′ +K.

Hence it follows that P = CG(A/K) and the action of G on A/K is equivalent
to the action of H on P . This implies that the factor A/K is G-chief.

Suppose that A contains a G-invariant subspace B such that A = K ⊕B.
Since K is G-central we have [G,A] ≤ B. Since Φ is a non-zero form P contains
elements x1, y1 such that Φ(x1, y1) 6= 0. Then

[y1, x
′
1] = (y1 − 1)x′1 = y1x

′
1 − x′1 = Φ(x1, y1) + x′1 − x′1 = Φ(x1, y1).

Since K has order p, it follows that K ≤ [G,A], so K ≤ B, a contradiction
which proves the result.

We turn now to a concrete construction of the groupG and the vector space
A. The general construction of irreducible abelian subgroups of GL(F,A) was
given in Chapter 2. However specific details will be important for constructing
the corresponding bilinear form, so we shall give all the steps here.

Let F be the algebraic closure of the prime field F2. In the polynomial ring
F2[X] consider the polynomial X2 + X + 1 which is irreducible over F2 and
let h1 be a root of this polynomial in the field F . Then h3

1 = 1. Let P1 be an
extension of the field F2 obtained by adjoining the element h1. Since h1 ∈ F
we have P1 = F2[h1].

In the polynomial ring P1[X] consider the polynomial X3 +h1. This poly-
nomial is irreducible over the field P1 (see [134, Chapter VIII, Theorem 16],
for example). Let P2 be an extension of the field P1 obtained by adjoining
a root h2 of the polynomial X3 + h1 to P1. We note that the order of the
element h2 in the multiplicative group of the field F is 32.

In the polynomial ring P2[X] we consider the polynomial X3 + h2 and let
h3 denote a root of this polynomial in the field F . We note that h3 /∈ P2. This
follows from the fact that X9 + h1 is irreducible over the field P1 (see [134,
Chapter VIII, Theorem 16], for example). Let P3 = P2[h2].

Continuing in this way and using induction, we construct an ascending
sequence

P1 ≤ P2 ≤ · · · ≤ Pn ≤

of finite fields such that Pn+1 is an extension of the field Pn obtained by
adjoining a root hn+1 of the polynomial X3 + hn.

Let P =
⋃
n∈N Pn. Then P is an infinite locally finite field and the subset

{hn|n ∈ N} of P generates a quasicyclic 3-subgroup H in the multiplicative
group of the field P . The additive group of the field P is an infinite elementary
abelian 2-group. Thus we may consider P as a vector space over the field F2

and H as a subgroup of GL(F2, P ). As we saw in Chapter 2, H is an irreducible
subgroup of GL(F2, P ). Now we can construct the natural semidirect product
G of the additive group of the field P and the multiplicative subgroup H of
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P . We note that P is a minimal normal abelian subgroup of G and that the
group G is metabelian.

Now we must define the bilinear form Φ : P×P −→ F2. We can think of the
field Pn as a vector space over F2 and the subset Sn = {hkn|0 ≤ k < 2 · 3n−1}
is a basis of this vector space. We have a natural ascending sequence

S1 ⊆ S2 ⊆ · · · ⊆ Sn ⊆ Sn+1 ⊆ . . .

and the union S =
⋃
n∈N Sn of this sequence is a basis of the vector space P .

As usual, it will suffice to determine the form values on the elements in this
basis S and then extend the action with the help of the bilinearity property
to all other pairs.

Put

Φ(u, v) =

{
1 if v = u or v = uh1

0 in all other cases.

We show that for the form Φ defined in this way the condition

Φ(xh, yh) = Φ(x, y) for all elements x, y ∈ P and h ∈ H (3.5)

holds.
Note that the action of the subgroup H on P which in their semidirect

product is recorded as conjugation, is, in the field P , the multiplication of the
elements from H by the elements of P , so the condition shown in (3.5) looks
a little different from that given in (3.2). To prove the condition given in (3.5)
it suffices to establish that

Φ(uh, vh) = Φ(u, v) for all elements u, v ∈ S and h ∈ H. (3.6)

In turn, the equality(3.6) follows once we have established the following:

Φ(hk+1
n , ht+1

n ) = Φ(hkn, h
t
n) for n ≥ t, 0 ≤ k, t < 2 · 3n−1.

This is not difficult to check using the definition given above for the form
Φ. We illustrate how such a check is carried out in the case when k + 1 <
2 · 3n−1, t + 1 = 2 · 3n−1 and leave the remaining cases for the reader. We
know that hn is a root of the polynomial X2m + Xm + 1, where m = 3n−1.
Therefore ht+1

n = hmn + 1. It follows that

Φ(hk+1
n , ht+1

n ) = Φ(hk+1
n , hmn + 1) = Φ(hk+1

n , hmn ) + Φ(hk+1
n , 1).

Since hk+1
n 6= 1, the definition of the form Φ shows that Φ(hk+1

n , 1) = 0.
Furthermore, the definition of Φ shows also that the equality

Φ(hk+1
n , hmn ) = 1

is possible only in the case when k+1 = m = 3n−1, that is if k = 3n−1−1. On
the other hand, since in our case k < t, we have hkn 6= htn and the definition of
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the form Φ then yields that Φ(hkn, h
t
n) = 1 holds only when htn = hknh1. Since

h1 = hmn and t = 2 · 3n−1− 1, this implies that k = 3n−1− 1. This proves that
Φ(hk+1

n , ht+1
n ) = Φ(hkn, h

t
n) for k + 1 < 2 · 3n−1, t+ 1 = 2 · 3n−1.

To complete the construction, it now remains to use Proposition 3.29.

Almost Irreducible Linear Groups

We turn now to a very natural dual situation to the ones just discussed. As
usual we let F be a field, let A be a vector space over F and let G be a subgroup
of GL(F,A). When the group G is irreducible every non-zero G-invariant
subspace of A coincides with A; in particular every G-invariant subspace has
finite codimension. This therefore provides a very natural dual object to study.
Consequently we now discuss infinite dimensional linear groups G acting on
a vector space A so that

• every non-zero G-invariant subspace of A has finite codimension.

A group with this property can be considered as yet a further generalization
of an irreducible linear group. In this situation of course if we take a finite
intersection of G-invariant subspaces A1, A2, . . . , An then each of these has
finite codimension in A and hence

⋂
1≤i≤nAi also has finite codimension in

A. When we discuss infinite such intersections there are two cases that will
arise:

(i) every non-zero G-invariant subspace of A has finite codimension and the
intersection of all the non-zero G-invariant subspaces is zero;

(ii) A contains a minimal non-zero G-invariant subspace B of finite codi-
mension.

In the second case B will be the intersection of the G-invariant subspaces
of A and in this case A is FG-monolithic. In the first case A will not be an
FG-monolithic space.

If a linear group G satisfies condition (i) above then the linear group G
will be called almost irreducible.

Almost irreducible infinite dimensional linear groups were studied in the
paper [126] of L. A. Kurdachenko and I. Ya. Subbotin (see also the survey
paper [102]). In the paper [121] of L. A. Kurdachenko and I. Ya. Subbotin these
results were generalized to the case of modules over a group ring RG where
R is a Dedekind domain. Here we obtain the structure of almost irreducible
linear groups found in [126]. The reader should compare the results here with
those obtained in the last section.

Proposition 3.30. Let A be a vector space over the field F and let G be
an almost irreducible subgroup of GL(F,A). Let H be a normal subgroup of
finite index in G and let X be a transversal to H in G. Then A contains
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an H-invariant subspace B of infinite codimension such that the following
conditions hold:

(i) H is an almost irreducible subgroup of GL(F,A/xB) for all elements x
of X;

(ii)
⋂
x∈X xB = 0 and

⋂
x∈X x

−1CH(A/B)x = 1;

(iii) H is isomorphic to a subgroup of Dr
x∈X

(H/x−1CH(A/B)x).

Proof. Let

M = {U |U is an H − invariant subspace of A such that

A/U has infinite dimension over F}.

Since A has infinite dimension over F , 0 ∈ M so that the family M is
non-empty. If W is a non-zero G-invariant subspace of A, then the quotient
space A/W has finite dimension over F . It follows that every ascending series
of G-invariant subspaces beginning with W cannot be infinite and hence A
satisfies the maximal condition on G-invariant subspaces. The fact that the
normal subgroup H has finite index in G implies that A satisfies the maximal
condition for H-invariant subspaces (see [116, Theorem 5.3], for example).
When we order the set M by inclusion we see that M, has a maximal element
B and the choice of B implies that every H-invariant subspace of A containing
B but distinct from B has finite codimension in A. In other words, every non-
zero H-invariant subspace of A/B has finite codimension in A/B. For each
fixed x ∈ X the mapping a 7−→ xa for a ∈ A is an F -isomorphism, so every
non-zero H-invariant subspace of A/xB has finite codimension in A/xB. This
is true for each element x ∈ X.

Clearly the intersection
⋂
x∈X xB is a G-invariant subspace of B and since

B has infinite codimension this intersection also has infinite codimension. It
follows that

⋂
x∈X xB must be the zero subspace.

Suppose that the factor space A/B is FH-monolithic and let M/B denote
the FH-monolith of A/B. Then M/B has finite codimension in A/B. The
F -isomorphism

A/M ∼= xA/xM = A/xM

shows that the H-invariant subspace xM has finite codimension in A for each
element x ∈ X. Since the subset X is finite it follows that the intersection
M0 =

⋂
x∈X xM has finite codimension in A. In particular M0 6= 0. Of course

M0 is a G-invariant subspace. The equality
⋂
x∈X xB = 0 implies that⋂

x∈X
(xB ∩M0) = 0.

There is an FH-isomorphism

M0/(M0 ∩ xB) ∼=FH (M0 + xB)/xB.
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Since H is a normal subgroup of G, it is easy to prove that xM/xB is the FH-
monolith of A/xB. In particular xM/xB is the smallest H-invariant subspace
of A/xB. Since we clearly have (M0+xB)/xB ≤ xM/xB it follows that either

(M0 + xB)/xB = xM/xB or (M0 + xB)/xB = 0.

In the former case the factor (M0 + xB)/xB is H-chief. The equality⋂
x∈X(xB ∩M0) = 0 together with Remak’s theorem gives the embedding

M0 −→ ⊕x∈XM0/(M0 ∩ xB),

which shows that the FH-module M0 is isomorphic to some FH-submodule
of a semisimple FH-module. Then M0 is itself a semisimple FH-module (see
[116, Corollary 5.6], for example) so that

M0 = V1 ⊕ · · · ⊕ Vk

for certain minimal H-invariant subspaces Vj of M0 (for 1 ≤ j ≤ k). If we
suppose that Vj has finite dimension over F , then dimF (xVj) is also finite for
each x ∈ X. Since the subset X is finite the non-zero G-invariant subspace∑
x∈X xVj also has finite dimension over F which is contrary to our hypothe-

ses. This contradiction shows that Vj is infinite dimensional over F . If D is a
non-zero G-invariant subspace of A, then D has finite codimension. It follows
that the intersection D∩Vj has finite codimension in Vj and hence D∩Vj 6= 0.
It is clear that the subspace D ∩ Vj is H-invariant. Since Vj is H-chief, we
deduce that D ∩ Vj = Vj and hence Vj ≤ D. This is true for each Vj so we
obtain the inclusion M0 ≤ D. This is true for every non-zero G-invariant sub-
space. Since the interersection of the non-zero G-invariant subspaces is zero
we deduce that M0 = 0 and we obtain a contradiction. This contradiction
shows that A/B is not FH-monolithic and it follows that H is an almost
irreducible subgroup of GL(F,A/B). For each x ∈ X the mapping a 7−→ xa
for a ∈ A is an F -isomorphism and hence H is an almost irreducible subgroup
of GL(F,A/xB) for all x ∈ X also.

Finally CH(A/xB) = x−1CH(A/B)x for every x ∈ X, so

∩x∈X(x−1CH(A/B)x) = ∩x∈XCH(A/xB) = CH(A) = 1

and Remak’s theorem leads again to an embedding

H −→ Dr
x∈X

H/x−1CH(A/B)x.

The result follows.

Lemma 3.31. Let A be a vector space over the field F and let G be an almost
irreducible subgroup of GL(F,A). If B,C are non-zero G-invariant subspaces
of A, then B ∩ C 6= 0.
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Proof. Suppose the contrary and let B ∩ C = 0. Since B is non-zero and
G-invariant it follows that B has finite codimension in A. The F -isomorphism

C ∼= C/(C ∩B) ∼= (C +B)/B

then shows that C has finite dimension over F giving a contradiction which
proves the result.

Lemma 3.32. Let A be a vector space over the field F and let G be an almost
irreducible subgroup of GL(F,A). Then every non-zero G-endomorphism of A
is a G-monomorphism.

Proof. Let φ : A −→ A be a non-zero G-endomorphism. Then the subspaces
Im (φ) and ker(φ) are G-invariant and also of course Im (φ) ∼= A/ker(φ).
If we assume that ker(φ) 6= 0, then ker(φ) has finite codimension in A. It
follows that Im (φ) has finite dimension over F . This means that Im (φ) must
be trivial. Hence ker(φ) = A contradicting the fact that φ is non-zero. Hence
ker(φ) = 0 and the result follows.

Corollary 3.33. Let A be a vector space over the field F and let G be an
almost irreducible subgroup of GL(F,A). If 1 6= z ∈ ζ(G), then CA(z) = 0.

Proof. Since z is an element of the center of G, the mapping φ : A −→ A
defined by φ(a) = (z−1)a for each a ∈ A is a G-endomorphism of A. This is a
non-zero G-endomorphism and Lemma 3.32 implies that ker(φ) = CA(z) = 0,
as required.

Corollary 3.34. Let A be a vector space over the field F and let G be an
almost irreducible subgroup of GL(F,A). If U is a nontrivial normal abelian
subgroup of G such that its centralizer CG(U) has finite index in G, then
CA(U) = 0.

Proof. We suppose for a contradiction that C = CA(U) 6= 0. Let H = CG(U)
and let X be a transversal to H in G. By Proposition 3.30 A contains an
H-invariant subspace B of infinite codimension such that H is an almost
irreducible subgroup of GL(F,A/xB) for each x ∈ X. Since the subgroup U
is normal in G, the subspace C is G-invariant. Then the assumption C 6= 0
implies that A/C has finite dimension over F . The fact that B has infinite
codimension implies that the H-invariant subspace (C + B)/B is non-zero.
Since U is abelian H contains U . We have (C + B)/B ≤ CA/B(u) for each
u ∈ U and in particular CA/B(u) is non-zero. Since u ∈ ζ(H), Corollary 3.33
implies that u ∈ CH(A/B). Since this is true for each u ∈ U we see that
U ≤ CH(A/B) and we then have

U = x−1Ux ≤ x−1CH(A/B)x

for each element x ∈ X. Hence

U ≤
⋂
x∈X

x−1CH(A/B)x.
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By Proposition 3.30 the last intersection is trivial which gives the required
contradiction. It follows that CA(U) = 0.

Corollary 3.35. Let A be a vector space over the field F and let G be an al-
most irreducible subgroup of GL(F,A). If G contains a nontrivial finite normal
soluble subgroup S, then CA(S) = 0.

Proof. Suppose, for a contradiction, that CA(S) 6= 0. Since S is a soluble
normal subgroup it contains a G-invariant abelian subgroup U and, since U is
finite, CG(U) has finite index inG. Then Corollary 3.34 shows that CA(U) = 0.
On the other hand, CA(S) ≤ CA(U), giving the desired contradiction. It
follows that CA(S) = 0.

Proposition 3.36. Let A be a vector space over the field F of prime charac-
teristic p and let G be a finite p-subgroup of GL(F,A). Then A is G-nilpotent.

Proof. Let g be an arbitrary element of the group G. Since F has characteristic
p and g is a p-element, Lemma 1.28 implies that the element g is unipotent.
However a finite p-group is nilpotent so Proposition 1.31 implies that A is
G-nilpotent.

Corollary 3.37. Let A be a vector space over the field F of prime charac-
teristic p and let G be an almost irreducible subgroup of GL(F,A). Then G
contains no nontrivial finite normal p-subgroups.

Proof. Suppose, for a contradiction, that P is a nontrivial finite normal p-
subgroup of the group G. Then Proposition 3.36 shows that A is P -nilpotent.
In particular the subspace CA(P ) is non-zero. On the other hand, Corol-
lary 3.35 shows that this subspace must be zero, which is the contradiction
sought. The result follows.

We recall that if π is a set of primes, then Oπ(G) is the largest normal
π-subgroup of the group G.

Corollary 3.38. Let A be a vector space over the field F of prime character-
istic p and let G be an almost irreducible subgroup of GL(F,A). Let V be the
upper FC-hypercenter of G. Then Op(G) ∩ V is trivial.

Proof. Suppose the contrary and let Op(G) ∩ V be nontrivial. Then the in-
tersection Op(G)∩ V ∩FC(G) is also nontrivial (by [116, Corollary 3.14], for
example). Let 1 6= x be an arbitrary element of Op(G) ∩ FC(G). Then the
subgroup P = 〈x〉G is finite and nontrivial (see [52, Proposition 1.5.2], for
example). Of course P is a p-subgroup and this contradicts Corollary 3.37.
This contradiction shows that Op(G) ∩ V is trivial.

The next result follows immediately since the upper hypercenter is con-
tained in the upper FC-hypercenter.
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Corollary 3.39. Let A be a vector space over the field F of prime charac-
teristic p and let G be an almost irreducible subgroup of GL(F,A). Then the
upper hypercenter of G contains no p-elements.

Corollary 3.40. Let A be a vector space over the field F and let G be an
almost irreducible subgroup of GL(F,A). Suppose that G is a locally soluble
FC-hypercentral group and that B is a proper non-zero G-invariant subspace
of A such that CG(A/B) 6= 1.

(i) If char (F ) = p, a prime, then Op′(CG(A/B)) = 1.

(ii) If char (F ) = 0, then Tor(CG(A/B)) = 1.

Proof. It is convenient to handle both proofs at the same time. If F has charac-
teristic p, then let Q denote the subgroup Op′(CG(A/B)) and if char (F ) = 0,
then let Q denote the subgroup Tor(CG(A/B)). Suppose the contrary and
that the subgroup Q is nontrivial. Then Q ∩ FC(G) is also nontrivial (see
[116, Corollary 3.16], for example). Let 1 6= x be an arbitrary element of the
subgroup Q∩FC(G). Then the subgroup 〈x〉G is a finite nontrivial group (see
[52, Proposition 1.5.2], for example). By the choice of Q, 〈x〉G is a p′-subgroup
when char (F ) = p. Since G is locally soluble 〈x〉G contains a nontrivial G-
invariant abelian subgroup K. Since K is a finite group (which is a p′-group
when F has characteristic p) Maschke’s theorem implies that there is a K-
invariant subspace C such that A = B ⊕ C (see [116, Corollary 5.14], for
example). If y is an arbitrary element of K, then (y− 1)A ≤ B and in partic-
ular we have

(y − 1)C ≤ B ∩ C = 0.

It follows that the subspace CA(K) contains C and, in particular, CA(K) is
non-zero. This contradicts Corollary 3.33 and the result now follows.

Corollary 3.41. Let A be a vector space over the field F of prime character-
istic p and let G be an almost irreducible subgroup of GL(F,A). Suppose that
G is a hypercentral group. If B is a non-zero G-invariant subspace of A such
that CG(A/B) is nontrivial, then the subgroup CG(A/B) is torsion-free.

Proof. It follows from Corollary 3.39 that CG(A/B) contains no p-elements.
Corollary 3.40 shows that CG(A/B) contains no p′-elements. Hence CG(A/B)
is torsion-free.

Corollary 3.42. Let A be a vector space over the field F and let G be an
almost irreducible subgroup of GL(F,A). Suppose that G is a locally soluble
FC-hypercentral group. If B is a non-zero G-invariant subspace of A such that
CG(A/B) is nontrivial, then CG(A/B) ∩ FC(G) is torsion-free.
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Proof. We note that Tor(FC(G)) contains all the elements of the FC-center of
G that have finite order (see [52, Corollary 1.5.3], for example). Furthermore
Tor(FC(G)) is normal in G.

Suppose, for a contradiction, that CG(A/B) ∩ Tor(FC(G)) is nontrivial.
The inclusion CG(A/B) ∩ Tor(FC(G)) ≤ Tor(CG(A/B)) implies that the
subgroup Tor(CG(A/B)) is nontrivial. If the field F has characteristic 0,
then Corollary 3.40 implies that Tor(CG(A/B)) is trivial and we obtain the
desired contradiction in this case.

Suppose therefore that the field F has prime characteristic p. If 1 6= x is an
arbitrary element of Tor(FC(G)), then the subgroup X = 〈x〉G is finite (see
[52, Proposition 1.5.2], for example). Let Y be a minimal G-invariant subgroup
of X. Since G is locally soluble it follows that X is soluble and hence Y is
an elementary abelian q-subgroup for some prime q. Corollary 3.38 implies
that q 6= p. However Corollary 3.40 shows that the subgroup CG(A/B) ∩
Tor(FC(G)) contains no normal p′-subgroups and we obtain the contradiction
sought. It follows that CG(A/B)∩Tor(FC(G)) = 1. As we noted earlier, the
factor group FC(G)/Tor(FC(G)) is torsion-free and hence CG(A/B)∩FC(G)
is torsion-free.

We point out the following subsidiary result concerning irreducible sub-
groups over finite dimensional vector spaces.

Lemma 3.43. Let A be a finite dimensional vector space over the field F
and let G be an irreducible subgroup of GL(F,A). If G is an FC-hypercentral
group, then G is abelian-by-finite.

Proof. Since A has finite dimension over F it follows from [152, Theorem 2]
that G is nilpotent-by-finite. In turn it follows that G is abelian-by-finite (by
[52, Theorem 1.4.11], for example).

Corollary 3.44. Let A be a vector space over the field F and let G be an al-
most irreducible subgroup of GL(F,A). If G is a locally soluble FC-hypercentral
group, then Tor(G) is an abelian-by-finite subgroup of finite special rank. Fur-
thermore, if the field F has prime characteristic p, then Op(Tor(G)) = 1.

Proof. Since G is not irreducible, the vector space A contains a proper non-
zero G-invariant subspace B. Then the quotient space A/B has finite dimen-
sion over F . Hence there is a maximal G-invariant subspace M which contains
B. Let H = CG(A/M)∩Tor(G). If we assume that the subgroup H is nontriv-
ial, then H ∩FC(G) is also nontrivial (see [116, Corollary 3.16], for example)
and we obtain a contradiction with Corollary 3.42. Hence H = 1 and in this
case we can think of Tor(G) as a subgroup of the finite dimensional linear
group GLn(F ) where n = dimF (A/M). Moreover, since M is a maximal G-
invariant subspace of A, it follows that Tor(G) is an irreducible subgroup of
GLn(F ). Lemma 3.43 implies that in this case Tor(G) is abelian-by-finite.
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Corollary 3.38 shows that Op(Tor(G)) is trivial. Finally, let V be a normal
abelian subgroup of finite index in Tor(G). Then we have

A/M = C1/M ⊕ · · · ⊕ Ck/M

where Cj/M is a minimal V -invariant subspace of A/M for 1 ≤ j ≤ k. Using
Corollary 2.3 we see that the factor group V/CV (Cj/M) is a locally cyclic
p′-group for 1 ≤ j ≤ k. The equality

CV (C1/M) ∩ · · · ∩ CV (Ck/M) = CV (A/M) = 1

together with Remak’s theorem gives the embedding

V −→ V/CV (C1/M)× · · · × V/CV (Ck/M).

From this it follows that V has finite special rank. Since V has finite index in
Tor(G) it follows that Tor(G) also has finite special rank. The result follows.

Since hypercentral groups are FC-hypercentral and locally nilpotent (so
locally soluble) the next result is immediate.

Corollary 3.45. Let A be a vector space over the field F and let G be an
almost irreducible subgroup of GL(F,A). If the group G is hypercentral, then
Tor(G) is an abelian-by-finite subgroup of finite special rank and the subgroup
ζ(Tor(G)) is locally cyclic. Moreover, if F has prime characteristic p, then
Tor(G) is a p′-group.

Lemma 3.46. Let A be a vector space over the field F and let G be an almost
irreducible subgroup of GL(F,A). If 1 6= x is an element of the center ζ(G)
such that x ∈ CG(A/B) for some proper non-zero G-invariant subspace B,
then A, considered as an F 〈x〉-module, is torsion-free.

Proof. Suppose the contrary and let the F 〈x〉-periodic part of A be non-zero.
Since x ∈ ζ(G), the subspace TorF 〈x〉(A) is G-invariant. The hypotheses
imply that TorF 〈x〉(A) has finite codimension in A. The fact that F 〈x〉 is a
principal ideal domain implies that the F 〈x〉-module A/TorF 〈x〉(A) must be
torsion-free. On the other hand it is clear that every F 〈x〉-torsion-free module
has infinite dimension over F . Consequently A = TorF 〈x〉(A).

Then A = ⊕P∈πAP where AP is the non-zero P -component of A and
π = AssF 〈x〉(A) by Proposition 3.11. Since x ∈ ζ(G) it follows that for each
ideal U of the ring F 〈x〉 the U -component AU of A is G-invariant and also each
of the subspaces ΩU,n(A) is G-invariant. Lemma 3.31 implies that π = {P}
for some maximal ideal P of the ring F 〈x〉. Since F 〈x〉 is a principal ideal
domain there is an element y ∈ P such that P = yF 〈x〉. Let L = ΩP,1(A).
Since the G-invariant subspace L is non-zero, the quotient space A/L has
finite dimension over F .
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Suppose that A 6= L. Then also K = ΩP,2(A) 6= L. Let ρ : K −→ L be the
mapping defined by ρ(a) = ya for all a ∈ K. Since x ∈ ζ(G) the mapping ρ
is an FG-homomorphism.Therefore Im (ρ) = yK and ker(ρ) are G-invariant
subspaces of A. Clearly L = ker(ρ) and by the first isomorphism theorem we
have

yK = Im (ρ) ∼=FG K/ker(ρ) = K/L.

This isomorphism shows that the G-invariant subspace yK has finite dimen-
sion over F . On the other hand, yK 6= 0, so the vector space A contains a
non-zero finite dimensional G-invariant subspace of finite codimension, yield-
ing a contradiction. This contradiction shows that A = ΩP,1(A) and hence
PA = 0.

Suppose now that the ideal P does not contain the element x− 1. Since P
is a maximal ideal of F 〈x〉 we deduce that

(x− 1)F 〈x〉+ P = F 〈x〉.

Hence in the ring F 〈x〉 there exist elements u, v such that

(x− 1)u+ yv = 1.

The definition of x implies that (x− 1)A ≤ B and hence (x− 1)A 6= A. Let a
be an element such that a ∈ A \ (x− 1)A. We have

a = 1 · a = ((x− 1)u+ yv)a = (x− 1)ua+ yva

= (x− 1)ua ∈ (x− 1)A,

since PA = 0 and we obtain a contradiction, which proves that x − 1 ∈ P .
Since the ideal (x− 1)F 〈x〉 is maximal we have (x− 1)F 〈x〉 = P . We showed
above that PA = 0 and hence (x− 1)A = 0. This means that x ∈ CG(A) = 1,
again a contradiction which proves the result.

Next we need the following ideas analogous to those in abelian group theory
(see [58] for example).

Let D be a Dedekind domain, let A be a D-module and let x ∈ D. The
submodule B of A is said to be x-pure if xB = B ∩ xA. Of course it is always
the case that xB ≤ B ∩ xA.

If L is an ideal of D and B is an x-pure submodule of A for every x ∈ L,
then B is called an L-pure submodule. We say that B is a pure submodule if
it is D-pure.

Now let P be a maximal ideal of D. The submodule B is called a P -basic
submodule if it satisfies the following conditions:

(i) B = B1 ⊕B2, where B1 is a direct sum of cyclic P -submodules and B2

is a projective D-submodule;

(ii) P (A/B) = A/B;

(iii) B is a P -pure submodule of A.
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We note that each module over a Dedekind domain contains a P -basic sub-
module for every maximal ideal P of D (see [119, Theorem 9.15], for example).
We shall need another technical result.

Lemma 3.47. Let D be a principal ideal domain and P a maximal ideal of
D. Suppose that A is a D-module such that the quotient module A/PA has
finite dimension r over the field D/P . If A is D-torsion-free, then for each
natural number n

A/PnA = B1,n ⊕ · · · ⊕Br,n
where each direct summand Bj,n is isomorphic to D/Pn for 1 ≤ j ≤ r.
Furthermore, if ΩP,1(A/PnA) = L, then the submodules Bj,n can be chosen
such that Bj,n−1 = (Bj,n + L)/L for 1 ≤ j ≤ r.

Proof. Let n be a fixed natural number. Let C be a P -basic submodule of A.
The equality PC = C ∩ PA implies that

C/PC = C/(C ∩ PA) ∼= (C + PA)/PA.

It follows that the factor C/PC considered as a vector space over the fieldD/P
has finite dimension m ≤ r. Since every projective module over a principal
ideal domain is free, then the fact that A is D-torsion-free implies that C is a
free submodule having D-rank m. It follows that

C/PnC = E1,n ⊕ · · · ⊕ Em,n

where Ej,n ∼= D/Pn for 1 ≤ j ≤ m. Since C/PnC is a P -module, then being
P -pure, it is pure (see [119, Lemma 8.2], for example). It follows that

A/PnC = C/PnC ⊕R/PnC

for some D-submodule R (see [119, Theorem 8.11], for example). We have

R/PnC ∼= (A/PnC)/(C/PnC) ∼= A/C.

It follows that P (R/PnC) = R/PnC which in turn implies that

Pn(R/PnC) = R/PnC.

Hence we obtain Pn(A/PnC) = R/PnC. On the other hand

Pn(A/PnC) = (PnA+ PnC)/PnC = PnA/PnC

and we obtain

A/PnA ∼= (A/PnC)/(PnA/PnC) = (A/PnC)/Pn(A/PnC))

= (C/PnC ⊕R/PnC)/(R/PnC) ∼= C/PnC.

The result now follows.
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Proposition 3.48. Let A be a vector space over the field F and let G be an
almost irreducible subgroup of GL(F,A). Suppose that 1 6= x is an element of
ζ(G) such that, as an F 〈x〉-module, A is torsion-free. Then F can be embedded
in a field K and the vector space A can be embedded in a vector space R over
the field K such that

(i) R has finite dimension over K;

(ii) the action of G on A can be extended to an action of G on R such that
G is an irreducible subgroup of GL(K,R).

Proof. Since G is almost irreducible A contains a proper non-zero G-invariant
subspace Q. Then Q has finite codimension over F and it follows that
AnnF 〈x〉(A/Q) is non-zero. Then the group ring F 〈x〉 contains a maximal
ideal P such that PA 6= A. Since A is F 〈x〉-torsion-free, PA is non-zero
and also G-invariant since x is in the center of G. Then the quotient space
A/PA has finite dimension over F and hence over the field F 〈x〉/P . Let
dimF 〈x〉/P (A/PA) = r. Then

A/PA = B1,1 ⊕ · · · ⊕Br,1 where Bj,1 ∼= F 〈x〉/P for 1 ≤ j ≤ r.

Using Lemma 3.47 we obtain that

A/PnA = B1,n ⊕ · · · ⊕Br,n

where each direct summand Bjn is isomorphic to F 〈x〉/Pn for 1 ≤ j ≤ r. Let

φn,m : A/PnA −→ A/PmA for m ≤ n

be the canonical epimorphism. Then

{A/PnA, φn,m|m ≤ n;m,n ∈ N}

is a projective family of the quotient spaces A/PnA and we can then construct
the projective limit V of this family. Then V is an F 〈x〉-module and the
mapping

a 7−→ (a+ PnA)n∈N for all a ∈ A (3.7)

is a homomorphism of A into V . Lemma 3.47 implies that PnA 6= Pn+1A
for each natural number n and it follows that the intersection

⋂
n∈N P

nA has
infinite codimension in A. Since G is an almost irreducible subgroup it follows
that

⋂
n∈N P

nA = 0. By Remak’s theorem it follows that the homomorphism
defined in (3.7) is an embedding of A into V . We identify A with its image
under this homomorphism.

By Lemma 3.47 φn,m(Bj,n) = Bj,m for 1 ≤ j ≤ r,m ≤ n. Elementary
properties of projective limits imply that

V = W1 ⊕ · · · ⊕Wr,

where Wj is the projective limit of the family {Bj,n, φn,m|m ≤ n;n ∈ N}.
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Clearly, each direct summand Wj is isomorphic to the projective limit of
the projective family {F 〈x〉/Pn, φn,m|m ≤ n,m, n ∈ N}. Denote this latter
projective limit by D.

We next define an action of the group on the vector space V as follows.
For each (αn)n∈N ∈ V we have αn = an + PnA for a suitable element an ∈ A
and φn,m(αn) = αm for m ≤ n. If g is an arbitrary element of the group G,
then we set

gαn = gan + PnA for all n ∈ N

and
g(αn)n∈N = (gαn)n∈N.

We have

φn,m(gαn) = φn,m(gan + PnA) = φn,m(g(an + PnA))

= gφn,m(an + PnA)

= (g(am + PmA)) = (gam + PmA) = g(αm),

so g(αn)n∈N ∈ V . Since A ≤ V and CG(A) = 1, we have CG(V ) = 1 so we
can think of G as a subgroup of GL(F, V ).

The action of F 〈x〉 on V can be naturally extended to an action of D on
V . We note that PnV = Vn is the projective limit of the projective family

{A/Pn+tA|t ∈ N} = Vn

(see [157, Theorem 18], for example) and the quotient V/PnV is isomorphic
to A/PnA for each natural number n (see [157, 9.5, Corollary of Theorem 4],
for example).

In Proposition 3.22 it was proved that the group of all invertible elements
of the ring D coincides with the set of all elements (xn)n∈N for which x1 6= 0
and that D is a principal ideal domain in which the set of all non-zero ideals is
precisely the set {PnD|n ∈ N}. Since D/PnD ∼= F 〈x〉/PnF 〈x〉 for all natural
numbers n, each proper quotient ring of D is finitely generated and periodic.

Let U be a non-zero D-submodule of V and let U1/U = TorD(V/U). Since
the D-rank of V is r it follows that rD(U1) = rD(U) = q < r. The facts that
D is a principal ideal domain and V is a finitely generated D-module together
imply that V is a Noetherian D-module. In particular, the quotient module
U1/U is finitely generated. Using the fact that every proper quotient ring of
D has finite dimension over F we deduce that U1/U has finite dimension over
the field F .

In the D/P -vector space A/PA choose an arbitrary basis

{e1 + PA, . . . , er + PA}.

Then the elements e1, . . . , er generate the D-module V (see [157, 9.5, Theorem
18], for example). It follows that A + PnV = V for each natural number n.
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Since V/PnV ∼= A/PnA for all natural numbers n it follows that A∩ PnV =
PnA for all n ∈ N. Therefore,

V/U1 = (A+ U1)/U1 + (PnV + U1)/U1.

From the obvious inequality Pn(V/U1) = (PnV + U1)/U1 we obtain

(V/U1)/Pn(V/U1)

= ((A+ U1)/U1 + (PnV + U1)/U1)/(PnV + U1)/U1)
∼= ((A+ U1)/U1)/((A+ U1)/U1 ∩ (PnV + U1)/U1)

= ((A+ U1)/U1)/((PnA+ U1)/U1)

= (A+ U1)/U1)/(Pn(A+ U1)/U1).

If we assume that U1 ∩A = 0, then (A+ U1)/U1
∼= A and hence

((A+ U1)/U1)/Pn((A+ U1)/U1) ∼= A/PnA (3.8)
∼= F 〈x〉/Pn ⊕ · · · ⊕ F 〈x〉/Pn︸ ︷︷ ︸

r

On the other hand, rD(V/U1) = r− q < r. Since V is a free D-module we
have V = U1 ⊕M for some free D-submodule M so we have

(V/U1)/(Pn(V/U1)) ∼= M/PnM

and
M/PnM ∼= F 〈x〉/Pn ⊕ · · · ⊕ F 〈x〉/Pn︸ ︷︷ ︸

r−q

.

This contradiction to (3.8) shows that U1 ∩A 6= 0.
If U is a non-zero DG-submodule of V , then clearly U1 is a DG-submodule

of V . Then U1∩A is a non-zero DG-submodule of A so that the quotient space
A/(U1 ∩A) has finite dimension over F . However V/U1 is D-torsion-free and
in particular it is F 〈x〉-torsion-free. It follows that U1 ∩ A = A and hence
U1 = V . Since U1/U has finite dimension over F , it follows that V/U has
finite dimension over F . In particular V/U is D-periodic.

Let R = V ⊗D K where K is the field of fractions of the integral domain
D. We immediately notice that the dimension of R over K coincides with the
D-rank of V . In particular, R has finite dimension over K.

If S is a non-zero G-invariant subspace of the K-vector space R, then the
intersection S∩V is a non-zero DG-submodule of V . As we saw above, in this
case the quotient V/(S ∩ V ) is D-periodic. It follows that

S = (S ∩ V )⊗D K = V ⊗D K = R.

Clearly, CG(V ) = CG(R) = 1. Therefore, G is an irreducible subgroup of
GL(K,R). This completes the proof.
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Corollary 3.49. Let A be a vector space over the field F and let G be an
almost irreducible subgroup of GL(F,A). Suppose that 1 6= x is an element of
ζ(G) such that as an F 〈x〉-module A is torsion-free. If G is an FC-hypercentral
group, then G is abelian-by-finite.

Proof. By Proposition 3.48 the field F can be extended to a field K and the
vector space A can be extended to a vector space R over the field K in such
a way that the action of the group G can be extended to an action of G on R
so that G becomes a subgroup of GL(K,R). Furthermore G is an irreducible
subgroup of GL(K,R). Using Lemma 3.43 we deduce that the group G is
abelian-by-finite.

Now we can describe the structure of almost irreducible hypercentral
groups.

Theorem 3.50. Let A be a vector space over the field F and let G be an
almost irreducible hypercentral subgroup of GL(F,A). Then G satisfies the
following conditions:

(i) G is abelian-by-finite;

(ii) the torsion subgroup T of the group G has finite special rank;

(iii) T ∩ ζ(G) is a locally cyclic group;

(iv) if the field F has prime characteristic p, then T is a p′-subgroup.

Proof. The assertions (ii)-(iv) follow directly from Corollary 3.45. Since A is
not FG-monolithic, it contains a proper G-invariant subspace B such that the
quotient space A/B has finite dimension over F . It follows that A/B contains
a maximal G-invariant subspace M/B.

If CG(A/M) = 1, then the group G is isomorphic to some subgroup of
GLk(F ), where k = dimF (A/M). Moreover, the choice of M shows that we
may consider G as an irreducible subgroup of GLk(F ). Then Lemma 3.43
implies that G is abelian-by-finite.

Suppose now that CG(A/M) is nontrivial. Since G is hypercentral the
intersection CG(A/M)∩ζ(G) is also nontrivial. Let 1 6= x ∈ CG(A/M)∩ζ(G).
Then Lemma 3.46 implies that the vector space A considered as an F 〈x〉-
module is F 〈x〉-torsion-free. Then Corollary 3.49 shows that G is an abelian-
by-finite group.

This theorem allows the following generalization.

Theorem 3.51. Let A be a vector space over the field F and let G be an
almost irreducible locally soluble FC-hypercentral subgroup of GL(F,A). Then
G satisfies the following conditions:

(i) G is abelian-by-finite;
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(ii) the torsion subgroup T of the group G has finite special rank;

(iii) T ∩ ζ(G) is a locally cyclic group;

(iv) if the field F has prime characteristic p, then T is a p′-subgroup.

Proof. The assertions (ii)-(iv) follow directly from Corollary 3.44. Since A is
not FG-monolithic, it contains a proper G-invariant subspace B such that the
quotient space A/B has finite dimension over F . It follows that A/B contains
a maximal G-invariant subspace M/B.

If CG(A/M) = 1, then the group G is isomorphic to some subgroup of
GLk(F ), where k = dimF (A/M). Moreover, the choice of M shows that we
can consider G as an irreducible subgroup of GLk(F ). Then Lemma 3.43
implies that G is abelian-by-finite.

Suppose now that CG(A/M) is nontrivial. Then Corollary 3.42 implies that
the intersection CG(A/M)∩FC(G) is torsion-free. However a torsion-free FC-
group is abelian (see [52, Corollary 1.5.10], for example), so CG(A/M)∩FC(G)
is abelian. Let 1 6= v ∈ CG(A/M)∩FC(G) and let V = 〈v〉G. Since v ∈ FC(G),
the subgroup U = CG(V ) has finite index in G. The fact that V is abelian
implies that V ≤ U . Let X be a transversal to U in G. Clearly G is an al-
most irreducible subgroup of GL(F,M). Then Proposition 3.30 implies that
M contains a U -invariant subspace B such that U/CU (M/xB) is an almost
irreducible subgroup of GL(F,M/xB) for each element x ∈ X,

⋂
x∈X xB = 0

and
⋂
x∈X x

−1CU (A/B)x = 1. Since the subspace M has finite codimen-
sion, U/CU (A/xB) is an almost irreducible subgroup of GL(F,A/xB) for
each element x ∈ X. The choice of v implies that v ∈ CU ((A/xB)/(M/xB))
and v ∈ ζ(U). Using Lemma 3.46 we deduce that the subspace A/xB con-
sidered as an F 〈x〉-module is F 〈x〉-torsion-free. Then Corollary 3.49 implies
that U/CU (A/xB) is an abelian-by-finite group. Furthermore, U is isomor-
phic to some subgroup of Dr

x∈X
U/(x−1CU (A/B)x). Each direct summand here

is abelian-by-finite. Since X is finite the direct product is itself abelian-by-
finite and hence U is abelan-by-finite. Since the index |G : U | is finite, G is
also abelian-by-finite.

We return now to the beginning of this section where we began the discus-
sion of infinite dimensional linear groups satisfying the property that every
non-zero G-invariant subspace of A has finite codimension and we recall that
two cases arose. The case when G is non-FG-monolithic (that is when G is al-
most irreducible) has just been discussed. We turn now to consider the second
of the situations that can arise, namely we shall suppose that A contains a
minimal G-invariant subspace B such that the quotient space A/B has finite
dimension over F .

Lemma 3.52. Let A be a vector space over the field F and let G be an
abelian subgroup of GL(F,A). Suppose that A contains a minimal G-invariant
subspace B such that the quotient A/B is G-chief. If the subspace B has
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infinite dimension over F and A/B has finite dimension, then A contains a
G-invariant subspace C such that A = B ⊕ C.

Proof. Suppose that A contains a non-zero G-invariant subspace C such that
C∩B = 0. In this case (C+B)/B is a non-zero G-invariant subspace of A/B.
Since A/B is G-chief we have A/B = (C +B)/B so A = B + C = B

⊕
C.

We therefore suppose that every non-zero G-invariant subspace of A con-
tains B. In this case B is the FG-monolith of A. We again consider for each
element x ∈ G the group algebra D(x) = F 〈tx〉 of an infinite cyclic group 〈tx〉
over the field F . We define an action of the element tx on A by txa = xa for
all a ∈ A. This action can be extended naturally to an action of the ring D(x)
on A.

In A choose a non-zero element a /∈ B. We note that the group ring F 〈tx〉
has infinite dimension over F . By the first isomorphism theorem we have

D(x)(a+B) ∼= D(x)/AnnD(x)(a+B)

and since dimF (A/B) is finite it follows that the coset a + B has non-zero
annihilator in the ring D(x). This means that the quotient space A/B is D(x)-
periodic. Since A/B has finite dimension, it is a periodic finitely generated
module over the principal ideal domain D(x). Hence there is an element y ∈
D(x) such that y annihilates the quotient A/B.

Suppose first that A is D(x)-torsion-free. Since G is abelian the map

ρ : A −→ A defined by ρ(a) = ya

for all a ∈ A is an FG-endomorphism of A. It follows that Im(ρ) = yA is a
G-invariant subspace of A. Since A is D(x)-torsion-free we have ker(ρ) = 0
so that

yA = Im(ρ) ∼= A/ker(ρ) ∼= A.

On the other hand, the choice of the element y gives the inclusion yA ≤ B.
Since B is a minimal G-invariant subspace it follows that either yA = B or
yA = 0. The latter possibility contradicts our assumption that A is D(x)-
torsion-free. Hence yA = B so that yA is a minimal G-invariant subspace of
A which contradicts the fact that yA ∼= A.

This contradiction shows that A is not D(x)-torsion-free. Then its D(x)-
periodic part T = TorD(x)(A) is non-zero. Since G is abelian the subspace
T is a G-invariant subspace and since B is the FG-monolith of A we have
B ≤ T . Since the quotient space A/B is G-chief it follows that either T = B
or T = A.

Suppose first that T = B. Then T = ⊕Q∈πAQ where AQ is the non-zero
Q-component of A and π = AssD(x)(A) by Proposition 3.11. Since G is an
abelian group each Q-component AQ is a G-invariant subspace of A. Since the
vector space A is FG-monolithic we deduce that T = AP for some maximal
ideal P of the ring D(x). Again the fact that G is abelian implies the subspace
ΩP,1(T ) is a non-zero G-invariant subspace of AP . On the other hand AP = B
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is a minimal G-invariant subspace from which it follows that B = ΩP,1(AP )
Furthermore, P = AnnD(x)(T ). It follows from [119, Proposition 8.9] that
there is a D(x)-submodule U of A such that A = T ⊕ U . The submodule U
is D(x)-torsion-free so that PU is a non-zero subspace. Since PA = PU ≤ U
we have

PA ∩B = PA ∩ T = 0. (3.9)

Since G is abelian, PA is a G-invariant subspace of A and PA 6= 0 since
PA = PU . Hence B ≤ PA and (3.9) gives us a contradiction which shows
that T = A, so A is a periodic D(x)-module.

Using the arguments above we see that A = AP for some maximal ideal
P of the ring D(x). As above ΩP,1(A) is a non-zero G-invariant subspace of
A and if ΩP,1(A) 6= A, then ΩP,1(A) = B. Since the second layer ΩP,2(A) is
also G-invariant it then follows that ΩP,2(A) = A. We know that D(x) is a
principal ideal domain so it contains an element z such that P = zD(x). The
equality ΩP,2(A) = A shows that z2a = 0 for each element a of the space A.
It follows that za ∈ ΩP,1(A) for each a ∈ A. Consider the mapping

τ : A −→ A defined by τ(a) = za for a ∈ A.

Since G is abelian, τ is an FG-endomorphism of A and, as we have seen above,
ΩP,1(A) contains zA = Im(τ). Clearly ker(τ) = ΩP,1(A) so that

zA = Im(τ) ∼= A/ker(τ) = A/ΩP,1(A) = A/B.

This isomorphism shows that theG-invariant subspace zA has finite dimension
so zA 6= B. On the other hand, the inequality A 6= ΩP,1(A) implies that zA
is non-zero contradicting the fact that B is a minimal G-invariant subspace
of A. It therefore follows that ΩP,1(A) = A and hence AnnD(x)(A) = P is a
maximal ideal of D(x), which is true for all x ∈ G.

The last part of the proof now follows almost verbatim the last part of the
proof of Lemma 3.24 so we omit it.

With a bit more effort we can now obtain a similar result when the group
G is abelian-by-finite.

Corollary 3.53. Let A be a vector space over the field F and let G be an
abelian-by-finite subgroup of GL(F,A). Suppose that A contains a minimal G-
invariant subspace B such that the quotient A/B is G-chief. If the subspace B
has infinite dimension over F and A/B has finite dimension, then A contains
a G-invariant subspace C such that A = B ⊕ C.

Proof. Let V be a normal abelian subgroup of G of finite index. Then both
B and A/B contain minimal V -invariant subspaces, denoted by C and D/B
respectively such that B = ⊕1≤j≤n xjC and A/B = ⊕1≤j≤k yjD/B (see [116,
Theorem 5.5], for example) for certain elements xi, yj ∈ A with 1 ≤ i ≤ n,
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1 ≤ j ≤ k. We note that C has infinite dimension over F and that D/B has
finite dimension over F . It follows that A has a finite series

0 = B0 ≤ C = B1 ≤ B2 ≤ · · · ≤ Bn = B ≤ D = Bn+1 ≤ . . .
≤ Bn+k = A

of V -invariant subspaces whose factors are V -chief, the factors Bj/Bj−1 have
infinite dimension for 1 ≤ j ≤ n and the factors Bm/Bm−1 have finite dimen-
sion for n+ 1 ≤ m ≤ n+ k.

Let E = Bn−1 and consider the factor D/E. Using Lemma 3.52 we see that
D/E contains a V -invariant subspace E1/E such that D/E = B/E⊕E1/E. In
particular E1/E is V -chief of finite dimension over F . Furthermore, the factors
D/B and E1/E are FV -isomorphic. Next we consider the factor E1/Bn−2.
Again using Lemma 3.52 we see that E1/Bn−2 contains a V -invariant subspace
E2/Bn−2 such that E1/Bn−2 = E2/Bn−2 ⊕ E/Bn−2. Then E2/Bn−2 is a V -
invariant subspace that is V -chief and of finite dimension over F . Repeating
these arguments we see that after finitely many steps we obtain a non-zero
V -invariant subspace Ek which has finite dimension over F . Let {g1, . . . , gt}
be a transversal to V in G. The F -isomorphism Ek ∼= gjEk holds for each j
with 1 ≤ j ≤ t and hence gjEk is finite dimensional. Clearly the subspace L =∑

1≤j≤t gjEk is a finite dimensional G-invariant subspace. Since the subspace
Ek is non-zero and since Ek ≤ L, we have L 6= 0. However B is a minimal
G-invariant subspace and has infinite F -dimension, so L ∩B = 0. Since A/B
is G-chief, it follows that A/B = (L + B)/B, so A = L + B = L ⊕ B as
required.

Next we prove the result for hypercentral groups.

Proposition 3.54. Let A be a vector space over the field F and let G be
a hypercentral subgroup of GL(F,A). Suppose that A contains a minimal G-
invariant subspace B such that the quotient A/B is G-chief. If the subspace B
has infinite dimension over F and A/B has finite dimension, then A contains
a G-invariant subspace C such that A = B ⊕ C.

Proof. Let H = CG(A/B) and suppose that the subgroup H is nontrivial.
Since G is hypercentral it follows that H ∩ ζ(G) 6= 1. Choose an element
1 6= z ∈ H ∩ ζ(G). This choice of z means that (z − 1)A = [z,A] ≤ B. Now
consider the mapping

τ : A −→ A defined by τ(a) = (z − 1)a for all a ∈ A.
The fact that z ∈ ζ(G) implies that τ is an FG-endomorphism of A. It fol-
lows that the subspaces Im (τ) = [z,A] and ker(τ) = CA(z) are G-invariant
subspaces of A and by the first isomorphism theorem we have

[z,A] = Im (τ) ∼= A/ker(τ) = A/CA(z).

If we suppose that CA(z) = 0, then we obtain the isomorphism [z,A] ∼=G A.
On the other hand, the inclusion [z,A] ≤ B and the fact that B is a minimal
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G-invariant subspace of A yield a contradiction. This contradiction shows that
the subspace CA(z) is non-zero. Again using the fact that B is a minimal G-
invariant subspace of A, we see that either B ∩ CA(z) = 0 or the subspace
CA(z) contains B. In the former case the fact that A/B is G-chief implies
that A = B ⊕ CA(z) and the result then follows.

Suppose then that B ≤ CA(z). In this case, since the factor A/B is G-
chief and since CA(z) 6= A, it follows that B = CA(z). In this case we have
[z,A] ∼=G A/B which implies that the G-invariant subspace [z,A] has finite
dimension. On the other hand, as we have seen above, B contains [z,A]. Since
B is a minimal G-invariant subspace of A of infinite dimension, the subspace
[z,A] must be zero. But then z ∈ CG(A) = 1 and we obtain a contradiction
which shows that this case is impossible.

Assume now that the subgroup H = CG(A/B) is trivial. In this case we
may consider G as a subgroup of GLn(F ) where n = dimF (A/B). Then G
is soluble by the theorem of Zassenhaus (see [202, Theorem 3.7], for example)
and hence G is abelian-by-finite by the theorem of Maltsev (see [202, Lemma
3.5], for example). Corollary 3.53 now gives the result.

Theorem 3.55. Let A be a vector space over the field F and let G be a
hypercentral subgroup of GL(F,A). Suppose that A contains a minimal G-
invariant subspace B of infinite dimension such that the quotient A/B is finite
dimensional. Then A contains a G-invariant subspace C such that A = B⊕C.

Proof. Since A/B has finite dimension over F it follows that A has a finite
series

0 = B0 ≤ B1 = B ≤ B2 ≤ · · · ≤ Bn+1 = A

whose factors are G-chief and such that Bj/Bj−1 has finite F -dimension for
2 ≤ j ≤ n. We use induction on n. If n = 1, the result follows from Proposi-
tion 3.54.

Suppose that n > 1 and that the result is true for the G-invariant subspace
Bn. Thus Bn contains a G-invariant subspace D such that Bn = B⊕D. Since
D ∼= Bn/B ≤ A/B it follows that the subspace D has finite dimension over
F . In the quotient space A/D the minimal G-invariant subspace Bn/D ∼= B
has infinite dimension and the factor A/Bn is G-chief of finite dimension. By
Proposition 3.54 we deduce that A/D contains a G-invariant subspace C/D
of finite dimension over F such that A/D = Bn/D ⊕ C/D. We have

A = Bn + C = (B +D) + C = B + C.

Since C has finite dimension and B is a minimal G-invariant subspace, C∩B =
0 and we obtain A = B ⊕ C.

Corollary 3.56. Let A be a vector space over the field F and let G be a
hypercentral subgroup of GL(F,A). Suppose that every non-zero G-invariant
subspace of A has finite codimension over F . Then G is either an irreducible
or an almost irreducible subgroup of GL(F,A).
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Proof. Suppose that G is neither irreducible nor almost irreducible. As we
saw above, in this case A contains a non-zero proper minimal G-invariant
subspace B having infinite dimension over F such that the quotient space
A/B has finite dimension over F . However Theorem 3.55 shows that then the
vector space A contains a G-invariant subspace C such that A = B⊕C. Thus
C is a proper G-invariant subspace of A having finite dimension, which is a
contradiction. The result follows.

In concluding this section we note that Theorem 3.55 is no longer true
when we leave the realm of hypercentral groups, even in the soluble case.
The corresponding counterexample was constructed by D. I. Zaitsev [222].
We describe this example now.

Let P be an elementary abelian p-group which may be finite or countably
infinite, written additively. We may think of P as a vector space over the
prime field Fp. If P is finite we may choose an irreducible cyclic p′-subgroup
H in the linear group GL(Fp, P ). If P is a countably infinite group we may
choose an irreducible quasicyclic p′-subgroup H in the linear group GL(Fp, P )
(see Chapter 2). Let G = P oH be the natural semidirect product of these
two groups.

Let P ′ be an elementary abelian p-group isomorphic to P . We denote the
image of an element a of P under this isomorphism by a′.

Let A = P ′ ⊕ 〈z〉 where 〈z〉 is a cyclic group of order p. Define an action
of the group G on A in the following way:

If a ∈ A, then a = x′ + kz where x′ ∈ P ′, 0 ≤ k < p;

if g ∈ G, then g = yh where y ∈ P, h ∈ H and let

ga = (h(x+ ky)h−1)′ + kz

The action of the element g on A is linear. Indeed, let c = u′ + tz be another
element of A where u′ ∈ P ′, 0 ≤ t < p. Then

a+ c = (x′ + u′) + (k + t)z

where k + t is reduced modulo p and we obtain

g(a+ c) = (h((x+ u) + (k + t)y)h−1)′ + (k + t)z

= (h(x+ ky)h−1)′ + kz + (h(u+ ty)h−1)′ + tz

= ga+ gc

Furthermore, let g1, g2 be arbitrary elements of the groupG, so g1 = h1y1, g2 =
h2y2, where y1, y2 ∈ P, h1, h2 ∈ H. We have

g1g2 = h1y1h2y2 = (h1h2)(h−1
2 y1h2 + y2),

so that

g2a = (h2(x+ ky2)h−1
2 )′ + kz,

g1(g2a) = (h1(h2(x+ ky2)h−1
2 + ky1)h−1

1 )′ + kz

= (h1h2(x+ ky2)h−1
2 h−1

1 + h1(ky1)h−1
1 )′ + kz

(3.10)
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and

(g1g2)a = (h1h2(x+ k(h−1
2 y1h2 + y2))(h1h2)−1)′ + kz

= (h1h2(x+ ky2)h−1
2 h−1

1 + h1h2h
−1
2 (ky1)h2h

−1
2 h−1

1 )′

+ kz

= (h1h2(x+ ky2)h−1
2 h−1

1 + h1(ky1)h−1
1 )′ + kz.

(3.11)

Comparing the equations (3.10) and (3.11) we see that

(g1g2)a = g1(g2a)

which shows that G is a subgroup of GL(Fp, P ).
Now be more specific and let P be an infinite countable elementary abelian

p-group and let H be a quasicyclic q-group where q is a prime and q 6= p. As
above, P as a vector space over the prime field Fpand we can construct the
natural semidirect product G of the groups P and H. Clearly the subspace
P ′ of A is G-invariant. Note also that P ′ has codimension 1. Suppose that A
contains a G-invariant subspace C such that A = P ′ ⊕ C. Then C = Fpc for
some element c ∈ A. We have c = v′ + sz for some element v ∈ P and integer
s such that 0 ≤ s < p. Clearly s 6= 0.

Let 0 6= w ∈ P . Then

wc = (v + sw)′ + sz = v′ + sw′ + sz.

Since the subspace C is G-invariant, wc ∈ C, so v′+sw′+sz ∈ C. Then there
is a natural number r with 0 ≤ r < p such that v′ + sw′ + sz = r(v′ + sz).
It follows that r = 1 and sw′ = 0. This means that w′ = 0 or w = 0 and we
obtain a contradiction.

G-Contrainvariant Subspaces and G-Core-Free Subspaces

In this section we discuss a further generalization of the notion of irre-
ducibility. In order to motivate the first topic in this section we recall that
for an abstract group G, the subgroup H of G is called contranormal in G if
G = HG, the normal closure of H in G. Thus contranormality is essentially
the exact opposite of normality. Contranormal subgroups have made various
appearances in the literature. We here cite just one paper, [129], of L. A.
Kurdachenko, I. Ya. Subbotin and T. Velichko, which discusses contranormal
subgroups.

Suppose now that the group G is a subgroup of GL(F,A) where, as usual,
A is a vector space over the field F . If B is a subspace of A, then we may form
some very natural G-invariant subspaces of the vector space A associated
with B. First we have the G-invariant subspace generated by B. We saw
in Chapter 1 that this was the intersection of all the G-invariant subspaces
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containing B, which we denoted by GB and which is the smallest G-invariant
subspace of G containing B. Secondly there is also the subspace

coreGB = ∩g∈GgB

which is the largest G-invariant subspace of A contained in B. Of course B is
G-invariant if and only if GB = B = coreGB. In the case when the group
G is irreducible and B is non-zero, then GB = A and coreGB = 0. We are
therefore led quite naturally to the following definitions.

A subspace B of the vector space A is called G-contrainvariant if GB = A.
Furthermore, we say that the subspace B is G-core-free if coreGB = 0.
These types of subspace occur naturally, as we noted above, in the case

when the group G is irreducible. In such a case we have for a non-zero subspace
B the inclusion B ≤ GB. Hence GB = A so that B is a G-contrainvariant
subspace. This will be true for each non-zero subspace of G.

In the case when the group G is irreducible we have for a proper subspace
B the inclusion coreGB ≤ B. Hence coreGB = 0 so that B will be a
G-core-free subspace. This is true for each proper subspace of G.

On the other hand, suppose that the vector space A contains no proper
G-contrainvariant subspaces. If M is a maximal subspace of A, then in this
case M ≤ GM 6= A which implies that M = GM . Thus in this case every
maximal subspace of A is G-invariant. Now let a be an arbitrary non-zero
element of the vector space A. Then there is an index set Λ and some set of
elements {aλ|λ ∈ Λ} which forms a basis for A and such that the element a is
included in this basis, say a = aµ for some µ ∈ Λ. For each index κ ∈ Λ with
κ 6= µ, let

Sκ = {λ ∈ Λ|λ 6= µ, λ 6= κ}.
Let Dκ denote the subspace of A generated by the subset {aµ} ∪ Sκ. Then
it is clear that Dκ is a subspace of A of codimension 1 and that Dκ is a
maximal subspace of A. Thus when A contains no proper G-contrainvariant
subspaces Dκ is a G-invariant subspace of A. Furthermore, we have Fa =
Faµ =

⋂
κ6=µDκ so the subspace Fa is a G-invariant subspace of A. Thus

every one-dimensional subspace of A is G-invariant and hence every subspace
of A is G-invariant.

Thus if the vector space A contains no proper G-invariant subspaces, then
every proper subspace of A is G-contrainvariant. On the other hand if the
vector space A contains no proper G-contrainvariant subspaces, then every
subspace of A is a G-invariant subspace.

Assume now that the vector space A contains no proper G-core-free sub-
spaces. Let a be an arbitrary non-zero element of the vector space A. Then
the containment coreG Fa ≤ Fa and the fact that the subspace Fa cannot
be G-core-free imply that coreG Fa = Fa. Thus, in this case, every one-
dimensional subspace of A is G-invariant and, as above, this fact implies that
every subspace of A is G-invariant.

So, on the one hand, if the vector space A contains no proper G-invariant
subspaces, then every proper subspace is G-core-free and on the other hand
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if the vector space A contains no proper G-core-free subspaces then every
subspace of A is G-invariant.

Thus if the group G is an irreducible subgroup of GL(F,A), then there
are only two types of subspaces. The subspaces 0 and A are G-invariant and
all other subspaces are G-contrainvariant (respectively G-core-free). Because
of this fact it is of interest to study those subgroups G of GL(F,A) with the
property that all subspaces of A are either G-invariant or G-contrainvariant.
Dually, so to speak, we can also consider those subgroups G of GL(F,A) all of
whose subspaces are either G-invariant or G-core-free. As we have seen, these
groups are generalizations of irreducible groups.

We note that if A is a vector space of dimension 2, then every subspace is
either G-invariant or G-contrainvariant and likewise every subspace is either
G-invariant or G-core-free. Indeed, in this situation, if G is irreducible, then, as
we saw above, each proper subspace is G-contrainvariant and G-core-free. If G
is not irreducible, then every proper non-zero subspace B has dimension 1. If
B is not a G-invariant subspace, then the G-invariant subspace GB generated
by B must coincide with the entire space A. Hence B is G-contrainvariant.
Furthermore, the G-core of the subspace B does not coincide with B and
hence must be zero. Therefore the subspace B is G-core-free.

We begin this section with the following useful result (which appeared as
[49, Lemma 1.2] in the paper of M. R. Dixon, L. A. Kurdachenko and J. Otal).

Lemma 3.57. Let A be a vector space over a field F and let G be a subgroup
of GL(F,A). Suppose that the subspace Fa is G-invariant for all elements
a ∈ A. Then for every element g ∈ G there exists an element τg ∈ F such that
ga = τga for each element a ∈ A.

Proof. Let {aλ|λ ∈ Λ} be a basis for A over F and let g be a fixed element
of G. Since Faλ is G-invariant for every λ ∈ Λ it follows that there exists
τλ ∈ F such that gaλ = τλaλ. Suppose that there are indices λ, µ ∈ Λ such
that τλ 6= τµ and let b = aλ + aµ. Then

gb = g(aλ + aµ) = gaλ + gaµ = τλaλ + τµaµ.

On the other hand, the subspace Fb is also G-invariant, so we have

gb = γb = γ(aλ + aµ) = γaλ + γaµ

for some element γ ∈ Λ. Since the elements aλ, aµ are linearly independent
we have τλ = γ = τµ, which is a contradiction. This contradiction shows
that τλ = τµ for all λ, µ ∈ Λ and we denote this common value by τg. This
completes the proof.

The next corollary then shows that the structure of a group G acting on
a vector space A all of whose subspaces are G-invariant is rather restricted.
This result also appeared in [49].
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Corollary 3.58. Let A be a vector space over a field F and let G be a subgroup
of GL(F,A). Suppose that the subspace Fa is G-invariant for all elements
a ∈ A. Then G is isomorphic to a subgroup of the multiplicative group of the
field F .

Proof. By Lemma 3.57 for each element g of G there exists an element τg ∈ F
such that ga = τga for each element a ∈ A. Let U(F ) denote the group of
units of F and consider the mapping ϑ : G −→ U(F ) defined by ϑ(g) = τg.
It is easy to see that ϑ is a homomorphism from G into U(F ) and clearly
ker(ϑ) = CG(A) = 1. Hence ϑ is a monomorphism, as required.

We now turn to the study of infinite dimensional linear groups G acting
on a vector space A in such a way that the subspaces of A are all either G-
invariant or G-contrainvariant. In such cases, subspaces all of whose subspaces
are G-invariant arise quite naturally.

Lemma 3.59. Let A be a vector space over the field F and let G be a subgroup
of GL(F,A). Suppose that the subspaces of A which are not G-invariant are
G-contrainvariant. If B is a proper G-invariant subspace of A, then every
subspace of B is G-invariant.

Proof. Let C be a subspace of B. Then GC ≤ B 6= A so C is not G-
contrainvariant. Therefore C is G-invariant and the result follows.

Corollary 3.60. Let A be a vector space over the field F and let G be a sub-
group of GL(F,A). Suppose that the subspaces of A which are not G-invariant
are G-contrainvariant. Then one of the following holds:

(i) G is irreducible;

(ii) every subspace of A is G-invariant;

(iii) A contains a maximal G-invariant subspace M such that every subspace
of M is G-invariant.

Proof. We may assume that G is not irreducible otherwise (i) holds so we
may let B be a proper non-zero G-invariant subspace of the vector space A.
By Lemma 3.59 every subspace of B is G-invariant. If B is not a maximal
G-invariant subspace of A, then A contains a proper G-invariant subspace C
such that B ≤ C and B 6= C. Again Lemma 3.59 shows that every subspace
of C is G-invariant. By repeating this process we can see that either A is the
union of an ascending series of proper G-invariant subspaces or A contains
a maximal G-invariant subspace M . In the former case let a be an arbitrary
element of A. Then there is a proper G-invariant subspace D of A containing
a and Lemma 3.59 again implies that every subspace of D is G-invariant.
In particular, the subspace Fa is G-invariant. Thus every one-dimensional
subspace of A is G-invariant and from this it follows that every subspace of A
is G-invariant so that (ii) holds. In the latter case, Lemma 3.59 implies that
every subspace of M is G-invariant so (iii) holds. The result follows.
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We next give another generalization of the G-center, ζG(A) = CA(G), of
the vector space A. Let

NormA(G) = {a ∈ A|g(a) ∈ Fa for each element g ∈ G}.

It is clearly the case that CA(G) is a subset of NormA(G) and that
NormA(G) is a G-invariant subset of A. Indeed for every element a of
NormA(G) it is clear that Fa is a G-invariant subspace of A.

We note however that the subset NormA(G) is not in general a subspace
of the vector space A. This can be seen from the following easy example.

Let F = F5, the prime field consisting of 5 elements and let A be a vector
space over F with basis {a1, a2}. Let G = 〈g〉 be a cyclic group of order 4 and
define an action of G on A by

ga1 = 2a1, ga2 = −a2.

It is clear from this definition that a1, a2 ∈ NormA(G). However

g(a1 + a2) = ga1 + ga2 = 2a1 − a2 /∈ F (a1 + a2)

so that a1 + a2 /∈ NormA(G).
The following theorem, though, shows that in the case when all the sub-

spaces are either G-invariant or G-contrainvariant, then such examples can
only occur in the dimension 2 case.

Theorem 3.61. Let A be a vector space over the field F and let G be a sub-
group of GL(F,A). Suppose that the subspaces of A which are not G-invariant
are G-contrainvariant. Then

(i) if NormA(G) = 0, then G is irreducible;

(ii) if NormA(G) = A, then every subspace of A is G-invariant;

(iii) if NormA(G) is non-zero, but is not a subspace, then A has dimension 2.

Proof. (i) Suppose first that NormA(G) = 0 and suppose that D is a proper
non-zero G-invariant subspace of A. Let d be an arbitrary element of D. Since
NormA(G) = 0, the subspace Fd is not G-invariant. The hypotheses imply
that Fd is G-contrainvariant. On the other hand Fd ≤ D 6= A giving us a
contradiction. This contradiction shows that G is irreducible.

(ii) Suppose now that NormA(G) = A. Then every one dimensional sub-
space of A is G-invariant, so that in this case every subspace of A is G-
invariant.

(iii) Finally, suppose that NormA(G) is nonempty but is not a subspace.
In this case NormA(G) contains two elements a, b such that there exists an
element g ∈ G with the properties that ga ∈ Fa, gb ∈ Fb but g(a + b) /∈
F (a+ b). Then there exist elements α, β ∈ F such that g(a+ b) = ga+ gb =
αa + βb /∈ F (a + b). By the definition of NormA(G) the subspaces Fa and
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Fb are G-invariant and it follows that their sum Fa+ Fb is also G-invariant.
However, the subspace F (a + b) is not G-invariant. By hypothesis, F (a + b)
is G-contrainvariant so that G(F (a + b)) = A. However since Fa + Fb is G-
invariant we have A = G(F (a + b)) ≤ Fa + Fb. Thus A = Fa + Fb so that
dimF (A) = 2. This completes the proof.

As we saw in Corollary 3.60 if A is a vector space which is not irreducible
whose non-G-invariant subspaces are G-contrainvariant and if there is at least
one G-contrainvariant subspace, then the subspace M defined in that corollary
satisfies M ⊆ NormA(G). Then when A has F -dimension greater than 2 we
must also have M = NormA(G) = M . Our next few results will use the
notation of Corollary 3.60 and in particular NormA(G) will be a maximal G-
invariant subspace such that every subspace is also G-invariant. The results
become particularly strong when the group G is hypercentral.

Lemma 3.62. Let A be a vector space over the field F and let G be a
hypercentral subgroup of GL(F,A). Suppose that G is not irreducible and
that the subspaces of A which are not G-invariant are G-contrainvariant. If
dimF (A) 6= 2 and if M = NormA(G) 6= A, then M is a maximal G-invariant
subspace of A. Furthermore either

(i) CM (G) = 0 or

(ii) the following properties hold

(a) CM (G) = M and CA/M (G) = A/M so that dimF (A/M) = 1;

(b) G is abelian;

(c) if char (F ) = 0, then G is torsion-free and if char (F ) = p for
some prime p, then G is an elementary abelian p-group;

(d) if e is an element of A such that e /∈M , then [G,Fe] = M .

Proof. It follows from Theorem 3.61 and the hypotheses that M is a maximal
G-invariant subspace of A and by Corollary 3.60 every subspace of M is G-
invariant. Suppose, for a contradiction, that C = CM (G) is a proper non-zero
subspace of M . In M there is a complement subspace D to the subspace C,
so that M = C ⊕ D. Our hypotheses imply that C,D are both G-invariant
subspaces of A. Since C 6= M , by assumption, it follows that D is also non-
zero. Since CG(D) 6= G there is an element g /∈ CG(D). Then D has an
element d 6= 0 such that gd 6= d. Since d ∈M , the subspace Fd is G-invariant
and it follows that there is an element α ∈ F such that α 6= 1 and gd = αd. In
C we choose a non-zero element c. Then gc = c. Now consider the subspace
F (c+d). The containment F (c+d) ≤M implies that F (c+d) is a G-invariant
subspace. Then g(c + d) = γ(c + d) for some element γ ∈ F . On the other
hand

g(c+ d) = gc+ gd = c+ αd
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so we obtain c + αd = γc + γd. It follows that α = γ = 1 and we obtain a
contradiction. This contradiction shows that either the G-invariant subspace
C is zero or C = M .

Consider the case when M ≤ CA(G). Since CA(G) is G-invariant and
A/M has no proper G-invariant subspaces we deduce that M = CA(G) or
A = CA(G). However in the latter case we have CG(A) = G and we obtain a
contradiction. Hence M = CA(G). Since G is a hypercentral group it has non-
trivial center ζ(G). Let z be a nontrivial element of ζ(G) and let ξz : A −→ A
be the mapping defined by the rule ξz(a) = [z, a] = (z − 1)a for all a ∈ A.
Since z ∈ ζ(G) the mapping ξz is an FG-endomorphism of A. It follows that
the subspaces Im(ξz) and ker(ξz) are G-invariant. Since G = CG(M) it fol-
lows that the subspace ker(ξz) contains the subspace M . If we suppose that
M � ker(ξz), then the fact that A/M has no proper nontrivial G-invariant
subspaces implies that ker(ξz) = A. This means that z ∈ CG(A) = 1, contra-
dicting the choice of the element z. This contradiction therefore implies that
M = ker(ξz) and the first isomorphism theorem gives

Im(ξz) ∼=FG A/ker(ξz) = A/M. (3.12)

It follows that Kz = Im(ξz) is a simple FG-submodule of A. Therefore Kz ∩
M = 0 or Kz ≤M .

We consider the first of these two cases. Since A/M is a simple FG-module
it follows that A = M ⊕Kz. Since Kz is a proper G-invariant subspace of A,
Lemma 3.59 implies that every subspace of Kz is G-invariant. Since Kz is a
simple FG-module it follows that dimF (Kz) = 1. Hence Kz = Fbz for some
element bz ∈ Kz. Since M = ker(ξz) it follows that Kz is not contained in
ker(ξz) and hence zbz = νbz for some element 1 6= ν ∈ F . Let d ∈ M be an
arbitrary non-zero element. Since the subspaces Fd and Fbz are G-invariant
the sum Fd+Fbz is also a G-invariant subspace. Suppose, for a contradiction,
that Fd+Fbz is a proper subspace of A. Then Lemma 3.59 shows that every
subspace of Fd+ Fbz is also G-invariant. Hence

z(d+ bz) = λ(d+ bz) = λd+ λbz

for some element λ ∈ F . On the other hand we have

z(d+ bz) = zd+ zbz = d+ νbz.

It follows that λ = ν = 1 giving us a contradiction. This contradiction shows
that Fd+Fbz = A so that A is of F -dimension 2 contrary to our hypotheses.

For the second case we have Kz ≤ M . Since Kz
∼= A/M , by (3.12), it

follows that Kz is a simple FG-module. On the other hand, the equality
CG(M) = G implies that Kz has dimension 1. Again let bz be an element of
Kz such that Kz = Fbz. Then gbz = bz for all elements g ∈ G and (3.12)
implies that the factor A/M is G-central, so G = CG(A/M).

Choose an element e ∈ A such that e /∈M . If we suppose that (z−1)e = 0,
then since A = M + Fe we deduce that z ∈ CG(A) = 1, contradicting the
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choice of z. It therefore follows that (z−1)e is non-zero. Since (z−1)e ∈M we
see that the subspace Fe is not G-invariant. Hence Fe is a G-contrainvariant
subspace.

The equality G = CG(A/M) implies that (g − 1)e ∈ M for every element
g ∈ G. We next define the mapping δ : G −→ M by δ(g) = (g − 1)e for each
g ∈ G. If g, y are arbitrary elements of the group G, then we have

(gy − 1) = (g − 1) + (y − 1) + (g − 1)(y − 1)

so that

δ(gy) = (gy − 1)e = (g − 1)e+ (y − 1)e+ (g − 1)(y − 1)e.

Since (y − 1)e ∈M it follows that (g − 1)(y − 1)e = 0 and we obtain

δ(gy) = (g − 1)e+ (y − 1)e = δ(g) + δ(y).

Hence the mapping δ is a homomorphism from the group G into the additive
group of the vector space A. It is clear that ker(δ) = CG(e). The equalities
A = M + Fe and G = CG(M) together imply that CG(e) = CG(A) = 1.
Thus we have the isomorphism G ∼= Im(δ) so that the group G is abelian.
Moreover, if char (F ) = 0, then G is torsion-free and if char (F ) is the prime
p, then G is an elementary abelian p-group. It also follows that

Im(δ) = [G, e] = {(g − 1)e|g ∈ G}

is a G-invariant subspace of A, because [G, e] ≤ M . Then the subspace
[G,Fe] = F [G, e] is a G-invariant subspace of M . Suppose that U = [G,Fe] �
M so that the quotient space M/U is non-zero. If g is an arbitrary element
of G and a is an arbitrary element of A, then a = x + µe for some element
x ∈M and some element µ ∈ F . Then we obtain

g(a+ U) = g(x+ µe+ U) = (gx+ µge) + U = (x+ µe+ µ(g − 1)e) + U

= x+ µe+ U = a+ U.

From this it follows that CG(M/U) = G. We also have

FG(e+ U) = F (e+ U) = (Fe+ U)/U 6= A/U.

However we already saw that the subspace Fe is G-contrainvariant, so that
G(Fe) = A and hence FG(e+U) = A/U which gives us a contradiction. This
contradiction shows that U = [G,Fe] = M and this completes the proof.

We next give an example to show that the situation described in
Lemma 3.62 can actually arise.

In our example we let F be an arbitrary field and let A be a vector space
over F of countable dimension. Let B = {an|n ∈ N} be a basis for A. Let S
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be the subset of matrices [αjm]j,m∈N whose coefficients αjm ∈ F satisfy the
following conditions:

αj,1 = 0 for all j > n for some n

αjj = 1 for all j

αjm = 0 whenever m > 1 and j 6= m.

Thus the matrices in the set S have the form
1 0 0 . . . 0 0 0 . . .
α21 1 0 . . . 0 0 0 . . .
α31 0 1 . . . 0 0 . . .

...
...

...
. . .

...
...

 .

Let A = [αjm]j,m∈N, B = [βjm]j,m∈N ∈ S and let AB = [γjm]j,m∈N. Then

γjj = 1 for all j,

γj,1 =
∑
k∈N

αjkβk,1 = αj,1β11 + αjjβj,1 = αj,1 + βj,1 for j > 1,

γjm =
∑
k∈N

αjkβkm = 0 for j 6= m and m > 1.

Hence AB ∈ S. From the identities above we easily see that if A−1 =
[σjm]j,m∈N, then σjj = 1 for all j ∈ N, σj,1 = −αj,1 whenever j > 1 and
σjm = 0 whenever m > 1 and j 6= m. It follows that A−1 ∈ S. Let G be the
subset of linear transformations of A whose matrices relative to the basis B
belong to S. Our work above shows that G is a subgroup of GL(F,A).

Let M =
⊕

n>1 Fan. It follows that CG(M) = G. In particular, M is a
G-invariant subspace of A having codimension 1 in A. Hence M is a maximal
G-invariant subspace of the vector space A and every subspace of M is G-
invariant. Let d be an element of A such that d /∈M . Then

d = σ1a1 + σ2a2 + . . . σkak where σ1 6= 0.

Let gj be the element of G whose matrix relative to the basis B has the form

1 0 0 . . . 0 0 0 . . .
0 1 0 . . . 0 0 0 . . .
...

...
...

. . .
...

...
0 0 . . . 1 0 0 . . .
αj,1 0 . . . 0 1 0 . . .

0 0 . . . 0 0 1 . . .
...

...
...

. . .
...

...


.
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where αj,1 = 1, for j > 1. Then (gj − 1)d = σ1aj . It follows that aj ∈ G(Fd)
for j > 1 and hence a1 ∈ G(Fd) also. We therefore obtain G(Fd) = A. Hence
the subspace Fd is G-contrainvariant. Now if C is a subspace of A such that M
does not contain C, then C contains an element d /∈M . From what we proved
above we have G(Fd) = A. Then A = G(Fd) ≤ C so C is G-contrainvariant.
Thus every subspace of A is either G-invariant or is G-contrainvariant which
yields the desired example.

We recall from Chapter 1 the definition of the invariator of a subspace V
in G.

InvG(V ) = {g ∈ G|g(a) ∈ V for every element a ∈ V }.
If B is an F -subspace of the vector space A, then the norm of B in G is

defined to be the set

NormG(B) =
⋂
b∈B

InvG(Fb).

We observe that NormG(B) coincides with the intersection of the invari-
ators of all the F -subspaces of B. Hence if C is an F -subspace of B, then
NormG(B) ≤ InvG(C). In particular we have

NormG(A) = {x ∈ G|xFa = Fa for each a ∈ A}.
We remark that the invariator of a subspace is analogous to the normalizer

of a subgroup. In abstract group theory the norm of a group in G is the
intersection of the normalizers of all the subgroups of G.

Corollary 3.63. Let A be a vector space over a field F and let G be a subgroup
of GL(F,A). Then the center of G contains NormG(A).

Proof. Let g be an arbitrary element of NormG(A). By Lemma 3.57 there
is an element τg ∈ F such that ga = τga for each element a of A. If x is an
arbitrary element of G, then

(xg)a = x(τga) = τg(xa) and (gx)a = g(xa) = τg(xa)

so that (gx)a = (xg)a for all a ∈ A. Thus (g−1x−1gx(a)) = a and since this is
valid for all elements a ∈ A we have g−1x−1gx ∈ CG(A) = 1. It follows that
gx = xg and hence g ∈ ζ(G). This proves the result.

If N = NormG(A), then every one-dimensional subspace of A is N -
invariant and it then follows that every subspace of A is N -invariant. As
we noted above in Corollary 3.58, there is a homomorphism ϑ : N −→ U(F )
such that ker(ϑ) = CN (A) = 1. In particular N is isomorphic to a subgroup
of the multiplicative group of the field F . Let ϑ(x) = αx for each element x
of N . Then we have xa = αxa for each element a ∈M by Lemma 3.57.

Lemma 3.64. Let A be a vector space over the field F and let G be a hyper-
central subgroup of GL(F,A). Suppose that G is not irreducible and that the
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subspaces of A which are not G-invariant are G-contrainvariant. Suppose that
dimF (A) 6= 2. If M = NormA(G) 6= A,CM (G) = 0 and CG(M) 6= 1, then
the following assertions hold:

(i) dimF (A/M) = 1 and CG(M) = CG(A/M);

(ii) G/CG(M) is isomorphic to a subgroup of the multiplicative group of F
and G/NormG(A) is isomorphic to a subgroup of the additive group of
the subspace M ;

(iii) CG(M)∩NormG(A) = 1 and G embeds in G/CG(M)×G/NormG(A).
In particular, G is abelian. Furthermore, if char (F ) = 0, then Tor(G)
is a locally cyclic subgroup. If char (F ) = p is prime, then Tor(G) =
P×Q where P is an elementary abelian p-group and Q is a locally cyclic
p′-group;

(iv) for each g ∈ G there exists αg ∈ F such that ga = αga for each a ∈M ;

(v) if e ∈ A and e /∈M , then (g − αg)e ∈M for all g ∈ G;

(vi) if e ∈ A and e /∈M , then G(Fe) = A.

Proof. The condition CM (G) = 0 implies that CG(M) 6= G. Since CG(M) 6=
1 and the group G is hypercentral, the intersection CG(M) ∩ ζ(G) is also
not trivial. Let z be a nontrivial element in CG(M) ∩ ζ(G) and consider the
mapping ξz : A −→ A defined by ξz(a) = [z, a] = (z−1)a for each a ∈ A. Since
z ∈ ζ(G) the mapping ξz is an FG-endomorphism of A. It follows that the
subspaces Im(ξz) and ker(ξz) are G-invariant. The choice of z implies that the
submodule M is contained in ker(ξz). Suppose that M � ker(ξz). In this case,
sinceA/M contains no proper nontrivialG-invariant subspaces by Lemma 3.62
it follows that ker(ξz) = A. However this means that z ∈ CG(A) = 1, contrary
to the choice of the element z. This contradiction implies that ker(ξz) = M
and we obtain, by the first isomorphism theorem,

Im(ξz) ∼= A/ker(ξz) = A/M.

Thus Kz = Im(ξz) is a simple FG-submodule of A and there are then the
two possibilities that either Kz ∩ M = 0 or Kz ≤ M . The arguments of
Lemma 3.62 show that in the first case we have dimF (A) = 2, contrary to
our hypotheses and in the second case we have

dimF (A/M) = dimF (Kz) = 1.

Let e be an element of A such that e /∈ M . Suppose that (z − 1)e = 0. In
this case since A = M +Fe it follows that z ∈ CG(A) = 1. This contradiction
shows that bz = (z − 1)e ∈ Kz is non-zero. Since bz ∈ M we see that the
subspace Fe is not G-invariant and hence Fe is a G-contrainvariant subspace.
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Let x ∈ CG(A/M). Then xe = e + c for some element c ∈ M and since
z ∈ ζ(G) we have

xbz = x((z − 1)e) = ((z − 1)x)e = (z − 1)(xe) = (z − 1)(e+ c)

= (z − 1)e+ (z − 1)c = bz.

It follows that x ∈ CG(bz) = CG(Fbz) = CG(Kz). Conversely, let x ∈ CG(Kz).
Since the quotient module A/M has dimension 1 we have xe = µe + c1 for
some µ ∈ F and c1 ∈M . In this case we obtain

bz = xbz = x((z − 1)e) = (z − 1)(xe) = (z − 1)(µe+ c1)

= (z − 1)(µe) + (z − 1)c1 = µbz.

It follows that µ = 1, so that x ∈ CG(A/M) and we obtain the equality
CG(Kz) = CG(A/M). Since Kz ≤ M we have CG(M) ≤ CG(Kz). Suppose
that CG(M) � CG(Kz) so that CG(Kz) contains an element y such that
y /∈ CG(M). Then M contains an element a0 such that ya0 6= a0. Since the
subspace Fa0 is G-invariant we have ya0 = νa0 for some element ν ∈ F such
that ν 6= 1. Then

y(a0 + bz) = ya0 + ybz = νa0 + bz. (3.13)

On the other hand the subspace F (a0 + bz) is G-invariant and hence there is
an element σ ∈ F such that

y(a0 + bz) = σ(a0 + bz) = σa0 + σbz. (3.14)

It follows from (3.13) and (3.14) that ν = σ = 1 and we obtain a contradiction,
which proves that actually we have CG(M) = CG(Kz). Furthermore we deduce
that CG(M) = CG(A/M).

Since every subspace of M is G-invariant there is a homomorphism ϑ :
G −→ U(F ) such that ker(ϑ) = CG(M) by Corollary 3.58. In particular, the
factor group G/CG(M) is isomorphic to a subgroup of the multiplicative group
of the field F . Using the argument from the proof of Lemma 3.62 we see that
the subgroup CG(M) is abelian. Furthermore we note that if char (F ) = 0,
then CG(M) is torsion-free whereas if char (F ) is the prime p, then it is an
elementary abelian p-group.

Let ϑ(g) = αg for each element g ∈ G. Since every subspace of M is G-
invariant it follows from Lemma 3.57 that for every element of the group G
and for every element a of the space M we have ga = αga. The isomorphism
A/M ∼= Fbz together with gbz = αgbz shows that (g − αg)e ∈M .

Let Λ be an index set and let {aλ|λ ∈ Λ} be a basis for the subspace M .
Set a1 = e and attach this element to the basis of the subspace M just defined
to obtain a basis of the entire space A. Let ∆ = Λ ∪ {1}.
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Let Γ be the set of finitary matrices [χµν ]µ,ν∈∆ whose coefficients have the
following properties:

χµ,1 = 0 for all but finitely many indices µ

χνν = α for some non-zero element of F

χµν = 0 whenever µ 6= 1 and µ 6= ν.

Let X1 = [γµν ]µ,ν∈∆, X2 = [σµν ]µ,ν∈∆ be two arbitrary matrices from the
set Γ and let X1X2 = [κµν ]µ,ν∈∆. Then

κµµ = αµµσµµ

κµ,1 =
∑
τ∈∆

γµτστ,1 = γµ,1σ11 + γµµσµ,1 whenever µ 6= 1,

κµν =
∑
τ∈∆

γµτστν = γµµσµν + γµνσνν whenever ν 6= 1, µ 6= ν, so that

κµν = 0 whenever µ 6= ν, and µ ∈ Λ.

It follows that X1X2 ∈ Γ.
Using these equalities we also see that if X−1

1 = [ηµν ]µ,ν∈∆, then

ηµµ = γ−1
µµ for all µ ∈ ∆,

ηµ,1 = −γ−2
11 γµ,1 for all µ ∈ Λ,

ηµν = 0 whenever µ 6= ν for ν ∈ Λ.

It follows that X−1
1 ∈ Γ and hence Γ is a group with the usual multipli-

cation of finitary matrices. Indeed it is easy to see that Γ is itself a product
of two subgroups Σ and Θ. Here Σ is the subgroup consisting of all scalar
matrices of the form αE, where α ∈ F and Θ is the subset of all matrices
[χµν ]µ,ν∈∆ such that

χµ,1 = 0 for all but finitely many indices µ

χµµ = 1 for all µ ∈ ∆

χµν = 0 whenever ν ∈ Λ and µ 6= ν.

We notice immediately that Σ is a subgroup that is isomorphic to a sub-
group of the multiplicative group of the field F and the subgroup Θ is isomor-
phic to the additive group of the vector subspace M . Since every matrix of Σ
is a scalar matrix, Σ is contained in the center of the group Γ and hence Γ is
an abelian group.

For each element g ∈ G we have

ga1 = αga1 +
∑
λ∈Λ

αλ,1aλ,

where all but finitely many of the coefficients αλ,1 are zero, so this really is a
finite sum and

gaλ = αgaλ for all λ ∈ Λ.
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For each element g ∈ G we define an infinite finitary matrix Dg = [γµν ]µ,ν∈∆

whose coefficients satisfy the following conditions:

γλ,λ = αg for all λ ∈ ∆

γλ,1 = αλ,1 for all λ ∈ Λ

γλµ = 0 whenever λ 6= µ, µ ∈ Λ.

If y is another element of G such that ya1 = αya1 +
∑
λ∈Λ βλ,1aλ, then

(gy)a1 = g(ya1) = g(αya1 +
∑
λ∈Λ

βλ,1aλ) = αy(ga1) +
∑
λ∈Λ

βλ,1gaλ

= αyαga1 +
∑
λ∈Λ

αyαλ,1aλ +
∑
λ∈Λ

βλ,1αgaλ

= αyαga1 +
∑
λ∈Λ

(αyαλ,1 + αgβλ,1)aλ.

Let Dy = [σµν ]µ,ν∈∆ and DgDy = [κµν ]µ,ν∈∆. Then

κνν = αgαy for all ν ∈ ∆

κµ,1 =
∑
τ∈∆

γµτστ,1 = γµµσµ,1 + γµ,1σ11

= αgβµ,1 + αyαµ,1 whenever ν 6= 1,

κµν = 0 whenever µ 6= ν, ν ∈ Λ.

It follows that DgDy = Dgy.
We now define a mapping Φ : G −→ Γ by

Φ(g) = Dg for each g ∈ G.

From what we proved above we have Φ(gy) = Dgy = DgDy = Φ(g)Φ(y) so
that the mapping Φ is a group homomorphism. It is clear that this mapping
is also a monomorphism and since the group Γ is abelian it follows that the
group G is likewise abelian.

Let H be the inverse image of the subgroup Σ under Φ. Then it is clear
that

H = {h ∈ G : he = αhe}.

Since ha = αha for each element a ∈M at the equality he = αhe implies that
H = NormG(A). Therefore G/H is isomorphic to the subgroup Γ/Σ ∼= Θ
so that G/H is isomorphic to a subgroup of the additive group of the vector
space M . In a similar manner the inverse image of the subgroup Θ under Φ is
CG(A/M) = CG(M). It is clear that H ∩CG(A/M) = 1 and this implies that
NormG(A) ∩ CG(M) = 1. Using Remak’s theorem we obtain an embedding
of G into G/NormG(A)×G/CG(M).
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Suppose that the field F has characteristic 0. Since G/NormG(A) is iso-
morphic to a subgroup of the additive group of the vector space M it follows
that G/NormG(A) is torsion-free. Also the factor group G/CG(M) is isomor-
phic to a subgroup of the multiplicative group of the field F so the torsion
subgroup of this group is locally cyclic (see [115, Corollary 2.2], for example).
Hence in this case Tor(G) is locally cyclic.

Suppose now that the field F has characteristic p for some prime p. Since
G/NormG(A) is isomorphic to a subgroup of the additive group of the vector
space M it follows that G/NormG(A) is an elementary abelian p-group. In
this case the torsion subgroup of the multiplicative group of the field F is
a locally cyclic p′-group (see [115, Corollary 2.2], for example). Then we see
that Tor(G) = P × Q for some elementary abelian p-group P and a locally
cyclic p′-subgroup Q. This completes the proof.

The proof of Lemma 3.64 indicates how to construct a group G satisfying
the hypotheses of that lemma.

Next we discuss the case when CG(M) = 1.

Lemma 3.65. Let A be a vector space over the field F and let G be a hyper-
central subgroup of GL(F,A). Suppose that G is not irreducible and that the
subspaces of A which are not G-invariant are G-contrainvariant. Suppose that
dimF (A) 6= 2. If M = NormA(G) 6= A,CM (G) = 0 and CG(M) = 1, then
the following assertions hold:

(i) dimF (A/M) = 1 and CG(M) = CG(A/M) = 1;

(ii) G is isomorphic to a subgroup of the multiplicative group of F so G is
abelian;

(iii) if char (F ) = 0, then Tor(G) is a locally cyclic subgroup. If char (F ) =
p is prime, then Tor(G) is a locally cyclic p′-group;

(iv) for each g ∈ G there exists αg ∈ F such that ga = αga for each a ∈M ;

(v) if e ∈ A and e /∈M , then (g − αg)e ∈M for all g ∈ G;

(vi) if e ∈ A and e /∈M , then G(Fe) = A;

(vii) if F is locally finite, then every subspace of A is G-invariant.

Proof. As we have seen before, since every subspace of M is G-invariant it
follows that there is a homomorphsim ϑ : G −→ U(F ) such that ker(ϑ) =
CG(M) using Corollary 3.58. The fact that CG(M) = 1 implies that G is
abelian and that (ii) holds. In particular, if the field F has characteristic 0,
then Tor(G) is a locally cyclic group (see [115, Corollary 2.2], for example).
If char (F ) = p, a prime, then Tor(G) is a locally cyclic p′-group (again see
[115, Corollary 2.2], for example). Hence (iii) follows.
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Let ϑ(g) = αg for each element g ∈ G. Since every subspace of M is G-
invariant we have that ga = αga for every element g ∈ G and each element
a ∈M using Lemma 3.57. This proves (iv).

Let ρg : A −→ A be the mapping defined by

ρg(a) = (g − αg)a for all a ∈ A.

Since G is abelian, ρg is an FG-endomorphism of A and it follows that the
subspaces Im(ρg) and ker(ρg) are G-invariant. The definition of ρg implies
that M is contained in ker(ρg). Suppose that M � ker(ρg). Since A/M is
a simple FG-module it then follows that A = ker(ρg) which means that
ga = αga for all elements a ∈ A. Therefore every one-dimensional subspace of
A is 〈g〉-invariant and hence every subspace is 〈g〉-invariant. Our hypotheses
imply that A contains a subspace which is not G-invariant so it follows that
there is an element v ∈ G such that ker(ρv) 6= A and hence ker(ρv) = M . By
the first isomorphism theorem we have

Im(ρv) ∼= A/ker(ρv) = A/M

which shows that Bv = Im(ρv) is a simple FG-submodule. There are then
two possibilities, namely that Bv ∩M = 0 or that Bv ≤M .

Suppose first that Bv ∩M = 0 and that dimF (M) ≥ 2. Let d ∈M . Then
the subspace D = Fd is G-invariant. The direct sum Bv ⊕ D is a proper
G-invariant subspace of A and Lemma 3.59 implies that every subspace of
Bv ⊕D is likewise G-invariant. Lemma 3.59 and the fact that Bv is a simple
FG-submodule imply that dimF (Bv) = 1 and hence Bv = Fbv for some
element bv ∈ Bv. As we have already remarked, for each element g ∈ G, there
is an element αg ∈ F such that ga = αga for all elements a ∈ M . Since
dimF (Bv) = 1 we have gbv = βbv for some element β ∈ F . As every subspace
of Bv ⊕D is G-invariant we have

g(bv + d) = γ(bv + d) = γbv + γd

for some element γ ∈ F . On the other hand

g(bv + d) = gbv + gd = βbv + αgd.

If follows that γ = αg = β so that gbv = αgbv. This is true for each element
g ∈ G and in particular vbv = αvbv. This means that bv ∈ ker(ρv) and that
Bv ≤ ker(ρv) = M giving us a contradiction. This contradiction shows that
dimF (M) = 1 in this case.

Since A/M is a simple FG-module we have Bv +M = A, so A = Bv⊕M .
Lemma 3.59 implies that every subspace of Bv must be G-invariant. Since Bv
is a simple FG-module it has dimension 1. Hence in this case dimF (A) = 2,
contrary to our hypotheses. Hence Bv ≤M .

Now consider the case when Im(ρv) = Bv ≤ M . The facts that every
subspace of M is G-invariant and that Bv is a simple FG-module imply that
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Bv has dimension 1. The isomorphism Bv ∼= A/M shows that dimF (A/M) =
1 also and (i) follows. Choose an element e ∈ A such that e /∈ M . Then
ve = αve+ bv for some element bv of M such that Fbv = Im(ρv). The choice
of v implies that bv 6= 0 and since (v − αv)e = bv ∈ M we deduce that the
subspace Fe is not G-invariant. Hence Fe is a G-contrainvariant subspace, so
(vi) follows.

Let g be an arbitrary element of the group G. Since dimF (A/M) = 1 we
have ge = µe+c for some µ ∈ F and element c ∈M . Then, since G is abelian,

gbv = g((v − αv)e) = (g(v − αv))e = ((v − αv)g)e

= (v − αv)(ge) = (v − αv)(µe+ c) = µbv.

On the other hand since bv ∈M it follows that gbv = αgbv and hence µ = αg.
Thus ge = αge+ c so that (v) follows.

Finally assume that the field F is locally finite and let the characteristic
of F be the prime p. Since G is isomorphic to a subgroup of the multiplicative
group of the field F it is a locally cyclic p′-subgroup (see [115, Corollary 2.2],
for example). Let H = {h ∈ G|he = αhe} and let {aλ|λ ∈ Λ} be a basis for
M . As in the proof of Lemma 3.64 we see that H = NormG(A). For every
element g ∈ G we have, for certain scalars αλ ∈ F ,

g2e = g(αge+
∑
λ∈Λ

αλaλ) = αgg(e) + g(
∑
λ∈Λ

αλaλ)

= αg(αge+
∑
λ∈Λ

αλaλ) +
∑
λ∈Λ

αgαλaλ = α2
ge+ 2

∑
λ∈Λ

αgαλaλ,

g3e = g(α2
ge+ 2

∑
λ∈Λ

αgαλaλ) = α2
g(ge) + 2

∑
λ∈Λ

α2
gαλaλ

= α2
g(αge+

∑
λ∈Λ

αλaλ) + 2
∑
λ∈Λ

α2
gαλaλ

= α3
ge+ 3

∑
λ∈Λ

α2
gαλaλ and so on.

Finally we see that

gpe = αpge+ p
∑
λ∈Λ

αp−1
g αλaλ = αpge.

It follows that gp ∈ H. On the other hand g is a p′-element so that 〈g〉 =
〈gp〉 ∈ H and hence G = NormG(A). Thus (vii) follows.

We summarize the results of the preceding lemmas in the following theo-
rem.

Theorem 3.66. Let A be a vector space over the field F and let G be a
hypercentral subgroup of GL(F,A). Suppose that the subspaces of A which
are not G-invariant are G-contrainvariant. Suppose that dimF (A) > 2 and
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that NormA(G) = M 6= A. Suppose that CM (G) = 0. Then the following
statements hold:

(i) every subspace of M is G-invariant;

(ii) dimF (A/M) = 1 and CG(M) = CG(A/M);

(iii) for each element g ∈ G there exists an element αg ∈ F such that ga =
αga for each element a ∈M ;

(iv) if e ∈ A and e /∈M , then (g − αg)e ∈M ;

(v) if e ∈ A and e /∈M , then G(Fe) = A.

Furthermore one of the following holds:

(a) if CG(M) = CG(A/M) = G, then G is abelian. Also if char (F ) =
0, then G is torsion-free and if char (F ) = p, a prime, then G is an
elementary abelian p-group;

(b) if G 6= CG(M) = CG(A/M) 6= 1, then G/CG(M) is isomorphic to a
subgroup of the multiplicative group of the field F and G/NormG(A)
is isomorphic to a subgroup of the additive group of the subspace M ,
CG(M)∩NormG(A) = 1 and G embeds in G/CG(M)×G/NormG(A).
In particular G is abelian; Furthermore, if char (F ) = 0, then Tor(G)
is a locally cyclic group. If char (F ) = p, a prime, then Tor(G) = P×Q
where P is an elementary abelian p-group and Q is a locally cyclic p′-
group;

(c) if CG(M) = CG(A/M) = 1, then G is isomorphic to a subgroup of the
multiplicative group of F . In particular G is abelian. Furthermore, if
char (F ) = 0, then Tor(G) is a locally cyclic subgroup. If char (F ) = p
is prime, then Tor(G) is a locally cyclic p′-group. Finally if F is locally
finite, then every subspace of A is G-invariant.

We turn now to the consideration of the second of the situations noted in
the introduction of this section, namely we shall study those vectors spaces A
in which each subspace is either G-invariant or G-core-free. To begin we prove
an easy result which is dual to Lemma 3.59.

Lemma 3.67. Let A be a vector space over the field F and let G be a subgroup
of GL(F,A). Suppose that the subspaces of A which are not G-invariant are
G-core-free. If B is a non-zero G-invariant subspace of A, then every subspace
of A containing B is G-invariant.

Proof. Suppose that C is a subspace of A that contains B. Then B ≤ coreG C
and in particular coreG C is non-zero. Hence C must be G-invariant as re-
quired.
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Corollary 3.68. Let A be a vector space over the field F and let G be a sub-
group of GL(F,A). Suppose that the subspaces of A which are not G-invariant
are G-core-free. If B is a non-zero G-invariant subspace of A, then every sub-
space of A/B is G-invariant.

Corollary 3.69. Let A be a vector space over the field F and let G be a sub-
group of GL(F,A). Suppose that the subspaces of A which are not G-invariant
are G-core-free. If B,C are non-zero G-invariant subspaces of A such that
B ∩ C = 0, then every subspace of B is G-invariant.

Proof. Let b be an arbitrary element of the subspace B. Then G(Fb) ≤ B.
On the other hand, Corollary 3.68 shows that every subspace of A/C is G-
invariant. Hence if g is an arbitrary element of the group G, then g(b+ C) ∈
F (b + C). Therefore there are elements β ∈ F, c ∈ C such that gb = βb + c.
Since B is G-invariant, gb = βb+ c ∈ B. From βb ∈ B we deduce that c ∈ B.
Hence c ∈ B ∩ C = 0, so c = 0. Thus we see that gb ∈ Fb for each element
g ∈ G. It follows that the subspace Fb is G-invariant. Thus every subspace of
B is G-invariant as required.

Corollary 3.70. Let A be a vector space over the field F and let G be a sub-
group of GL(F,A). Suppose that the subspaces of A which are not G-invariant
are G-core-free. Suppose also that dimF (A) > 2. If B,C are both non-zero
G-invariant subspaces of A such that B ∩ C = 0, then every subspace of A is
G-invariant.

Proof. Let a be an arbitrary non-zero element of the vector space A. The
equality B∩C = 0 implies that either a /∈ B or a /∈ C. Suppose that a /∈ B. If
a ∈ C, then Corollary 3.69 implies that Fa is G-invariant. We may therefore
assume that a /∈ C also. By Corollary 3.68 the subspace F (a + B) is G-
invariant and if g is an arbitrary element of G, then we obtain ga = αa + b0
for some elements α ∈ F, b0 ∈ B. The choice of a implies that Fa ∩ B = 0.
Suppose that dimF (B) > 1. Then B contains a non-zero subspace B1 such
that B = Fb0⊕B1. By Corollary 3.69 every subspace of B is G-invariant and
again by Corollary 3.68 we see that the subspace F (a + B1) is G-invariant.
Hence ga = αa + b0 ∈ Fa + B1. It follows that b0 ∈ (Fa + B1) ∩ Fb0 = 0.
Hence ga ∈ Fa for each element g ∈ G, so that Fa is G-invariant in this case.

Suppose now that dimF (B) = 1 and suppose that 0 6= b0 ∈ B. Then
B = Fb0. Since a /∈ C, the subspace F (a + C) of the quotient space A/C is
non-zero. By Corollary 3.68 this subspace is G-invariant so that ga = αa+b0 ∈
Fa+C. It follows that αa+b0 = σa+c for some elements c ∈ C, σ ∈ F . Then
(α − σ)a = c − b0. The equality B ∩ C = 0 implies that c − b0 6= 0 so that
α− σ 6= 0 from which it follows that a ∈ B + C. Thus a = βb0 + c0 for some
elements c0 ∈ C, β ∈ F . Suppose that dimF (C) > 1. Then C contains a non-
zero subspace C1 such that C = Fc0⊕C1. Using Corollary 3.69 we see that the
subspaces Fc0 and C1 are both G-invariant. Since Fb0 = B is also G-invariant
it follows that B+Fc0 is G-invariant. Then C1 ∩ (B+Fc0) = 0. Again using
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Corollary 3.69 we see that every subspace of B+Fc0 is G-invariant. It follows
that Fa is a G-invariant subspace of A.

Finally, suppose that dimF (B) = dimF (C) = 1. Since dimF (A) > 2,
there exists an element a /∈ B+C. By Corollary 3.68 the subspace (Fa+B)/B
is a G-invariant subspace of A/B and likewise (Fa + C)/C is a G-invariant
subspace of A/C. If g is an arbitrary element of the group G we again obtain
that ga = αa+b0 for certain elements α ∈ F, b0 ∈ B. If we assume that b0 6= 0,
then by repeating the arguments above we see that a ∈ B + C, contradicting
the choice of a. This contradiction again shows that the subspace Fa is G-
invariant. Since this is true for each element a of the space A we see that every
subspace of A is G-invariant.

A very easy induction allows us to obtain the following result.

Corollary 3.71. Let A be a vector space over the field F and let G be a sub-
group of GL(F,A). Suppose that the subspaces of A which are not G-invariant
are G-core-free. Suppose also that dimF (A) > 2. If B1, . . . , Bn are non-zero
G-invariant subspaces of A such that B1 ∩ · · · ∩ Bn = 0, then every subspace
of A is G-invariant.

The following generalization of the previous corollary to infinite index sets
is a little bit more complicated.

Corollary 3.72. Let A be a vector space over the field F and let G be a sub-
group of GL(F,A). Suppose that the subspaces of A which are not G-invariant
are G-core-free. Suppose also that dimF (A) > 2. If Λ is an index set and
{Bλ|λ ∈ Λ} is a family of non-zero G-invariant subspaces of A such that⋂
λ∈ΛBλ = 0, then every subspace of A is G-invariant.

Proof. If the index set Λ is finite, then the result follows from Corollary 3.71.
Therefore we may suppose that

⋂
λ∈∆Bλ 6= 0 for all finite subsets ∆ of Λ.

Suppose that the vector space A has an element a such that the subspace Fa
is not G-invariant. In this case the group G contains an element g such that
ga /∈ Fa. The equality

⋂
λ∈ΛBλ = 0 implies that there is an index µ ∈ Λ

such that the subspace Bµ does not contain a. Since Bµ 6= 0, Corollary 3.68
implies that the subspace (Fa+ Bµ)/Bµ is a G-invariant subspace of A/Bµ.
It follows that ga = αa+bµ for certain elements α ∈ F, bµ ∈ Bµ. Furthermore,
our assumption concerning a implies that the subspace Fa does not contain
the element bµ. There exists an index ν ∈ Λ such that the subspace Bν
does not contain bµ. Since Fa ∩ Bµ = 0 and Fbµ ∩ Bν = 0 it follows that
(Fa + Bµ) ∩ Bµ ∩ Bν = 0. Our remark above implies that the G-invariant
subspace D = Bµ ∩ Bν is non-zero and hence Corollary 3.68 implies that
every subspace of the quotient space A/D is G-invariant. On the other hand,

g(a+D) = ga+D = (αa+ bµ) +D = (αa+D) + (bµ +D) /∈ (Fa+D)/D

and we obtain a contradiction. This contradiction proves that every one-
dimensional subspace of A is G-invariant and hence every subspace of A is
G-invariant. This completes the proof.
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Suppose that A is vector space such that dimF (A) > 2, G ≤ GL(F,A) and
that the non-G-invariant subspaces of A are G-core-free. If we suppose that
A contains a subspace which is not G-invariant, then Corollary 3.72 shows
that the space A must be FG-monolithic. Conversely, if we suppose that
monG(A) 6= 0, then A must contain a subspace which is not G-invariant.

Lemma 3.73. Let A be a vector space over the field F and let G be a hyper-
central subgroup of GL(F,A). Suppose that G is not irreducible and that the
subspaces of A which are not G-invariant are G-core-free. If M = monG(A) 6=
0 and CG(A/M) = G, then the following assertions hold:

(i) CG(M) = G so that dimF (M) = 1;

(ii) G is abelian; if also char (F ) = 0, then G is torsion-free and if
char (F ) = p, a prime, then G is an elementary abelian p-group;

(iii) if E is a subspace of A which is not G-invariant, then E ∩M = 0.

Proof. Since the group G is hypercentral it has nontrivial center ζ(G). Let
z ∈ ζ(G) be a nontrivial element and let ξz : A −→ A be the mapping defined
by ξz(a) = [z, a] = (z−1)a for a ∈ A. Since z ∈ ζ(G) the mapping ξz is an FG-
endomorphism of A and it follows that the subspaces Im(ξz) and ker(ξz) are
G-invariant. Because G = CG(A/M) we deduce that the subspace M contains
Im(ξz). Since M is the FG-monolith of A it is a simple FG-submodule and
if we suppose that Im(ξz) � M , then it follows that Im(ξz) = 0. However
this means that z ∈ CG(A) = 1, contradicting the choice of the element z.
This contradiction shows that M = Im(ξz) and the first isomorphism theorem
implies that

M = Im(ξz) ∼=FG A/ker(ξz).

Since A is not a simple FG-module it follows that ker(ξz) is non-zero and
hence it contains M . If u is an arbitrary element of M and g is an arbitrary
element of G, then u = (z − 1)a for some element a ∈ A and ga = a + c for
some element c ∈M , by hypothesis. Hence we have, since z ∈ ζ(G),

gu = g((z − 1)a) = (g(z − 1))a = ((z − 1)g)a = (z − 1)(ga)

= (z − 1)(a+ c) = (z − 1)a+ (z − 1)c = (z − 1)a = u,

so that G = CG(M). Since M is simple we have that dimF (M) = 1. The
arguments from the proof of Lemma 3.62 show that the group G is then
abelian. Furthermore, if char (F ) = 0, then G is torsion-free and if char (F ) =
p, a prime, then G is an elementary abelian p-group.

Finally let E be a subspace of A which is not G-invariant. The equality
G = CG(A/M) implies that every subspace of A/M is G-invariant. Therefore
every subspace of A which contains M is a G-invariant subspace. Since E is
a subspace of A which is not G-invariant, the intersection E ∩M must be 0.
The result follows.
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We next give an example which shows that the situation described in
Lemma 3.73 can happen.

To do this let F be an arbitrary field and let A be a vector space over
F having countable dimension, with basis B = {an|n ∈ N}. Let S be the
subset of matrices [αjm]j,m∈N whose coefficients αjm ∈ F satisfy the following
conditions:

αjj = 1 for all j,

α1,m 6= 0 for only finitely many m > 1,

αjm = 0 whenever j > 1 and j 6= m.

Thus the matrices in the set S have the form
1 α12 α13 . . . α1,n 0 0 . . .
0 1 0 . . . 0 0 0 . . .
0 0 1 . . . 0 0 . . .
...

...
...

. . .
...

...

 .

Let A = [αjm]j,m∈N, B = [βjm]j,m∈N ∈ S and let AB = [γjm]j,m∈N. Then

γjj =
∑
k∈N

αjkβkj = 1 for all j,

γ1m =
∑
k∈N

α1,kβkm = α11β1m + α1,mβmm = α1,m + β1,m,

γjm =
∑
k∈N

αj,kβk,m = 0 whenever j > 1, and j 6= m

Hence AB ∈ S. From the identities above we easily see that if A−1 =
[σjm]j,m∈N, then σjj = 1 for all j ∈ N, σ1,m = −α1,m whenever m > 1 and
σjm = 0 whenever j > 1 and j 6= m. It follows that A−1 ∈ S.

Let G be the subset of linear transformations of A whose matrices relative
to the basis B belong to S. Our work above shows that G is a subgroup of
GL(F,A).

Let M = Fa1. It follows that CG(M) = G = CG(A/M). In particular,
M is a G-invariant subspace of A having dimension 1. Also every subspace of
A which contains M is G-invariant. Let B be a non-zero subspace of A and
suppose that B ∩M = 0. If b is a non-zero element of B, then

b = β1a1 + β2a2 + . . . βkak where some βj 6= 0 for 2 ≤ j ≤ k.
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Let m ≥ 2 be the least natural number such that βm 6= 0. Let gm be the
element of G whose matrix relative to the basis B has the following form

1 0 0 . . . 0 α1,m 0 . . .
0 1 0 . . . 0 0 0 . . .
0 0 1 . . . 0 0 . . .
...

...
...

. . .
...

...
0 0 . . . 0 1 0 0 . . .
...

...
...

. . .
...

...


.

where α1,m = 1. Then (gj − 1)b = βma1. It follows that a1 ∈ G(Fb) so every
G-invariant subspace of A contains M . Hence M is the FG-monolith of A.
Indeed a subspace of A is G-invariant if and only if it contains M . Let D be
a subspace of A which does not contain M . Since dimF (M) = 1 this means
that D ∩M = 0. If we suppose that coreGD 6= 0, then since coreGD is a
G-invariant subspace we obtain the contradiction M ≤ coreGD ≤ D. This
contradiction shows that the G-core of D is zero.

We next consider the situation when CG(A/M) 6= G.

Lemma 3.74. Let A be a vector space over the field F and let G be a hyper-
central subgroup of GL(F,A). Suppose that G is not irreducible and that the
subspaces of A which are not G-invariant are G-core-free. If M = monG(A) 6=
0 and 1 6= CG(A/M) 6= G, then the following assertions hold:

(i) dimF (A/M) = 1 and CG(M) = CG(A/M);

(ii) G/CG(M) is isomorphic to a subgroup of the multiplicative group of F
and G/NormG(A) is isomorphic to a subgroup of the additive group of
M ;

(iii) CG(M)∩NormG(A) = 0 and G embeds in G/CG(M)×G/NormG(A).
In particular G is abelian. Also, if char (F ) = 0, then Tor(G) is a locally
cyclic group. If char (F ) = p, a prime, then Tor(G) = P ×Q where P
is an elementary abelian p-group and Q is a locally cyclic p′-group;

(iv) if 0 6= e ∈ M , then for each g ∈ G there exists αg ∈ F such that
ge = αge;

(v) (g − αg)a ∈M for each g ∈ G and each a ∈ A;

(vi) if E is a subspace of A which is not G-invariant, then E ∩M = 0.

Proof. By Corollary 3.68 every subspace of A/M is G-invariant. As in
the proof of Lemma 3.62 we can prove that either CA/M (G) = A/M or
CA/M (G) = 0 so the hypotheses imply that CA/M (G) = 0.

Since the group G is hypercentral, the intersection CG(A/M) ∩ ζ(G) is
nontrivial and we choose a nontrivial element z of CG(A/M) ∩ ζ(G). Let
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ξz : A −→ A be the mapping defined, as usual, by ξz(a) = [z, a] = (z−1)a for
each a ∈ A. As usual, since z ∈ ζ(G) the mapping ξz is an FG-endomorphism
of A and it follows that the subspaces Im(ξz) and ker(ξz) are G-invariant.
Since z ∈ CG(A/M) the G-invariant subspace M contains Im(ξz). Since M is
the FG-monolith of A it is a simple FG-module and hence if we suppose that
Im(ξ) � M , then Im(ξz) = 0, giving the contradiction that z ∈ CG(A) =
1. This contradiction shows that M = Im(ξz). Since G is not irreducible,
ker(ξz) is non-zero and hence it contains M . It follows that every subspace
of A/ker(ξz) is G-invariant. The first isomorphism theorem gives

M = Im(ξz) ∼=FG A/ker(ξz)

and hence A/ker(ξz) is a simple FG-module which is possible only if
dimF (A/ker(ξz)) = 1. Then dimF (M) = 1 also. Hence the factor group
G/CG(M) is isomorphic to a subgroup of the multiplicative group of the field
F .

Since every subspace of the quotient space A/M is G-invariant, Corol-
lary 3.58 implies that there exists a homomorphism ϑ : G −→ U(F ) such
that ker(ϑ) = CG(A/M). Hence the factor group G/CG(A/M) is isomorphic
to a subgroup of the multiplicative group of the field F . Let ϑ(g) = αg for
each element g ∈ G. Then for each g ∈ G we have g(a + M) = αg(a + M)
for each element a ∈ A by Lemma 3.57. Let d ∈ A be an element such that
d /∈ ker(ξz). Then e = (z−1)d 6= 0 and hence Fe = M . We have gd = αgd+ c
for some element c ∈M . Then since z ∈ ζ(G) we have

ge = g((z − 1)d) = (g(z − 1))d = ((z − 1)g)d = (z − 1)(gd)

= (z − 1)(αgd+ c) = (z − 1)(αgd) + (z − 1)c = αg((z − 1)d) = αge.

In particular, if g ∈ CG(M), then αg = 1 from which it follows that g(a+M) =
a + M and g ∈ CG(A/M), so that CG(M) ≤ CG(A/M). As in the proof of
Lemma 3.73 we may also prove that CG(A/M) ≤ CG(M) from which it follows
that CG(M) = CG(A/M).

Using the proof of Lemma 3.62 we see that the subgroup CG(A/M) is
abelian; moreover, if char (F ) = 0, then CG(A/M) is torsion-free and if
char (F ) is the prime p, then CG(A/M) is an elementary abelian p-group.

Let Λ be an index set and choose a basis {aλ +M |λ ∈ Λ} in the quotient
space A/M . Set a1 = e and let ∆ = Λ ∪ {1} to obtain a basis {aλ|λ ∈ ∆} of
the entire space A. Let Γ be the set of matrices [χµν ]µ,ν∈∆ whose coefficients
have the following properties:

χ1,ν = 0 for only finitely many indices ν

χνν = α for some non-zero element α ∈ F
αµν = 0 whenever µ 6= 1 and µ 6= ν.
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Let X1 = [γµν ]µ,ν∈∆, X2 = [σµν ]µ,ν∈∆ be two arbitrary matrices from the
set Γ and let X1X2 = [κµν ]µ,ν∈∆. Then

κ11 = γ11σ11,

κνν =
∑
µ∈∆

γνµσµν = γννσνν whenever ν 6= 1,

κ1,ν =
∑
τ∈∆

γ1,τστν = γ11σ1,ν + γ1,νσνν ,

κµν =
∑
τ∈∆

γµτστν = 0 whenever µ 6= 1, µ 6= ν

It follows that X1X2 ∈ Γ.
Using these equalities we can also see that if X−1

1 = [ηµν ]µ,ν∈∆, then

ηνν = γ−1
νν = α−1 for all ν ∈ ∆,

η1,ν = −α−2γ1,ν for all ν ∈ Λ,

ηµν = 0 whenever µ 6= ν and µ 6= 1.

It follows that X−1
1 ∈ Γ and hence Γ is a group with the usual multipli-

cation of finitary matrices. Indeed it is easy to see that Γ is itself a product
of two subgroups Σ and Θ. Here Σ is the subgroup consisting of all scalar
matrices of the form αE, where α ∈ F and Θ is the subset of all matrices
[χµν ]µ,ν∈∆ such that

χνν = 1 for all ν ∈ ∆ and

χ1,ν 6= 0 for all but finitely many ν ∈ ∆

χµν = 0 whenever µ 6= 1 and µ 6= ν

We notice immediately that Σ is a subgroup that is isomorphic to a sub-
group of the multiplicative group of the field F and the subgroup Θ is isomor-
phic to the additive group of the vector space A/M . Since every matrix of Σ
is a scalar matrix, Σ is contained in the center of the group Γ and hence Γ is
an abelian group.

For each element g ∈ G we have

ga1 = αga1 and gaλ = αgaλ + α1,λa1 for λ ∈ Λ.

For each element g ∈ G we define an infinite finitary matrix Dg =
[γµ,ν ]µ,ν∈∆ whose coefficients satisfy the following conditions:

γλλ = αg for all λ ∈ ∆

γ1,λ = α1,λ for all λ ∈ Λ

γλµ = 0 whenever λ 6= µ, λ, µ ∈ Λ.
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If y is another element of G such that

ya1 = αya1 and yaλ = αλaλ + β1,λa1

for λ ∈ Λ, then

(gy)a1 = g(ya1) = g(αya1) = αy(ga1) = αy(αga1) = (αyαg)a1

= (αgαy)a1,

(gy)aλ = g(yaλ) = g(αyaλ + β1,λa1) = g(αyaλ) + g(β1,λa1)

= αy(gaλ) + β1,λ(ga1) = αy(αgaλ + α1,λa1) + β1,λ(αga1)

= (αyαg)aλ + αyα1,λa1 + β1,λαga1

= (αgαy)aλ + (β1,λαg + αyα1,λ)a1 for λ ∈ Λ.

It follows that DgDy = Dgy.
We now define a mapping Φ : G −→ Γ by

Φ(g) = Dg for each g ∈ G.

From what we proved above we have Φ(gy) = Dgy = DgDy = Φ(g)Φ(y) so
that the mapping Φ is a group homomorphism. It is clear that this mapping
is also a monomorphism and since the group Γ is abelian it follows that the
group G is likewise abelian.

Let H be the inverse image of the subgroup Σ under Φ. Then it is clear
that

H = {h ∈ G : haλ = αhaλ for each λ ∈ Λ}.

Hence H = NormG(A). Therefore G/H is isomorphic to the subgroup Γ/Σ ∼=
Θ so that G/H is isomorphic to a subgroup of the additive group of the vector
space A/M . In a similar manner the inverse image of the subgroup Θ under Φ
is CG(A/M) = CG(M). It is clear that H∩CG(A/M) = 1 and this implies that
NormG(A) ∩ CG(M) = 1. Using Remak’s theorem we obtain an embedding
of G into G/NormG(A)×G/CG(M).

Suppose that the field F has characteristic 0. Since G/NormG(A) is iso-
morphic to a subgroup of the additive group of the vector space A/M it follows
that G/NormG(A) is torsion-free. Also the factor group G/CG(A/M) is iso-
morphic to a subgroup of the multiplicative group of the field F so it follows
that the torsion subgroup of this group is locally cyclic (see [115, Corollary
2.2], for example). It follows that in this case Tor(G) is locally cyclic.

Suppose now that the field F has characteristic p for some prime p. Since
G/NormG(A) is isomorphic to a subgroup of the additive group of the vector
space A/M it follows that G/NormG(A) is an elementary abelian p-group.
In this case the torsion subgroup of the multiplicative group of the field F is
a locally cyclic p′-group (see [115, Corollary 2.2], for example). Then we see
that Tor(G) = P × Q for some elementary abelian p-group P and a locally
cyclic p′-subgroup Q.
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The last statement of the lemma is proved in precisely the same way as
was done in Lemma 3.73.

One way of constructing a group G satisfying these hypotheses is evident
from the proof.

We next consider the case when CG(A/M) = 1.

Lemma 3.75. Let A be a vector space over the field F and let G be a hyper-
central subgroup of GL(F,A). Suppose that G is not irreducible and that the
subspaces of A which are not G-invariant are G-core-free. If M = monG(A) 6=
0 and CG(A/M) = 1, then either dimF (A) = 2 or the following assertions
hold:

(i) dimF (A/M) = 1 and CG(M) = 1;

(ii) G is isomorphic to a subgroup of the multiplicative group of F ; in par-
ticular G is abelian;

(iii) if char (F ) = 0, then Tor(G) is a locally cyclic group; if char (F ) = p,
a prime, then Tor(G) is a locally cyclic p′-subgroup;

(iv) if 0 6= e ∈ M , then for each g ∈ G there exists αg ∈ F such that
ge = αge;

(v) (g − αg)a ∈M for each g ∈ G and each a ∈ A;

(vi) if E is a subspace of A which is not G-invariant, then E ∩M = 0;

(vii) if F is locally finite, then every subspace of A is G-invariant.

Proof. As we have seen before, since every subspace of A/M is G-invariant,
Corollary 3.58 implies that there is a homomorphsim ϑ : G −→ U(F ) such
that ker(ϑ) = CG(A/M). The fact that CG(A/M) = 1 implies that G is
abelian. In particular, if the field F has characteristic 0, then Tor(G) is a
locally cyclic group (see [115, Corollary 2.2], for example). If char (F ) = p, a
prime, then Tor(G) is a locally cyclic p′-group (again see [115, Corollary 2.2],
for example).

Let ϑ(G) = αg for each element g ∈ G. Since every subspace of A/M is G-
invariant Lemma 3.57 shows that we have g(a+M) = αg(a+M) = αga+M
for every element g ∈ G and each element a ∈ A. Let ρg : A −→ A be the
mapping defined by

ρg(a) = (g − αg)a for all a ∈ A.

Since G is abelian, ρg is an FG-endomorphism of A and it follows that the
subspaces Im(ρg) and ker(ρg) are G-invariant. The definition of ρg implies
that M contains Im(ρg). Since M is the FG-monolith of A it is a simple FG-
module. If we assume that Im(ρg) � M , then Im(ρg) = 0. This means that
ga = αga for each element a ∈ A Therefore every one-dimensional subspace of
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A is 〈g〉-invariant and hence every subspace is 〈g〉-invariant. Our hypotheses
imply that A contains a subspace which is not G-invariant so it follows that
there is an element v ∈ G such that Im(ρv) 6= 0 and hence Im(ρv) = M . By
the first isomorphism theorem we have

M = Im(ρv) ∼= A/ker(ρv). (3.15)

Since A is not a simple FG-module, ker(ρv) 6= 0. Hence M is contained in
ker(ρv) and it follows that every subspace of A/ker(ρv) is G-invariant. Then
the isomorphism (3.15) shows that A/ker(ρv) is a simple FG-module which
is only possible if dimF (A/ker(ρv)) = 1. Then dimF (M) = 1.

Choose an element d such that d /∈ ker(ρv). Then e = (v − αg)d 6= 0 and
hence Fe = M . We have gd = αgd+ c for some element c ∈M . Then since G
is abelian we have

ge = g((v − αg)d) = (g(v − αg))d = ((v − αg)g)d = (v − αg)(gd)

= (v − αg)(αgd+ c) = (v − αg)(αgd) + (v − αg)c
= αg((v − αg)d) = αge.

In particular, g ∈ CG(M) if and only if αg = 1, which is equivalent to
g(a+M) = a+M which is itself equivalent to g ∈ CG(A/M) so that CG(M) =
CG(A/M) = 1.

Assertion (vi) is proved in the same way as was done in Lemma 3.73.
The last statement of the lemma is proved in the same way as was done in
Lemma 3.65.

All the results above can be summarized in the following theorems.

Theorem 3.76. Let A be a vector space over the field F and let G be a sub-
group of GL(F,A). Suppose that the subspaces of A which are not G-invariant
are G-core-free. Then

(i) if monG(A) = 0, then every subspace of A is G-invariant;

(ii) if monG(A) = A, then G is irreducible.

Proof. The first assertion follows from Corollary 3.72, while the second one is
clear.

A fairly detailed description of the group G when 0 6= monG(A) = M 6= A
can also be given as follows.

Theorem 3.77. Let A be a vector space over the field F and let G be a
hypercentral subgroup of GL(F,A). Suppose that the subspaces of A which are
not G-invariant are G-core-free. If 0 6= monG(A) = M 6= A, then

(i) every subspace of A/M is G-invariant;

(ii) dimF (M) = 1 and CG(M) = CG(A/M);
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(iii) if 0 6= e ∈ M , then for each g ∈ G there exists αg ∈ F such that
ge = αge;

(iv) (g − αg)a ∈M for each g ∈ G and each a ∈ A;

(v) if E is a subspace of A which is not G-invariant, then E ∩M = 0.

(vi) if CG(M) = CG(A/M) = G, then G is abelian. Moreover, if char (F ) =
0, then G is torsion-free; if char (F ) = p, a prime, then G is elementary
abelian;

(vii) if G 6= CG(M) = CG(A/M) 6= 1, then G/CG(M) is isomorphic to a
subgroup of the multiplicative group of the field F and G/NormG(A)
is isomorphic to a subgroup of the additive group of the subspace M ,
CG(M)∩NormG(A) = 1 and G embeds in G/CG(M)×G/NormG(A).
In particular G is abelian; furthermore, if char (F ) = 0, then Tor(G) is
a locally cyclic group. If char (F ) = p, a prime, then Tor(G) = P ×Q
where P is an elementary abelian p-group and Q is a locally cyclic p′-
group;

(viii) if CG(M) = CG(A/M) = 1, then G is isomorphic to a subgroup of the
multiplicative group of F . In particular G is abelian. Furthermore, if
char (F ) = 0, then Tor(G) is a locally cyclic subgroup. If char (F ) = p
is prime, then Tor(G) is a locally cyclic p′-group. Finally if F is locally
finite, then every subspace of A is G-invariant.



Chapter 4

The Central Dimension of a Linear
Group and Its Generalizations

Central and Augmentation Dimension

In this chapter we consider linear groups that are in some sense close to
finite dimensional ones. As usual we let G be a subgroup of GL(F,A) and we
let Z = CA(G) = ζG(A). As we saw earlier Z is a G-invariant subspace of A
and G acts trivially on Z, so that in effect G acts on the quotient space A/Z.
This leads to the following definition.

We say that the central dimension of G is the dimension of the quotient
space A/ζG(A). We denote the central dimension of the linear group G by
centdimF (G).

In particular, if centdimF (G) = dimF (A/ζG(A)) is finite, then we shall
say that G has finite central dimension. Otherwise we say that G has infinite
central dimension. In some sense then, saying that a group G has finite central
dimension is analogous to saying that the index of the center of an infinite
group is finite.

We immediately note the following simple properties of groups with finite
central dimension. We let codimF (B) denote the codimension of a subspace
B of A.

Lemma 4.1. Let F be a field, let A be a vector space over F and let G,K be
subgroups of GL(F,A).

(i) If G,K have finite central dimension, then G∩K and 〈G,K〉 have finite
central dimension. Furthermore,

centdimF (G ∩K) ≤ centdimF (G) + centdimF (K) and

centdimF (〈G,K〉) ≤ centdimF (G) + centdimF (K).

(ii) If K has finite central dimension, then Kg has finite central dimension
for each g ∈ G.

139
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(iii) If G has finite central dimension and char(F ) = p is prime, then G
contains an elementary abelian normal p-subgroup L such that G/L is
isomorphic to some subgroup of GLn(F ), where n = centdimF (G).

(iv) If G has finite central dimension and char(F ) = 0, then G contains a
torsion-free abelian normal subgroup L such that G/L is isomorphic to
some subgroup of GLn(F ), where n = centdimF (G).

Proof. (i) We have CA(G) ∩ CA(K) ≤ CA(G ∩ K) and CA(G) ∩ CA(K) =
CA(〈G,K〉). However

codimF (CA(G) ∩ CA(K)) ≤ codimF (CA(G)) + codimF (CA(K))

so (i) follows.
(ii) We have CA(Kg) = g−1(CA(K)), so

codimF (CA(Kg)) = codimF (CA(K))

and (ii) follows.
To prove (iii) and (iv), let L = CG(A/CA(G)) so that G/L is isomorphic

to a subgroup of GL(F,A/CA(G)) which is precisely GLn(F ), where n =
centdimF (G) = dimFA/CA(G). If x ∈ L, then x(a) = a + c, for some
element c ∈ CA(G) and hence x(a)− a = (x− 1)(a) ∈ CA(G), for each a ∈ A.
If y ∈ L, then

(xy)(a) = x(y(a)) = x(a+ (y − 1)(a)) = a+ (x− 1)a+ (y − 1)(a)

and in precisely the same way we also have (yx)(a) = a+(y−1)a+(x−1)(a).
Since this is true for each a ∈ A we have xy = yx, so L is abelian. If L 6= 1,
then for every element 1 6= x ∈ L, there is an element d ∈ A such that x(d) 6= d
and hence d1 = (x − 1)(d) 6= 0. We have x2(d) = d + 2(x − 1)(d) = d + 2d1

and, by induction on n, xn(d) = d+nd1. Hence if char(F ) = p, a prime, then

xp(d) = d+ pd1 = d

for all d ∈ A and therefore xp = 1. If char(F ) = 0, then nd1 6= 0, for all
natural numbers n, so that xn 6= 1 for all such n. In the former case L is an
elementary abelian p-group; in the latter case L is torsion-free.

Thus we immediately see that groups of finite central dimension contain
large abelian normal subgroups of the type indicated in the lemma. The fol-
lowing quantative result can easily be deduced.

Corollary 4.2. Let A be a vector space over the field F and let
G = 〈g1, . . . , gn〉 be a finitely generated subgroup of GL(F,A). If
codimF (CA(gi)) = ci for 1 ≤ i ≤ n, then centdimF (G) ≤ c1 + · · ·+ cn.

Let g ∈ GL(F,A). Then g− 1 is a linear transformation of A and ker(g−
1) = CA(g), Im(g − 1) = (g − 1)A = [g,A]. Thus we have

[g,A] = Im(g − 1) ∼= A/ker(g − 1) = A/CA(g).
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The special case where dimF (A/CA(g)) is finite is particularly impor-
tant. As we saw in Chapter 1 an element g ∈ GL(F,A) is called finitary if
dimF (A/CA(g)) is finite. In particular, this means that the cyclic group 〈g〉
has finite central dimension in this case.

A subgroup G of GL(F,A) is called finitary if each element of G is finitary.
By using Lemma 4.1 we see that a group G is finitary if and only if every
finitely generated subgroup of G has finite central dimension. Finitary linear
groups have been studied in some detail in a number of papers (see for example
the respective papers of R. E. Phillips and J. I. Hall[175, 70] and also the paper
of J. I. Hall[71]).

The isomorphism [g,A] ∼= A/CA(g) implies that dimF (A/CA(g)) =
dimF ([g,A]). Thus the element g is finitary if and only if dimF ([g,A]) is
finite. In general, if G is an arbitrary subgroup of GL(F,A), then G acts triv-
ially on A/[G,A] so that G really acts on [G,A]. We recall that [G,A] is the
subspace generated by all elements of the form (g − 1)a, for all a ∈ A and
g ∈ G. Considering A as a module for the group ring FG, then the subring
ω(FG) is generated by all elements of the form g − 1, for g ∈ G is, as we saw
in Chapter 1, a two sided ideal of FG called the augmentation ideal of FG.
Using this approach [G,A] is then the FG-submodule ω(FG)A.

We define the augmentation dimension of a group G to be the dimension
of the subspace [G,A] and we denote this by augdimF (G).

In particular, if augdimF (G) = dimF ([G,A]) is finite, then we shall say
that the group G has finite augmentation dimension.

As the following result shows, the properties of the augmentation dimen-
sion are similar to those of the central dimension.

Lemma 4.3. Let A be a vector space over the field F and let G,K be subgroups
of GL(F,A).

(i) If G,K have finite augmentation dimension, then G ∩ K and 〈G,K〉
have finite augmentation dimension. Furthermore,

augdimF (G ∩K) ≤ dimF ([G,A] ∩ [K,A]) and

augdimF (〈G,K〉) ≤ augdimF (G) + augdimF (K).

(ii) If K has finite augmentation dimension, then the subgroup Kg has finite
augmentation dimension for each element g ∈ G.

(iii) If G has finite augmentation dimension and char(F ) = p is prime, then
G contains an elementary abelian normal p-subgroup L such that G/L
is isomorphic to some subgroup of GLn(F ), where n = augdimF (G).

(iv) If G has finite augmentation dimension and char(F ) = 0, then G con-
tains a torsion-free abelian normal subgroup L such that G/L is isomor-
phic to some subgroup of GLn(F ), where n = augdimF (G).
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Proof. (i) If x is an element of G ∩K, then

(x− 1)a ∈ [G,A] and (x− 1)a ∈ [K,A]

for all a ∈ A. It follows that [G ∩K,A] ≤ [G,A] ∩ [K,A] and hence

augdimF (G ∩K) = dimF ([G ∩K,A]) ≤ dimF ([G,A] ∩ [G,K]).

Since G acts trivially on A/[G,A] the subspace [G,A] + [K,A] is G-invariant
and similarly [G,A] + [K,A] is K-invariant. Clearly every element of 〈G,K〉
acts trivially on A/([G,A] + [K,A]). Therefore

[〈G,K〉, A] ≤ [G,A] + [K,A]

and hence

augdimF (〈G,K〉) ≤ augdimF (G) + augdimF (K)

so (i) follows.
(ii) Let x ∈ K. For each element a ∈ A we have

(g−1xg − 1)a = (g−1xg − g−1g)a = g−1xg(a)− (g−1g)(a)

= g−1(xg(a)− g(a)) = g−1((x− 1)g(a))

∈ g−1([K,A]).

It follows that [Kg, A] ≤ g−1([K,A]) and, in particular, dimF ([Kg, A]) is
finite.

To prove (iii) and (iv), let L = CG([G,A]), so G/L is isomorphic to a
subgroup of GL(F, [G,A]). This latter group is nothing more than GLn(F ),
where n = augdimF (G). Now we may use the same arguments as are used
in the proof of Lemma 4.1(iii), (iv) to obtain the result.

Once again it is evident that a subgroup of a group with finite augmenta-
tion dimension also has finite augmentation dimension.

If x, y are arbitrary elements of GL(F,A), we have

xy − 1 = (x− 1)(y − 1) + (x− 1) + (y − 1)

and it follows that
[xy,A] = [x,A] + [y,A].

Using mathematical induction we deduce that [xn, A] ≤ [x,A] for each natural
number n. Furthermore, x−1−1 = −(x−1)x−1, which implies that [x−1, A] =
[x,A]. Hence we obtain the inclusion [xn, A] ≤ [x,A] for all integers n. In turn
it follows that [〈x〉, A] = [x,A].
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Again, since [g,A] ∼= A/CA(g) we see that

centdimF (〈g〉) = augdimF (〈g〉)

for every element g ∈ GL(F,A).
With this notation established we observe the following corollary to our

work above.

Corollary 4.4. Let A be a vector space over the field F and let G =
〈g1, . . . , gn〉 be a finitely generated subgroup of GL(F,A).

(i) If dimF ([gi, A]) = ci for 1 ≤ i ≤ n, then augdimF (G) ≤ c1 + · · ·+ cn.

(ii) If codimF (CA(gi)) = ci for 1 ≤ i ≤ n, then augdimF (G) ≤ c1+· · ·+cn.

(iii) If dimF ([gi, A]) = ci for 1 ≤ i ≤ n, then centdimF (G) ≤ c1 + · · ·+ cn.

Proof. (i) As we noted above

[G,A] = [g1, A] + · · ·+ [gn, A]

from which it follows that

augdimF (G) = dimF ([G,A]) ≤
∑

1≤i≤n

dimF ([gi, A]) = c1 + · · ·+ cn.

This proves (i).
(ii) We also have

augdimF (〈gi〉) = centdimF (〈gi〉) = codimF (CA(〈gi〉)
= codimF (CA(gi)),

so (ii) follows from (i)
(iii) follows from these equations and Corollary 4.2.

We also make the following observation.

Corollary 4.5. Let A be a vector space over the field F and let G be a
subgroup of GL(F,A). Let g1, . . . , gn be elements of G.

(i) If centdimF (G) = c is finite, then

augdimF (〈g1, . . . , gn〉) ≤ nc;

(ii) If codimF (G) = d is finite, then centdimF (G) ≤ nd.

In particular, we see that if G is a finitely generated subgroup of
GL(F,A), then Corollary 4.4 implies that centdimF (G) is finite if and only
if augdimF (G) is finite. However, the following two examples show that for
arbitrary subgroups of GL(F,A) this is no longer the case.
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Example 4.6. Let F be a field and let A be a vector space over F with basis
{a, cn|n ∈ N}. Define F -isomorphisms gn of A by

gn(a) = a+ cn, gn(ck) = ck for all k ∈ N,

extending these actions linearly in the usual way.
We have for all n, k

(gngk)(cm) = gkgn(cm) for all m,

gngk(a) = gn(a+ ck) = a+ cn + ck = gkgn(a)

and it follows in particular that gtn(a) = a+ tc for each integer t. From these
equations we see that the group G = 〈gn|n ∈ N〉 is abelian. Indeed G is free
abelian if char(F ) = 0 and G is an infinite elementary abelian p-group if
char(F ) = p, a prime. It is clear that ζG(A) =

⊕
k∈N Fck which implies that

centdimF (G) = 1. On the other hand it is also clear that [G,A] =
⊕

k∈N Fck,
so that in this case augdimF (G) is infinite.

Example 4.7. Let F be a field and let A be a vector space over F with basis
{a, cn|n ∈ N}. Define F -isomorphisms gn of A by

gn(a) = a, gn(cn) = a+ cn, gn(ck) = ck for all k 6= n

and extend these actions linearly in the usual way.
Then

gngk(a) = gkgn(a) = a,

gngk(cm) = gkgn(cm) = cm, whenever m /∈ {k, n},
gkgn(cn) = gk(a+ cn) = a+ cn and

gngk(cn) = gn(cn) = a+ cn whenever k 6= n,

gtn(cn) = ta+ cn, for each integer t.

It follows that G = 〈gn|n ∈ N〉 is abelian. Indeed G is free abelian if char(F ) =
0 and G is an infinite elementary abelian p-group if char(F ) = p, a prime. It
is clear that ζG(A) = Fa and this implies that centdimG(G) is infinite. On the
other hand it is also clear that [G,A] = Fa so that in this case augdimF (G) =
1.

Given the intimate relationship between, on the one hand, the center ζ(G)
of an abstract group G and, on the other, the derived subgroup G′ (see,
for example, [183, Chapter 4]) we might hope to expect that some similar
such relationship exists between the central and augmentation dimensions.
We formulate this as the following two questions which arise naturally in
connection with the work above.

• Let G be a subgroup of GL(F,A). Suppose that centdimF (G) is finite.
For which groups G does it then follow that augdimF (G) is finite?
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• Let G be a subgroup of GL(F,A). Suppose that augdimF (G) is finite.
For which groups G does it then follow that centdimF (G) is finite?

The answers to these questions have been obtained in the paper [50] of
M. R. Dixon, L. A. Kurdachenko and J. Otal. We now give an account of the
main results in this work.

In the above examples, the group G was either an infinite elementary
abelian p-group or a free abelian group with infinite Z-rank. In the latter
case the factor group G/Gp is an infinite elementary abelian p-group for each
prime p. One might hope that in the absence of such infinite sections positive
answers to the two questions might then be obtained and this is indeed the
case.

Let p be a prime. We say that a group G has finite section p-rank srp(G) =
r if every elementary abelian p-section of G is finite of order at most pr and
there is an elementary abelian p-section A/B of G such that |A/B| = pr.

There is a very large literature pertaining to groups of finite section p-rank
and detailed information concerning groups with finite section p-rank can be
found in the book [52].

We shall also work with another numerical invariant of a group, which
is closely related to the section p-rank. The group G has finite special rank
r(G) = r if every finitely generated subgroup of G can be generated by r
elements and r is the least positive integer with this property. If there is no
such integer r then G is said to be of infinite special rank.

The general concept of special rank (and also the term “special rank”)
was introduced by A. I. Maltsev [142]. Again, the number of research articles
concerned with special rank is very large and essential information associated
with groups of finite special rank can also be found in [52]. We shall require
some of the properties of groups with finite special rank and also of groups
with finite section p-rank during this chapter.

Proposition 4.8. Let A be a vector space over the field F and let G,K be
subgroups of GL(F,A) such that K is a subgroup of G of finite special rank r.
Then

(i) If centdimF (G) = c is finite, then augdimF (K) ≤ rc;

(ii) If augdimF (G) = d is finite, then centdimF (K) ≤ rd.

Proof. (i) If L is an arbitrary finitely generated subgroup ofK, then L contains
elements x1, . . . , xm such that L = 〈x1, . . . , xm〉, where m ≤ r. Corollary 4.5
shows that

dimF ([L,A]) ≤ mc ≤ rc.

Next choose a finitely generated subgroup V of K such that dimF ([V,A]) is
maximal. If L is again an arbitrary finitely generated subgroup of K, then
there is a finitely generated subgroup U of K such that 〈V,L〉 ≤ U . It follows
that [V,A], [L,A] ≤ [U,A] so that dimF ([V,A]) ≤ dimF ([U,A]). On the other
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hand, the choice of V ensures that dimF ([V,A]) = dimF ([U,A]) and hence
[V,A] = [U,A]. It follows that [L,A] ≤ [V,A] and since this is true for each
finitely generated subgroup of K we deduce that [V,A] = [K,A]. In particular,

augdimF (K) = dimF ([K,A]) ≤ rc,

as required.
(ii) The proof of this statement is completely analogous to the one given

in (i), so is omitted.

The following result is a variant of the Tits Alternative (and can be found,
for example, in the book [202, Corollary 10.17] of B. A. F. Wehrfritz).

Lemma 4.9. Let F be a field of prime characteristic p and let A be a vector
space over F . Let G be a subgroup of GL(F,A). Suppose that U, V are G-
invariant subspaces of A such that U ≤ V , dimF (V/U) is finite and CG(V/U)
is an elementary abelian p-group. If G contains no non-cyclic free subgroups,
then G contains normal subgroups P and K such that P ≤ K satisfying the
following conditions.

(i) P is a bounded p–subgroup;

(ii) K/P is abelian and

(iii) G/K is locally finite.

Proof. Let C = CG(V/U). This is a normal subgroup of G. Suppose also
that dimF (V/U) = d. Then G/C is isomorphic to some subgroup of GLd(F ).
We claim that G/C has no non-cyclic free subgroups. For, if S/C is a non-
cyclic free subgroup of G/C, then it is well-known that S = C o S1 (see [130,
§52], for example). In this case S1 is a non-cyclic free subgroup contradicting
the hypothesis on G. Using the Tits Alternative for finite dimensional linear
groups (see [202, Corollary 10.17]) we see that G/C contains a soluble normal
subgroup R/C such that G/R is locally finite. The fact that C is elementary
abelian implies that R is also soluble. Since R/C is a soluble subgroup of
GLd(F ), it follows that there are normal subgroups P0,K0 with P0 ≤ K0 of R
such that P0/C is isomorphic to a subgroup of UTd(F ), K0/P0 is abelian and
R/K0 is finite of order at most µ(d), where µ is the Maltsev function (see [202,
Theorem 3.6], for example). Since char(F ) = p > 0, UTd(F ) is a bounded
nilpotent p-subgroup, so that P0/C is also a bounded nilpotent p-subgroup.
Since C is an elementary abelian p–subgroup, P0 is a bounded p-subgroup.

For each element g ∈ G,

R/Kg
0 = Rg/Kg

0
∼= R/K0

is finite of order at most µ(d). Let K = coreGK0 =
⋂
g∈GK

g
0 . From Remak’s

theorem we obtain the embedding R/K ↪→ Crg∈GR/K
g
0 . The latter group

is locally finite since it is a Cartesian product of finite groups of bounded
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order (see [52, Lemma 2.5.3], for example) and hence G/K is locally finite
also because an extension of a locally finite group by a locally finite group is
locally finite (see [52, Corollary 1.2.14], for example). This proves (iii).

Let P = coreG P0 =
⋂
g∈G P

g
0 . Then P is a subgroup of K since

P0 ≤ K0 and again using Remak’s theorem we obtain an embedding of K/P
in the Cartesian product Cr

g∈G
KP g0 /P

g
0 . This latter group is a subgroup of

Cr
g∈G

Kg
0/P

g
0 and since K0/P0 is abelian, Kg

0/P
g
0 is abelian, for each g ∈ G.

Hence Cr
g∈G

Kg
0/P

g
0 is also abelian and it follows that K/P is likewise abelian

which proves (ii). Finally, since P ≤ P0 and P0 is a bounded p-group, it follows
that P is also a bounded p-subgroup which proves (i).

We next obtain an analogous result for the characteristic 0 case.

Lemma 4.10. Let F be a field of characteristic 0 and let A be a vector space
over F . Let G be a subgroup of GL(F,A). Suppose that U, V are G-invariant
subspaces of A such that U ≤ V , dimF (V/U) = d is finite and CG(V/U) is a
torsion-free abelian subgroup. If G contains no non-cyclic free subgroups, then
G has normal subgroups C,L,R such that C ≤ L ≤ R satisfying the following
conditions:

(i) C is a torsion-free abelian subgroup;

(ii) L/C is torson-free nilpotent;

(iii) L/C is of class at most d− 1;

(iv) R/L is abelian;

(v) G/R is finite.

Proof. Let C = CG(V/U). Then C is a normal subgroup of G such that G/C is
isomorphic to some subgroup of GLd(F ). As in the proof of Lemma 4.9 we may
prove that G/C contains no non-cyclic free subgroups. Then G/C contains
a soluble normal subgroup S/C such that G/S is finite (by [202, Corollary
10.17], for example). Since C is torsion-free abelian it follows that S is soluble.
Since S/C is a soluble subgroup of GLd(F ) we see, using [202, Theorem 3.6],
that S contains normal subgroups H1, H2 with the property that C ≤ H1 ≤
H2 such that H1/C is a torsion-free nilpotent group of nilpotency class at
most d− 1, H2/H1 is abelian and S/H2 is finite of order at most µ(d). Since
|G : H2| is finite we let R be the core of H2 in G, so G/R is also finite. Also
we let L be the core of H1 in G and note that C ≤ L ≤ R, since C is normal
in G. Since L is a subgroup of K1 it follows that L/C is nilpotent of class
at most d − 1 and, as in the proof of Lemma 4.9, R/L is abelian. The result
follows.

According to Lemmas 4.1 and 4.3, the hypotheses in Lemmas 4.9 and 4.10
will hold in particular when G has finite central dimension or finite augmen-
tation dimension.
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As in Chapter 1 Π(G) denotes the set of primes occurring as divisors of
the orders of the elements of G having finite order.

Proposition 4.11. Let A be a vector space over a field F and let G be a
locally finite subgroup of GL(F,A). Suppose that either

(i) codimF (ζG(A)) is finite, or

(ii) dimF ([G,A]) is finite.

If char(F ) /∈ Π(G) then A = ζG(A)
⊕

[G,A].

Proof. Suppose first that codimF (ζG(A)) = c is finite. Let L be the local
family consisting of all finite subgroups of G. If K ∈ L, then it follows that
A = ζK(A) ⊕ [K,A], by [116, Corollary 5.16], for example. Clearly ζG(A)
is a subspace of ζK(A), and this implies that dimF ([K,A]) ≤ c. Let V be
a finite subgroup of G such that dimF ([V,A]) is maximal. If S ∈ L, then
there exists a finite subgroup W ∈ L such that 〈S, V 〉 is a subgroup of W ,
so [V,A] ≤ [W,A]. Hence dimF ([V,A]) ≤ dimF ([W,A]) and the choice of V
implies that dimF ([V,A]) = dimF ([W,A]). Since V is a subgroup of W we
have [V,A] = [W,A]. Thus [S,A] is a subspace of [V,A] and since S is an
arbitrary finite subgroup of G, we have [V,A] = [G,A]. Then

A = ζV (A)⊕ [V,A] = ζV (A)⊕ [G,A].

If W is a finite subgroup of G containing V , then ζW (A) ≤ ζV (A) and [W,A] =
[V,A], so we obtain

ζV (A) = ζV (A) ∩ (ζW (A)⊕ [W,A] = ζW (A)⊕ (ζV (A) ∩ [W,A])

= ζW (A)⊕ (ζV (A) ∩ [V,A]) = ζW (A).

Since W is an arbitrary finite subgroup it follows that ζG(A) = ζV (A) so we
obtain A = ζG(A)⊕ [G,A].

For the case when dimF ([G,A]) = c is finite the arguments given above
again work with some minor modifications and once again we obtain the direct
decomposition A = ζG(A) ⊕ [G,A]. The details in this case are left to the
reader.

We can immediately deduce the following corollary using the definitions.
This shows that for certain types of locally finite groups the finiteness of
centdimF (A) is equivalent to the finiteness of augdimF (A).

Corollary 4.12. Let A be a vector space over the field F and let G be a locally
finite subgroup of GL(F,A). Suppose that char(F ) /∈ Π(G) if char(F ) is a
prime.

(i) If centdimF (A) is finite, then augdimF (A) is finite;

(ii) If augdimF (A) is finite, then centdimF (A) is finite.
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In either case centdimF (A) = augdimF (A).

We next need some preliminary results concerning finite dimensional linear
groups.

Proposition 4.13. Let A be a vector space of dimension n over the field F
and let G be a periodic abelian subgroup of GL(F,A). Suppose that if char(F )
is prime, then char(F ) /∈ Π(G). Then G has special rank at most n.

Proof. There is a direct decomposition A = A1⊕· · ·⊕At, where Aj is a simple
FG-submodule of A for 1 ≤ j ≤ t (see [202, Corollary 1.6], for example). Since
Aj is a simple FG-module Corollary 2.3 implies that G/CG(Aj) is locally
cyclic, for 1 ≤ j ≤ t. Of course, we have

⋂
1≤j≤t CG(Aj) = 1 so Remak’s

theorem implies that G is isomorphic to a subgroup of G/CG(A1) × · · · ×
C/CG(At). This latter group has special rank t ≤ n. Consequently, G has
special rank at most n also.

Corollary 4.14. Let A be a vector space of dimension n over the field F and
let G be a periodic q-subgroup of GL(F,A) for some prime q. Suppose that
char(F ) 6= q. Then G has special rank at most 1

2 (5n2 + n).

Proof. Since periodic subgroups of finite dimensional linear groups are locally
finite ( see [202, Theorem 9.1], for example) it follows that the group G is
locally finite. If U is an arbitrary abelian subgroup of G, then Proposition 4.13
shows that U has finite special rank at most n. It follows from [149] that G
has special rank at most 1

2n(5n+ 1).

Corollary 4.15. Let A be a vector space of dimension n over the field F of
prime characterstic p and let G be a periodic subgroup of GL(F,A). Suppose
that G has finite section p-rank r. Then G is an abelian-by-finite group of
finite special rank. Furthermore the special rank of G is at most

1

2
n(5n+ 1) + r + 1.

Proof. Once again we note that by [202, Theorem 9.1] the group G is locally
finite. Let V be an arbitrary finite subgroup of G and let Sq be a Sylow q-
subgroup of V , for some prime q 6= p. Then Corollary 4.14 shows that Sq has
finite special rank at most 1

2n(5n+ 1). If Sp is a Sylow p-subgroup of V , then
Sp has special rank at most r (see [52, Corollary 6.1.9], for example). It follows
from [52, Corollary 6.3.16] that V has special rank at most 1

2n(5n+ 1) + r+ 1
and since V is an arbitrary finite subgroup of G, we see that the group G
also has finite special rank at most 1

2n(5n + 1) + r + 1. Since a linear group
of finite special rank is abelian-by-finite by [202, Theorem 10.9], G is also
abelian-by-finite.
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We return now to infinite dimensional linear groups.

Corollary 4.16. Let A be a vector space over the field F of prime charac-
teristic p and let G be a periodic subgroup of GL(F,A). Suppose that G has
finite section p-rank r. Suppose that one of the following two conditions holds.

(i) centdimF (G) = codimF (ζG(A)) = n is finite, or

(ii) augdimF (G) = dimF ([G,A]) = n is finite.

Then G has finite special rank at most

1

2
n(5n+ 1) + r + 1.

Proof. We use Lemma 4.1 in case (i) and Lemma 4.3 in case (ii) to deduce
that G contains a normal elementary abelian p-subgroup L such that G/L is
isomorphic to some subgroup ofGLn(F ). Let V be an arbitrary finite subgroup
of G. If Sq is a Sylow q-subgroup of V for some prime q 6= p, then L∩Sq = 1,
so that Sq is isomorphic to a subgroup of GLn(F ). Corollary 4.14 then implies
that Sq has special rank at most 1

2n(5n + 1). If Sp is a Sylow p-subgroup of
V , then Sp has special rank at most r (see [52, Corollary 6.1.9], for example).
It follows that V has special rank at most 1

2n(5n+ 1)+ r+1 by [52, Corollary
6.3.16] and since V is an arbitrary subgroup of G, it follows that G itself has
finite special rank at most 1

2n(5n+ 1) + r + 1. The result follows.

We now prove some of the main results of this chapter. First we need the
following technical result.

Lemma 4.17. Let G be a group with finite section p-rank for some prime p.
Then no section of G contains a non-cyclic free group.

Proof. Suppose that G contains a non-cyclic free subgroup. Then G contains
a non-cyclic free subgroup S of free rank 2 and S1 = [S, S] = S′ is a free group
of countably infinite free rank (see [130, $ 36], for example). Then U = S/S1

is a free abelian group of countably infinite Z-rank and U/Up is an infinite
elementary abelian p-group which yields a contradiction to the hypotheses.
This contradiction shows that G contains no non-cyclic free groups. Since the
property of having finite section p-rank is closed under taking subgroups and
homomorphic images the result follows.

We show next that when G has finite section p-rank r and finite central
dimension c, then G has finite augmentation dimension, bounded by an easily
defined function of r and c.

Theorem 4.18. Let A be a vector space over the field F of prime character-
istic p and let G be a subgroup of GL(F,A). Suppose that centdimF (G) =
codimF (ζG(A)) = c is finite. If G has finite section p-rank r, then
augdimF (G) = dimF ([G,A]) is finite. Furthermore, there exists a function
κ1 such that

augdimF (G) = dimF ([G,A]) ≤ κ1(c, r).
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Proof. Lemma 4.17 shows that G contains no non-cyclic free subgroups.
It is clear that CG(A/ζG(A)) is an elementary abelian p-group. Since

A/ζG(A) is finite dimensional, Lemma 4.9 implies that G has normal sub-
groups P ≤ K such that P is a bounded p–subgroup, K/P is abelian and
G/K is locally finite. Clearly we may write

Tor(K/P ) = T/P = P1/P ×Q/P,

where P1/P is the p-component of T/P and Q/P is the corresponding p′-
component. If H is an arbitrary periodic subgroup of G, then H is an extension
of the soluble normal subgroup H∩K by the locally finite group H/(H∩K) ∼=
HK/K. Since a periodic soluble group is locally finite, it follows that H is
likewise locally finite (see [52, Corollary 1.2.14], for example). Since P1 is a
locally finite p-group of finite section p-rank r, P1 has finite special rank at
most r (see [52, Corollary 6.1.9], for example). Then Proposition 4.8 shows
that dimF ([P1, A]) ≤ rc. Let D1 = [P1, A], so that P1 is a subgroup of
C = CG(A/D1). We note that G/C ≤ GL(F,A/D1) and certainly TC/C is a
p′-group so, applying Proposition 4.11 to TC/C we deduce that

A/D1 = ζTC/C(A/D1)⊕ [TC/C,A/D1]. (4.1)

Clearly,
(ζG(A) +D1)/D1 ≤ ζTC/C(A/D1) (4.2)

so we have
dimF ([T,A/D1]) ≤ c

by (4.1) and (4.2). Let D2/D1 = [T,A/D1]. Then

dimF (D2) ≤ dimF (D1) + dimF (D2/D1)

≤ dimF (D2) ≤ rc+ c = (r + 1)c.

Furthermore T ≤ CG(A/D2) so [T,A] ≤ D2.
The factor group K/T is torsion-free abelian of finite section p-rank,

so K/T has finite Z-rank by [52, Proposition 3.2.3]. Also rZ(K/T ) =
srp(K/T ) ≤ r by [52, Lemma 3.2.4]. It follows that K/T has finite spe-
cial rank and r(K/T ) = rZ(K/T ) ≤ r (see [52, Lemma 6.1.14], for exam-
ple). Applying Proposition 4.8 to KCG(A/D2)/CG(A/D2) we obtain that
dimF ([K,A/D2]) ≤ rc. Put D3/D2 = [K,A/D2] so that

dimF (D3) ≤ dim(D2) + dimF (D3/D2)

≤ c+ rc+ rc = c(1 + 2r).

Furthermore K ≤ CG(A/D3) so [K,A] ≤ D3.
Corollary 4.16 applied to the locally finite group G/CG(A/D3) shows that

G/K has finite special rank at most 1
2c(5c+1)+r+1. We apply Proposition 4.8

again to give us the estimate

dimF ([G,A/D3]) ≤ 1

2
(5c2 + c+ 2r + 2)c =

1

2
(5c3 + c2 + 2c+ 2rc).
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Let D/D3 = [G,A/D3]. Then G acts trivially on A/D, so [G,A] is a
subspace of D and

dimF ([G,A]) ≤ dimF (D) ≤ dimF (D/D3) + dimF (D3)

≤ 1

2
(5c3 + c2 + 2c+ 2rc) + c(1 + 2r)

=
1

2
(5c3 + c2 + 4c+ 6rc).

Hence here we define

κ1(c, r) =
5c3 + c2 + 6rc+ 4c

2
.

We use a similar technique in the characteristic 0 case and give complete
details for this case. In this case the function of d and r that we obtain is very
easily defined.

Theorem 4.19. Let A be a vector space over a field F of characteristic 0 and
let G be a subgroup of GL(F,A). Suppose that

centdimF (G) = codimF (ζG(A)) = d

is finite. If G has finite section p-rank r for some prime p, then
augdimF (G) = dimF ([G,A]) is finite. Furthermore, there exists a function
κ2 such that

dimF ([G,A]) ≤ κ2(d, r).

Proof. Once again, Lemma 4.17 shows that G contains no non-cyclic free
subgroups.

Since A/ζG(A) is finite dimensional, Lemma 4.10 implies that G has nor-
mal subgroups C ≤ L ≤ R such that C is torsion-free abelian, L/C is torsion-
free nilpotent, R/L is abelian and G/R is finite.

Since C is torsion-free abelian of finite section p-rank it follows from [52,
Lemma 3.2.4] that C has finite Z-rank and that rZ(C) = srp(C) ≤ r. Hence C
has finite special rank and also r(C) = rZ(C) ≤ r, using [52, Lemma 6.1.14].
Thus Proposition 4.8 shows that D1 = [C,A] has finite dimension and indeed
dimF (D1) ≤ rd. Note also that C is a subgroup of CG(A/D1).

Since L/C is torsion-free nilpotent of finite section p-rank it follows that
L/C has finite 0-rank and r0(C) = srp(C) ≤ r, by [52, Lemma 3.2.24]. Lemma
6.2.2 of [52] then shows that L/C has finite special rank and that r(L/C) =
r0(L/C) ≤ r. Proposition 4.8 allows us to deduce that dimF ([L,A/D1]) ≤ rd.
Setting D2/D1 = [L,A/D1] we have that

dimF (D2) ≤ rd+ rd = 2rd

and we note that L ≤ CG(A/D2).
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Let T/L = Tor(R/L). We apply Proposition 4.11 to T/L to obtain

A/D2 = ζT (A/D2)⊕ [T,A/D2]

and since (ζG(A) +D2)/D2 ≤ ζT (A/D2) we have

dimF ([T,A/D1]) ≤ d.

Let D3/D2 = [T,A/D2] so that dimF (D3) ≤ d+ 2rd and T ≤ CG(A/D3).
The factor R/T is torsion-free abelian and as before R/T has fi-

nite special rank at most r. Again applying Proposition 4.8 we see that
dimF ([R,A/D3]) ≤ rd. Let D4/D3 = [R,A/D3] so that dimF (D4) ≤
d+ 2rd+ rd = d+ 3rd and R ≤ CG(A/D4).

Finally G/R is finite and Proposition 4.11 shows that

A/D4 = ζG(A/D4)⊕ [G,A/D4].

Since (ζG(A) + D4)/D4 ≤ ζG(A/D4) we have dimF ([G,A/D4]) ≤ d. Let
D/D4 = [G,A/D4], so that

dimF (D) ≤ d+ d+ 3rd = 2d+ 3rd.

We have [G,A] ≤ D and setting

κ2(r, d) = 2d+ 3rd

it follows that dimF ([G,A]) ≤ κ2(r, d) as required.

These theorems can be regarded as analogues for linear groups of the well-
known group theoretical theorem known as Schur’s Theorem (although Schur
did not prove this result–see the paper [128] of L. A. Kurdachenko. and I. Ya.
Subbotin on this subject). This theorem first appeared in the work of B. H.
Neumann [154] and can be stated as follows.

• If the center of a group G has finite index, then the derived subgroup of
G is finite.

The converse of this result is false since there are infinite groups with finite
center and finite derived subgroup. However P. Hall [73] proved

• If the derived subgroup of a group G is finite, then the second center of
G has finite index.

The finiteness condition of section p-rank is quite strong. In the presence
of this finiteness condition it is possible to obtain a stronger result for linear
groups than just an analogue of Hall’s theorem quoted above. The proofs of
the following two theorems are analogous to the proofs of Theorems 4.18 and
4.19, so we shall not go into them in detail, but highlight the specifics of the
use of the augmentation dimension.
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Theorem 4.20. Let A be a vector space over a field F of prime character-
istic p and let G be a subgroup of GL(F,A). Suppose that augdimF (G) =
dimF ([G,A]) = c is finite. If G has finite section p-rank r, then
centdimF (G) = codimF (ζG(A)) is finite. Furthermore,

codimF (ζG(A)) ≤ κ1(c, r).

Proof. Lemma 4.17 shows that G contains no non-cyclic free subgroups.
Since [G,A] is finite dimensional, Lemma 4.9 implies that G has normal

subgroups P ≤ K such that P is a bounded p–subgroup, K/P is abelian and
G/K is locally finite. We may write

Tor(K/P ) = T/P = P1/P ×Q/P,

where P1/P is a p-group and Q/P is a p′-group. As in the proof of Corol-
lary 4.15 we note that every periodic subgroup of G is locally finite.

As in the proof of Corollary 4.15 the group P1 has finite special rank at
most r and Proposition 4.8 implies that codimF (ζP1

(A)) ≤ rc. Let D1 =
ζP1

(A) and note that since P1 is normal in G the subspace D1 is G-invariant
and P1 ≤ CG(D1). We apply Proposition 4.11 to the group T/P1 to see that
D1 = ζT (D1)⊕ [T,D1]. Since [T,D1] ≤ [G,A] we have

dimF (D1/ζT (D1)) ≤ c.

Let D2 = ζT (D1). Note that D2 is a G-invariant subspace such that T ≤
CG(D2) and codimF (D2) ≤ c+ rc.

As in the Proof of Theorem 4.18 we see that K/T has finite special
rank and r(K/T ) = rZ(K/T ) ≤ r. Using Proposition 4.8 we deduce that
dimF (D2/ζK(D2)) ≤ rc and setting D3 = ζK(D2) we have

codimF (D3) ≤ c+ rc+ rc = c(1 + 2r).

Furthermore, K ≤ CG(D3).
Again, as in the proof of Theorem 4.18, we see that G/K has finite special

rank at most 1
2c(5c+ 1) + r+ 1. A further application of Proposition 4.8 gives

us the estimate

dimF (D3/ζG(D3)) ≤ 1

2
(5c3 + c2 + 2c+ 2rc).

Put Z = ζG(D3). Then Z ≤ ζG(A) and furthermore,

codimF (ζG(A)) ≤ 1

2
(5c3 + c2 + 2c+ 2rc) + c(1 + 2r)

=
5c3 + c2 + 4c+ 6rc

2
= κ1(r, c).
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We can also obtain the following result the proof of which differs little from
that of Theorem 4.19 so this time we omit the proof.

Theorem 4.21. Let A be a vector space over a field F of characteris-
tic 0 and let G be a subgroup of GL(F,A). Suppose that augdimF (G) =
dimF ([G,A]) = d is finite. If G has finite section p-rank r for some prime p,
then centdimF (G) = codimF (ζG(A)) is finite . Furthermore,

codimF (ζG(A)) ≤ κ2(c, r).

Hypercentral Dimension

The theorem concerning groups whose centers have finite index, mentioned
above, has significant generalizations. Indeed the interested reader should refer
to [52, Chapters 1 and 7] where abstract group theoretic analogues of some
of the results we present next can be found. The first of these generalizations
was obtained in the work of R. Baer [4]. Interestingly, Baer did not give a
direct proof of this result which now bears his name: in the article [4] Baer
notes that this result can be obtained from Zusatz zum Endlichkeitssatz of
this paper. The result itself appears for the first time with a separate proof
in the famous lectures of P. Hall (see [74, 75]). A natural next step in the
context of linear groups is to obtain an analogue of this result of Baer’s, using
the same restrictions that were used to prove the analogue of the theorem of
B. H. Neumann.

Theorem 4.22. Let A be a vector space over a field F of prime character-
istic p and let G be a subgroup of GL(F,A). Suppose that there is a natural
number n such that codimF (ζG,n(A)) = c is finite. If G has finite section
p-rank r, then dimF (γG,n+1(A)) is finite and there is a function κ3 such that
dimF (γG,n+1(A)) ≤ κ3(c, r, n).

Proof. Let
0 = Z0 ≤ Z1 ≤ · · · ≤ Zn

be a segment of the upper G-central series of A. The proof is by induction on
n, the case n = 1 being Theorem 4.18, in which case κ(c, r, 1) = κ1(c, r).

Assume now that n > 1 and suppose the natural inductive hypothesis
holds. In other words assume that γG,n(A/Z1) = D/Z1 has finite dimension
at most κ3(c, r, n). Then Z1 ≤ ζG(D) so the codimension of ζG(D) in D is
at most κ3(c, r, n). Applying Theorem 4.18 to the subspace D we see that
[G,D] has finite dimension at most κ1(κ3(c, r, n), r). Since γG,n(A) ≤ D we
have γG,n+1(A) = [G, γG,n(A)] ≤ [G,D]. It follows that γG,n+1(A) has finite
dimension at most

κ3(c, r, n+ 1) = κ1(κ3(c, r, n), r)

as required.
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We note that the function κ3 is defined recursively by

κ3(c, r, 1) = κ1(c, r) and

κ3(c, r, n+ 1) = κ1(κ3(c, r, n), r) for n ≥ 1.

For the characteristic 0 case we also have the following result, obtained in
a similar manner, so we omit the proof:

Theorem 4.23. Let A be a vector space over a field F of characteristic 0
and let G be a subgroup of GL(F,A). Suppose that there is a natural number
n such that codimF (ζG,n(A)) = d is finite. If G has finite section p-rank r
for some prime p, then dimF (γG,n+1(A)) is finite and there is a function κ4

such that dimF (γG,n+1(A)) ≤ κ4(d, r, n)

The function κ4 is defined in an analogous manner to the way κ3 was
defined and one can see from the proof that κ4 is defined recursively by

κ4(d, r, 1) = κ2(d, r) and

κ4(d, r, n+ 1) = κ2(κ4(d, r, n), r).

We note immediately the following pair of dual results.

Theorem 4.24. Let A be a vector space over a field F of prime characteristic
p and let G be a subgroup of GL(F,A). Suppose that there is a natural number
n such that dimF (γG,n+1(A)) = c is finite. If G has finite section p-rank r,
then codimF (ζG,n(A)) is finite and codimF (ζG,n(A)) ≤ κ3(c, r, n).

Proof. Let
A = L1 ≥ L2 ≥ · · · ≥ Ln ≥ Ln+1

be a segment of the lower G-central series, so γG,j(A) = Lj for each j. We
prove the result by induction on n, the case n = 1 being Theorem 4.20 with
κ5(c, r, 1) = κ1(c, r).

Assume that n > 1 and suppose inductively that the result holds in
the subspace L2. Then γG,n(L2) = γG,n+1(A), so that γG,n(L2) has fi-
nite dimension c. Applying the induction hypothesis to L2 we see that
Z = ζG,n−1(L2) satisfies dimF (L2/ζG,n−1(L2)) ≤ κ5(c, r, n). We note that
ζG,n−1(L2) ≤ ζG,n−1(A). Since L2 = [G,A] we deduce that [G,A/Z] has fi-
nite dimension at most κ5(c, r, n). We now apply Theorem 4.20 to deduce that
C/Z = ζG(A/Z) has finite codimension at most κ1(κ5(c, r, n), r) in A/Z. Of
course C ≤ ζG,n(A) and setting

κ5(c, r, n+ 1) = κ1(κ5(c, r, n), r)

we see that the result follows since it is clear that κ5(c, r, n) = κ3(c, r, n).

We can obtain the following result in the same way and again omit the
proof.
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Theorem 4.25. Let A be a vector space over a field F of characteristic 0
and let G be a subgroup of GL(F,A). Suppose that there is a natural number
n such that dimF (γG,n+1(A)) = d is finite. If G has finite section p-rank r,
then codimF (ζG,n(A)) is finite. Furthermore,

codimF (ζG,n(A)) ≤ κ4(d, r, n).

When A is a vector space over a field F andG is a subgroup ofGL(F,A), let
N (and respectively L) denote the family of G-invariant subspaces X of A such
that A/X is G-nilpotent (respectively G-locally nilpotent). The intersection of
all members of the family N (respectively L) is called the G-nilpotent residual
(respectively G-locally nilpotent residual) of A.

We denote the G-nilpotent residual of A by AN and the G-locally nilpotent
residual of A by A LN.

We note that if there is a natural number k such that zlG(A/B) ≤ k,
for each B ∈ N , then AN = γG,k+1(A), but that this is not true in general.
Indeed, in general A/AN need not be G-nilpotent as can be seen from the
following example.

Example 4.26. Let F be a field and let G = 〈g〉 be an infinite cyclic group.
Let A be the additive group of the group ring FG, which can then be thought
of as a vector space over F so that G can be thought of as a subgroup of
GL(F,A). Let J be the augmentation ideal of FG, so J = (g − 1)FG. Then
A/JnA = A/Jn is G-nilpotent for every natural number n. It is not difficult
to see however that

⋂
n∈N J

n = 0 and that ζG(A) = 1.

It follows from Theorems 4.22 and 4.23 that under the finiteness con-
dition of finite section p-rank that if codimF (ζG,n(A)) is finite, then so is
dimF (γG,n+1(A)). In turn, this implies that the G-nilpotent residual of A also
has finite dimension. As can be seen from the proofs of the above theorems,
the function that bounds the dimension of γG,n+1(A) is quite cumbersome.
On the other hand, the bounds on the dimension of the G-nilpotent residual
of A are much more straightforward, as we shall see.

To study this further we need the following specific direct decomposition
of vector spaces, which will play an important role in the coming proofs.

Let A be a vector space over a field F and let G be a subgroup of GL(F,A).
A G-invariant subspace E of A is called G-hypereccentric if it has an ascending
series

0 = E0 ≤ E1 ≤ . . . Eα ≤ Eα+1 ≤ . . . Eγ = E

of G-invariant subspaces of A such that each factor Eα+1/Eα is G-eccentric
and G-chief for every α < γ.

We say that A has the Z(G)-decomposition if

A = ζG,∞(A)⊕ ηG,∞(A),
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where ηG,∞(A) is the maximal G-hypereccentric G-invariant subspace of A.
This concept was introduced by D. I. Zaitsev [225] for abelian normal sub-
groups of groups.

We note that if such a Z(G)-decomposition exists, then the subspace
ηG,∞(A) contains every G-invariant G-hypereccentric subspace of A and, in
particular, it is unique.

To see this, let B be a G-hypereccentric, G-invariant subspace of A and
let E = ηG,∞(A). If (B + E)/E is non-zero, it contains a non-zero minimal
G-invariant subspace U/E. Since (B + E)/E ∼= B/(B ∩ E) it follows that
U/E is G-isomorphic to some G-chief factor of B. Hence G 6= CG(U/E).
On the other hand, (B + E)/E ≤ A/E ∼= ζG,∞(A), so that G = CG(U/E).
This contradiction shows that B ≤ E. Hence ηG,∞(A) contains every G-
hypereccentric, G-invariant subspace of A as claimed and clearly it is then
unique.

We now give some results giving conditions for the existence of a Z(G)-
decomposition in a vector space, which will be needed in the sequel. These
results were obtained in the paper [114] of L. A. Kurdachenko and J. Otal for
the more general case of modules over group rings.

Lemma 4.27. Let A be a vector space over a field F and let G be a hyper-
central subgroup of GL(F,A). If A/ζG(A) is G-chief and G-eccentric, then A
contains a minimal G-invariant subspace D such that A = ζG(A)⊕D.

Proof. Since G is hypercentral, ζ(G) 6= 1 and we let 1 6= z ∈ ζ(G). The
function ξz : A −→ A defined by ξz(a) = (z − 1)a for all a ∈ A is linear with
ker(ξz) = CA(z) and Im(ξz) = [z,A]. If g ∈ G, then we have, since z ∈ ζ(G),

gξz(a) = g(z − 1)a = (gz − g)a = (zg − g)a = (z − 1)(ga) = ξz(ga).

If c ∈ CA(z), then

z(gc) = (zg)c = (gz)c = g(zc) = gc,

so that gc ∈ CA(z). It follows that ker(ξz) and Im(ξz) are G-invariant sub-
spaces of A. Since [g, ζG(A)] = 0 for each g ∈ G, we have ζG(A) ≤ ker(ξz).
This inclusion and the fact that A/ζG(A) is G-chief implies that ζG(A) =
ker(ξz). The isomorphism

A/ζG(A) = A/ker(ξz) ∼=G Im(ξz)

shows that Im(ξz) is G-chief and G-eccentric. We set D = Im(ξz). Since D is
G-eccentric we have D∩ ζG(A) = 0. Also (D+ ζG(A))/ζG(A) is a non-zero G-
invariant subspace of A/ζG(A). This implies that (D+ ζG(A))/ζG(A) = A/C
and hence A = D ⊕ ζG(A), as required.

From Lemma 4.27 there immediately follows our next technical result.

Corollary 4.28. Let A be a vector space over a field F and let G be a hyper-
central subgroup of GL(F,A). Suppose that A contains a G-invariant subspace
C satisfying the following conditions.
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(i) C is G-nilpotent;

(ii) A/C is G-chief and G-eccentric.

Then A contains a minimal G-invariant subspace D such that

A = C ⊕D.

The duals of these results also hold.

Lemma 4.29. Let A be a vector space over a field F and let G be a hyper-
central subgroup of GL(F,A). Suppose that A contains a minimal G-invariant
subspace D satisfying the following conditions.

(i) [G,A] ≤ D;

(ii) D is G-chief and G-eccentric.

Then A contains a G-invariant subspace C such that A = C ⊕D.

Proof. Since G is hypercentral, ζ(G) 6= 1 and we let 1 6= z ∈ ζ(G), so that the
function ξz : A −→ A defined by ξz(a) = (z − 1)a for all a ∈ A is linear with
ker(ξz) = CA(z), Im(ξz) = [z,A]. As in the proof of Lemma 4.27 ker(ξz)
and Im(ξz) are G-invariant subspaces of A. We have [z,A] ≤ D and the
minimality of D implies that either [z,A] = D or [z,A] = 0. In the latter case
z ∈ CG(A) = 1, contradicting the choice of z. Thus Im(ξz) = D. Suppose, for
a contradiction, that [z,D] = 0. Then D ≤ ker(ξz). Since G 6= CG(D) there
exist elements d ∈ D, g ∈ G such that gd 6= d. Also Im(ξz) = D so there
exists b ∈ A such that d = ξz(b). But [z,A] = D ≤ ker(ξz) so [g, b] ∈ ker(ξz)
and hence, because g ∈ ζ(G),

gd = gξz(b) = g(z − 1)b = (z − 1)gb = ξz(gb) = ξz(b+ (g − 1)b)

= ξz(b) + ξz((g − 1)b) = ξz(b) = d.

This contradiction shows that [z,D] 6= 0. Since z ∈ ζ(G), we can show, as
above, that [z,D] is a G-invariant subspace of D, so [z,D] = D. Thus [z,A] =
[z,D]. If a ∈ A \D, then there exists d1 ∈ D such that (z − 1)a = (z − 1)d1

and it follows that (z− 1)(a− d1) = 0. By the choice of a we have a 6= d1 and
since a = d1 +(a−d1) we have A = D+CA(z). We have noted that CA(z) is a
G-invariant subspace of A. Thus D ∩CA(z) is a G-invariant subspace of D so
that either D∩CA(z) = 0 or D∩CA(z) = D. As we saw above D∩CA(z) = D
is impossible, so we have A = D ⊕ C, where C = CA(z).

The following two results can be immediately deduced.

Corollary 4.30. Let A be a vector space over a field F and let G be a hyper-
central subgroup of GL(F,A). Suppose that A contains a G-invariant subspace
D satisfying the following conditions.

(i) A/D is G-nilpotent;
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(ii) D is G-chief and G-eccentric.

Then A contains a G-invariant subspace C such that A = C ⊕D.

Corollary 4.31. Let A be a vector space over a field F and let G be a hyper-
central subgroup of GL(F,A). Suppose that A contains a G-invariant subspace
D satisfying the following conditions.

(i) [G,A] ≤ D;

(ii) D has a finite series of G-invariant subspaces whose factors are G-chief
and G-eccentric.

Then A contains a G-invariant subspace C such that A = C ⊕D.

Now suppose that for our vector space A over the field F that A has
a finite series of G-invariant subspaces whose factors are G-chief, where as
usual G ≤ GL(F,A). An application of the Jordan-Hölder theorem shows
that any two such series have the same length and the same set of factors,
up to isomorphism and hence the length of such a series is an invariant of A,
which we denote by chlG(A). It is clear that if A has finite F -dimension, then
chlG(A) ≤ dimF (A).

Corollary 4.32. Let A be a vector space over a field F and let G be a hyper-
central subgroup of GL(F,A). If A has a finite G-chief series of G-invariant
subspaces, then A has the Z(G)-decomposition.

Proof. We prove the result by induction on chlG(A). If we have chlG(A) = 1,
then A is a minimal G-invariant subspace and the result is then clear.

Suppose that chlG(A) > 1 and that the result is true for all G-invariant
subspaces B such that chlG(B) is smaller than chlG(A). Since A has a G-chief
series it contains a G-invariant subspace B such that A/B is a G-chief factor
and it is clearly the case that

chlG(A) = chlG(B) + chlG(A/B).

Naturally chlG(B) < chlG(A). By the induction hypothesis B has the Z(G)-
decomposition, B = E ⊕ C, where C is the upper G-hypercenter of B and E
is a G-hypereccentric, G-invariant subspace.

Suppose first that A/B is G-eccentric and consider A/E. Since B/E =
(E⊕C)/E ∼=G C, Corollary 4.28 shows that A contains a minimal G-invariant
subspace D such that E ≤ D, D/E is G-eccentric and A/E = B/E ⊕D/E.
This implies that

A = B +D = (E + C) +D = C +D.

Also C ∩D ≤ E so that

C ∩D = (C ∩D) ∩ E = C ∩ E = 0.
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Since D/E is G-eccentric, D is a G-hypereccentric, G-invariant subspace, so
A has the Z(G)-decomposition.

Suppose now that A/B is G-central and consider A/C. In this case B/C =
(E ⊕ C)/C ∼=G E and Corollary 4.31 shows that A contains a minimal G-
invariant subspace Z such that C ≤ Z, Z/C is G-central and A/C = B/C ⊕
Z/C. Then we have A = B + Z and since B = E + C we obtain A = E + Z.
Since E ∩ Z ≤ B ∩ Z ≤ C we also have

E ∩ Z = (E ∩ Z) ∩ C = E ∩ C = 0.

Since Z/C is G-central, Z is the G-hypercenter of A and in this case also A
has the Z(G)-decomposition.

We now extend this result further.

Proposition 4.33. Let A be a vector space over a field F and let G be a
hypercentral subgroup of GL(F,A). Suppose that A contains a G-invariant
subspace C satisfying the conditions:

(i) C is G-nilpotent;

(ii) A/C has a finite G-chief series.

Then A has the Z(G)-decomposition. Furthermore,

chlG(ηG,∞(A)) ≤ chlG(A/C).

In particular, if dimF (A/C) is finite, then dimF (ηG,∞(A)) is finite and
dimF (ηG,∞(A)) ≤ dimF (A/C).

Proof. Let B be the upper G-hypercenter of A. It is clear that C ≤ B. Since
chlG(A/C) is finite, zlG(B) is also finite, as is chlG(A/B). If B = 0, then the
result follows from Corollary 4.32, so we assume that B 6= 0 and use induction
on chlG(A/B). If A = B, then A is G-nilpotent and the result then holds.

Hence we may suppose that A 6= B. Since chlG(A/B) is finite A/B
contains a minimal G-invariant subspace D/B, which is G-eccentric. By
Corollary 4.28 D contains a minimal G-invariant subspace E such that E
is G-eccentric and D = B + E. Consider A/E. If K/E is the upper G-
hypercenter of A/E, then D/E = (B + E)/E ≤ K/E and it follows that
chlG((A/E)/(K/E)) < chlG(A/B). By the induction hypothesis A/E has
the Z(G)-decomposition A/E = K/E ⊕ L/E where L/E = ηG,∞(A/E). By
Corollary 4.30 K contains a G-invariant subspace Y such that K = Y ⊕ E.
Since it is clear that Y ∩ L = 0 we have A = K + L = Y + E + L = Y ⊕ L.
This completes the proof.

The following dual result holds and its proof, modulo some minor details,
repeats the proof of Proposition 4.33 and we omit this here.
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Proposition 4.34. Let A be a vector space over a field F and let G be a
hypercentral subgroup of GL(F,A). Suppose that A contains a G-invariant
subspace C satisfying the conditions:

(i) A/C is G-nilpotent ;

(ii) C has a finite G-chief series.

Then A has the Z(G)-decomposition. Furthermore, chlG(ηG,∞(A)) ≤
chlG(C). In particular, if dimF (C) is finite, then dimF (ηG,∞(A)) is finite
and dimF (ηG,∞(A)) ≤ dimF (C).

In the case when the linear group G is hypercentral we obtain the following
result directly from Proposition 4.33.

Theorem 4.35. Let A be a vector space over a field F and let G be a hyper-
central subgroup of GL(F,A). Suppose that there is a natural number n such
that codimF (ζG,n(A)) = c is finite. Then the G-nilpotent residual has finite
dimension at most c.

There is also the following natural converse.

Theorem 4.36. Let A be a vector space over a field F and let G be a hyper-
central subgroup of GL(F,A). Suppose that there is a natural number n such
that dimF (γG,n(A)) = c is finite. Then

codimF (ζG,m(A)) ≤ c,

for some natural number m.

We return now to the question of finding the dimension of the G-nilpotent
residual, using the results obtained above. The results we now obtain first
appeared in the paper of M. R. Dixon, L. A. Kurdachenko and J. Otal [51].
The following result is reminiscent of the well-known group theoretical fact
that the chief factors of a locally nilpotent group are central. The reader will
observe other analogues as we progress.

Lemma 4.37. Let A be a vector space over a field F and let G be a subgroup
of GL(F,A). Suppose that A is G-locally nilpotent. If B,C are G-invariant
subspaces of A such that C ≤ B and B/C is G-chief, then B/C is G-central.

Proof. Without loss of generality C = 0, so that B is a minimal G-invariant
subspace of A. Since the subspace [G,B] is also G-invariant it follows that
[G,B] = 0 or [G,B] = B. Suppose, for a contradiction, that [G,B] = B. Then
there exist b ∈ B, y ∈ G such that (y−1)b = d 6= 0. Since d ∈ B, the minimality
of B implies that B = (FG)d and hence there is a finite subset S ofG such that
b ∈ (FS)d. Let H = 〈y, S〉 and K = (FH)d. Then d = [y, b] ∈ [H,K]. The
subspace [H,K] is H-invariant, so K = (FH)d ≤ [H,K]. Hence K = [H,K].
Here H is a finitely generated group and K is a finitely generated H-module so
the hypotheses imply that K is H-nilpotent. But then K 6= [H,K], which gives
the contradiction sought. Therefore [G,B] = 0 and hence B ≤ ζG(A).
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Corollary 4.38. Let A be a vector space over a field F and let G be a subgroup
of GL(F,A). Suppose that A is G-locally nilpotent. If B is a finite dimensional
G-invariant subspace of A, then there is a natural number k such that k ≤
dimF (B) and B ≤ ζG,k(A).

Proof. We use induction on dimF (B). Since B has finite dimension, there is
a finite series of G-invariant subspaces whose factors are G-chief. Let

0 = B0 ≤ B1 ≤ · · · ≤ Bn = B

be such a series. Lemma 4.37 shows that B1 ≤ ζG(A). Clearly dimF ((B +
ζG(A))/ζG(A)) < dimF (B) and the induction hypothesis implies the exis-
tence of a natural number t such that

(B + ζG(A))/ζG(A) ≤ ζG,t(A/ζG(A))

and t ≤ dimF (((B + ζG(A))/ζG(A)). Thus B ≤ ζG,t+1(A) and t + 1 ≤
dimF (B), as required.

Lemma 4.39. Let A be a vector space over a field F and let G be a
subgroup of GL(F,A). Suppose that there is a natural number k such that
codimF (ζG,k(A)) = d is finite. If G has finite special rank r, then the G-
nilpotent residual L = AN of A has finite dimension at most d(r + 1). Fur-
thermore, A/L is G-nilpotent.

Proof. Let
0 = Z0 ≤ Z1 ≤ · · · ≤ Zk = Z = ζG,k(A)

be the relevant part of the upper G-central series of A. By Theorem 1.2
G/CG(Z) is nilpotent. Let C = CG(Z) and let D1 = [C,A]. Then Z ≤
ζC(A) and so centdimF (C) = dimF (A/ζC(A)) ≤ d. By Proposition 4.8,
augdimF (C) = dimF (D1) ≤ dr. Note that C ≤ CG(A/D1). It follows that
G/CG(A/D1) is also a nilpotent group. The quotient space (A/D1)/((Z +
D1)/D1) has finite F -dimension and so has a finite G-composition series. By
Proposition 4.33 A/D1 has the Z(G)-decomposition, that is

A/D1 = Y/D1 ⊕ E/D1,

where Y/D1 is the upper G-hypercenter of A/D1 and E/D1 is a G-
hypereccentric, G- invariant subspace. Since (Z + D1)/D1 ≤ Y/D1, E/D1

has finite dimension at most d. It follows that E has finite dimension and

dimF (E) ≤ dr + d = d(r + 1).

Since A/E is G-nilpotent we have L ≤ E and then dimF (L) ≤ d(r + 1).
Finally we show that A/L is G-nilpotent. Let k = dim(E/L) and let

t = zlG(A/E). Let B be a G-invariant subspace of A such that A/B is G-
nilpotent. Of course L ≤ B and since (E +B)/B ∼= E/(E ∩B) we have

dimF ((E +B)/B) ≤ k.
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Using Corollary 4.38 we deduce that (E + B)/B ≤ ζG,k(A/B). Hence
zlG(A/B) ≤ k + t and this implies the inclusion γG,k+t+1(A) ≤ B. Since this
is true for each such G-invariant subspace B it follows that γG,k+t+1(A) ≤ L
also and hence A/L is G-nilpotent, as claimed.

The significant point about this result is that the dimension of the G-
nilpotent residual is bounded by a function that depends only on the codi-
mension of ζG,k(A) and the special rank of G, not on the integer k. This will
be rather important in what follows.

Corollary 4.40. Let A be a vector space over a field F and let G be a finitely
generated subgroup of GL(F,A). Suppose also that codimF (ζG,∞(A)) = d is
finite. If A is finitely generated as an FG-module and G has finite special rank
r, then the G-nilpotent residual L of A has finite dimension at most d(r+ 1).
Furthermore, A/L is G-nilpotent.

Proof. By Proposition 1.10 zlG(A) is finite and Lemma 4.39 immediately gives
the result.

Corollary 4.41. Let A be a vector space over a field F and let G be a finitely
generated subgroup of GL(F,A). Suppose also that codimF (ζG,∞(A)) = d is
finite. If G has finite special rank r, then the G-locally nilpotent residual L of
A has finite dimension at most d(r+ 1). Furthermore, A/L is G-hypercentral.

Proof. Put Z = ζG,∞(A). Since A/Z has finite dimension, there exists a finite
subset M such that A = FM+Z. Let D be the family of all finitely generated
FG–submodules of A containing M . If B ∈ D, then Z ∩B ≤ ζG,∞(B) and so
dimF (B/ζG,∞(B)) ≤ d. It follows from Corollary 4.40 that the G-nilpotent
residual L(B) of B has finite dimension at most d(r + 1) and B/L(B) is
FG–nilpotent.

Let C ∈ D be such thatB ≤ C. Since C/L(C) isG-nilpotent,B/(B∩L(C))
is also G-nilpotent so L(B) ≤ B ∩L(C). In particular we have L(B) ≤ L(C).

Let K ∈ D be an FG-submodule chosen such that dimFL(K) is maximal.
If C ∈ D and K ≤ C we have L(K) ≤ L(C), and the choice of K implies that
L(K) = L(C).

Let S be an arbitrary finite subset of A and let T be the finitely generated
submodule of A generated by M,S and K. Clearly T ∈ D, K is an FG-
submodule of T and our work above shows that L(T ) = L(K). Thus T/L(K)
is G–nilpotent. Then A/L(K) is G-locally nilpotent and hence L ≤ L(K). In
particular we have dimF (L) ≤ d(r + 1).

Since (Z + L)/L ≤ ζG,∞(A/L) it follows that ζG,∞(A/L) has finite codi-
mension in A/L. By Corollary 4.38 we deduce that

(A/L)/ζG,∞(A/L)

is G-nilpotent and hence A/L is G-hypercentral, as required.
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The following theorem is concerned with an important special case when
the linear group G has finite special rank. As we shall see, in this case the
estimation of the dimension of the G-locally nilpotent residual is particularly
straightforward.

Theorem 4.42. Let A be a vector space over a field F and let G be a subgroup
of GL(F,A). Suppose that codimF (ζG,∞(A)) = d is finite. If G has finite
special rank r, then the G-locally nilpotent residual L of A has finite dimension
at most d(r + 1). Furthermore, A/L is G-hypercentral.

Proof. If H is a finitely generated subgroup of G, then Corollary 4.41 shows
that the H-locally nilpotent residual L(H) of A has finite dimension at most
d(r + 1). If K is also a finitely generated subgroup of G such that H ≤ K,
then clearly L(K) is H-invariant and Corollary 4.41 again shows that A/L(K)
is K-hypercentral. Therefore Lemma 1.4(i) shows that A/L(K) is also H-
hypercentral and it follows that L(H) ≤ L(K).

Let T be a finitely generated subgroup of G such that dimF (L(T )) is
maximal. If V is a finitely generated subgroup of G containing T , then by our
work above L(T ) ≤ L(V ) and the choice of T shows that L(T ) = L(V ). It
follows that L(T ) is V -invariant. Let g ∈ G be arbitrary and set U = 〈g, T 〉.
As above L(T ) is U -invariant and in particular g(L(T )) = L(T ) for all g ∈ G.
Hence L(T ) is G-invariant.

Now let M be an arbitrary finite subset of A and let W be an arbitrary
finitely generated subgroup of G. Let B = (FW )M be the FW -submodule
generated by M . Set Y = 〈W,T 〉 and B1 = (FY )M . Since L(Y ) = L(T )
it follows that A/L(T ) is Y -hypercentral and Corollary 1.12 implies that
A/L(T ) is Y -locally nilpotent. In particular, (B1+L(T ))/L(T ) is Y -nilpotent.
Lemma 1.4(i) then shows that (B1 + L(T ))/L(T ) is W -nilpotent and hence
A/L(T ) is G-locally nilpotent. Thus L = L(T ) and dimF (L) ≤ d(r + 1). As
in the proof of Corollary 4.41 we can show that A/L is G-hypercentral.

The Positive Characteristic Case

In the previous section we established results in the case when the group
G has finite special rank. Now we wish to extend these ideas, using a similar
method of proof in the case when the linear group G has finite section p-
rank, but we have thought it best to consider the case of characteristic 0 and
the case of non-zero characteristic separately. Quite often the proofs are very
similar in each case, so we shall often omit the proofs when this happens.

Lemma 4.43. Let A be a vector space over a field F of prime characteristic
p and let G be a subgroup of GL(F,A). Suppose that there is a natural number
k such that codimF (ζG,k(A)) = d is finite. If G has finite section p-rank r,
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then the G-nilpotent residual L of A has finite dimension at most

1

2
(5d3 + d2 + 6d+ 6rd).

Furthermore, A/L is G-nilpotent.

Proof. Let
0 = Z0 ≤ Z1 ≤ · · · ≤ Zk = Z

be a segment of the upper G-central series of A. By Theorem 1.2 G/CG(Z) is
nilpotent. Let C = CG(Z) and let D1 = [C,A]. Then Z ≤ ζC(A) and so the
hypotheses imply that dimF (A/ζC(A)) ≤ d. By Theorem 4.18, dimF (D1) ≤
κ1(d, r). Note that C ≤ CG(A/D1) so G/CG(A/D1) is also a nilpotent group.
The quotient space (A/D1)/((Z + D1)/D1) has finite F -dimension so has a
finite G-composition series. Proposition 4.33 implies that A/D1 has the Z(G)-
decomposition, so

A/D1 = Y/D1 ⊕ E/D1,

where Y/D1 is the upper G-hypercenter of A/D1 and E/D1 is a G-
hypereccentric, G-invariant subspace. Since (Z + D1)/D1 ≤ Y/D1, E/D1

has finite dimension at most d and it follows that E has finite dimension with
dimF (E) ≤ κ1(d, r) + d. Since A/E is G-nilpotent we have L ≤ E and then

dimF (L) ≤ dimF (E) ≤ κ1(d, r) + d =
1

2
(5d3 + d2 + 4d+ 6rd) + d

=
1

2
(5d3 + d2 + 6d+ 6rd).

The proof that A/L is G-nilpotent follows in exactly the same way as in
the proof of Lemma 4.39 and we omit the proof.

Corollary 4.44. Let A be a vector space over a field F of prime character-
istic p and let G be a finitely generated subgroup of GL(F,A). Suppose that
codimF (ζG,∞(A)) = d is finite. If A is finitely generated as an FG-module
and G has finite section p-rank r, then the G-nilpotent residual L of A has
finite dimension at most

1

2
(5d3 + d2 + 6d+ 6rd).

Furthermore, A/L is G-nilpotent.

Proof. By Proposition 1.10 it follows that zlG(A) is finite and then the result
follows upon applying Lemma 4.43

Further, an almost verbatim repetition of the proof of Corollary 4.41 yields
the next result.
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Corollary 4.45. Let A be a vector space over a field F of prime char-
acteristic p and let G be a finitely generated subgroup of GL(F,A). Sup-
pose that codimF (ζG,∞(A)) = d is finite. If G has finite section p-rank r,
then the G-locally nilpotent residual L of A has finite dimension at most
1
2 (5d3 + d2 + 6d+ 6rd). Furthermore, A/L is G-hypercentral.

The proof of Theorem 4.42 can be repeated to give:

Theorem 4.46. Let A be a vector space over a field F of prime characteristic
p and let G be a subgroup of GL(F,A). Suppose that codimF (ζG,∞(A)) = d
is finite. If G has finite section p-rank r, then the G-locally nilpotent residual
L of A has finite dimension at most

1

2
(5d3 + d2 + 6d+ 6rd).

Furthermore, A/L is G-hypercentral.

We now consider the dual problem:

• Suppose that A is a vector space which contains a G-invariant subspace
B of finite dimension, such that A/B is G-nilpotent (respectively G-
hypercentral). Is it the case that the upper G-hypercenter of A has
finite codimension?

We now show that with the additional information concerning finite section
p-rank the answer is positive.

The following lemma now plays a central role.

Lemma 4.47. Let A be a vector space over a field F of prime characteristic
p and let G be a subgroup of GL(F,A). Suppose that A contains a G-invariant
subspace B such that dimF (B) = d is finite and that A/B is G-nilpotent. If
G has finite section p-rank r, then the upper G-hypercenter Z of A has finite
codimension at most

1

2
(5d3 + d2 + 6d+ 6rd).

Furthermore, zlG(A) is finite.

Proof. Let
B = Z0 ≤ Z1 ≤ · · · ≤ Zk = A

be a series in A such that Z1/B = ζG(A/B) and Zj+1/Zj = ζG(A/Zj), for
1 ≤ j ≤ k−1. By Theorem 1.2 G/CG(A/B) is nilpotent. We let C = CG(A/B)
so that [C,A] ≤ B. Then augdimF (C) = dimF ([C,A]) ≤ d. Using Theo-
rem 4.20 we deduce that D = ζC(A) has finite codimension in A at most

κ1(d, r) =
1

2
(5d3 + d2 + 4d+ 6rd).

Clearly D is G-invariant and G/CG(D) is nilpotent. Furthermore, D/(D∩B)
is G-nilpotent and D/(D∩B) is finite dimensional so Proposition 4.34 implies
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that D has a Z(G)-decomposition and we write D = Y ⊕ E, where Y is the
upper G-hypercenter of D and E is a G-invariant G-hypereccentric subspace.
Then E is the G-nilpotent residual of D. Since D/(D ∩B) is G-nilpotent we
have E ≤ D∩B and hence dimF (E) ≤ d. Then dimF (D/Y ) = dimF (E) ≤ d.
Since D is G-invariant we have Y ≤ ζG,∞(A) so that ζG,∞(A) has codimension
at most

1

2
(5d3 + d2 + 4d+ 6rd) + d =

1

2
(5d3 + d2 + 6d+ 6rd),

as required.
The proof also shows that zlG(A) is finite.

We can obtain further results using a now familiar pattern of proof and
we leave many of the details for the reader.

Corollary 4.48. Let A be a vector space over a field F of prime characteristic
p and let G be a finitely generated subgroup of GL(F,A). Suppose that A
contains a G-invariant subspace B such that dimF (B) = d is finite and that
A/B is G-hypercentral. If A is finitely generated as an FG-module and G
has finite section p-rank r, then the upper G-hypercenter Z of A has finite
codimension at most 1

2 (5d3 + d2 + 6d+ 6rd). Furthermore, zlG(A) is finite.

Proof. We use Corollary 1.11 to show that A/B is G-nilpotent and the result
then follows by Lemma 4.47.

Corollary 4.49. Let A be a vector space over a field F of prime characteristic
p and let G be a finitely generated subgroup of GL(F,A). Suppose that A
contains a G-invariant subspace B such that dimF (B) = d is finite and that
A/B is G-hypercentral. If G has finite section p-rank r, then the upper G-
hypercenter Z of A has finite codimension at most 1

2 (5d3 + d2 + 6d+ 6rd).

Proof. Since B has finite dimension, there is a finite subset M such that
B = FM . If D is a finitely generated FG-submodule of A containing M ,
then B ≤ D and D/B is G-hypercentral. Using Corollary 4.48 we see that
the upper G-hypercenter ζG,∞(D) of D has finite codimension in D at most
1
2 (5d3 + d2 + 6d+ 6rd).

Suppose that U is another finitely generated FG-submodule of A that
contains D. As above, the upper G-hypercenter ζG,∞(U) of U satisfies

codimF (ζG,∞(U)) ≤ 1

2
(5d3 + d2 + 6d+ 6rd)

and clearly ζG,∞(D) ≤ ζG,∞(U) for all such U .
We may therefore choose a finitely generated FG-submodule K contain-

ing B such that dimF (K/ζG,∞(K)) is maximal. If once more U is a finitely
generated FG-submodule of A containing K, then we have

K/ζG,∞(K) = K/(K ∩ ζG,∞(U)) ∼= (K + ζG,∞(U))/ζG,∞(U)

≤ U/ζG,∞(U).
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Since dimF (U/ζG,∞(U)) ≤ dimF (K/ζG,∞(K) by the choice of K we deduce
that

U/ζG,∞(U) = (K + ζG,∞(U))/ζG,∞(U)

and hence U = K + ζG,∞(U).
Let L be the family of all finitely generated FG-submodules ofA containing

K. Clearly A =
⋃
L and it is easy to see that⋃

U∈L
ζG,∞(U) = ζG,∞(A) = Z.

Then A/Z =
⋃
U∈L(U + Z)/Z. However

U + Z = K + ζG,∞(U) + Z = K + Z

for each U ∈ L so we obtain A/Z = (K+Z)/Z and A = K+Z. Consequently,
since K ∩ Z = ζG,∞(K), we have

dimF (A/Z) = dimF ((K + Z)/Z) = dimF (K/(K ∩ Z))

= dimF (K/ζG,∞(K)) ≤ 1

2
(5d3 + d2 + 6d+ 6rd),

as required.

We conclude this section with the following result which provides the so-
lution to the dual problem posed earlier.

Theorem 4.50. Let A be a vector space over a field F of prime characteristic
p and let G be a subgroup of GL(F,A). Suppose that A contains a G-invariant
subspace B such that dimF (B) = d is finite and that A/B is G-hypercentral.
If G has finite section p-rank r, then the upper G-hypercenter Z of A has finite
codimension at most

1

2
(5d3 + d2 + 6d+ 6rd).

Proof. Let H be an arbitrary finitely generated subgroup of G. Clearly B
is H-invariant. Since A/B is G-hypercentral, Lemma 1.4(i) shows that A/B
is H-hypercentral and Corollary 4.49 shows that the upper H-hypercenter
ζH,∞(A) has finite codimension in A at most 1

2 (5d3 + d2 + 6d+ 6rd).
Let K be a finitely generated subgroup of G such that

codimF (ζK,∞(A)) = k

is maximal. If V is a finitely generated subgroup of G containing K then
of course dimF (A/ζV,∞(A)) ≤ k. On the other hand ζV,∞(A) ≤ ζK,∞(A)
so that dimF (A/ζV,∞(A)) ≥ dimF (A/ζK,∞(A)) and the way we chose K
then implies that dimF (A/ζV,∞(A)) = dimF (A/ζK,∞(A)). But ζV,∞(A) ≤
ζK,∞(A) so we deduce that ζV,∞(A) = ζK,∞(A) and this is true for all such
V . It follows that ζG,∞(A) = ζK,∞(A) and the result now follows.
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The Characteristic Zero Case

In this section we discuss the Characteristic 0 cases of the results obtained
in the last section and for the most part we omit the proofs. The proof of
the next result is also essentially the same as that given for the proof of
Lemma 4.43, but we use Theorem 4.19 rather than Theorem 4.18

Lemma 4.51. Let A be a vector space over a field F of characteristic 0 and
let G be a subgroup of GL(F,A). Suppose that there is a natural number k
such that codimF (ζG,k(A)) = d is finite. If G has finite section p-rank r, for
some prime p, then the G-nilpotent residual L of A has finite dimension at
most 3d+ 3rd. Furthermore, A/L is G-nilpotent.

Once again, it is noteworthy that the dimension of the G-nilpotent residual
is dependent only on the codimension of ζG,k(A) and the section p-rank of G,
not on k. The proof here depends upon the fact that κ2(d, r) = 2d+ 3rd.

The following result, analogous to Corollary 4.44, may be deduced by ap-
plying Proposition 1.10, but in this case we use Lemma 4.51 to obtain the
final result.

Corollary 4.52. Let A be a vector space over a field F of characteris-
tic 0 and let G be a finitely generated subgroup of GL(F,A). Suppose that
codimF (ζG,∞(A)) = d is finite. If A is finitely generated as an FG-module
and G has finite section p-rank r, for some prime p, then the G-nilpotent
residual L of A has finite dimension at most 3d + 3rd. Furthermore, A/L is
G-nilpotent.

As with Corollary 4.45 a proof similar to that of Corollary 4.41 gives us
the next result.

Corollary 4.53. Let A be a vector space over a field F of characteris-
tic 0 and let G be a finitely generated subgroup of GL(F,A). Suppose that
codimF (ζG,∞(A)) = d is finite. If G has finite section p-rank r, for some
prime p, then the G-locally nilpotent residual L of A has finite dimension at
most 3d+ 3rd. Furthermore, A/L is G-hypercentral.

Finally, in the study of this particular problem, we can also prove, using
the usual techniques:

Theorem 4.54. Let A be a vector space over a field F of characteristic 0 and
let G be a subgroup of GL(F,A). Suppose that

codimF (ζG,∞(A)) = d

is finite. If G has finite section p-rank r, for some prime p, then the G-locally
nilpotent residual L of A has finite dimension at most 3d+ 3rd. Furthermore,
A/L is G-hypercentral.
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For the dual problem we were concerned with in the previous section, we
also have, using a similar method of proof to that given in Lemma 4.47 the
following results in the characteristic 0 case.

Lemma 4.55. Let A be a vector space over a field F of characteristic 0 and let
G be a subgroup of GL(F,A). Suppose that A contains a G-invariant subspace
B such that dimF (B) = d is finite and A/B is G-nilpotent. If G has finite
section p-rank r, for some prime p, then the upper G-hypercenter Z of A has
finite codimension at most 3d+ 3rd. Furthermore, zlG(A) is finite.

We note again here that the significant point is that the codimension of
the upper hypercenter is bounded by a function that depends only upon the
F -dimension of γG,k(A) and the section p-rank of G, not on the number k.

As with Corollary 4.48 we have:

Corollary 4.56. Let A be a vector space over a field F of characteristic 0 and
let G be a finitely generated subgroup of GL(F,A). Suppose that A contains
a G-invariant subspace B such that dimF (B) = d is finite and A/B is G-
hypercentral. If A is finitely generated as an FG-module and G has finite
section p-rank r, for some prime p, then the upper G-hypercenter Z of A has
finite codimension at most 3d+ 3rd. Furthermore, zlG(A) is finite.

For the characteristic 0 case there is a similar proof to that given in Corol-
lary 4.49, but the estimate for the codimension is of course different.

Corollary 4.57. Let A be a vector space over a field F of characteristic
0 and let G be a finitely generated subgroup of GL(F,A). Suppose that A
contains a G-invariant subspace B such that dimF (B) = d is finite and A/B
is G-hypercentral. If G has finite section p-rank r, for some prime p, then the
upper G-hypercenter Z of A has finite codimension at most 3d+ 3rd.

Finally we give the theorem which answers the dual question posed ear-
lier, but for the characteristic 0 case. The proof is similar to that given in
Theorem 4.50.

Theorem 4.58. Let A be a vector space over a field F of characteristic 0
and let G be a subgroup of GL(F,A). Suppose that A contains a G-invariant
subspace B such that dimF (B) = d is finite and A/B is G-hypercentral. If G
has finite section p-rank r, for some prime p, then the upper G-hypercenter Z
of A has finite codimension at most 3d+ 3rd.
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Chapter 5

Linear Groups Saturated with
Subgroups of Finite Central
Dimension

In Chapter 4 we studied those linear groups having finite central dimension in
some detail. It is intuitively clear that the presence of a “large” collection of
subgroups that have finite central dimension should have a significant impact
on the structure of a linear group. Since we are dealing with infinite objects,
the question naturally arises as to what should be understood by the term
“large collection”. A similar question arose in the theory of abstract groups
during the transition from the study of finite groups to the study of infinite
groups, when infinite groups were in their infancy. With this as a model one
can simply use the extensive experience established in the theory of infinite
groups in order to use various approaches in the study of infinite dimensional
linear groups, as we shall do in this chapter.

Linear Groups whose Proper Subgroups have Finite Central Di-
mension

One of the “largest” families of a group G is the family of all proper
subgroups of G. The study of groups whose proper subgroups have some
fixed property P began with the classical work of R. Dedekind [40]. In this
work he considered those finite groups whose proper subgroups are normal.
Shortly afterwards, in their famous paper [150], G. Miller and H. Moreno
described those finite groups all of whose proper subgroups are abelian. In
this setting, we need to mention the remarkable article [187] due to O. Yu.
Schmidt, which completely describes those finite groups all of whose proper
subgroups are nilpotent. In order to develop the theory of infinite groups
further, the following problem of O. Yu. Schmidt was very significant:

• Describe those infinite groups whose proper subgroups are finite.

173
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This problem was formulated during the twentieth century in the 1930’s.
This was the time when the theory of infinite groups began to develop inten-
sively at Moscow University. Schmidt’s problem turned out to be the starting
point of a whole new branch of the theory of infinite groups, whose effects are
still felt today and the essence of which was the study of groups with different
minimal conditions.

A whole series of articles was devoted to solving the Schmidt problem and
many important results were established. Some early “positive” results were
obtained, two highlights being the works of M. I. Kargapolov [94] and P. Hall
and C. R. Kulatilaka [76]. They showed that an infinite locally finite group
whose proper subgroups are finite is a Prüfer p-group for some prime p. These
results were not easy to come by. In general the situation was rather compli-
cated and until 1980 no other examples were known of infinite groups all of
whose proper subgroups are finite. Then, in the article [160], A. Yu. Olshan-
skii finally constructed an infinite periodic group whose proper subgroups all
have prime order. Then, in the paper [161], A. Yu. Olshanskii constructed an
infinite p-group, where p is a prime greater than 1075, all of whose proper
subgroups have order p.

Based on such considerations the following natural problem can therefore
be posed for infinite dimensional linear groups:

• Describe the infinite dimensional linear groups whose proper subgroups
have finite central dimension.

This problem was considered in the paper [43] of M. R. Dixon, M. J.
Evans and L. A. Kurdachenko where a somewhat more general situation was
considered.

As usual we let A be an infinite dimensional vector space over a field
F . Let G be a subgroup of GL(F,A) and let Licd(G) denote the family of
subgroups of G having infinite central dimension. We say that G satisfies
the minimal condition on subgroups of infinite central dimension, which we
shorten to min-icd, if the family of subgroups, ordered by inclusion, satisfies
the minimal condition.

In particular, if every proper subgroup of the infinite dimensional linear
group G has finite central dimension, then Licd(G) just consists of the group
G.

The paper [43] was devoted to the study of infinite dimensional linear
groups satisfying the condition min-icd and in this section we shall discuss
the results of this work. We also mention here the paper of M. R. Dixon,
M. J. Evans and L. A. Kurdachenko [41] and M. R. Dixon and L. A. Kur-
dachenko [45].

We begin with the following easy result which will be used repeatedly in
what follows.

Lemma 5.1. Let A be a vector space over the field F and let G be a subgroup
of GL(F,A). If G has finite central dimension, then each subgroup H of G
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also has finite central dimension and furthermore

centdim(H) ≤ centdim(G).

Proof. It is clear that CA(G) ≤ CA(H), so that

centdim(H) = dimF (A/CA(H)) ≤ dimF (A/CA(G)) = centdim(G).

The next lemma is also very easy to prove.

Lemma 5.2. Let A be a vector space over the field F and let G be a subgroup
of GL(F,A) which satisfies min-icd. Then the following hold.

(i) If H is a subgroup of G, then H also satisfies min-icd;

(ii) If K is a normal subgroup of G and if K has infinite central dimen-
sion, then the quotient group G/K satisfies the minimal condition on
all subgroups.

Proof. Condition (i) is clear.
To prove condition (ii) suppose the contrary and suppose that G has a

strictly descending chain of subgroups

L1 > L2 > L3 > · · · > Ln > Ln+1 > . . .

all containing K. Then there is a natural number m such that the subgroup
Lm has finite central dimension. Since K ≤ Lm Lemma 5.1 implies that K
also has finite central dimension, which gives a contradiction that proves the
result.

Next we obtain a couple of results which often are of use when direct
products are involved.

Lemma 5.3. Let A be a vector space over the field F and let G be a subgroup
of GL(F,A) which satisfies min-icd. Let Λ be an index set and let X,H be
subgroups of G satisfying the following conditions:

( i) Λ is infinite;

(ii) X = Dr
λ∈Λ

Xλ, where Xλ is a nontrivial H-invariant subgroup of X, for

each λ ∈ Λ;

(iii) H ∩X ≤ Dr
λ∈Γ

Xλ for some subset Γ of Λ.

If the subset Ω = Λ \ Γ is infinite then H has finite central dimension.
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Proof. Since the subset Ω is infinite it has an infinite strictly descending chain

Ω1 ⊇ Ω2 ⊇ . . .Ωn ⊇ Ωn+1 ⊇ . . .

consisting of subsets of Ω. Since H ∩ Dr
λ∈Ω

Xλ = 1, it follows that the chain of

subgroups

〈H,Xλ|λ ∈ Ω1〉 ≥ 〈H,Xλ|λ ∈ Ω2〉 ≥ · · · ≥ 〈H,Xλ|λ ∈ Ωn〉 ≥ . . .

is also strictly descending. It follows that there is a natural number d such
that 〈H,Xλ|λ ∈ Ωd〉 has finite central dimension. Lemma 5.1 then shows that
H also has finite central dimension which gives the required result.

Lemma 5.4. Let A be a vector space over the field F and let G be a subgroup
of GL(F,A) which satisfies min-icd. Let Λ be an index set and let H,K be
subgroups of G satisfying the following conditions:

(i) K is a normal subgroup of H;

(ii) There are subgroups Hλ of G such that K � Hλ for all λ ∈ Λ and
H/K = Dr

λ∈Λ
Hλ/K

(iii) Λ is infinite.

Then H has finite central dimension.

Proof. Choose infinite disjoint subsets Γ and ∆ of Λ with the property that
Λ = Γ ∪∆. Let

U/K = Dr
λ∈Γ

Hλ/K and V/K = Dr
λ∈∆

Hλ/K.

Since the subset ∆ is infinite there is a strictly descending chain

∆1 ⊇ ∆2 ⊇ . . .∆n ⊇ ∆n+1 ⊇ . . .

consisting of subsets of ∆. This gives rise to the chain of subgroups

〈U,Hλ|λ ∈ ∆1〉 ≥ 〈U,Hλ|λ ∈ ∆2〉 ≥ · · · ≥ 〈U,Hλ|λ ∈ ∆n〉 > . . .

which is also strictly descending. Then the condition min-icd shows that there
is a natural number m such that 〈U,Hλ|λ ∈ ∆m〉 has finite central dimension.
Lemma 5.1 shows that the subgroup U likewise has finite central dimension.
Using similar arguments with V replacing U we see also that V has finite
central dimension. However H = UV and Lemma 4.1 shows that the subgroup
H then has finite central dimension, which is what we wanted to prove.

We next show that the elements of infinite order in a group satisfying
min-icd are quite well-behaved, in the sense that the cyclic subgroup such an
element generates always has finite central dimension.
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Lemma 5.5. Let A be a vector space over the field F and let G be a subgroup
of GL(F,A) which satisfies min-icd. Then every infinite cyclic subgroup of G
has finite central dimension.

Proof. Let g be an element of G of infinite order and let p, q be distinct primes.
Let

u1 = gp, un+1 = upn, v1 = gq, vn+1 = vqn for n ∈ N.

Then the infinite descending chains

〈u1〉 ≥ 〈u2〉 ≥ · · · ≥ 〈un〉 ≥ . . . and 〈v1〉 ≥ 〈v2〉 ≥ · · · ≥ 〈vn〉 ≥ . . .

are strictly descending so there are natural numbers m,n such that the sub-
groups 〈um〉 and 〈vn〉 have finite central dimension. Since the greatest common
divisor of pm and qn is 1 it follows that 〈g〉 = 〈um〉〈vn〉. This equality and
Lemma 4.1 together imply that 〈g〉 has finite central dimension.

We pause our discussion of infinite dimensional linear groups briefly to
obtain a well-known technical lemma, which was alluded to in Chapter 3.

Lemma 5.6. Let G be an abelian group. If G is not a product of two proper
nontrivial subgroups, then either G is a cyclic p-group or G is Prüfer p-group
for some prime p.

Proof. Suppose that there is a prime p such that G 6= Gp. Since G/Gp is
an elementary abelian p-group it follows that G contains a proper subgroup
H such that the index of H in G is p. Then G/H is a cyclic group, say
G/H = 〈xH〉. If we assume that 〈x〉 is a proper subgroup, then G = 〈x〉H
and we obtain a contradiction. Hence in this case we have G = 〈x〉. Since
an infinite cyclic subgroup is clearly the product of two proper nontrivial
subgroups x must have finite order and clearly also in this case G must be a
cyclic p-group.

Suppose then that G = Gp for all primes p. Then G = Gn for all natural
numbers n and it follows that G is a divisible abelian group. In this case we
have G = Dr

λ∈Λ
Dλ where, for each λ ∈ Λ, Dλ is a Prüfer p-group for some

prime p or Dλ is isomorphic to the additive group of rational numbers, Q (see
[58, Theorem 23.1] for example). Our hypothesis implies that then G must
be either a Prüfer p-group for some prime p or G ∼= Q. However in the latter
case, G is a product of two proper nontrivial subgroups. Hence, in this case,
G must be a Prüfer p-group.

We shall apply this result immediately in the next lemma.

Lemma 5.7. Let A be a vector space over the field F and let G be a sub-
group of GL(F,A) which satisfies min-icd. Suppose that G has infinite central
dimension. Then G/G′ is a Chernikov group.
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Proof. If G = G′, then the result is immediate so we may assume that G 6= G′.
Suppose, for a contradiction, that G/G′ is not Chernikov and let

S = {H ≤ G|H/H ′ is not Chernikov and centdim(H) is infinite}.

Then S is nonempty since G ∈ S. Furthermore, since G satisfies min-icd it
follows that the family S satisfies the minimal condition so it has a minimal
element D, say. In particular D/D′ is not Chernikov.

Suppose that U, V are proper subgroups of D such that

U 6= D′, V 6= D′, D = UV and U ∩ V = D′.

Lemma 4.1 implies that at least one of these subgroups, U say, has infi-
nite central dimension. Since U is a proper subgroup of D, the minimal
choice of D implies that U/U ′ is a Chernikov group. Hence the isomor-
phism U/D′ ∼= (U/U ′)/(D′/U ′) shows that the quotient group U/D′ is also
Chernikov. Since U has infinite central dimension it follows from Lemma 5.2
that the abelian group D/U is also Chernikov. Hence the quotient group D/D′

is Chernikov, contrary to the choice of D. This argument shows that D/D′

cannot be decomposed into a product of proper nontrivial subgroups. It fol-
lows from Lemma 5.6 that D/D′ is a Prüfer p-group or is a cyclic p-group for
some prime p, which yields a final contradiction to the definition of D as the
minimal element of S. The result follows.

Next we define a radical which will prove to be very useful in the following
discussion.

Let G be a subgroup of GL(F,A) and let Fin(G) denote the subset of G
consisting of all elements g of the group G for which the cyclic subgroup 〈g〉
has finite central dimension. We first show that Fin(G) is a normal subgroup
of G.

Lemma 5.8. Let A be a vector space over the field F and let G be a subgroup
of GL(F,A). The set Fin(G) is a normal subgroup of G.

Proof. Clearly Fin(G) is nonempty. If x, y are elements of Fin(G), then the
subgroups 〈x〉, 〈y〉 have finite central dimension. Lemma 4.1 implies that 〈x, y〉
also has finite central dimension and Lemma 5.1 shows that then 〈xy〉 has finite
central dimension. In particular this implies that xy ∈ Fin(G) and since it is
clear that x−1 ∈ Fin(G) it follows that Fin(G) is a subgroup of G.

Next, if x ∈ Fin(G) and g is an arbitrary element of G, then again us-
ing Lemma 4.1 we deduce that the subgroup 〈x〉g = 〈xg〉 has finite central
dimension so that xg ∈ Fin(G). Hence Fin(G) is a normal subgroup of G.

We shall call the normal subgroup Fin(G) the finitary radical of the linear
group G.

Corollary 5.9. Let A be a vector space over the field F and let G be a
subgroup of GL(F,A). Then Fin(G) is the largest finitary subgroup of G.
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Proof. From the definition of Fin(G) it follows that Fin(G) is a finitary linear
group. It is also clear that Fin(G) contains all finitary subgroups of G.

We shall also need the following property of finitary linear groups.

Lemma 5.10. Let A be a vector space over the field F and let G be a periodic
subgroup of GL(F,A). If G is finitary, then G is locally finite.

Proof. Let M be a finite subset of G and let K = 〈M〉. Lemma 4.1 im-
plies that K has finite central dimension. It follows that the subspace CA(K)
has finite codimension n in A and hence K/CK(A/CA(K)) is isomorphic to
some subgroup of GLn(F ). Since K/CK(A/CA(K)) is finitely generated and
periodic it must be finite (see [202, 9.1], for example). It follows that the sub-
group CK(A/CA(K)) is also finitely generated (see [52, Proposition 1.2.13],
for example). If F is of characteristic the prime p, then Lemma 4.1 shows
that CK(A/CA(K)) is an elementary abelian p-group which, being finitely
generated, is therefore finite. Hence in this case, K is finite.

If, on the other hand, F has characteristic 0, then Lemma 4.1 shows that
the subgroup CK(A/CA(K)) must be torsion-free. However our hypothesis
that G is periodic then shows that CK(A/CA(K)) is trivial. Hence in this
case also K is finite. The result follows.

Lemma 5.11. Let A be a vector space over the field F and let G be a subgroup
of GL(F,A) which has infinite central dimension. If G satisfies the condition
min-icd, then either G is periodic or G is a finitary linear group.

Proof. We suppose to the contrary that G is neither periodic nor finitary. Let

S = {H ≤ G|H is not finitary and not periodic}.

Since G is an element of S the set S is nonempty.
If a subgroup H is not finitary then there is an element x ∈ H such that the

cyclic subgroup 〈x〉 has infinite central dimension. Lemma 5.1 shows that the
subgroup H also has infinite central dimension. It follows that S ⊆ Licd(G).
Since the family Licd(G) satisfies the minimal condition the family S, ordered
by inclusion, therefore has the minimal condition. Let D denote a minimal
element of the set S and let L = Fin(D). Since D is not periodic it has
an element h of infinite order and Lemma 5.5 implies that the subgroup 〈h〉
has finite central dimension, so h ∈ L. It follows that the subgroup L is
nontrivial. Suppose that S is a proper subgroup of D such that L ≤ S. Then
S is not periodic and the inequality S 6= D implies that S must be finitary
so that S ≤ L. It follows that L is a maximal subgroup of D. We know from
Lemma 5.8 that L is a normal subgroup of D, so the factor group D/L is
cyclic of prime order q.

Let g be an arbitrary element of D \ L so that D = L〈g〉. If we assume
that the subgroup 〈g〉 has finite central dimension, then 〈g〉 is finitary so
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Corollary 5.9 shows that g ∈ L. Hence 〈g〉 has infinite central dimension.
In particular, Lemma 5.5 shows that the element g has finite order. Since
L is not periodic it contains an element a of infinite order. The fact that
centdimF (〈g〉) is infinite together with Lemma 5.1 shows that the subgroup
〈g, a〉 has infinite central dimension. Then the minimal choice of D implies
that 〈g, a〉 = D. Since the index |D : L| is finite and D is finitely generated
it follows that L is also finitely generated (see [52, Proposition 1.2.13] for
example). Using Lemma 4.1 again we deduce that L also has finite central
dimension. Hence the subspace CA(L) has finite codimension in A. Since L
is normal in D, the subspace CA(L) is D-invariant. Set K = CD(A/CA(L)).
Then Lemma 4.1 shows that K is a normal subgroup of D. Furthermore,
if F has characteristic p, then K ∩ L is an elementary abelian p-group for
some prime p, whereas if F has characteristic 0, then K ∩ L is a torsion-
free abelian subgroup. In addition, D/K is isomorphic to some subgroup of
GLn(F ) where n = dimF (A/CA(L)). Since D/K is a finitely generated finite
dimensional linear group D/K is residually finite (by [202, Theorem 4.2], for
example). Let

V =
⋂
{U ≤ D||D : U | is finite},

the finite residual of D. It follows that K contains the subgroup V .
Let U be a proper normal subgroup of D of finite index, so that U is

not periodic since 〈g〉 has infinite central dimension. Lemma 5.1 shows that
the subgroup U〈g〉 also has infinite central dimension. Since D is a minimal
element of S and U is non-periodic we have D = U〈g〉 and hence the factor
group D/U is abelian. Consequently D′ ≤ U . This latter inclusion is valid for
all normal subgroups of D having finite index so D′ ≤ V and hence D/V is
abelian. Lemma 5.7 shows that in this case D/V is a Chernikov group. On
the other hand the group D/V is residually finite so it follows that D/V is
finite. Hence D/K is also finite. The finiteness of D/K and D/L implies, using
Remak’s theorem, that D/(L∩K) is likewise finite. In turn since D is finitely
generated it follows that L ∩ K is finitely generated (see [52, Proposition
1.2.13] again, for example). If F has prime characteristic p, then the finitely
generated elementary abelian group L∩K is finite and in this case the group
D is finite which is a contradiction. On the other hand, if F has characteristic
0, then M = L∩K is a finitely generated torsion-free abelian group. Let p be
an arbitrary prime and define subgroups

M0 = M,Mj+1 = Mp
j for all j ∈ N.

Then, for each j ∈ N, Mj is a normal subgroup of D and Mj〈g〉 6= Mj+1〈g〉.
Hence the series

M0〈g〉 ≥M1〈g〉 ≥ · · · ≥Mj〈g〉 ≥Mj+1〈g〉 ≥ . . .

is strictly descending so there is a natural number t such that the subgroup
Mt〈g〉 has finite central dimension. Lemma 5.1 shows that in this case the
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subgroup 〈g〉 has finite central dimension and we obtain a contradiction. This
final contradiction proves the result.

We need a further technical group theoretic result.

Lemma 5.12. Let G be a group, let g be an element of G and let B be an
infinite elementary abelian p-subgroup for some prime p. Suppose that

(i) B is 〈g〉-invariant and that

(ii) gn ∈ CG(B) for some natural number n.

Then B contains a subgroup of the form C = Dr
j∈N

Cj, where Cj is a finite

〈g〉-invariant subgroup of C for each j ∈ N.

Proof. Let 1 6= c1 ∈ B and let C1 = 〈c1〉〈g〉. Since gn ∈ CG(B), the subgroup
C1 is finite and clearly C1 is 〈g〉-invariant. Since B is an elementary abelian
p-group, there exists a subgroup B1 of B such that B = C1×B1. Of course B1

need not be 〈g〉-invariant. However, since gn ∈ CG(B), the family {Bx1 |x ∈ 〈g〉}
is finite. For every x ∈ 〈g〉 we have B/Bx1 = Bx/Bx1

∼= B/B1 and, in particular,
Bx1 has finite index in B. Let

{Bx1 |x ∈ 〈g〉} = {D1, . . . , Dk} and E1 = D1 ∩ · · · ∩Dk.

Then the subgroup E1 is 〈g〉-invariant, C1 ∩E1 = 1 and the index |B : E1| is
finite. In particular, the subgroup E1 is infinite and we now let 1 6= c2 ∈ E1.
Set C2 = 〈c2〉〈g〉 so that, as with C1, we have C2 finite and 〈g〉-invariant. The
choice of C2 shows that C1 ∩ C2 = 1. Since B is elementary abelian, there is
a subgroup B2 of B such that B = (C1 × C2)×B2. Using similar arguments
to those used above we next obtain a subgroup

E2 =
⋂
x∈〈g〉

Bx2

which is infinite and 〈g〉-invariant. Furthermore, (C1 × C2) ∩ E2 = 1. These
arguments can now be repeated and in this way we construct a family
{Cm|m ∈ N} of finite 〈g〉-invariant subgroups of B such that

〈Cm|m ∈ N〉 = Dr
m∈N

Cm,

as required.

Lemma 5.13. Let A be a vector space over the field F and let G be a periodic
subgroup of GL(F,A) which has infinite central dimension. If G satisfies the
condition min-icd, then either G has the minimal condition on all subgroups
or G is a finitary linear group.
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Proof. Suppose, for a contradiction, that G is neither finitary nor satisfies the
minimal condition on all subgroups. Let

S = {H ≤ G|H is neither finitary nor

has the minimal condition on subgroups}.

Since G ∈ S it follows that S is non-empty.
Let H be a subgroup in the family S. Then H is not finitary so it follows

that H has infinite central dimension by Lemma 5.1. Hence S is a subset of
Licd(G). Since the family Licd(G) satisfies the minimal condition, the family S,
ordered by inclusion, also satisfies the minimal condition. Let D be a minimal
element of S. We first show that D is locally finite. Let L = Fin(D). Since D
does not have the minimal condition on subgroups it has an infinite strictly
descending chain

D1 > D2 > D3 . . . Dj > Dj+1 > . . .

of subgroups. Since G satisfies the condition min-icd, there is a natural number
n such that Dn has finite central dimension. In particular we have Dn ≤ L and
hence L does not satisfy the minimal condition on subgroups since Dn doesn’t
have this property. If S is a proper subgroup of D such that L ≤ S, then again
it follows that S also does not satisfy the minimal condition on subgroups.
The minimal choice of D implies that S must be finitary, so Corollary 5.9
implies that S ≤ L. This shows that L is a maximal subgroup of D and, since
L is normal in G by Lemma 5.8, it follows that the factor group D/L has
prime order q for some prime q. However the periodic finitary linear group
L is necessarily locally finite by Lemma 5.10 so that D is also locally finite.
Choose an arbitrary element g ∈ D \ L. Then D = L〈g〉. If we suppose that
the subgroup 〈g〉 has finite central dimension, then Corollary 5.9 shows that
g ∈ L, which is a contradiction. Hence the subgroup 〈g〉 has infinite central
dimension.

We may write g = g1g2 for some q-element g1 and q′-element g2 where
g1g2 = g2g1. Since D/L is a q-group it follows that g2 ∈ L and also that
D = 〈g1〉L. Therefore without loss of generality we may suppose that g is
a q-element. If CL(g) does not satisfy the minimal condition on subgroups,
then it contains an abelian subgroup B which also doesn’t satisfy the minimal
condition on subgroups (see [100, Theorem 5.8], for example). We may then
write

B = Dr
p∈Π(B)

Bp

where Bp is the p-component of B for each prime p ∈ Π(B). Then either there
exists a prime p such that the lower layer Ω1(Bp) is infinite or the set Π(B) is
infinite. In the latter case each subgroup Bp is 〈g〉-invariant and an application
of Lemma 5.3 implies that the subgroup 〈g〉 has finite central dimension which
gives a contradiction. If the subgroup Ω1(Bp) is infinite for some prime p, then
Lemma 5.12 implies that it contains an infinite subgroup of the form Dr

n∈N
Cn
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for certain finite 〈g〉-invariant subgroups Cn of Bp for n ∈ N. In this case
Lemma 5.3 can again be applied and we once again deduce that 〈g〉 has finite
central dimension, so the same contradiction ensues. This contradiction proves
that CL(g) satisfies the minimal condition on subgroups and since it is locally
finite it is a Chernikov group (again see [100, Theorem 5.8], for example).
It follows from a theorem of B. Hartley [79] that L contains a normal locally
soluble subgroup T of finite index. Since D/L is finite we may assume without
loss of generality that T is normal in D. The finiteness of |L : T | implies
that T does not satisfy the minimal condition so that, by a theorem of D. I.
Zaitsev [221], T contains a 〈g〉-invariant abelian subgroup C which also does
not satisfy the minimal condition on subgroups. The arguments above may
then be applied to C and we once again arrive at a contradiction. This final
contradiction proves the result.

We may now obtain the first main result of this chapter which follows
immediately given our build-up.

Theorem 5.14. Let A be a vector space over the field F and let G be a
subgroup of GL(F,A) which has infinite central dimension. If G satisfies the
condition min-icd, then either G has the minimal condition on all subgroups
or G is a finitary linear group.

Proof. Indeed, if G is not periodic, then Lemma 5.11 implies that G is a
finitary linear group. If G is periodic, then we may apply Lemma 5.13.

It is well known that locally soluble groups that are finite dimensional
linear groups are soluble (see, for example, the book of B. A. F. Wehrfritz [202,
Corollary 3.8]) For linear groups having finite central dimension this is also
the case as is shown by the next result.

Lemma 5.15. Let A be a vector space over the field F and let G be a locally
soluble subgroup of GL(F,A). If G has finite central dimension, then G is
soluble.

Proof. Let C = CA(G) so that C has finite codimension. Let n be the F -
dimension of A/C and let H = CG(A/C). Then we may consider G/H as
a locally soluble subgroup of GLn(F ). By a theorem of Zassenhaus (see, for
example, [202, Corollary 3.8]), G/H is soluble. Lemma 4.1 shows that H is
abelian and hence G is soluble.

Next we extend the scope of Lemma 5.15. The next natural step in this
study of groups with many subgroups of finite central dimension concerns
locally soluble linear groups with min-icd. To begin this study we first recall
the following important concept, which has already been touched upon in
Chapter 1.

Let G be a group and let S be a family of subgroups of G. Then S is called
a Kurosh-Chernikov system if it satisfies the following conditions:
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(KC1a) G ∈ S;

(KC2b) for each pair A,B of subgroups of S either A ≤ B or B ≤ A. Thus S is
linearly ordered by inclusion;

(KC3c) for every subfamily L of S the intersection of all elements of L and the
union of all elements of L belong to S. In particular, for each nontrivial
element g of the group G, let

Vg =
⋃
{H ∈ S|g /∈ H},

Λg =
⋂
{H ∈ S|g ∈ H}.

Then Vg,Λg ∈ S.

(KC4d) for each nontrivial element g of the group G the subgroup Vg is normal
in Λg.

The factor groups Λg/Vg are called the sections of the system S.
If every subgroup of S is normal in G, then S is called a normal Kurosh-

Chernikov system. In this case the factor groups Vg/Λg are called the factors
of the system S.

Such families were introduced by A. G. Kurosh and S. N. Chernikov in
their fundamental classical article [132]. Further information concerning series
in groups can be found in [132] and [183]. In particular in §6 of the paper[132] it
was shown that a locally soluble group has a normal Kurosh-Chernikov system
whose factors are abelian. We use this statement to prove the following result.

Lemma 5.16. Let A be a vector space over the field F and let G be a locally
soluble subgroup of GL(F,A) that has infinite central dimension. If G satisfies
the condition min-icd, then either G is soluble or G has an ascending series
of normal subgroups

1 = S0 ≤ S1 ≤ · · · ≤ Sω =
⋃
n∈N

Sn ≤ G

such that Sn has finite central dimension, and the factor Sn+1/Sn is abelian
for n ≥ 0. Moreover, in this second case, G/Sω is a soluble Čhernikov group.

Proof. As we noted above G has a normal Kurosh-Chernikov system S whose
factors are abelian. Suppose that every nontrivial element of S has infinite
central dimension. Then the set S, linearly ordered by inclusion, satisfies the
minimal condition. Thus the family of all nontrivial members of S has a least
element H. It follows from the definition of a Kurosh-Chernikov system that
this least element H is a normal abelian subgroup. Since H has infinite central
dimension, Lemma 5.2 shows that the factor group G/H satisfies the minimal
condition for all subgroups and since G/H is locally soluble it is a Chernikov
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group (see [130, §59], for example). In particular G/H is soluble and since H
is abelian the group G is soluble.

Now suppose that S has a nontrivial member having finite central dimen-
sion. Let M denote the union of all members of S which have finite central
dimension. Since S is linearly ordered, M is a normal subgroup of G. Let

L = {X ∈ S|M � X}.

Then every element of L has infinite central dimension. Moreover, if X,Y ∈ S
where Y has finite central dimension and X has infinite central dimension,
then Lemma 5.1 shows that Y does not contain X. Since S is linearly ordered
it follows that Y ≤ X. This is true for each element Y of S having finite
central dimension, so that M ≤ X. Since G satisfies min-icd the set L (which
is ordered by inclusion) satisfies the minimal condition. Since L is completely
ordered it follows that L has a least element R. It follows that R is the
intersection of all members of S having infinite central dimension. It is not
difficult to see that M = Vg and R = Λg for each element g ∈ R \M . It
follows that R/M is abelian. As above G/R is a Chernikov group so that
G/R is soluble and hence G/M is soluble.

If M has finite central dimension, then Lemma 5.15 implies that M is
soluble and hence G is also soluble.

Suppose, therefore, thatM has infinite central dimension. Then Lemma 5.2
implies that the factor group G/M satisfies the minimal condition on all sub-
groups and hence is a Chernikov group. If Y ∈ S, Y ≤ M and Y 6= M , then
Y has finite central dimension and therefore is soluble by Lemma 5.15. Then

(a) either there is a natural number m such that the derived length of Y is
at most m for every Y ∈ S satisfying Y �M , or

(b) for each natural number d there is an element Y of S such that Y �M
and Y has derived length at least d.

In case (a) M is soluble of derived length at most d so that G is also
soluble. In case (b) for each natural number k we let

Sk =
⋃
{Y ∈ S|Y �M,Y has derived length at most k}.

Then Sk ∈ S has derived length at most k and furthermore
⋃
k∈N Sk = Sω =

M . This completes the proof.

We recall from Chapter 1 that the intersection of all the subgroups of finite
index in a group G is called the finite residual denoted by GF. A group G is
called F-perfect if G contains no proper subgroups of finite index. Thus G is
F-perfect if and only if G = GF.

Lemma 5.17. Let A be a vector space over the field F and let G be a subgroup
of GL(F,A) that has infinite central dimension. If G is a finitary linear group
satisfying the condition min-icd, then G/GF is finite.
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Proof. Let us suppose for a contradiction that G/GF is infinite. Then G has
an infinite descending series of normal subgroups

G ≥ G1 ≥ G2 ≥ · · · ≥ Gn ≥ Gn+1 ≥ . . . ,

such that G/Gi finite is for each i ≥ 1. Since G satisfies the condition min-icd,
there exists a natural number k such that the subgroup Gk has finite central
dimension. The finiteness of G/Gk implies that G = HGk for some finitely
generated subgroup H. Since G is finitary Lemma 4.1 shows that H has finite
central dimension and using Lemma 4.1 again we see that the group G is also
of finite central dimension, which is a contradiction to the hypotheses. This
contradiction proves that the factor group G/GF is finite.

We omit the proof of the following very easily deduced corollary.

Corollary 5.18. Let A be a vector space over the field F and let G be a
subgroup of GL(F,A) that has infinite central dimension. If G is a finitary
linear group satisfying the condition min-icd, then the finite residual GF is
F-perfect.

We next show that the subgroup Sω that appears in Lemma 5.16 is soluble.

Lemma 5.19. Let A be a vector space over the field F and let G be a sub-
group of GL(F,A) that has infinite central dimension. Suppose that G has an
ascending series of normal subgroups

1 = S0 ≤ S1 ≤ · · · ≤ Sn ≤ · · · ≤
⋃
n≥1

Sn = G,

in which each subgroup Sn has finite central dimension and each of the factors
Sn+1/Sn is abelian for all natural numbers n. If G satisfies the condition
min-icd, then G is soluble.

Proof. Since the vector space A/CA(Sk) is finite dimensional, A has a finite
series of G-invariant subspaces

A = A0 ≥ A1 ≥ · · · ≥ An(k) = CA(Sk),

such that each factor Aj/Aj+1 is a G-chief factor for 0 ≤ j ≤ n(k) − 1. The
quotient space A/CA(Sk+1) also has finite dimension so that the quotient
CA(Sk)/CA(Sk+1) is also finite dimensional. The series above can be extended
using the finite series of G-invariant subspaces

A = A0 ≥ A1 ≥ · · · ≥ An(k) ≥ · · · ≥ An(k+1) = CA(Sk+1),

each factor of which is a G-chief factor. Considering that G =
⋃
k∈N Sk we

may use an easy induction to see that A has a descending series of G-invariant
subspaces

A = A0 ≥ A1 ≥ A2 ≥ · · · ≥ Aω =
⋂
n∈N

An = CA(G)

such that the factors An−1/An are G-chief factors for all n ∈ N.
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Each of the factors A/An is finite dimensional. This implies that
G/CG(A/An) is isomorphic to some locally soluble subgroup of GLm(n)(F )
where m(n) is the F -dimension of the space A/An. By a theorem of H. Zassen-
haus G/CG(A/An) is soluble (see [202, Corollary 3.8], for example). The series

G = CG(A/A0) ≥ CG(A/A1) ≥ · · · ≥ CG(A/An) ≥ . . .

may be strictly descending or there may be a natural number t such that
CG(A/At+n) = CG(A/At) = L for all natural numbers n. In the former case
there exists a natural number k such that CG(A/Ak) has finite central dimen-
sion. Lemma 5.15 implies that in this case the group CG(A/Ak) is soluble and
since G/CG(A/Ak) is also soluble, it follows that G is soluble.

In the latter case we see that for all elements a ∈ A and g ∈ L we have
(g − 1)a ∈ At+n for each n ∈ N. It follows that

(g − 1)a ∈
⋂
n∈N

At+n = CA(G).

In particular we have L ≤ CA(A/CA(G)). By Theorem 1.2 L is abelian and
since G/L = G/CG(A/At) is soluble we have that G itself is soluble.

The following theorem can now be read off from Lemmas 5.16 and 5.19.

Theorem 5.20. Let A be a vector space over the field F and let G be a locally
soluble subgroup of GL(F,A) that has infinite central dimension. If G satisfies
the condition min-icd, then G is soluble.

We now obtain some of the further structure of linear groups with min-icd.
First we have

Lemma 5.21. Let A be a vector space over the field F and let G be an infinite
abelian Chernikov q-subgroup of GL(F,A) for some prime q. If G is finitary,
then q 6= char (F ).

Proof. Suppose the contrary and let q = char (F ). We recall that every q-
subgroup of GLn(F ) is bounded and nilpotent for each natural number n
(see, for example, [202, 9.1]). This shows in particular that dimF (A) is infi-
nite. Without loss of generality we may suppose that G is a divisible Chernikov
group. We let Gk = Ωk(G). We note that Gk is finite for each natural number
k and that G =

⋃
k∈NGk. Since G is finitary Ck = CA(Gk) has finite codi-

mension in A. Furthermore Cm ≤ Ck whenever m ≥ k and we therefore have
a descending chain of G-invariant subspaces

A = C0 ≥ C1 ≥ C2 ≥ . . . Ck ≥ Ck+1 ≥ · · ·
⋂
k∈N

Ck = CA(G).

We may think of G/CG(A/Ck) as a q-subgroup of GLn(k) where n(k) is the
codimension of Ck in A for each k ∈ N. By our earlier remark each q-subgroup
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of GLn(k)(F ) is a bounded nilpotent subgroup. On the other hand G is divisi-
ble, so it follows that G has no nontrivial bounded factor group. Therefore, it
follows that G ≤ CG(A/Ck) which means that [G,A] ≤ Ck. Since this is true
for every natural number k we have

[G,A] ≤
⋂
k∈N

Ck = CA(G).

Consequently,G ≤ CG(A/CA(G)). By Theorem 1.2G is an elementary abelian
q-group and we obtain a contradiction, which proves the result.

Corollary 5.22. Let A be a vector space over the field F and let G be a
finitary subgroup of GL(F,A). Suppose that G contains a normal subgroup K
having finite central dimension such that G/K is a divisible Chernikov group.
If F has characteristic the prime p, then G/K is a p′-group.

Proof. Suppose the contrary and let G/K have the nontrivial p-component
P/K. Then P/K is also divisible. Since the quotient space A/CA(K) has
finite dimension, we can think of the quotient group P/CP (A/CA(K)) as a
subgroup of GLn(F ), where n is the F -dimension of A/CA(K). However every
p-subgroup of GLn(F ) is a bounded nilpotent group, by [202, 9.1] for example,
and it is easy to deduce the inclusion P ≤ CG(A/CA(K)).

Now consider the G-invariant subspace CA(K) and note that we may
consider P/K as a finitary subgroup of GL(F,CA(K)). Lemma 5.21 shows
that P ≤ CG(CA(K)). Now the inclusions P ≤ CG(A/CA(K)) and P ≤
CP (CA(K)) together with Theorem 2.1 imply that P is an elementary abelian
p-group which is a contradiction. The result is proved.

Our next sequence of results deals with (locally soluble)-by-finite groups
and ultimately with locally generalized radical groups.

Lemma 5.23. Let A be a vector space over the field F and let G be a (lo-
cally soluble)-by-finite subgroup of GL(F,A) having infinite central dimension.
Suppose that G satisfies the condition min-icd and that G is not a Chernikov
group.

(i) If F has characteristic p, then G contains a normal bounded nilpotent
p-subgroup H such that the quotient group G/H is Chernikov and the
divisible part of G/H is a p′-group;

(ii) if F has characteristic 0, then G contains a normal nilpotent torsion-free
subgroup H such that the quotient group G/H is Chernikov.

In any case H has finite central dimension.

Proof. A (locally soluble)-by-finite group satisfying the minimal condition on
subgroups is periodic and is therefore locally finite. Furthermore, locally finite
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groups with the minimal condition on subgroups are Chernikov (see [100, The-
orem 5.8], for example). SinceG is not Chernikov, by hypothesis, it doesn’t sat-
isfy the minimal condition on subgroups. Hence we may apply Theorem 5.14
to deduce that G is a finitary linear group. Let L be a normal locally soluble
subgroup which has finite index in G. Lemma 4.1 shows that L has infinite
central dimension and Theorem 5.20 implies that L is soluble. Let

L = D0 ≥ D1 ≥ · · · ≥ Dn ≥ Dn+1 = 1

be the derived series of L. Clearly, there is a natural number m such
that Dm has infinite central dimension, but Dm+1 has finite central dimen-
sion. Lemma 5.7 implies that the factor group Dm/Dm+1 is Chernikov and
Lemma 5.2 implies that the factor group L/Dm satisfies the minimal condi-
tion for all subgroups. However L/Dm is soluble so locally finite and [100,
Theorem 5.8] shows that it is Chernikov also. Thus L/Dm+1 is Chernikov, by
[52, Corollary 1.3.6] for example.

Let K = Dm+1. The fact that K is normal in G implies that the subspace
CA(K) is G-invariant. Since the quotient space A/CA(K) has finite dimension
A has a finite series of G-invariant subspaces

A = A0 ≥ A1 ≥ · · · ≥ At = CA(K)

such that the factors Aj/Aj+1 are G-chief factors for 0 ≤ j ≤ t − 1. Conse-
quently we may think of L/CL(Aj/Aj+1) as a soluble irreducible subgroup of
GLn(j)(F ) where n(j) = dimF (Aj/Aj+1). Using a theorem of A. I. Maltsev we
deduce that L/CL(Aj/Aj+1) is abelian-by-finite for each j (see [202, Lemma
3.5] for example). Since each of the subspaces Aj is G-invariant CL(Aj/Aj+1)
is a normal subgroup of G for 0 ≤ j ≤ t− 1. Let

U = CL(A0/A1) ∩ CL(A1/A2) ∩ · · · ∩ CL(At−1/At).

Clearly the subgroup U is normal in G and Remak’s theorem gives the em-
bedding

L/U −→ L/CL(A0/A1)× L/CL(A1/A2)× · · · × L/CL(At−1/At)

which shows that L/U is also abelian-by-finite. Let L1 be a normal subgroup
of L having finite index in L such that U ≤ L1 and L1/U is abelian. Since L is
finitary and has infinite central dimension an application of Lemma 4.1 shows
that L1 also has infinite central dimension. Then Lemma 5.7 implies that the
factor group L1/L

′
1 is Chernikov, so that L1/U is likewise Chernikov. In turn

it also follows that L/U is a Chernikov group.
Let H = K∩U so that H is a normal subgroup of G. Again using Remak’s

theorem we have
G/H −→ G/K ×G/U

and we deduce that the factor group G/H is Chernikov. Furthermore, the
series

A = A0 ≥ A1 ≥ · · · ≥ At = CA(K)

is H-central.
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Suppose that the characteristic of F is the prime p. Then we may apply
Theorem 2.1 to deduce that H is a bounded nilpotent p-group. Let R/H
denote the divisible part of G/H. Then Corollary 5.22 shows that H is a
p′-group.

On the other hand, if F has characteristic 0, then Theorem 2.1 this time
implies that H is a torsion-free nilpotent group. This completes the proof.

The results we have proved above provide the basis for the following
description of certain (locally soluble)-by-finite infinite dimensional linear
groups. Already we know from Theorem 5.14 that (locally soluble)-by-finite
groups satisfying the condition min-icd are either Chernikov or are finitary
(indeed, the hypotheses concerning locally soluble groups can be weakened
considerably). In the following result we obtain the finitary structure further.
We let AoB denote the semidirect product of the groups A and B. We first
consider the case when F has prime characteristic.

Theorem 5.24. Let A be a vector space over the field F of prime character-
istic p and let G be a (locally soluble)-by-finite subgroup of GL(F,A) having
infinite central dimension. Suppose that G satisfies the condition min-icd and
that G is not a Chernikov group. Then G has a series of normal subgroups
P ≤ D ≤ G satisfying the following conditions:

(i) P is a bounded nilpotent p-group having finite central dimension;

(ii) D = P oQ for some non-trivial divisible Chernikov p′-subgroup Q;

(iii) Q has infinite central dimension

(iv) P satisfies min-Q (the minimal condition on Q-invariant subgroups),

(v) G/D is finite.

In particular G is a nilpotent-by-abelian-by-finite group and satisfies the min-
imal condition on normal subgroups.

Proof. Lemma 5.23 shows that G contains a normal bounded nilpotent p-
subgroup P of finite central dimension such that the factor group G/P is
Chernikov. Let D/P be the divisible part of G/P . Lemma 5.23 also implies
that D/P is a p′-group. By [100, 1.D.4 Lemma], D contains a p′-subgroup Q
such that D = P oQ. If we suppose that Q is trivial, then the subgroup P has
finite index in G. In this case G = PH for some finitely generated subgroup
H of G. Theorem 5.14 shows that G is a finitary linear group. It follows
that H has finite central dimension and Lemma 4.1 implies that G also has
finite central dimension, contradicting the choice of G. Hence we must have
Q 6= 1. If we assume that Q has finite central dimension, then Lemma 4.1
implies that D has finite central dimension and the arguments used above can
now be used once again to deduce the contradiction that G has finite central
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dimension. Thus Q has infinite central dimension. Suppose that P has the
strictly descending chain

P1 > P2 > . . . Pn > Pn+1 > . . . (5.1)

of Q-invariant subgroups. Lemma 5.1 shows that each of the subgroups PnQ
has infinite central dimension. Since P ∩Q = 1 we obtain the strictly descend-
ing chain

P1Q > P2Q . . . PnQ > Pn+1Q > . . .

of subgroups each having infinite central dimension. This contradicts the as-
sumption min-icd and hence it follows that a descending chain like (5.1) cannot
exist. Thus P satisfies the condition min-Q.

Finally suppose that G has a descending chain

K1 ≥ K2 ≥ · · · ≥ Kn ≥ Kn+1 ≥ . . .

of normal subgroups. Then there is a descending chain

K1P ≥ K2P ≥ · · · ≥ KnP ≥ Kn+1P ≥ . . . .

Since G/P is a Chernikov group it satisfies the minimal condition for all
subgroups and hence there is a natural number t such that KtP = Kt+nP for
all natural numbers n. Next we consider the descending chain

P ∩K1 ≥ P ∩K2 ≥ · · · ≥ P ∩Kn ≥ P ∩Kn+1 ≥ . . .

and note that P ∩Kn is Q-invariant since both P and Kn are normal in G.
Since P satisfies min-Q it follows that there is a natural number m such that
P ∩Km = P ∩Km+n for all natural numbers n. Let l be the maximum of the
two integers m and t. Then we have

Kl = Kl ∩KlP = Kl ∩Kl+nP = Kl+n(P ∩Kl) = Kl+n(P ∩Kl+n) = Kl+n

for all natural numbers n. It follows that G satisfies the minimal condition on
normal subgroups.

As an application of Theorem 5.24, we deduce the following result concern-
ing (locally soluble)-by-finite groups with infinite central dimension in which
all proper subgroups have finite central dimension.

Corollary 5.25. Let A be a vector space over the field F of prime character-
istic p and let G be a (locally soluble)-by-finite subgroup of GL(F,A) having
infinite central dimension. Suppose that every proper subgroup of G has finite
central dimension. Then G is a Prüfer q-group for some prime q.

Proof. The fact that every proper subgroup of G has finite central dimension
implies that G satisfies min-icd. If G is not a Chernikov group, then G satisfies
all the conditions of Theorem 5.24 and according to this theorem the subgroup
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Q is nontrivial and has infinite central dimension. We deduce that G = Q,
which is a contradiction, since Q is Chernikov. Hence G must be a Chernikov
group. If the divisible part D of G is a proper subgroup of G, then there is
a finite subgroup H such that G = HD. Both H and D have finite central
dimension and Lemma 4.1 implies that G too has finite central dimension.
This contradiction implies that G = D. Furthermore if D = D1 × D2 and
both D1, D2 are nontrivial, then Lemma 4.1 can again be applied to obtain a
contradiction. It follows that G must be a Prüfer group.

We next consider the case when the field F has characteristic 0 where the
situation is much simpler, as the following theorem shows.

Theorem 5.26. Let A be a vector space over the field F of characteristic 0
and let G be a (locally soluble)-by-finite subgroup of GL(F,A) having infinite
central dimension. Suppose that G satisfies the condition min-icd. Then G is
a Chernikov group.

Proof. We suppose that the result is false and that G is a counterexample.
Then Theorem 5.14 implies that G is a finitary linear group. Let

S = {H ≤ G|H is non-Chernikov and has infinite central dimension}.

Then S is a nonempty set since G ∈ S. It is clear that S is a subset of Licd(G)
and since the family Licd(G) satisfies the minimal condition, the family S also
satisfies the minimal condition. Hence S has a minimal element and we denote
this minimal element by D. Since the subgroup D is also (locally soluble)-by-
finite it contains a locally soluble normal subgroup L which has finite index
in D. Since D is a finitary linear group it is easy to see using Lemma 4.1 that
L must be of infinite central dimension. Since D is not Chernikov and |D : L|
is finite it follows that L is not Chernikov so that the minimal choice of D
implies that L = D. Hence D is locally soluble and Theorem 5.20 implies that
D is soluble.

We now use Lemma 5.23 to deduce that D contains a normal nilpotent
torsion-free subgroup K such that D/K is a Chernikov group. Since the sub-
group D is not Chernikov it follows that K is nontrivial. Let D1/K be the
divisible part of D/K. Since D/D1 is finite we may argue as above and deduce
that D = D1. Hence D/K is a divisible Chernikov group. Suppose now that
D/K is not a Prüfer group and write

D/K = Q1/K ×Q2/K

where Q1/K and Q2/K are both nontrivial. Clearly the subgroups Q1, Q2 are
not Chernikov and the minimality ofD implies that both the groupsQ1, Q2 are
of finite central dimension. Then D = Q1Q2 also has finite central dimension
by Lemma 4.1, which is contrary to the choice of D. This contradiction shows
that D/K is a Prüfer q-group for some prime q.

Let S be a proper subgroup of D with the property that SK = D. Since
K is not Chernikov, the minimal choice of D implies that K has finite central
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dimension and Lemma 4.1 then implies that S has infinite central dimension.
Again the minimal choice of D implies that S must be a Chernikov group. In
particular, S is periodic so that S ∩K = 1. Then

S ∼= S/(S ∩K) ∼= SK/K = D/K

which shows that S is an (abelian) Prüfer group. On the other hand if
SK 6= D, then S/(S ∩K) ∼= SK/K is finite and therefore S is nilpotent-by-
finite. It follows from [26, Theorem 2.5] that D is periodic and this gives us a
contradiction. This contradiction completes the proof. Hence G is a Chernikov
group.

Just as in the positive characteristic case, when every proper subgroup of
the (locally soluble)-by-finite group G has finite central dimension the group
G is Prüfer.

Corollary 5.27. Let A be a vector space over the field F of characteristic 0
and let G be a (locally soluble)-by-finite subgroup of GL(F,A) having infinite
central dimension. Suppose that every proper subgroup of G has finite central
dimension. Then G is a Prüfer q-group for some prime q.

Proof. By Theorem 5.26 G is a Chernikov group. Using virtually the same
arguments as in the proof of Corollary 5.25 we see that G is a Prüfer group.

Theorems 5.24 and 5.26 show that locally soluble groups satisfying the
condition min-icd are locally finite. Therefore the next natural step in the
study of groups with min-icd is the study of such locally finite groups. In the
next result we use the terminology Q is a Sylow q-subgroup of the group G to
merely mean that Q is a maximal q-subgroup of G.

Lemma 5.28. Let A be a vector space over the field F and let G be a locally
finite subgroup of GL(F,A) having infinite central dimension. Let Q be a Sylow
q-subgroup of G for some prime q. Suppose that G satisfies the condition min-
icd.

(i) If F has characteristic 0, then Q is a Chernikov group.

(ii) If F has prime characteristic p and q 6= p, then Q is Chernikov.

Proof. Suppose for a contradiction that the result is false so Q is not
Chernikov. Since Q is a locally finite group it does not have the minimal
condition on subgroups (see [100, Theorem 5.8] for example) so Q has an
infinite strictly descending chain of subgroups

Q1 > Q2 > . . .Qn > Qn+1 > . . . .

Since G satisfies min-icd there is a natural number k such that the subgroup
D = Qk has finite central dimension and the choice of D shows that D does
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not satisfy the minimal condition on all subgroups. Let C = CA(D) so that the
quotient space A/C has finite dimension and let m denote this F -dimension.
As usual we may think of D/CD(A/C) as a subgroup of GLm(F ). Since
D/CD(A/C) is a q-group it is a Chernikov group (by [202, 9.1], for exam-
ple). If F has characteristic 0, then CD(A/C) is abelian and torsion-free by
Lemma 4.1. Since D is locally finite, this implies that CD(A/C) is trivial so
that D is a Chernikov group. However this contradicts the fact that D does
not have the minimal condition on subgroups. Hence the result follows in this
case.

On the other hand, if F has prime characteristic p, then Lemma 4.1 implies
that CD(A/C) is an elementary abelian p-group. If q 6= p, then again CD(A/C)
is trivial and again D is a Chernikov group. This final contradiction proves
the result.

Theorem 5.14 shows that the case of finitary linear groups is a basic case
which needs to be understood. We therefore need some results concerning
finitary linear groups. Preliminary to this we make note of the following well
known results. Let n be a natural number and let G be a subgroup of GLn(F )
containing a soluble subgroup H. Then there is a function ζ : N −→ N such
that the derived length of H is at most ζ(n) (in other words the soluble sub-
groups of G are of bounded derived length, bounded in terms of the dimension
of the corresponding space–see the book of B. A. F. Wehrfritz [202, Theorem
3.7], for example). From this it follows, first, that every locally soluble sub-
group of G is soluble and secondly that a subgroup of G generated by some
family of normal locally soluble subgroups is also soluble. In turn this means
that G has a largest normal (locally) soluble subgroup. As we see next, this
second property is also enjoyed by finitary linear groups. We prove next the
following result of R. E. Phillips [175, Theorem 8.2.2]

Proposition 5.29. Let A be a vector space over the field F and let G be a
finitary subgroup of GL(F,A). Then

(i) If H,K are normal locally soluble subgroups of G, then HK is a locally
soluble subgroup of G.

(ii) The subgroup of G generated by an arbitrary family of normal locally
soluble subgroups of G is locally soluble.

(iii) The group G has a largest normal locally soluble subgroup L.

(iv) If H,K are subgroups of G such that H is a normal locally soluble sub-
group of K and if K/H is locally soluble, then K is a locally soluble
subgroup.

(v) The quotient group G/L contains no nontrivial normal locally soluble
subgroups.
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Proof. (i) Let {g1, . . . , gn} be an arbitrary finite subset of HK and write
gi = xiyi for certain elements xi ∈ H, yi ∈ K. Since H is normal in G we have
x
yj
i ∈ H for 1 ≤ i, j ≤ n. Hence H contains the subgroup 〈x1, . . . , xn〉〈y1...,yn〉,

so that this subgroup is locally soluble. On the other hand we clearly have the
inclusion

〈x1, . . . , xn〉〈y1...,yn〉 ≤ 〈x1, . . . , xn, y1, . . . , yn〉.

Since a finitely generated subgroup of a finitary linear group has finite central
dimension it follows that 〈x1, . . . , xn, y1, . . . , yn〉 has finite central dimension.
Lemma 5.1 shows that the subgroup 〈x1, . . . , xn〉〈y1...,yn〉 also has finite central
dimension. By Lemma 5.15 it follows that 〈x1, . . . , xn〉〈y1...,yn〉 is soluble and of
course is 〈y1, . . . yn〉-invariant. Since 〈y1, . . . yn〉 ≤ K it follows that 〈y1, . . . yn〉
is soluble and hence the product

〈x1, . . . , xn〉〈y1...,yn〉〈y1, . . . , yn〉

is also soluble. Finally since we have

〈g1, . . . , gn〉 ≤ 〈x1, . . . , xn〉〈y1...,yn〉〈y1, . . . , yn〉

the subgroup 〈g1, . . . gn〉 is soluble. Hence the subgroup HK is locally soluble.
(ii) Let S be a family of normal locally soluble subgroups of G and let

D denote the subgroup generated by all the subgroups in the family S. Let
{g1, . . . , gn} be an arbitrary finite subset of D. Then there is a finite subfamily
{H1, . . . Hm} of S such that {g1, . . . , gn} ⊆ H1Hs . . . Hm. Using (i) and an easy
induction argument we deduce that the subgroup H1 . . . Hm is locally soluble.
Therefore its finitely generated subgroup 〈g1 . . . gn〉 is soluble and hence D is
locally soluble.

(iii) This follows directly from (ii).
(iv) Again let {g1, . . . , gn} be an arbitrary finite subset of K and let

U = 〈g1, . . . , gn〉. Since U is a finitely generated subgroup of the finitary
group G it follows that U has finite central dimension. Since K/H is locally
soluble UH/H is soluble. Furthermore, by Lemma 5.1 U ∩H has finite central
dimension and since U ∩ H is locally soluble it is soluble by Lemma 5.15.
However UH/H ∼= U/(U ∩H) so U/(U ∩H) is soluble and an extension of a
soluble group by a soluble group is soluble. Hence U is soluble which proves
(iv).

(v) This follows directly from (iv).

If G is a group, then the largest normal locally soluble subgroup of G is
called the locally soluble radical of G, if such a subgroup exists. The previous
result shows that a finitary linear group contains such a locally soluble radical.
On the other hand a well-known example due to P. Hall shows that not all
groups have a locally soluble radical (see [183, Theorem 8.19.1] for example.

The next result occurs as [175, Theorem 8.5] in the paper of R. E. Phillips.
Its proof is omitted since it requires a number of specific concepts and results
that are not entirely relevant to this topic.
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Proposition 5.30. Let A be a vector space over the field F and let G be a
finitary subgroup of GL(F,A). Let L be the locally soluble radical of G. Then
G/L is a finitary subgroup of GL(F,B) for some vector space B.

For the proof of the next result we shall require, among other things,
the fact that the outer automorphism group of a simple group of Lie type is
soluble. We denote the outer automorphism group of a group G by Out(G).

Theorem 5.31. Let A be a vector space over the field F and let G be a locally
finite subgroup of GL(F,A) having infinite central dimension. If G satisfies
the condition min-icd, then G is a soluble-by-finite group.

Proof. Theorem 5.26 and Lemma 5.28 show that it is enough to prove that
G is a (locally soluble)-by-finite group. Theorem 5.14 implies that either G
is a finitary linear group or that G satisfies the minimal condition on all
subgroups. In the latter case, since G is locally finite, it is a Chernikov group
(see [100, Theorem 5.8] for example). Of course in this case G is soluble-by-
finite. Consequently we may suppose that G is a finitary linear group.

Assume first that F has characteristic 0. Then Lemma 5.28 implies that
the Sylow p-subgroups of G are Chernikov for all primes p. It follows by an
important theorem of V. V. Belyaev [7] that G is then (locally soluble)-by-
finite and the result follows in this case.

Thus we may assume that F has prime characteristic p > 0 and we suppose
for a contradiction that G is not (locally soluble)-by-finite. Let

S = {H ≤ G|centdimFH is infinite and H is not

(locally soluble)-by-finite}.

Then S is non-empty since G ∈ S and S is a subset of Licd which satisfies
the minimal condition. Hence the family S also satisfies the minimal condition
and so has a minimal element. Let D be a minimal element of S.

Suppose first, for a contradiction, that D contains a proper subgroup H
of infinite central dimension. By the minimal choice of D the subgroup H
must be (locally soluble)-by-finite. Using Theorem 5.24 we deduce that H
contains a Chernikov p′-subgroup of infinite central dimension. An application
of Lemma 4.1 enables us to deduce that H contains a Prüfer q-subgroup Q
having infinite central dimension, where q 6= p. Suppose, for a contradiction,
that Q is a normal subgroup of D. Then Lemma 5.2 implies that the quotient
group D/Q satisfies the minimal condition on subgroups. Since D/Q is locally
finite it is a Chernikov group (see [100, Theorem 5.8], for example). Hence D
is a Chernikov group and we obtain a contradiction to the choice of D. It
follows that Q is not a normal subgroup of D and in particular this means
that CD(Q) 6= D. Let

Q = 〈yn|yq1 = 1, yqn+1 = yn, n ∈ N〉
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and consider the descending chain of centralizers

CD(y1) ≥ CD(y2) ≥ · · · ≥ CD(yn) ≥ CD(yn+1) ≥ . . . .

Since Q ≤ CD(yn) for each n, Lemma 5.1 shows that each of the subgroups
CD(yn) has infinite central dimension for all natural numbers n. However G
satisfies the condition min-icd so there is a natural number t such that

CD(yt+n) = CD(yt) for all n ∈ N.

It follows that CD(yt) = CD(Q) and in particular we have that Q is normal
in CD(yt). Repeating the arguments used above we deduce that CD(yt) is a
Chernikov group. A result of B. Hartley [79] shows that D is soluble-by-finite
and we obtain a contradiction which proves that every proper subgroup of D
has finite central dimension.

Suppose that D contains a proper subgroup W of finite index. Then D
contains a proper normal subgroup of finite index and since G is locally finite
there is a finite subgroup Y such that D = V Y . Since D is finitary, Y has
finite central dimension. However since V is a proper subgroup of D it also has
finite central dimension. Lemma 4.1 also then shows that D has finite central
dimension, giving a contradiction which shows that D is an F-perfect group.

Let S be the locally soluble radical of D, whose existence follows from
Proposition 5.29. Then, according to Proposition 5.30, D/S is also a finitary
linear group and Proposition 5.29 shows that D/S has trivial locally soluble
radical. By Theorem A of a paper of V. V. Belyaev [8] D/S has a minimal
normal subgroup M/S of one of the following types:

(i) M/S is a direct product of (isomorphic) simple groups that are either
finite or of Lie type;

(ii) M/S is isomorphic to an alternating group on some infinite set or

(iii) M/S is a simple group of classical type.

We consider each of these possibilities for M/S in turn, starting with case
(i). Let

M/S = Dr
λ∈Λ

Mλ/S,

where Mλ/S is a simple group that is finite or of Lie type and Mλ/S ∼= Mµ/S
for each λ, µ ∈ Λ. We note that since Mλ/S is a simple group the set of
primes dividing the orders of its elements contains more than one prime. Let
q ∈ Π(Mλ/S) and suppose that q 6= p. If the index set Λ is infinite, then M/S
contains an infinite elementary abelian q-subgroup. It follows that M contains
a countable subgroup which is not Chernikov by [100, 1.D.4 Lemma]. On the
other hand Lemma 5.28 shows that each Sylow q-subgroup of D is Chernikov
and this gives a contradiction which establishes that the set Λ is finite.

Now using the results of [10], we deduce that D/S acts as a finitary per-
mutation group on the set of simple factors of M/S. If the kernel of this action
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is denoted by T/S, then the factor group D/T is finite because the index set
Λ is finite. Since D is F-perfect T cannot be a proper subgroup of D so that
D = T and hence D/S acts trivially on the set of factors of M/S. Conse-
quently M/S is simple. If M/S is finite then CD/S(M/S) has finite index in
D and we obtain D/S = CD/S(M/S) so that M/S is abelian, a contradiction.

Hence in this case M/S is of Lie type and therefore Out(M/S) is soluble.
In other words the factor group

(D/S)/(M/S × CD/S(M/S)) is soluble.

Suppose that D/S 6= M/S. In this case we note that D/S 6= M/S ×
CD/S(M/S), otherwise D would be generated by two proper subgroups, both
having finite central dimension, and Lemma 4.1 then implies that D has finite
central dimension, a contradiction. Consequently D 6= D′ and by Lemma 5.7
D/D′ is a Chernikov group. Since D is F-perfect D/D′ is divisible. Then
Corollary 5.22 shows that D/D′ is a p′-group. In particular D contains a
normal subgroup D1 such that D/D1 is a divisible Chernikov q-group for
some prime q 6= p. Then D contains a countable q-subgroup Q such that
D = QD1 (see [100, 1.D.4 Lemma] for example). Since D is not a q-group, Q
is a proper subgroup of D. Hence both Q and D1 have finite central dimen-
sion and Lemma 4.1 implies that D also has finite central dimension, which is
impossible. This contradiction shows that D/S = M/S and that D/S is itself
simple. Since D/S is F-perfect it is infinite so it must be of Lie type.

Let C = CA(S). Since S is a proper subgroup of D it has finite central
dimension. It follows that C has finite codimension in the vector space A
and hence C has infinite dimension. We may consider D/CD(C) as a finitary
subgroup of GL(F,C). By definition S ≤ CD(C) and we suppose for a contra-
diction that CD(C) 6= S. Since D/S is simple this implies that D = CD(C).
Hence C = CA(D) which means that D has finite central dimension. This
contradiction proves that CD(C) = S. We have CC(g) = CC(gS) for each
element g ∈ D. But D is finitary, so CC(g) has finite codimension in A. We
now apply [10, Theorem 4.5] to deduce that C = B ⊕ E, where B has finite
dimension over F and E ≤ CC(D/S). Since S acts trivially on both B and
E, they are both D-invariant and E ≤ CC(D). It follows that D has finite
central dimension and we conclude that case (i) cannot occur.

In Cases (ii) and (iii) M/S is isomorphic to a non-linear simple locally
finite group. It follows by the classification of finite simple groups and [100,
4.8 Theorem] that M/S contains, for each prime q 6= p, an infinite elementary
abelian q-subgroup. This contradicts [100, 1.D.4 Lemma] and Lemma 5.28 as
above. The proof is complete.

To conclude this section, we note that the results obtained above from
the work of M. R. Dixon, M. J. Evans and L. A. Kurdachenko [43] can be
strengthened. To do this we use two further results from the paper of R. E.
Phillips [175]. Indeed Theorems 5.6.1 and 5.6.2 of that paper allow us to prove
the following result which might be compared to the usual Tits Alternative
(see the book of B. A. F. Wehrfritz [202, Theorem 10.16], for example).
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Proposition 5.32. Let A be a vector space over the field F and let G be
a finitary subgroup of GL(F,A). If G contains no non-abelian free subgroups
then G contains a normal locally soluble subgroup L such that

(i) L′ is locally nilpotent;

(ii) G/L is locally finite.

Furthermore G/L is a finitary subgroup of GL(F,B) for some vector space B.

Using this result and Theorems 5.20 and 5.31 we can obtain the following
result, because a locally generalized radical group contains no non-abelian free
subgroups.

Theorem 5.33. Let A be a vector space over the field F and let G be a locally
generalized radical subgroup of GL(F,A) having infinite central dimension. If
G satisfies the condition min-icd, then G is a soluble-by-finite group.

We continue by giving examples to show that the groups arising in The-
orems 5.24 and 5.26 actually exist as subgroups of GL(F,A) having infinite
central dimension. Indeed every Prüfer group can be realized as a subgroup
of infinite central dimension in a suitable GL(F,A) in such a way that every
proper subgroup of the Prüfer group has finite central dimension.

Let P be a prime field, so that P = Zp has prime order p or P = Q,
the field of rational numbers. Let K denote the algebraic closure of P . Then
the multiplicative group of K contains a Prüfer p-subgroup Γ where p is the
(prime) characteristic of P (see the book of G. Karpilovsky [98, Chapter 4 and
Theorem 61] for example). Let F be the subfield of K obtained by adjoining
the elements of Γ to P . Thus F coincides with the subring P [Γ] generated by
Γ over P and every element of F is algebraic over P . We set

Γ = 〈γn|γq = 1, γqn+1 = γn, n ∈ N〉.

Let A be a vector space over F of countably infinite dimension and let

{an|n ∈ N}

be an ordered basis for A. Define a linear transformation gn of A relative to
the basis {an|n ∈ N} using the following infinite dimensional matrix M(gn) =
[αjk]j,k∈N where

α1,1 = γn, α2,2 = γn−1, . . . , αn,n = γ1,

αj,j = 1 for all j > n

αi,j = 0 for all i 6= j.
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Thus

M(gn) =



γn 0 0 0 . . . 0 0 0 . . .
0 γn−1 0 . . . 0 0 0 . . .
0 0 γn−2 . . . 0 0 . . .
...

...
...

...
. . .

...
...

0 0 0 . . . γ1 0 . . . . . .
0 0 0 0 . . . 1 0 0 . . .
...

...
...

...
. . .

. . .
...


.

Clearly gn is an F -isomorphism of A, so gn ∈ GL(F,A) and furthermore we
have

gq1 = 1, gqn+1 = gn, n ∈ N.

Let
Q = 〈gn|n ∈ N〉.

Then Q is a Prüfer q-subgroup and it is easy to see that

CA(gn) = ⊕j>nFaj and CA(Q) = 0,

so that Q has infinite central dimension and every proper subgroup of Q has
finite central dimension.

Suppose now that the characteristic of the field F is the prime p. Let Ejk
denote the matrix in which every coefficient is 0 except for the coefficient in
the jth row and kth column which is 1. It is easy to see that, as in the finite
dimensional case, the following multiplication rule holds for such matrices:

EjkEmt =

{
0 if k 6= m

Ejt ifk = m.

Let j 6= k and define a transvection tjk(α) = E + αEjk for all j, k ∈ N and
α ∈ F , where E is the identity matrix. We have

tjk(α)tjk(β) = tjk(α+ β) for all α, β ∈ F.

It follows that the set Tjk = {tjk(α)|α ∈ F} is a subgroup under matrix
multiplication and this subgroup is isomorphic to the additive group of the
field F . In particular, in this case, Tjk is an infinite elementary abelian p-
subgroup. Define a linear transformation bjk(α) of A relative to the ordered
basis {an|n ∈ N} by using the matrix tjk(α) for α ∈ F . Clearly bjk(α) is an
F -isomorphism of A, so that bjk(α) ∈ GL(F,A) and the set

Bjk = {bjk(α)|α ∈ F}

is a subgroup of GL(F,A). It is easy to see that Bjk ∼= Tjk and in particular
Bjk is an infinite elementary abelian p-subgroup. From the definition we have
CA(Bjk) = ⊕m6=jFam, so that Bjk has finite central dimension.
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Furthermore, we have

M(g2)−1t12(1)M(g2) = t12(γ−1
2 γ1) and in general

M(gn+1)−1t12(1)M(gn+1) = t12(γ−1
n+1γn) for all n ∈ N.

Since F = P [Γ] it is easy to see that F coincides with the subring obtained
by adjoining the elements γ−1

n+1γn for n ∈ N and it follows that

T12 = M(gn)−1T12M(gn).

Hence T12 is generated by all elements of the form M(gn)−1t12(1)M(gn) for
n ∈ N. Since every element of T12 has the form t12(α) for some α ∈ F it
follows, using similar reasoning, that the subgroup T12 is generated by all
elements of the form M(gn)−1t12(α)M(gn) for n ∈ N. It is therefore evident
that B12 is Q-invariant and indeed B12 is a minimal Q-invariant subgroup.
Then the natural semidirect product B12Q is a linear subgroup of GL(F,A)
satisfying the conditions of Theorem 5.24. By doing similar computations we
obtain the following identities. We have

M(gn+1)−1t13(1)M(gn+1) = t13(γ−1
n+1γn−1)

M(gn+1)−1t23(1)M(gn+1) = t23(γ−1
n+1γn)

Furthermore,

t12(α)−1t13(β)t12(α) = (E − αE12)(E + βE13)(E + αE12)

= (E − αE12)(E + βE13 + αE12)

= E + βE13 + αE12 − αE12

= E + βE13 = t13(β);

t23(α)−1t13(β)t23(α) = (E − αE23)(E + βE13)(E + αE23)

= (E − αE23)(E + βE13 + αE23)

= E + βE13 + αE23 − αE23

= E + βE13 = t13(β);

[t12(β), t23(α)] = (E − βE12)(E − αE23)(E + βE12)(E + αE23)

= (E − βE12)(E + βE12 + αβE13)

= E + βE12 + αβE13 − βE12

= E + αβE13 = t13(αβ)

Let U = 〈B13, B12, B23〉 = (B13B12)B23. From the relations above we
deduce that B13 ≤ ζ(U) and U ′ ≤ B13 so that U is a nonabelian subgroup
that is nilpotent of class 2. Also U is Q-invariant and U has a series

1 ≤ B13 ≤ B12B13 ≤ U

of Q-invariant subgroups whose factors are Q-chief. Thus the natural semidi-
rect product UQ is a linear subgroup of GL(F,A) satisfying the conditions of
Theorem 5.24.
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As we saw in the constructions above an important role is played by the
fact that the multiplicative group of the field F contains a divisible Chernikov
subgroup. This condition is indeed essential as the following last few results
of this section show.

Proposition 5.34. Let A be a vector space over the field F and let G be an
irreducible soluble subgroup of GL(F,A). If A has finite dimension, then G
contains a normal subgroup V such that

(i) V has finite index in G;

(ii) V ∼= U1 × · · · × Un where, for i = 1, . . . , n, Ui is isomorphic to the
multiplicative group of some finite field extension K of F .

Proof. Since G is irreducible and soluble a theorem of Maltsev (see [202,
Lemma 3.5], for example) shows that G contains a normal abelian subgroup
H of finite index. By Clifford’s theorem (see [202, Theorem 1.7] A contains a
minimal H-invariant subspace L such that

A =
⊕
x∈S

xL

for some finite subset S of the group G. Since

∩x∈SCG(xL) = CG(A) = 1,

Remak’s theorem implies that there is an embedding of H into Dr
x∈S

G/CG(xL).

Let X = xL and let E be the algebraic closure of the field F . Let Y =
X ⊗F E. If M is a nontrivial H-invariant subspace of Y , then M ∩ X is a
nontrivial H-invariant subspace of X. It follows from the minimality of X that
M ∩X = X and

Y = X ⊗F E = (M ∩X)⊗F E ≤M.

Thus Y is a minimal H-invariant subspace. Since H is abelian and E is al-
gebraically closed it follows that dimE(Y ) = 1 (see [202, Corollary 1.3], for
example) and hence Y = Eu for some element u ∈ Y . Let v1, . . . , vt be a
basis for the F -space X. Then there are elements τ1, . . . , τt ∈ E such that
vj = τju for 1 ≤ j ≤ t. Let K denote the extension of the field F obtained by
adjoining the elements τ1, . . . , τk. Each element τj is algebraic over F , so K
is a finite extension of F . By our work above U = X ⊗F K has dimension 1
and it follows that the factor group H/CH(X) is isomorphic to some subgroup
of the multiplicative group of the field K. Since

⋂
x∈S CH(xL) = 1, Remak’s

theorem gives the embedding H ≤ Dr
x∈S

H/CH(xL).

Let F be a field. If the field F satisfies the following condition,

(RE) For each finite extension E of F the multiplicative group of E contains
no periodic divisible subgroups,

then we say that F has the condition (RE).
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Theorem 5.35. Let A be a vector space over the field F and let G be a
locally generalized radical subgroup of GL(F,A) having infinite central dimen-
sion. Suppose that the field F satisfies the condition (RE). If G satisfies the
condition min-icd, then G is a Chernikov group.

Proof. Theorem 5.33 shows that G is a soluble-by-finite group. Suppose, for
a contradiction, that G is not a Chernikov group. Then Theorem 5.26 implies
that the field F has prime characteristic p. Theorem 5.24 implies that G is a
finitary linear group. Furthermore, G contains a Prüfer q-subgroup D having
infinite central dimension where p 6= q. Let

D = 〈dn|dq1 = 1, dqn+1 = dn, n ∈ N〉

and let Dn = 〈dn〉 for n ∈ N. Since G is finitary, the subspace Cn = CA(Dn)
has finite codimension for each n ∈ N. The fact that D is abelian implies that
the subspace Cn is D-invariant. The finiteness of dimF (A/Cn) implies that
A has a finite series

A = A0 ≥ A1 ≥ · · · ≥ Ak = Cn

of D-invariant subspaces such that the factors Aj−1/Aj are D-chief factors
for 1 ≤ j ≤ k. Proposition 5.34 shows that the factor group D/CD(Aj−1/Aj)
is isomorphic to some periodic subgroup of the multiplicative group of some
finite field extension of F . If we suppose that D 6= CD(Aj−1/Aj), then the fac-
tor group D/CD(Aj−1/Aj) is divisible. On the other hand the multiplicative
group of the field F contains no nontrivial divisible subgroups by the condi-
tion (RE), a contradiction which shows that D = CD(Aj−1/Aj). This is true
for each j with 1 ≤ j ≤ k. Then Theorem 1.2 implies that D/CD(A/Cn) is a
bounded p-group, a contradiction which shows that also D = CD(A/Cn) and
hence we have [D,A] ≤ Cn = CA(Dn). This is true for each natural number n
and hence [D,A] ≤

⋂
n∈N CA(Dn). However D =

⋃
n∈NDn which implies that⋂

n∈N CA(Dn) = CA(D). Hence [D,A] ≤ CA(D). Using Theorem 1.2 again we
deduce that D/CD(A) is an elementary abelian p-group, a final contradiction
which proves the result.

Here the question naturally arises whether the condition that the multi-
plicative group of the field F should contain no divisible subgroups is sufficient.
The first natural example that gives a negative answer to this question is the
field R of all real numbers. The torsion subgroup of the multiplicative group of
R is a cyclic group of order 2 while the torsion subgroup of the multiplicative
group of the field C of all complex numbers is divisible. Of course C is a finite
extension of R. However, this example does not quite correspond to our situ-
ation since, as we have seen above, the linear groups satisfying the condition
min-icd which are not Chernikov arise only in the case when the field F has
prime characteristic, so this is the case of interest and not the characteristic
0 case. We now present a series of results from a paper of L. A. Kurdachenko
and I. Ya. Subbotin [127] illustrating this.
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Proposition 5.36. Let F be a field of prime characteristic p. Suppose that
the torsion subgroup of the mulipicative group of F is finite. If E is a finite
field extension of F , then the torsion subgroup of the multiplicative group of
E is also finite.

Proof. Let P be the prime subfield of F . We may assume that E is a normal
extension of F and that the extension E is a separable extension of F ; if
not, then we can replace E by F (T ) where T is the torsion subgroup of the
multiplicative group of E which is a separable Galois extension. Let G be the
Galois group of this extension.

Consider E∗ = P (T ). Then F ∗ = F ∩ E∗ = P (F ∩ T ) and this, by
assumption, is a finite field. We also see that F ∗ is the fixed field of G acting
on E∗, so E∗ is a finite Galois extension of F ∗. Hence E∗ is finite, so the
torsion subgroup of the multiplicative group of E is finite.

Corollary 5.37. Let A be a vector space over the field F of prime char-
acteristic p and let G be a locally generalized radical subgroup of GL(F,A)
having infinite central dimension. Suppose that the torsion subgroup of the
multiplicative group of F is finite. If G satisfies the condition min-icd, then G
is a Chernikov group.

Corollary 5.38. Let A be a vector space over the finite field F and let G
be a locally generalized radical subgroup of GL(F,A) having infinite central
dimension. If G satisfies the condition min-icd, then G is a Chernikov group.

Next we require a further small technical result.

Proposition 5.39. Let F be a field. Suppose that the p-component of the
multiplicative group of the field F is finite and nontrivial for each prime p.
Suppose that the order of the 2-component is at least 4. If E is a finite field
extension of F , then the p-component of the multiplicative group of the field
E is finite for all primes p.

Proof. Let Sp and Rp denote the respective p-components of the multiplicative
groups of F and E. Then by [33, Lemma 4.2] Rp/Sp is finite. It follows that
Rp is finite for all primes p.

These results give examples of certain fields for which the answer to the
question posed above is positive. In the general case the answer is negative,
as the following example shows, which was provided to the authors by R.
Guralnick, to whom we are deeply indebted.

Proposition 5.40. There exist fields E and F satisfying the following con-
ditions:

(i) E and F are locally finite fields;
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(ii) the p-component of the multiplicative group of the field F is finite for
each prime p;

(iii) E is a finite field extension of F ;

(iv) there exists a prime q such that the q-component of the multiplicative
group of the field E is a Prüfer q-subgroup, but the q-component of the
multiplicative group of the field F is trivial;

(v) the p-component of the multiplicative group of the field E is finite for all
primes p 6= q.

Proof. Let p and q be distinct primes such that q and p − 1 are relatively
prime. For each natural number e, let me = qe and let F be the union of the
finite fields of order pme . The choice of q ensures that the q-component of the
multiplicative group of F is trivial.

Let α be a root of the polynomial Xq − 1 and let E be the field obtained
by adjoining α to F , so E = F [α]. Let E0 be the subfield of E obtained by
adjoining the element α to the prime subfield of F . Suppose that |E0| = pd.
Then pd ≡ 1 (mod q) and E contains a subfield of degree se = dqe = dme

over the prime field for each e ∈ N. However qe divides pse−1 for all e ∈ N and
so the q-component Eq of the multiplicative group of the field E is infinite.
This means that Eq is a Prüfer q-subgroup.

We note that the r-component Fr of the multiplicative group of F is finite
for each prime r. If r divides pme−1, with e minimal, then we choose no more
powers of r for any larger e and so the multiplicative group of F is residually
finite. However the multiplicative group of E is not residually finite, since it
contains a Prüfer q-subgroup.

Next we prove that the r-component Er of the multiplicative group of E is
finite for each prime r 6= q. Choose the smallest se such that the field of order
pse contains rth roots of unity (or 4th roots of unity if r = 2). If no such field
exists then our claim follows. We then use a series of extensions of degree q
and obtain no further r-torsion (see the paper of J.-L. Colliot-Thélène, R. M.
Guralnick and R. Wiegand[33, Lemma 4.2]).

Linear Groups with the Maximal Condition on Subgroups of
Infinite Central Dimension

In this section we will continue the study of linear groups in which the
family of all subgroups having infinite central dimension is “very small” in
some sense. More concretely, in this section we shall study those linear groups
in which the family Licd(G) satisfies the maximal condition. The maximal
condition on ordered sets is dual to the minimal condition. Earlier in the
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chapter we saw how to handle the condition min-icd using the analogy with
the problem of S. N. Chernikov concerning groups with the minimal condi-
tion for all subgroups. As we saw earlier a significant portion of the groups
in the class of linear groups satisfying min-icd also satisfied the minimal con-
dition for all subgroups. For groups satisfying the maximal condition on all
subgroups R. Baer also formulated the problem of whether such groups would
be polycyclic-by-finite. The maximal condition is somewhat more intractible
than the minimal condition, one reason being that groups with the maximal
condition need no longer be periodic. Thus it is fair to say that the prob-
lem of S. N. Chernikov received more attention. A negative solution to the
Baer problem was also obtained in the work of A. Yu. Olshanskii in [159].
Nevertheless, the maximal condition has played a very important role in the
development of the theory of infinite groups. The study of groups with the
maximal condition on various types of subgroup enriched the theory of infinite
groups with ideas, techniques, constructions and diverse, interesting and deep
results.

Let G be a subgroup of GL(F,A). We say that G satisfies the maximal
condition on subgroups of infinite central dimension, which we shorten to max-
icd, if the family Licd(G), ordered by inclusion, satisfies the maximal condition.

Linear groups satisfying the condition max-icd were studied in the paper
[127] of L. A. Kurdachenko and I. Ya. Subbotin and it is to this that we now
turn attention. As we shall see, the situation here is much more diverse (as is
often typically the case for the maximal conditions).

As usual we start with some simple properties. First we give a group
theoretic result illustrating that the solution to Baer’s problem is positive for
generalized radical groups.

Lemma 5.41. Let G be a locally generalized radical group. If G satisfies the
maximal condition on all subgroups, then G is polycyclic-by-finite.

Proof. Clearly, every group which satisfies the maximal condition on sub-
groups is finitely generated, so G is a finitely generated generalized radical
group. Hence G contains a series

1 = L0 ≤ L1 ≤ . . . Lα ≤ Lα+1 ≤ . . . Lγ = G

of normal subgroups whose factors are either locally nilpotent or locally finite.
The fact that G satisfies the maximal condition on all subgroups implies that
the ordinal γ is finite and every factor of this series is finitely generated. In par-
ticular, every locally finite factor of this series is finite. Let T = Tor(G), the
maximal normal torsion subgroup of G. Then T is locally finite and hence is
finite. Without loss of generality we may suppose that T = 1. Since G satisfies
the maximal condition for all subgroups, G contains a normal polynilpotent
subgroup D such that the Hirsch-Plotkin radical of G/D is trivial. Suppose
that G/D is infinite and let K/D be the largest normal locally finite subgroup
of G/D. By our remark above K/D is finite and it follows by our assumption



Groups Saturated with Subgroups of Finite Central Dimension 207

that K/D 6= G/D. Then the Hirsch-Plotkin radical R/K of G/K is a non-
trivial nilpotent group. By the choice of K, R/K must be torsion-free. Since
K/D is finite we deduce that CG/D(K/D) has finite index in G/D. Hence

C/D = CG/D(K/D) ∩R/D

has finite index in R/D and it follows that C/D is nontrivial. Certainly K/D∩
C/D ≤ ζ(C/D) and we have

(C/D)/(K/D ∩ C/D) ∼= (C/D)(K/D)/(K/D) ≤ (R/D)/(K/D)
∼= R/K

which shows that the factor group (C/D)/ζ(C/D) is nilpotent. Hence C/D
is nilpotent and since C/D is nontrivial we obtain a contradiction to the
definition of the subgroup D. This contradiction shows that G/D is finite. By
definition D has a finite series of normal subgroups whose factors are nilpotent.
Since every such factor is finitely generated it is polycyclic. It follows that D
is polycyclic, so that G is polycyclic-by-finite.

Lemma 5.42. Let A be a vector space over the field F and let G be a subgroup
of GL(F,A) satisfying max-icd.

(i) If H is a subgroup of G, then H satisfies max-icd.

(ii) If G has an infinite strictly ascending chain of subgroups

H1 � H2 � · · · � Hn � Hn+1 . . .

then each subgroup Hn in the chain has finite central dimension.

(iii) If the subgroup H has infinite central dimension, then the set of sub-
groups

{S|H ≤ S ≤ G}

satisfies the maximal condition; in particular, if H is a normal subgroup
of G, then the factor group G/H satisfies the maximal condition on all
subgroups.

Proof. (i) is clear.
(ii) Since G satisfies max-icd, there is a natural number t such that each

subgroup Hm for m ≥ t has finite central dimension. Lemma 5.1 shows that
Hj also has finite central dimension for j ≤ t.

(iii) Since H has infinite central dimension, Lemma 5.1 implies that every
subgroup of G containing H has infinite central dimension. It follows that the
family {S|H ≤ S ≤ G} satisfies the maximal condition.

The following corollaries are generally quite easy consequences of this re-
sult, but they highlight many natural situations.
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Corollary 5.43. Let A be a vector space over the field F and let G be a sub-
group of GL(F,A) satisfying max-icd. Suppose that K is a locally generalized
radical subgroup of G. If H is a normal subgroup of K having infinite central
dimension, then the section K/H is a polycyclic-by-finite group.

Corollary 5.44. Let A be a vector space over the field F and let G be a
subgroup of GL(F,A) satisfying max-icd. If H,K are subgroups of G such
that H is normal in K and the section K/H does not satisfy the maximal
condition for all subgroups, then H has finite central dimension.

Corollary 5.45. Let A be a vector space over the field F and let G be a
subgroup of GL(F,A) satisfying max-icd. If H,K are subgroups of G such
that H is normal in K and the section K/H is an infinite locally finite group,
then H has finite central dimension.

Proof. If a locally finite group X satisfies the maximal condition on all sub-
groups, then X must be finitely generated and hence finite. In particular, since
K/H is infinite it does not satisfy the maximal condition on subgroups so the
result follows by Corollary 5.44

Corollary 5.46. Let A be a vector space over the field F and let G be a
subgroup of GL(F,A) satisfying max-icd. Suppose that H,K are subgroups of
G such that H is normal in K and the section K/H is a locally nilpotent
group. If K/H is not finitely generated, then H has finite central dimension.

Proof. If X is a group which satisfies the maximal condition on all subgroups,
then X must be finitely generated. Thus in our situation, if K/H is not finitely
generated, then it does not satisfy the maximal condition for all subgroups,
so Corollary 5.44 can again be applied.

Corollary 5.47. Let A be a vector space over the field F and let G be a
subgroup of GL(F,A) satisfying max-icd. Suppose that H,K are subgroups of
G such that H is normal in K and K/H = Dr

λ∈Λ
Kλ/H where Kλ 6= H for each

λ ∈ Λ and Λ is an infinite index set. Then H has finite central dimension.

Corollary 5.48. Let A be a vector space over the field F and let G be a
subgroup of GL(F,A) satisfying max-icd. Suppose that H is a subgroup of G
having infinite central dimension. If K is an H-invariant subgroup of G such
that H ∩K satisfies the maximal condition for all subgroups, then K satisfies
the maximal condition for H-invariant subgroups.

Proof. If the subgroup K satisfies the maximal condition on subgroups, then
the result is clear. Therefore suppose that K has a strictly ascending series

L1 � L2 � . . . Ln � Ln+1 � . . .

of H-invariant subgroups. Next form the ascending chain of subgroups

HL1 ≤ HL2 ≤ · · · ≤ HLn ≤ HLn+1 ≤ . . . .
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Suppose that there is a natural number m such that HLm = HLn for all
natural numbers n ≥ m. Since H ∩ K satisfies the maximal condition on
subgroups, there is a natural number t such that H ∩ Lt = H ∩ Ln for all
n ≥ t. Without loss of generality we may assume that t is the maximum of
m and t. Let n ≥ t. Then the inclusion Lt ≤ Ln implies, using the Dedekind
law, that

Ln = Lt(H ∩ Ln) = Lt(H ∩ Lt) = Lt

which contradicts our assumption concerning the chain {Ln|n ∈ N}. This
contradiction shows that the chain {HLn|n ∈ N} is strictly ascending. But in
this case Lemma 5.41 shows that each of the subgroups HLn has finite central
dimension and Lemma 5.1 implies that the subgroup H also has finite central
dimension. This gives us a contradiction, which proves the result.

We proceed to obtain results analogous to those obtained for linear groups
satisfying min-icd.

Lemma 5.49. Let A be a vector space over the field F and let G be a subgroup
of GL(F,A) satisfying max-icd. If G is not finitely generated, then G is a
finitary linear group.

Proof. Let L be an arbitrary finitely generated subgroup of G. Since G is not
finitely generated, there exists an element g1 /∈ L. Let L1 = 〈L, g1〉 which is
also finitely generated. Thus, since G is not finitely generated, there exists an
element g2 /∈ L1. We continue with similar arguments and construct a strictly
ascending chain

L1 � L2 � · · · � Ln � Ln+1 � . . .

of finitely generated subgroups. By Lemma 5.41 each subgroup in this chain
has finite central dimension. In particular centdimF (L) is finite. Thus every
finitely generated subgroup of G has finite central dimension and hence if
g ∈ G, then A/CA(g) is finite dimensional. This means that G is a finitary
linear group.

Lemma 5.50. Let A be a vector space over the field F and let G be a subgroup
of GL(F,A) satisfying max-icd. Suppose that L and H are subgroups of G
satisfying the following conditions:

(i) L = Dr
λ∈Λ

Lλ where Lλ is a nontrivial H-invariant subgroup of L for each

λ ∈ Λ;

(ii) H ∩ L ≤ Dr
λ∈Ω

Lλ.

If the set Γ = Λ\Ω is infinite, then the subgroup H has finite central dimension.

Proof. Since the subset Γ is infinite there is an infinite strictly ascending chain

Γ1 ⊆ Γ2 ⊆ · · · ⊆ Γn ⊆ Γn+1 ⊆ . . .
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of infinite subsets. Since it is clear that H∩Dr
λ∈Γ

Lλ = 1 we obtain the following

strictly ascending chain of subgroups

〈H,Lλ|λ ∈ Γ1〉 � 〈H,Lλ|λ ∈ Γ2〉 � · · · � 〈H,Lλ|λ ∈ Γn〉 � . . . .

SinceG satisfies the condition max-icd it follows that there is a natural number
d such that the subgroup 〈H,Lλ|λ ∈ Γd〉 has finite central dimension. By
Lemma 5.1 we deduce thatH also has finite central dimension, as required.

Lemma 5.51. Let A be a vector space over the field F and let G be a subgroup
of GL(F,A) satisfying max-icd. Suppose that K,H are subgroups of G such
that K is a normal subgroup of H and H/K = B/K ×C/K. If neither of the
sections B/K and C/K satisfy the maximal condition on subgroups, then the
subgroup H has finite central dimension.

Proof. The isomorphism H/B ∼= (H/K)/(B/K) ∼= C/K shows that H/B also
does not satisfy the maximal condition on subgroups. Corollary 5.44 implies
that the subgroup B has finite central dimension. By the same argument
the subgroup C also has finite central dimension. However the equality H =
BC and Lemma 4.1 together show that H has finite central dimension, as
required.

Corollary 5.52. Let A be a vector space over the field F and let G be a
subgroup of GL(F,A) satisfying max-icd. Suppose that K,H are subgroups
of G such that H is a normal subgroup of K and K/H = Dr

λ∈Λ
Kλ/H where

Kλ 6= H for all λ ∈ Λ. If the index set Λ is infinite, then K has finite central
dimension.

Proof. The fact that Λ is infinite ensures that there are infinite subsets Γ,∆
of Λ with the properties that

Γ ∪∆ = Λ and Γ ∩∆ = ∅.

It follows that Γ and ∆ each have an infinite strictly ascending chain

Γ1 ⊆ Γ2 ⊆ · · · ⊆ Γn ⊆ Γn+1 ⊆ . . .
∆1 ⊆ ∆2 ⊆ · · · ⊆ ∆n ⊆ ∆n+1 ⊆ . . .

of infinite subsets. Let

U/H = Dr
λ∈Γ

Lλ/H and V/H = Dr
λ∈∆

Lλ/H.

Then we obtain two strictly ascending chains of subgroups

〈Lλ|λ ∈ ∆1〉 � 〈Lλ|λ ∈ ∆2〉 � · · · � 〈Lλ|λ ∈ ∆n〉 � . . .

and
〈Lλ|λ ∈ Γ1〉 � 〈Lλ|λ ∈ Γ2〉 � · · · � 〈Lλ|λ ∈ Γn〉 � . . . .
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It follows that the sections U/H and V/H do not satisfy the maximal condition
on subgroups. The equality K/H = U/H × V/H together with Lemma 5.51
shows that K has finite central dimension.

Lemma 5.53. Let A be a vector space over the field F and let G be a locally
generalized radical subgroup of GL(F,A) satisfying max-icd. Then the factor
group G/Fin(G) is polycyclic-by-finite.

Proof. Without loss of generality we may suppose that G has infinite central
dimension, otherwise G = Fin(G). Furthermore, if G is not finitely generated,
then Lemma 5.49 implies that G is a finitary linear group and in this case also
G/Fin(G) is trivial. Hence we may also assume that G is finitely generated
and this implies that G is a generalized radical group. Let

1 = L0 ≤ L1 ≤ . . . Lα ≤ Lα+1 ≤ . . . Lγ = G

be an ascending series of normal subgroups whose factor groups are locally
nilpotent or locally finite. Since G is finitely generated it follows that the
ordinal γ is not a limit ordinal. Hence γ is either finite or γ = β + k for some
limit ordinal γ and some natural number k. In the latter case Lemma 5.42
implies that Lβ is the union of an ascending chain of subgroups each having
finite central dimension and it follows that Lβ ≤ Fin(G). If the subgroup Lβ
has infinite central dimension, then the factor group G/Lβ is polycyclic-by-
finite by Corollary 5.43.

Suppose then that Lβ has finite central dimension and suppose also that
Lβ+k−1 has finite central dimension. Then Lβ+k−1 ≤ Fin(G). Also the factor
group G/Lβ+k−1 is finitely generated. If it is locally finite, then it is finite
and hence G/Fin(G) is finite. If G/Lβ+k−1 is locally nilpotent, then it is a
finitely generated nilpotent group and hence polycyclic so that G/Fin(G) is
polycyclic. Assume now that there is a natural number m < k − 1 such that
Lβ+m has finite central dimension while Lβ+m+1 has infinite central dimen-
sion. Corollary 5.43 implies that the factor group G/Lβ+m+1 is polycyclic-by-
finite. If Lβ+m+1/Lβ+m is finitely generated, then as above it is either finite
or polycyclic and in either case it follows that G/Lβ+m is also polycyclic-by-
finite. If Lβ+m+1/Lβ+m is not finitely generated, then one of Corollary 5.45
or Corollary 5.46 applies to show that Lβ+m+1 ≤ Fin(G) so that G/Fin(G)
is polycyclic-by-finite.

Therefore we may suppose that γ is finite, say γ = k for some natu-
ral number k. Suppose that the subgroup Lk−1 has finite central dimension.
Then Lk−1 ≤ Fin(G) and as above we deduce that either G/Lk−1 is finite or
polycyclic. Assume next that there is a natural number m < k − 1 such that
the subgroup Lm has finite central dimension and the subgroup Lm+1 has infi-
nite central dimension. Corollary 5.43 implies that the factor group G/Lm+1 is
polycyclic-by-finite. If Lm+1/Lm is finitely generated, then as above it is either
finite or polycyclic and in either case it follows that G/Lm is also polycyclic-
by-finite. If Lm+1/Lm is not finitely generated, then one of Corollary 5.45
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or Corollary 5.46 applies to show that Lm+1 ≤ Fin(G) so that G/Fin(G) is
polycyclic-by-finite.

The next step in this discussion is to obtain a detailed picture of the
structure of soluble linear groups satisfying the condition max-icd. We need
the following group theoretic result first.

Lemma 5.54. Let G be a free abelian group of infinite 0-rank. Then G con-
tains a subgroup H such that G/H = Dr

n∈N
Cn/H where Cn/H is a Prüfer

p-group for some prime p, for each n ∈ N.

Proof. Suppose first that G = Dr
n∈N

Xn where, for each n, Xn = 〈gn〉 is an

infinite cyclic group. For the prime p let H = 〈gp1 , g
p
2g
−1
1 , . . . , gpn+1g

−1
n 〉. It is

clear that G/H is a Prüfer p-group.
Again let G = Dr

n∈N
Xn where, for each n, Xn = 〈gn〉 is an infinite cyclic

group. Since N is infinite we may choose a family {Γn|n ∈ N} of infinite
subsets Γn such that N is the disjoint union of the sets Γn. Then G = Dr

n∈N
Gn

where Gn = Dr
j∈Γn

Xj . Then, as we saw in the first paragraph, Gn contains a

subgroup Hn such that Gn/Hn is a Prüfer p-group, for each n ∈ N. We then
let H = Dr

n∈N
Hn.

Finally let Λ be an infinite set and let G = Dr
λ∈Λ

Xλ where Xλ = 〈gλ〉 is an

infinite cyclic group for each λ ∈ Λ. Since Λ is infinite it contains a countably
infinite subset Γ and we let ∆ = Λ\Γ. Also we set K = Dr

λ∈Γ
Xλ, L = Dr

λ∈∆
Xλ so

that G = K×L. By our work above K contains a subgroup D such that K/D
is a direct product of countably many copies of Prüfer p-groups. To complete
the proof we set H = D × L.

We also need the following result of L. A. Kurdachenko [103]. For this
result we need some knowledge concerning the basic subgroups of an abelian
group and refer the reader to the book of L. Fuchs [58] for terminology.

Lemma 5.55. Let G be an abelian p-group for some prime p. If the factor
group G/Gp is finite, then G = B ×D for some finite subgroup B and some
divisible subgroup D.

Proof. Let B be a basic subgroup of G. Thus B is a subgroup of G satisfying
the conditions

(i) B is a direct product of cyclic p-subgroups;

(ii) B is a pure subgroup of G;

(iii) G/B is divisible.
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The existence of such subgroups follows, for example, from the results of [58,
Section 33]. Since B is a pure subgroup of G we have that Bp = B ∩Gp and
it then follows that

B/Bp = B/(B ∩Gp) ∼= BGp/Gp ≤ G/Gp

and the finiteness of G/Gp implies that B/Bp is also finite. Since B is a
direct product of cyclic p-groups it follows that this direct product has only
finitely many factors which implies that B is finite. The fact that B is a pure
subgroup implies that G = B × D for some subgroup D (see [58, Theorem
27.5], for example) and the isomorphism D ∼= G/B allows us to deduce that
D is divisible.

Lemma 5.56. Let A be a vector space over the field F and let G be a subgroup
of GL(F,A) satisfying max-icd. If G has infinite central dimension and G 6=
G′, then either the factor group G/G′ is finitely generated or G contains a
subgroup S such that G′ ≤ S, the factor S/G′ is finitely generated and G/S
is a Prüfer p-group for some prime p.

Proof. Let D = G′ and suppose that the abelianization G/D is not finitely
generated. Let T/D = Tor(G/D) and in the factor group G/D choose
a maximal Z-independent set of elements {uλT |λ ∈ Λ}. Then the factor
U/T = 〈uλT |λ ∈ Λ〉 is free abelian and indeed U/T = Dr

λ∈Λ
〈uλT 〉. Further-

more the factor group (G/T )/(U/T ) ∼= G/U is periodic. Assume that the set
Λ is infinite. Then Lemma 5.54 implies that U/T contains a subgroup Y/T
such that U/Y is a direct product of countably many Prüfer p-groups. Then
G/Y = U/Y ×W/Y for some subgroup W/Y (see [58, Theorem 21.2], for
example). Thus G/W is a direct product of countably many Prüfer p-groups.
Corollary 5.52 implies that in this case the group G must have finite cen-
tral dimension, a contradiction which shows that the set Λ must be finite.
Consequently, G/D has finite 0-rank.

If the set Π(G/U) is infinite, then using Corollary 5.52 we deduce once
again that G has finite central dimension. This contradiction shows that the
set Π(G/U) is finite. Let Sp/U be the p-component of G/U for each prime p
and let

Θ = {p ∈ Π(G/U)|Sp/U is infinite}.

Lemma 5.51 implies that Θ = {p} for some prime p. Let P/U = Dr
q 6=p

Sq/U .

Then G/P ∼= Sp/U is infinite and P/U is finite. Suppose that the factor group
(G/P )/(G/P )p is infinite. Then it is an infinite elementary abelian p-group
and Corollary 5.52 implies that G must have finite central dimension. This
contradiction shows that (G/P )/(G/P )p is finite. Lemma 5.55 implies that
Sp/U = Cp/U ×Kp/U , where Kp/U is finite and Cp/U is a divisible p-group.
The isomorphism G/P ∼= Sp/U together with Lemma 5.51 implies that Cp/U
is a Prüfer p-group. Hence the subgroup S/U = P/U ×Kp/U is finite, so that
S/U is finitely generated and G/S is a Prüfer group as required.
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Corollary 5.57. Let A be a vector space over the field F and let G be a
subgroup of GL(F,A) satisfying max-icd. Suppose that G has infinite central
dimension and G 6= G′. If the factor group G/G′ is not finitely generated, then
G has an ascending series

G1 ≤ G2 ≤ · · · ≤ Gn ≤ Gn+1 ≤ · · ·
⋃
n∈N

Gn = G

consisting of normal subgroups having finite central dimension. Furthermore,
G is finitary.

Proof. Since G is not finitely generated it is clear from Lemma 5.49 that G
is finitary. In any case by Lemma 5.56 G contains a normal subgroup S such
that G′ ≤ S, the factor S/G′ is finitely generated and the factor group G/S
is a Prüfer group. Define the subgroups Gn by Gn/S = Ωn(G/S) for each
n ∈ N. We then obtain a strictly ascending series of normal subgroups

S = G0 � G1 � G2 � · · · � Gn � Gn+1 � . . .

such that
⋃
n∈NGn = G. By Lemma 5.42 each of the subgroups Gn has finite

central dimension. The result follows.

Lemma 5.58. Let A be a vector space over the field F and let G be a finitary
subgroup of GL(F,A) satisfying max-icd. If G has infinite central dimension,
then every subgroup of G having finite index has infinite central dimension.

Proof. Suppose the contrary and let H be a subgroup of G of finite index
having finite central dimension. Let K = coreGH. Then K has finite index
in G also. By Lemma 5.1 K has finite central dimension. Clearly there is a
finitely generated subgroup L of G such that G = LK. Since G is finitary, L
has finite central dimension. However then Lemma 4.1 implies that G has finite
central dimension and we obtain a contradiction which proves the result.

We need some information concerning finite dimensional irreducible linear
groups next.

Lemma 5.59. Let A be a finite dimensional vector space over the field F
and let G be an irreducible Prüfer q-subgroup of GL(F,A) for some prime q.
Suppose that q 6= char (F ) whenever char (F ) is prime. If the multiplicative
group of the field F contains a Prüfer q-subgroup, then dimF (A) = 1.

Proof. Let G = 〈gn|gq1 = 1, gqn+1 = gn, n ∈ N〉 and let R be a Prüfer q-
subgroup of the multiplicative group of F . Let f : G −→ R be an isomor-
phism between these two Prüfer groups. Let χn(X) denote the characteristic
polynomial of the linear transformation induced on A by the element gn, for
n ∈ N. By the Cayley Hamilton theorem gn is a root of χn(X) and it follows
that λn = f(gn) is also a root of χn(X). Thus the vector space A has a non-
zero element a such that gna = λna. In turn, it follows that the F -subspace
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A(λn) = {b ∈ A|gnb = λnb} is non-zero. Since G is abelian the subspace
A(λn) is G-invariant and it follows that A = A(λn), since A is simple. Thus
for each element a ∈ A we have F 〈gn〉a = Fa. This is valid for each natural
number n so the equation G = ∪n∈N〈gn〉 implies that (FG)a = Fa, for each
element a ∈ A. Since A is simple as an FG-module, A = (FG)a = Fa for
every 0 6= a ∈ A. Consequently dimF (A) = 1.

As we mentioned earlier when we study infinite dimensional linear groups
two cases arise quite naturally, one of these being when the corresponding
group is not finitely generated. We now consider this situation further.

Theorem 5.60. Let A be a vector space over the field F and let G be a soluble
subgroup of GL(F,A) satisfying max-icd. Suppose that G has infinite central
dimension and that the factor group G/G′ is not finitely generated. Then G
contains normal subgroups K,V such that K ≤ V satisfying the following
conditions:

(i) G/V is a Prüfer q-group for some prime q, the factor group G/K is
abelian-by-finite and V/K is finitely generated. Furthermore K is nilpo-
tent and the vector space A is K-nilpotent;

(ii) if char (F ) = p a prime, then q 6= p and K is a bounded p-subgroup;

(iii) if char (F ) = 0, then K is torsion-free;

(iv) there exists a field extension E of the field F such that the multiplicative
group of the field E contains a Prüfer q-subgroup;

(v) the subspace C = CA(V ) has finite codimension in A;

(vi) C contains a G-invariant subspace B having a direct decomposition
B =

⊕
n∈NBn, where Bn is a G-invariant subspace of A having fi-

nite dimension for each natural number n. Furthermore, [G,C] ≤ B
and dimE(Bn) = 1 for each n ∈ N.

Proof. Since G is not finitely generated it follows that G is finitary by
Lemma 5.49. By Lemma 5.56, G contains a normal subgroup S such that
G′ ≤ S, the factor S/G′ is finitely generated and the factor group G/S is a
Prüfer q-group for some prime q. Lemma 5.42 shows that the subgroup S has
finite central dimension. Let C = CA(S) so that the subspace C has finite
codimension in A. Since S is a normal subgroup of G, the subspace C is G-
invariant. Let V = CG(C). Then V is a normal subgroup of G and it is clear
that S ≤ V . If V = G, then G must have finite central dimension, contrary
to our hypotheses. Hence V is a proper subgroup of G and it follows that the
factor group V/S is finite. Furthermore, G/V is a Prüfer q-group so that V
also has finite central dimension. The finiteness of dimF (A/C) implies that
the series C ≤ A can be refined to a series

C = C1 ≤ C2 ≤ · · · ≤ Cn = A
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such that the factors Cj+1/Cj are G-chief for 1 ≤ j ≤ n− 1. Using Maltsev’s
theorem (see [202, Lemma 3.5], for example) we deduce that the factor groups
G/CG(Cj+1/Cj) are abelian-by-finite for 1 ≤ j ≤ n− 1. Let

H = CG(C2/C1) ∩ CG(C3/C2) ∩ · · · ∩ CG(Cn/Cn−1).

Using Remak’s theorem we deduce that the factor group G/H is isomorphic
to a subgroup of the direct product Dr

1≤j≤n−1
G/CG(Cj+1/Cj) and it is then

clear that G/H is likewise abelian-by-finite. Let

K = H ∩ V.

Again using Remak’s theorem we obtain an embedding of the factor group
G/K in the group G/H × G/V and this implies that G/K is also abelian-
by-finite. Let U/K be a normal abelian subgroup of G/K such that U has
finite index in G. Lemma 5.58 implies that the subgroup U has infinite central
dimension. Lemma 5.56 further implies that U contains a subgroup W such
that U ′ ≤W , W/U ′ is finitely generated and U/W is a Prüfer q-group. Since
U is normal in G its derived subgroup U ′ is also normal in G. The finiteness
of G/U implies that W/U ′ has finitely many conjugates in G and it follows
that the normal closure WG/U ′ is finitely generated. Replacing W by WG we
may assume that W is normal in G and Lemma 5.42 shows that the subgroup
W has finite central dimension. Since U/K is abelian we have U ′ ≤ K. This
inclusion and the fact that WK/K ∼= W/(W ∩K) yield that WK/K is finitely
generated. Moreover the factor group G/WK is Prüfer-by-finite. Suppose,
for a contradicition, that VW/WK = V (WK)/WK is infinite. Then the
subgroup VW must have finite index in G and Lemma 5.58 implies that
in this case VW must have infinite central dimension. On the other hand
Lemma 4.1 implies that the subgroup VW has finite central dimension giving
the contradiction sought. It follows that VW/WK is finite. Since WK/K is
finitely generated it follows that VW/K is finitely generated and, in particular,
V/K is finitely generated.

By construction, every element of K acts trivially on each factor of the
series

C = C1 ≤ C2 ≤ · · · ≤ Cn = A.

Using Theorem 1.2 we deduce that K is nilpotent. Furthermore we also deduce
that if char (F ) = 0, then K is torsion-free, whereas if char (F ) = p, for
the prime p, then K is a bounded p-subgroup. Also if char (F ) = p, then
Corollary 5.22 implies that q 6= p. This completes the proof of (i), (ii), (iii)
and (v).

We now prove (iv). Suppose that the multiplicative group of no finite field
extension of F contains a Prüfer q-subgroup. Let

G/V = 〈dmV |dq1V = V, dqm+1V = dmV,m ∈ N〉 ∼= Cq∞ .

Set Dm = 〈V, dm〉 for each natural number m. Since G is finitary, the subspace
Am = CA(Dm) ≤ C has finite codimension in A for each natural number m
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and it is clear that Am is G-invariant. From the finiteness of dimF (A/Am)
we deduce that A has a finite series

A = E0 ≥ E1 ≥ · · · ≥ Ek = Am

of G-invariant subspaces such that the factors Ej−1/Ej are G-chief for
1 ≤ j ≤ k. Proposition 5.34 shows that the factor group G/CG(Ej−1/Ej)
is isomorphic to some periodic subgroup of the multiplicative group of a field
F0, for some finite extension F0 of the field F . The equality V = CG(C)
implies that V ≤ CG(Ej−1/Ej) for 1 ≤ j ≤ k. Suppose, for a contradic-
tion, that G 6= CG(Ej−1/Ej). Then the factor group G/CG(Ej−1/Ej) must
be a Prüfer q-group. However by our hypothesis the multiplicative group of
the field F0 contains no nontrivial Prüfer groups. This contradiction shows
that G = CG(Ej−1/Ej) for each j such that 1 ≤ j ≤ k. Then Theorem 1.2
implies that the factor group G/CG(A/Am) is a bounded p-group whenever
char (F ) = p and torsion-free whenever char (F ) = 0. This again yields a
contradiction unless G = CG(A/Am). It follows that [G,A] ≤ Am = CA(Dm).
This is true for each natural number m and hence we have

[G,A] ≤
⋂
m∈N

CA(Dm).

The equality G = ∪m∈NDm implies that ∩m∈NCA(Dm) = CA(G) so that
[G,A] ≤ CA(G). Again using Theorem 1.2 we deduce that G/CG(A) must
be an elementary abelian p-group or a torsion-free group, which is the final
contradiction. This contradiction shows that there exists a finite field extension
E of the field F such that the multiplicative group of E contains a Prüfer
subgroup.

Finally, we prove (vi). The subspace C has the direct decomposition
C = Am ⊕ [Dm, C] for every natural number m (see [116, Corollary 5.16],
for example). Since the subgroup Dm is normal in G, both factors of this de-
composition are G-invariant for all m ∈ N. As we saw above, the subspace Am
has finite codimension in C so that the subspace [Dm, C] has finite dimension
for all n ∈ N. We have

C = [D1, C]⊕A1 = [D1, C]⊕ [D2, A1]⊕A2

= [D1, C]⊕ [D2, A1]⊕ · · · ⊕ [Dm, Am−1]⊕Am = . . .

It follows that

[Dm, C] = [D1, C]⊕ [D2, A1]⊕ · · · ⊕ [Dm, Am−1]

for all m ∈ N. Let

B = [Dm, C] = [D1, C]⊕ [D2, A1]⊕ · · · ⊕ [Dm, Am−1]⊕ . . . .

If x ∈ G, then there is a natural number m such that x ∈ Dm. It follows that
[x,C] ≤ [Dm, C] ≤ B so that [G,C] ≤ B. On the other hand B is a direct sum
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of countably many G-invariant subspaces, each of which has finite dimension.
Each of these direct summands can be decomposed in turn into a direct sum
of minimal G-invariant subspaces (see [116, Corollary 5.15], for example). It
follows that B = ⊕m∈NBm for certain minimal G-invariant subspaces Bm of
C, for each m ∈ N. Using Lemma 5.59 we deduce that dimF (Bm) = 1 for
each m ∈ N. This completes the proof.

The previous theorem is a slightly refined version of [127, Theorem A] due
to L. A. Kurdachenko and I. Ya. Subbotin.

Our next result reduces the case when G is a soluble group which is not
finitely generated and satisfies the condition max-icd to Theorem 5.60. For its
proof we need the following definition.

A soluble group G is called an A3-group if G has a finite series

1 = D) ≤ D1 ≤ · · · ≤ Dn−1 ≤ Dn = G

of normal subgroups whose factor groups are either finite groups or abelian
Chernikov groups or torsion-free abelian groups having finite 0-rank. This
definition is due to A. I. Maltsev [143].

Theorem 5.61. Let A be a vector space over the field F and let G be a soluble
subgroup of GL(F,A) satisfying max-icd. Suppose that G has infinite central
dimension and that G is not finitely generated. Then G contains normal sub-
groups K ≤W ≤ G satisfying the following conditions:

(i) G/W is finitely generated and abelian-by-finite;

(ii) W/K is abelian;

(iii) W contains a subgroup L such that L/K is finitely generated and W/L
is a Prüfer q-group for some prime q;

(iv) K is nilpotent and the vector space A is K-nilpotent.

Proof. By Lemma 5.49 G is a finitary linear group. Let

1 = S0 ≤ S1 ≤ · · · ≤ Sn−1 ≤ Sn = G

be the derived series of G. Since G is not finitely generated, there is a natural
number t such that G/St is polycyclic, while St/St−1 is not finitely generated.
Let H = St. The facts that G/St is finitely generated and G is finitary together
with Lemma 4.1 show that the subgroup St has infinite central dimension.
Since the factor group St/St−1 is not finitely generated, Lemma 5.56 implies
that St contains a subgroup L with St−1 ≤ L, L/St−1 is finitely generated
and St/L is is a Prüfer q-group for some prime q. It follows that the factor
group G/St−1 is a soluble A3-group. Then G/St−1 contains a nilpotent normal
subgroup D/St−1 such that G/D is a finitely generated abelian-by-finite group
by [143, Theorem 4]. Since G/St−1 is not finitely generated, D/St−1 also is not
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finitely generated. Then (D/St−1)/(D/St−1)′ ∼= D/D′St−1 is also not finitely
generated (see [183, Corollary of Theorem 2.26], for example). It follows that
the factor group D/D′ is not finitely generated.

By Theorem 5.60D contains normal subgroups U, V such that V ≤ U,D/U
is finite, U/V is abelian and A is V -nilpotent. Let t = |D/U | and set W = Dt.
Since the factor D/W is a bounded soluble group, D has a finite series of
G-invariant subgroups

W = W0 ≤W1 ≤ · · · ≤Wn−1 ≤Wn = D

whose factors are elementary abelian. Suppose, for a contradiction, that D/W
is infinite. Then there is a natural number m such that D/Wm is finite, but
Wm/Wm−1 is infinite. This choice implies that the factor group G/Wm is
finitely generated and it follows that the subgroup Wm has infinite central
dimension. On the other hand the fact that Wm/Wm−1 is an infinite elemen-
tary abelian group together with Corollary 5.52 implies that the subgroup Wm

has finite central dimension, yielding the desired contradiction. It follows that
D/W is finite. The choice of W yields that W ≤ U . Then W ′ ≤ U ′ ≤ V . Set
K = W ′. Then K is a G-invariant subgroup and since K ≤ V it follows that
the vector space A is K-nilpotent. Since the subgroup W has infinite central
dimension, Lemma 5.56 shows that W satisfies condition (iii). Finally the fact
that G/W is abelian-by-finite follows, for example, from Lemma 2.4.4 of the
book [52].

The theorem we have just obtained is a slightly refined version of [127,
Theorem B] due to L. A. Kurdachenko and I. Ya. Subbotin.

The next natural problem to study is that of finitely generated groups sat-
isfying the maximal condition on subgroups having infinite central dimension.
Here we also have two cases.

Theorem 5.62. Let A be a vector space over the field F and let G be a
finitely generated soluble subgroup of GL(F,A) satisfying max-icd. Suppose
that G has infinite central dimension but that its finitary radical has finite
central dimension. Then the following conditions hold:

(i) G contains a normal subgroup U such that G/U is polycyclic;

(ii) there is a natural number m such that (x − 1)m = 0 for each element
x of U , so that every element of U is unipotent and the subgroup U is
nilpotent;

(iii) if char (F ) = 0, then U is torsion-free; if char (F ) = p, a prime, then
U is bounded;

(iv) U satisfies the maximal condition for 〈g〉-invariant subgroups for each
element g /∈ Fin(G).
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Proof. Let C = CA(Fin(G)) so that C has finite codimension in A. Then A
has a finite series of G-invariant subspaces

0 = C0 ≤ C1 = C ≤ C2 ≤ · · · ≤ Cm = A

such that the factors C2/C1, . . . , Cm/Cm−1 have finite dimension and are G-
chief. Applying Maltsev’s theorem (see [202, Lemma 3.5], for example) we
deduce that the factor groups

G/CG(C2/C1), . . . , G/CG(Cm/Cm−1)

are abelian-by-finite and hence polycyclic, because G is finitely generated and
soluble. Let

U = CG(C1) ∩ CG(C2/C1) ∩ CG(C3/C2) ∩ · · · ∩ CG(Cm/Cm−1).

Since Fin(G) ≤ CG(C1), Lemma 5.53 shows that the factor group G/CG(C1)
is polycyclic. By Remak’s theorem we obtain the embedding

G/U ≤ G/CG(C1)×G/CG(C2/C1)× · · · ×G/CG(Cm/Cm−1)

which shows that the factor group G/U is polycyclic. Each element of U acts
trivially on the each of the factors Cj+1/Cj for 0 ≤ j ≤ m − 1, so we can
apply Theorem 1.2 to obtain (ii) and (iii). Finally let g /∈ Fin(G). Then the
cyclic subgroup 〈g〉 has infinite central dimension. Using Corollary 5.48 we
deduce that U satisfies the maximal condition on 〈g〉-invariant subgroups.
This completes the proof.

Theorem 5.63. Let A be a vector space over the field F and let G be a
finitely generated soluble subgroup of GL(F,A) satisfying max-icd. Suppose
that G and its finitary radical both have infinite central dimension. Then G
contains a normal subgroup L satisfying the following conditions:

(i) G/L is abelian-by-finite;

(ii) L has infinite central dimension and the factor L/L′ is not finitely gen-
erated;

(iii) L ≤ Fin(G);

(iv) the subgroup L satisfies the maximal condition for 〈g〉-invariant sub-
groups for each element g /∈ Fin(G).

Proof. Let
1 = D0 ≤ D1 ≤ · · · ≤ Dn = G

be the derived series of G. If G is polycyclic, then its finitary radical Fin(G) is
also polycyclic and Lemma 4.1 shows that Fin(G) has finite central dimension,
contradicting the hypothesis. Hence there is a natural number m such that
the factor group G/Dm is polycyclic but the factor Dm/Dm−1 is not finitely
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generated. Repeating the arguments of the proof of Theorem 5.61 we can
construct a normal subgroup L such that G/L is abelian-by-finite and L/L′

is not finitely generated. In particular L is not finitely generated, so that
Lemma 5.49 and Corollary 5.9 show that the finitary radical of G contains L.
If we suppose, for a contradiction, that L has finite central dimension, then
since Fin(G)/L is finitely generated Lemma 4.1 implies that Fin(G) has finite
central dimension, contrary to our hypothesis. It follows that L has infinite
central dimension. Finally, let g /∈ Fin(G). Using Corollary 5.48 we see that
L satisfies the maximal condition on 〈g〉-invariant subgroups as required.

As with the condition min-icd we give examples of soluble groups satisfying
the maximal condition on subgroups but which have infinite central dimension.
The examples constructed earlier in this chapter illustrate Theorem 5.60 which
is the basic theorem in the case of groups which are not finitely generated.
The following example illustrates Theorem 5.63.

Let F be a field whose multiplicative group is not periodic and let A be
a vector space over F having the countably infinite basis {an|n ∈ N}. In the
multiplicative group of F choose an element γ of infinite order and consider
the infinite matrix M(γ) = [αij ]i,j∈N where

αj,j = γj for all j ∈ N
αi,j = 0 for all i 6= j.

Thus

M(γ) =



γ 0 0 0 . . . 0 0 0 . . .
0 γ2 0 . . . 0 0 0 . . .
0 0 γ3 . . . 0 0 . . .
...

...
...

...
. . .

...
...

0 0 0 . . . γn 0 . . . . . .
0 0 0 0 . . . γn+1 0 0 . . .
...

...
...

...
. . .

. . .
...


.

Now let Σ denote the set of all matrices having the form

α1 β 0 0 . . . 0 0 0 . . .
0 α2 0 . . . 0 0 0 . . .
0 0 α3 . . . 0 0 . . .
...

...
...

...
. . .

...
...

0 0 0 . . . αn 0 . . . . . .
0 0 0 0 . . . αn+1 0 0 . . .
...

...
...

...
. . .

. . .
...


,

where 0 6= αi ∈ F for all i. In other words, if we let

D(α1, . . . , αn, . . . ) = D(αn|n ∈ N)
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be the diagonal matrix with main diagonal entries α1, . . . , αn . . . , then the
set Σ consists of those matrices of the form βE12 +D(αn|n ∈ N). We have

(βE12 +D(αn|n ∈ N))(µE12 +D(νn|n ∈ N))

= (α1µ+ βν2)E12 +D(αnνn|n ∈ N).

Hence the subset Σ is closed under multiplication. In addition, we see that
βE12 +D(αn|n ∈ N) is nonsingular and

(βE12 +D(αn|n ∈ N))−1 = −α−1
1 βα−1

2 E12 +D(α−1
n |n ∈ N).

Hence the subset Σ1 of Σ consisting of nonsingular matrices is a subgroup.
As we saw in the earlier example, the set T12 = {t12(α)|α ∈ F} is a subgroup
under multiplication and this subgroup is isomorphic to the additive group of
the field F . Furthermore,

(βE12 +D(αn|n ∈ N))−1t12(κ)(βE12 +D(αn|n ∈ N))

= t12(α−1
1 κα2),

which shows that T12 is a normal subgroup of Σ1. In particular,

M(γ)−1t12(κ)M(γ) = t12(κγ).

Now let Γ = 〈M(γ), t12(1)〉. Then Γ = Θ〈M(γ)〉 where Θ is isomorphic to a
subgroup of the multiplicative group of the field F , generated by the elements
γn for n ∈ N. Clearly the subgroup Θ has finite central dimension and the
subgroup 〈M(γ)〉 has infinite central dimension. Let H be an element of Γ.
Suppose that H = βE12 +D(γkn|n ∈ N) /∈ Θ for some non-zero integer k. We
see that the subgroup 〈H〉 has infinite central dimension and it follows that
the finitary radical coincides with Θ. Let

Λ1 ≤ Λ2 ≤ · · · ≤ Λn ≤ Λn+1 ≤ . . . (5.2)

be an ascending chain of subgroups of Γ each having infinite central dimension.
Since Θ has finite central dimension Θ contains no Λj for any j ∈ N. If
Λj ∩ Θ = 1 for all j ∈ N, then (

⋃
n∈N Λn) ∩ Θ = 1 and it follows that⋃

n∈N Λn is an infinite cyclic group. In this case the ascending chain (5.2)
must terminate. On the other hand suppose that there is a natural number
m such that Θm = Λm ∩Θ 6= 1. Then Λm = Θm〈H〉 where H = t12(τ)M(γ)k

for some τ ∈ F and some non-zero integer k. Let X = M(γ)k. We can think
of Θ as a cyclic Z〈M(γ)〉-module. Since the index |M(γ) : M(γ)k| is finite Θ
is a finitely generated Z〈X〉-module. Since the group ring of an infinite cyclic
group over the ring of integers is Noetherian it follows that the Z〈X〉-module
Θ is also Noetherian. Note that every 〈X〉-invariant subgroup of Θ is also 〈H〉-
invariant. In other words, the subgroup Θ satisfies the maximal condition on
〈H〉-invariant subgroups. It follows that the ascending chain

(Θ ∩ Λ1)〈H〉 ≤ (Θ ∩ Λ2)〈H〉 ≤ · · · ≤ (Θ ∩ Λn)〈H〉 ≤ (Θ ∩ Λ1)〈H〉 ≤ . . .
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cannot be infinite and hence the ascending chain (5.2) must terminate in
finitely many steps. This means that the subgroup Γ satisfies the maximal
condition on subgroups and has infinite central dimension giving the required
example.

The structure of finite dimensional soluble linear groups is often defined by
the structure of the multiplicative group of the field over which such subgroups
are considered. More precisely, it is defined by not only the structure of this
multiplicative group, but also by the structure of the multiplicative groups of
finite extensions of the base field. So it is reasonable to expect that the same
dependence takes place for infinite dimensional linear groups satisfying max-
icd. Theorem 5.60 logically leads us to the consideration of fields satisfying
the condition (RE) discussed earlier in this chapter.

Lemma 5.64. Let A be a vector space over the field F which satisfies the
condition (RE) and let G be a soluble subgroup of GL(F,A). If G satisfies
the condition max-icd, then either G has finite central dimension or the factor
group G/G′ is finitely generated.

Proof. We may assume that G has infinite central dimension. Suppose the
contrary and that the factor group G/G′ is not finitely generated. Then The-
orem 5.60 implies that the multiplicative group of some finite field extension
of F contains a Prüfer q-subgroup for some prime q and this gives us our
contradiction.

Proposition 5.65. Let A be a vector space over the field F which satisfies
the condition (RE) and let G be a soluble subgroup of GL(F,A). Suppose that
G satisfies the condition max-icd.

(i) If G is not finitely generated, then G has finite central dimension.

(ii) If G is finitely generated, then its finitary radical has finite central di-
mension.

Proof. Let
1 = D0 ≤ D1 ≤ · · · ≤ Dk = G

be the derived series of the group G. If every factor of this series is finitely
generated, then G is polycyclic. In particular, G is finitely generated and its
finitary radical is also finitely generated. Lemma 4.1 shows that in this case
the finitary radical of G has finite central dimension.

Therefore we assume that there is a natural number t such that the factor
group G/Dt is polycyclic, but the factor group Dt/Dt−1 is not finitely gen-
erated. In particular G = 〈Dt, S〉 for some finite subset S. By Lemma 5.64
the subgroup Dt has finite central dimension. If G is not finitely generated,
then Lemma 5.49 shows that G is a finitary linear group. Since G = 〈Dt, S〉
Lemma 4.1 then implies that G has finite central dimension. If G is finitely
generated, then the finitary radical of G contains the subgroup Dt. Since the
factor Fin(G)/Dt is finitely generated, Lemma 4.1 shows that Fin(G) has
finite central dimension.
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We now consider one particular case of Theorem 5.60, but first we give the
following result. As we have seen, the group G considered in Theorem 5.60
has a normal unipotent subgroup K such that G/K is abelian-by-finite and
(finitely generated)-by-Prüfer. We consider now the particular case when G/K
is Prüfer-by-finitely generated.

Lemma 5.66. Let A be a vector space over the field F and let G be a sub-
group of GL(F,A) satisfying the condition max-icd. Suppose that G contains
subgroups H,V satisfying the following conditions:

(i) H is a normal subgroup of V ;

(ii) H is a nilpotent bounded p-subgroup for some prime p;

(iii) V/H is a Prüfer q-group for some prime q 6= p;

(iv) V has infinite central dimension.

Then H has a finite V -composition series.

Proof. The subgroup V contains a q-subgroup Q such that V = HQ (see [100,
Lemma 1.D.4], for example). Let

Q = 〈zn|zp1 = 1, zpn+1 = zn, n ∈ N〉.

If the subgroup H is finite then the result follows immediately so we suppose
that H is infinite. The fact that H is nilpotent implies that H/H ′ is infinite
(see [183, Corollary of Theorem 2.26], for example)and hence not finitely gen-
erated. Corollary 5.44 shows that the subgroup H has finite central dimension.
Since V = HQ, Lemma 4.1 and the hypotheses imply that the subgroup Q
has infinite central dimension.

Being nilpotent and bounded, H has a finite series

1 = D0 ≤ D1 ≤ · · · ≤ Dk−1 ≤ Dk = H

of V -invariant subgroups whose factors are elementary abelian p-groups. Let
B = Dj/Dj−1 be an arbitrary factor of this series. If z is an element of Q, then
B = CB(z)× [B, z] (see [116, Corollary 5.16], for example), Since Q is abelian,
CB(z) and [B, z] are Q-invariant subgroups of B. If y is also an element of Q
such that 〈z〉 ≤ 〈y〉, then CB(y) ≤ CB(z) and [B, z] ≤ [B, y]. Thus we have
an ascending series

[B, z1] ≤ [B, z2] ≤ · · · ≤ [B, zn] ≤ . . .

of Q-invariant subgroups. By Corollary 5.48 there is a natural number m such
that [B, zn] = [B, zm] for all n ≥ m. The equation B = CB(zn) × [B, zn]
implies that CB(zn) = CB(zm) for all n ≥ m. In other words B satisfies the
minimal condition on centralizers. In this case B is a semisimple FpQ-module
by [77, Theorem A]. By Corollary 5.48 B satisfies the maximal condition on
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Q-invariant subgroups. Thus B is the direct product of finitely many minimal
Q-invariant subgroups. Since this is true for each factor Dj/Dj−1 for 1 ≤ j ≤
k, H has a finite Q-composition series. Then H has a finite V -composition
series.

Theorem 5.67. Let A be a vector space over the field F of prime character-
istic p and let G be a soluble subgroup of GL(F,A) satisfying the condition
max-icd. Suppose that G has infinite central dimension and is not finitely gen-
erated. If the factor group G/Tor(G) is polycyclic, then G contains normal
subgroups K,L satisfying the following conditions:

(i) K is a bounded nilpotent p-subgroup;

(ii) K has finite central dimension and A is K-nilpotent;

(iii) K has a finite L-composition series;

(iv) L = KQ, where Q is a Prüfer q-group for some prime q 6= p and Q has
infinite central dimension;

(v) G/L is polycyclic and metabelian-by-finite.

Proof. By Lemma 5.49 G is a finitary linear group. Taking account of The-
orem 5.61 we see that G contains normal subgroups K,L,W such that
K ≤ L ≤ W , G/W is a finitely generated abelian-by-finite group, W/L is
a finitely generated abelian group, L/K is a Prüfer q-group for some prime
q 6= p, K is a bounded nilpotent p-subgroup and the vector space A is K-
nilpotent. Then, since G/L is finitely generated we deduce that L has infi-
nite central dimension. The subgroup L contains a q-subgroup Q such that
L = KQ (see [100, Lemma 1.D.4], for example). Clearly Q has infinite central
dimension, since K has finite central dimension. Finally, Lemma 5.66 implies
that K has a finite L-composition series.

As a corollary we obtain a description of the periodic soluble groups sat-
isfying the maximal condition on subgroups of infinite central dimension.

Theorem 5.68. Let A be a vector space over the field F of prime character-
istic p and let G be an infinite periodic soluble subgroup of GL(F,A) satisfying
the condition max-icd. Suppose that G has infinite central dimension. Then G
contains a normal subgroup L satisfying the following conditions:

(i) L has finite index in G;

(ii) L = KQ, where K is a normal bounded nilpotent p-subgroup and Q is a
Prüfer q-group for some prime q 6= p;

(iii) K has finite central dimension;

(iv) A is K-nilpotent;
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(v) K has a finite G-composition series;

(vi) Q has infinite central dimension.

Proof. Clearly G is a locally finite group and since it is infinite it cannot be
finitely generated. Furthermore G = Tor(G) in this case, so we may apply
Theorem 5.67.

Theorem 5.69. Let A be a vector space over the field F of characteristic 0
and let G be an infinite periodic soluble subgroup of GL(F,A) satisfying the
condition max-icd. Suppose that G has infinite central dimension. Then G is
a Prüfer-by-finite group.

Proof. Since G is clearly locally finite it is not finitely generated. Then The-
orems 5.60 and 5.61 give the result that G is Prüfer-by-finite.

We note that the description given above of soluble periodic linear groups
satisfying max-icd is not included in [127].

The question arises as to when the conditions given in Lemma 5.66 con-
cerning the group G can actually arise in practice. In particular what types
of field allow us to deduce that Theorem 5.67 follows? We explore one such
possibility now. We let U(E) denote the multiplicative group of a field E.

Accordingly, we shall say that a field F has the property (FAE) if it satisfies
the following condition:

(FAE) for each finite field extension E of F the factor group U(E)/Tor(U(E))
is free abelian.

In particular this property is required to hold for the field F itself of course.

Proposition 5.70. Let A be a vector space over the field F of prime charac-
teristic p and let G be a soluble subgroup of GL(F,A) satisfying the condition
max-icd. Suppose that G has infinite central dimension and that G is not
finitely generated. If the field F satisfies the condition (FAE), then G is a
group satisfying all the conditions of Theorem 5.67.

Proof. Suppose first that G/G′ is not finitely generated. By Lemma 5.56 G
contains a normal subgroup S such that G′ ≤ S, the factor S/G′ is finitely
generated and G/S is a Prüfer q-group for some prime q. Lemma 5.42 shows
that the subgroup S has finite central dimension. Let C = CA(S) and note
that the subspace C has finite codimension in A. Since S is a normal subgroup
of G, the subspace C is G-invariant. Let V = CG(C) so that V is normal in
G and S ≤ V . If we assume that V = G, then G has finite central dimension,
contrary to the hypotheses. Hence V is a proper subgroup of G. It follows
that the factor group V/S is finite and that G/V is a Prüfer q-group. The
finiteness of dimF (A/C) implies that the series C ≤ A can be refined to a
series

C = C1 ≤ C2 ≤ · · · ≤ Cn = A
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whose factors are G-chief for 1 ≤ j ≤ n − 1. Using Proposition 5.34 we
deduce that the factor G/CG(Cj+1/Cj) contains an abelian normal subgroup
Gj+1/CG(Cj+1/Cj) such that G/Gj+1 is finite and

(Gj+1/CG(Cj+1/Cj))/Tor(Gj+1/CG(Cj+1/Cj))

is free abelian for 1 ≤ j ≤ n− 1. Let

Tj+1/CG(Cj+1/Cj) = Tor(Gj+1/CG(Cj+1/Cj))

for 1 ≤ j ≤ n− 1 and let

D = G2 ∩G3 ∩ · · · ∩Gn,
T = T2 ∩ T3 ∩ · · · ∩ Tn,
H = CG(C2/C1) ∩ CG(C3/C2) ∩ · · · ∩ CG(Cn/Cn−1).

Then several applications of Remak’s theorem yield embeddings as follows:

G/D ≤ Dr
1≤j≤n−1

G/Gj+1,

D/T ≤ Dr
1≤j≤n−1

Gj+1/Tj+1,

T/H ≤ Dr
1≤j≤n−1

Tj+1/CG(Cj+1/Cj)

which in turn show thatG/D is finite,D/T is free abelian and T/H is periodic.
Let K = H ∩ V . Again using Remak’s theorem we obtain an embedding of
T/K in the direct product T/(V ∩ T ) × T/H and this implies that T/K is
periodic. As in the proof of Theorem 5.60 we can show that H is a p-group. It
follows that T is likewise periodic. Then G/Tor(G) is (free abelian)-by-finite.
In general we can apply the same reduction that was used in the proof of
Theorem 5.61 and obtain the same result. Since G/Tor(G) has finite 0-rank
it must be polycyclic, so G satisfies the conditions of Theorem 5.67.

We next give some examples of fields satisfying the property (FAE) that
were kindly provided to the authors by R. Guralnick, to whom we are indebted.

Proposition 5.71. Let F be a finitely generated extension of a locally finite
field L. Then U(F )/Tor(U(F )) is free abelian.

Proof. Note that the property (FAE) holds for any subfield. Thus there is
no loss of generality if we replace L by K, the algebraic closure of L, and
F by P = FK. We note that the field K is still locally finite and that the
hypotheses still hold for P . In this case P is a finite extension of K(x1, . . . xr)
where the xj are algebraically independent for 1 ≤ j ≤ r. We apply Noether’s
Lemma and see that we may choose the xj so that P is the quotient field of
the integral closure D of K[x1, . . . , xr].
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Let V be the set of discrete valuations corresponding to the places of D.
Then we have the map

1 −→ U(D) −→ U(P ) −→ G

where G ∼=
⊕

v∈V Yv and Yv ∼= Z for v ∈ V . Furthermore V is the set of valu-
ations of P (given by u 7−→

∑
v(u)). Now it is well-known that U(D)/U(K)

is a finitely generated abelian group (see [33]) and the image of the map is
contained in the free abelian group G, and so is also free abelian. Thus the
map splits and we see that U(P )/U(K) ∼= A⊕B where A is finitely generated
and B is free abelian. Since U(K) is the torsion subgroup of U(P ) the result
follows.

Proposition 5.72. Let F be a field and let E = F (Xλ|λ ∈ Λ) be a field
extension of F such that the elements Xλ, λ ∈ Λ are algebraically independent.
Then U(E) ∼= U(F )×B where B is free abelian.

Proof. We have the obvious F -valuations on E (corresponding to irreducible
polynomials). This gives a map

1 −→ U(F ) −→ U(E) −→ A

where A is free abelian. Thus U(E) ∼= U(F )×B where B is the image of the
map and so is free.

Proposition 5.73. Let L be a rational function field over a finite extension
of the field Q of rational numbers and let F be a finite extension of L. Then
U(L)/T is free abelian, where T is the torsion subgroup of U(L). Moreover,
T is finite.

Proof. We have F = L(a) for some element a. The minimal polynomial of
a involves only finitely many elements of the transcendence basis for L. So
we see that F is also a rational function field over a field finitely generated
over Q and so it suffices to prove the result for L finitely generated over Q.
However, the result is well known in this case, since there are enough discrete
valuations.

Antifinitary Linear Groups

As we remarked above, taking into account Lemma 5.1, a linear group G is
finitary if and only if every finitely generated subgroup of G has finite central
dimension. In other words a finitary linear group has a local family consisting
of subgroups having finite central dimension.

Thus finitary groups give us one example of using finiteness conditions to
study infinite dimensional linear groups, which for finitary linear groups has
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been very successful. A large array of articles have been devoted to finitary
linear groups, establishing many interesting results and techniques. One very
nice article detailing some of the stages of the development of the theory of
finitary linear groups is the survey article [175] of R. E. Phillips. Some results
on finitary linear groups have already been cited and used above. However,
finitary groups have not really been a subject of special consideration in this
book; indeed, the theory of finitary linear groups deserves a separate book of
its own.

A local family of infinite groups, consisting of finitely generated subgroups,
cannot really be described as “quite large” since the cardinality of such a lo-
cal family will typically be the cardinality of the group, while in many infinite
groups the cardinality of the family of all subgroups is larger than the car-
dinality of the group. These considerations naturally lead us to the following
type of linear group.

Let G be a subgroup of GL(F,A). Then G is called antifinitary if G has
infinite central dimension, but every proper subgroup of G which is not finitely
generated has finite central dimension. Our immediate goal will be the descrip-
tion of antifinitary linear groups. In the paper [107] of L. A. Kurdachenko, J.
M. Muñoz-Escolano and J. Otal there is an alternative definition of antifinitary
linear groups based on the augmentation dimension rather than the central
dimension. As we saw in Chapter 4, these two dimensions of a linear group
need not coincide. However, as we shall see later, the proofs that we obtain
for our variation of antifinitary groups are virtually the same as the proofs
given in [107] and the final results are the same. We also note here the survey
paper of L. A. Kurdachenko [105].

One of the first questions that arises here is the question of the structure
of groups all of whose proper subgroups are finitely generated. This question
can be viewed as an extension of Schmidt’s problem. At the beginning of this
section we describe the structure of such groups with the additional condition
that they are locally generalized radical.

We begin with several standard group theoretic results concerned with
finitely generated groups.

Lemma 5.74. Let G be a group whose proper subgroups are finitely generated.
If G is not finitely generated, then G is directly indecomposable.

Proof. If G = A×B for some proper nontrivial subgroups A,B, then A,B are
finitely generated and hence G is also finitely generated. This is a contradiction
which proves the result.

Lemma 5.75. Let G be a group whose proper subgroups are finitely generated.
If G is abelian and not finitely generated, then G is a Prüfer p-group for some
prime p.

Proof. Let T = Tor(G), the torsion subgroup of G. If T = G, then each
proper subgroup of G must be finite and G is then a Prüfer p-group for some
prime p.
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Hence we may suppose that T is a proper subgroup of G, so that T is
finite. If T is nontrivial, then we may use [58, Theorem 27.5] (for example) to
deduce that G = T ×D for some subgroup D. This contradicts Lemma 5.74
and hence G must be torsion-free.

In the group G choose a maximal Z-independent subset {aλ|λ ∈ Λ} and let
A = 〈aλ|λ ∈ Λ〉. Then A = Dr

λ∈Λ
〈aλ〉 and Lemma 5.74 shows that A is a proper

subgroup of G. Hence A is finitely generated, so that G has finite 0-rank. The
factor group G/A is periodic and the hypotheses on G imply that all proper
subgroups of G/A are finite. This implies that G/A is a Prüfer group for some
prime p. Let q be a prime different from p. Then Aq 6= A and the factor A/Aq

is finite. Furthermore, A/Aq is the q-component of the periodic abelian group
G/Aq, so that G/Aq = A/Aq×P/Aq where P/Aq is the q′ component of G/Aq.
However all proper subgroups of G/Aq are finitely generated, whereas P/Aq

is a Prüfer p-group which yields a contradiction. It follows that the case when
G is torsion-free does not occur. The result follows.

Lemma 5.76. Let G be a group whose proper subgroups are finitely generated.
If G is not finitely generated, then for every proper normal subgroup H the
factor group G/H is not finitely generated. In particular G is an F-perfect
group.

Proof. Since H is a proper subgroup it is finitely generated. If G/H is finitely
generated, then we obtain the contradiction that G too is finitely generated,
since it is well-known that an extension of one finitely generated group by
another such group is finitely generated. It is then clear that G has no proper
subgroups of finite index.

Lemma 5.77. Let G be a group whose proper subgroups are finitely generated.
If G is locally nilpotent and not finitely generated, then G is a Prüfer p-group
for some prime p.

Proof. Let T = Tor(G). Since G is locally nilpotent T is the set of all elements
of G of finite order and G/T is torsion-free (see [52, Proposition 1.2.11], for
example). If T = G, then each proper subgroup of G is finite and as we noted
earlier in this chapter in this case G is a Prüfer p-group for some prime p.

Hence we may suppose that T is a proper subgroup of G. In this case, since
T is a finitely generated periodic nilpotent group it is finite. The factor group
G/T is not finitely generated and its proper subgroups are all finitely gener-
ated. For now we suppose that T is trivial and hence assume that G is torsion-
free. Since G is locally nilpotent, it has a normal Kurosh-Chernikov system S
whose terms are isolated and whose factors are central (see [62, Theorem 7],
for example). If we suppose that S = {〈1〉, G}, then since G/〈1〉 is central it
follows that G is abelian and we obtain a contradiction to Lemma 5.75. Thus
we may suppose that S contains some proper nontrivial terms and in particu-
lar we let 1 6= H ∈ S be such. Then H is a finitely generated nilpotent group
and in particular H has finite 0-rank. Then, by [52, Theorem 2.3.1] (for exam-
ple), it follows that for some natural number k some term ζk(G) of the upper
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central series of G contains H. In particular it follows that Z = ζ(G) 6= 1.
Using the previous arguments we deduce that the factor group G/Z either is
abelian or itself has nontrivial centre C/Z. In the former case it follows that
G is abelian and we again obtain a contradiction using Lemma 5.75. In the
latter case we choose an element g ∈ C \ Z so that [g,G] 6= 1. The inclu-
sion [g,G] ≤ Z implies that [g.G] is a finitely generated torsion-free abelian
group. On the other hand we have G/CG(g) ∼= [g,G] (see [52, Lemma 3.2.5],
for example) and hence the factor group G/CG(g) is likewise a finitely gen-
erated torsion-free abelian group which contradicts Lemma 5.76. The result
now follows in the general case also.

Lemma 5.78. Let G be a group whose proper subgroups are finitely generated.
If G is radical and not finitely generated, then G is a Prüfer p-group for some
prime p.

Proof. Let R be the Hirsch-Plotkin radical of G. If R = G, then the result
follows from Lemma 5.77 so we may suppose that R is a proper subgroup of G.
Then the hypotheses imply that R is a finitely generated nilpotent subgroup
of G and it follows that the torsion subgroup Tor(R) is finite. If Tor(R) 6= 1,
then the factor group G/CG(Tor(R)) is finite and Lemma 5.76 implies that
G = CG(Tor(R)), so that Tor(R) ≤ ζ(G). In particular the subgroup ζ(G) is
nontrivial.

Suppose next that Tor(R) = 1, so that R is torsion-free. Then its centre Z
is a free abelian group and has finite 0-rank. This implies that Z 6= Zp for each
prime p and of course Z/Zp is finite. Hence the factor group G/CG(Z/Zp) is
also finite and Lemma 5.76 again implies that G = CG(Z/Zp). Hence in this
case we have [g, z] ∈ Zp for all elements g ∈ G, z ∈ Z. This is true for each
prime p and hence [g, z] ∈

⋂
p∈P Z

p = 1. Hence we have Z ≤ ζ(G), so that
once again the centre of G is nontrivial.

It follows from these arguments and a simple mathematical induction that
G is a hypercentral group and the result now follows from Lemma 5.77.

Corollary 5.79. Let G be a group whose proper subgroups are finitely gen-
erated. If G is locally soluble and not finitely generated, then G is a Prüfer
p-group for some prime p.

Proof. Suppose that G is non-abelian. Since G is locally soluble, G has a nor-
mal Kurosh-Chernikov system S whose factors are abelian (see [132, §6], for
example). If we suppose that S = {〈1〉, G}, then the factor G/〈1〉 is abelian,
contrary to our assumption. Hence the system S contains a proper nontrivial
subgroup H. Since H 6= G it is a finitely generated subgroup of the locally
soluble subgroup G, so H is soluble. It then follows that H contains a charac-
teristic abelian subgroup A and since H is normal in G we see that A is normal
in G. An easy mathematical induction shows that G must be hyperabelian
and hence G is a radical group. The result now follows from Lemma 5.78.
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Proposition 5.80. Let G be a group whose proper subgroups are finitely
generated. If G is a locally generalized radical group and not finitely generated,
then G is a Prüfer p-group for some prime p.

Proof. It is not hard to see thatGmust be countable. ThenG has an ascending
chain of finitely generated subgroups

G1 ≤ G2 ≤ · · · ≤ Gn ≤ Gn+1 ≤ . . .
such that G =

⋃
n∈NGn. Each of the subgroups Gn is finitely generated and

furthermore, all subgroups of Gn are also finitely generated. It follows that
Gn has the maximal condition on subgroups and hence is polycyclic-by-finite.
Hence Gn has a greatest soluble normal subgroup Sn of finite index in Gn.
Since S2 is normal in G2 it follows that S1S2 is also soluble and using mathe-
matical induction it is then easy to see that S1S2 . . . Sn is soluble. Hence the
union S =

⋃
n∈N S1S2 . . . Sn is a locally soluble subgroup of G. If S = G, then

the result follows from Corollary 5.79. We may therefore suppose that S is a
proper subgroup of G, so that S is finitely generated and all its subgroups are
finitely generated. Hence S has the maximal condition and it follows that S is
polycyclic. In particular S has finite 0-rank. Let H be an arbitrary proper sub-
group of G. Then H is finitely generated, so H ≤ Gm for some natural number
m. Since Gm/Sm is finite it follows that H/(H∩Sm) is finite and hence H has
finite 0-rank at most r. An application of [52, Theorem 2.5.7] implies that G
has finite 0-rank at most some natural number r1. Then G/Tor(G) is soluble-
by-finite (see [52, Theorem 2.4.13], for example). However, by Lemma 5.76,
G is F-perfect so that G/Tor(G) is soluble. Corollary 5.79 shows that G is
periodic and as we saw earlier in the chapter this means G is a Prüfer p-group,
as required.

We note that in the general case the conclusion of Proposition 5.80 no
longer holds. The work of A. Yu. Olshanskii allows us to construct a corre-
sponding counterexample. For this we need the following remarkable theorem
of Olshanskii [162, Theorem 35.1]

Theorem 5.81. Let {Gλ|λ ∈ Λ} be a finite or countable set of nontrivial
finite or countably infinite groups without involutions. Suppose |Λ| ≥ 2 and
that n is a sufficiently large odd number (at least 1075). Suppose that if λ, µ ∈
Λ and λ 6= µ, then Gλ ∩ Gµ = 1. Then there is a countable simple group
G = OG(Gλ|λ ∈ Λ) containing a copy of Gλ for all λ ∈ Λ with the following
properties:

(i) If x, y ∈ G and x ∈ Gλ \ {1}, y /∈ Gλ, for some λ ∈ Λ, then G is
generated by x and y;

(ii) Every proper subgroup of G is either a cyclic group of order dividing n
or is contained in some subgroup conjugate to some Gλ.

Hence these groups of Olshanskii are 2-generator and have subgroups which
are restricted by the choice of the constituent groups Gλ. An application of
this theorem yields the following examples.
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Proposition 5.82. There is a non-periodic group G which is not finitely
generated, but each proper subgroup of G is finitely generated.

Proof. For each natural number n let Hn be a free abelian group having
finite 0-rank n. Let G1 = H1, let G2 = OG(G1, H2) and, for n ≥ 2, let
Gn+1 = OG(Gn, Hn+1). Note that

H1 � H2 � · · · � Hn � . . .

and let
G =

⋃
n∈N

Gn.

We show that each Gn and each of it subgroups are finitely generated and
to do this we use induction on n. Let L be a subgroup of G2. If L is a proper
subgroup of G2, then Theorem 5.81 implies that either L is finite cyclic or
that L is isomorphic to a subgroup of G1 or H2. In each case it is clearly
true that L is finitely generated. If L = G2, then L is finitely generated by
construction. Hence the induction starts.

Assume now that n ≥ 2 and that we have already proved that Gn is finitely
generated. Let L be a subgroup of Gn+1. If L is a proper subgroup of Gn+1,
then Theorem 5.81 shows that either L is finite cyclic or L is isomorphic to
a subgroup of Gn or Hn+1, so L is finitely generated. If L = Gn+1, then L is
finitely generated by construction.

Let 1 6= K be a subgroup of G. Then the equality G =
⋃
n∈NGn implies

that there exists an integer j such that Gj ∩ K 6= 1. Let x be a nontrivial
element of Gj ∩ K. If Gn ∩ K ≤ Gj for all n ∈ N, then K ≤ Gj and our
work above shows that K is finitely generated. Hence we may assume that
there is a natural number m > j such that Gj ∩K 6= Gm ∩K. Hence there
is an element y ∈ Gm ∩K such that y /∈ Gj ∩K. By Theorem 5.81 it follows
that Gm = 〈x, y〉. On the other hand 〈x, y〉 ≤ K, so we obtain Gm ≤ K. If
Gn ∩K ≤ Gm for all m ∈ N, then K = Gm, but otherwise, as above, there is
a natural number s > m such that Gm∩K 6= Gs∩K and we then deduce that
K = Gs. Continuing this line of argument, we deduce that if K is a proper
subgroup of G, then there is a natural number t such that K ≤ Gt and then
K is finitely generated.

By construction Gn 6= Gn+1 for each natural number n. In particular it
follows that the group G is not finitely generated. This completes the proof.

With these preliminaries out of the way, we now proceed to the study of
antifinitary linear groups. As usual we start with the simplest properties that
such groups possess.

Lemma 5.83. Let A be a vector space over the field F and let G be an
antifinitary subgroup of GL(F,A). If K,L are proper subgroups of G which are
not finitely generated, then the subgroup 〈K,L〉 has finite central dimension.
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Proof. By definition, K,L have finite central dimension, so we can apply
Lemma 4.1 to deduce the result.

Lemma 5.84. Let A be a vector space over the field F and let G be an
antifinitary subgroup of GL(F,A). If K is a proper subgroup of G such that
the finitary radical of G does not contain K, then K is finitely generated.

Proof. If K is not finitely generated, then as G is antifinitary, it follows that K
has finite central dimension. Then K ≤ Fin(G) and we obtain a contradiction
to the hypotheses.

Corollary 5.85. Let A be a vector space over the field F and let G be an
antifinitary subgroup of GL(F,A). Then every proper subgroup of G/Fin(G)
is finitely generated.

Proof. Let D = Fin(G) and let H/D be a proper nontrivial subgroup of
G/D. Then H � D, so H is finitely generated by Lemma 5.84 and hence its
homomorphic image H/D is also finitely generated, as required.

Corollary 5.86. Let A be a vector space over the field F and let G be an
antifinitary subgroup of GL(F,A). If G is a locally generalized radical group,
then G/Fin(G) is either a polycyclic-by-finite group or a Prüfer p-group for
some prime p.

Proof. Once again let D = Fin(G). By Corollary 5.85 each proper subgroup
of G/D is finitely generated. If G/D is finitely generated, then since it satisfies
the maximal condition it follows that G/D is polycyclic-by-finite. If G/D is
not finitely generated, then Proposition 5.80 implies that this factor group
must be a Prüfer p-group for some prime p. This completes the proof.

Lemma 5.87. Let A be a vector space over the field F and let G be an an-
tifinitary subgroup of GL(F,A). If G is soluble and the factor group G/Fin(G)
is not finitely generated, then G is a Prüfer p-group for some prime p.

Proof. Let D = Fin(G). Clearly we have D 6= G and Corollary 5.86 implies
that G/D is a Prüfer p-group for some prime p. If y is an arbitrary element
of G such that y /∈ D, then Lemma 5.84 implies that the subgroup 〈y,D〉 is
finitely generated. Since G/D is a Prüfer p-group it follows that 〈y,D〉/D is
finite. Hence the subgroup D is finitely generated (see [52, Proposition 1.2.13],
for example). Let

1 = D0 ≤ D1 ≤ · · · ≤ Dn−1 ≤ Dn = D

be the derived series of the subgroup D. The proof proceeds by induction on
n. Suppose first that n = 1, so that the subgroup D is abelian and finitely
generated. Then every subgroup of D is finitely generated. If K is a proper
subgroup of G and D does not contain K, then Lemma 5.84 implies that K
is finitely generated. Thus every proper subgroup of G is finitely generated.
Using Proposition 5.80 we deduce that G is a Prüfer p-group.
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Suppose now that n > 1 and that we have already proved that the factor
group G/D1 is a Prüfer p-group. In this case the factor D/D1 is finite. Since
D is finitely generated it follows that D1 is finitely generated (again by [52,
Proposition 1.2.13]). Then since D1 is abelian all subgroups of D1 are finitely
generated. If K is a proper subgroup of G such that D does not contain K,
then our arguments above imply that K is finitely generated. Thus every
proper subgroup of G is finitely generated and again Proposition 5.80 enables
us to deduce that G is a Prüfer p-group, as required.

Theorem 5.88. Let A be a vector space over the field F and let G be an
antifinitary subgroup of GL(F,A). If G is a locally generalized radical group
and the factor group G/Fin(G) is not finitely generated, then G is a Prüfer
p-group for some prime p.

Proof. We let D = Fin(G). Clearly D 6= G and we note that by Corollary 5.86
G/D is a Prüfer p-group for some prime p. If y is an arbitrary element of G
such that y /∈ D, then Lemma 5.84 implies that the subgroup 〈y,D〉 is finitely
generated. Since G/D is a Prüfer p-group it follows that 〈y,D〉/D is finite.
Hence the subgroup D is finitely generated (see [52, Proposition 1.2.13], for
example). It follows that D has finite central dimension. By Lemma 4.1 D
contains a normal nilpotent subgroup L such that the factor group D/L is
isomorphic to some subgroup of GLm(F ), where m = centdimF (D). Since
D/L is generalized radical it contains no nonabelian free subgroups, so D/L
is soluble-by-finite (see [202, Theorem 10.16], for example). Suppose, for a
contradiction, that D/L is not soluble and let S/L be the soluble radical of
D/L. Then G/S is not soluble and D/S is finite. In particular every subgroup
ofD/S is finitely generated. IfK is a proper subgroup ofG containing S andK
is not contained in D, then Lemma 5.84 implies that K is finitely generated.
Then K/S is finitely generated also and this shows that every subgroup of
G/S is finitely generated. Using Proposition 5.80 we see that G/S is a Prüfer
p-group, so that G and hence D is soluble. With this contradiction we see
that D/L is soluble. In turn, it follows that D is soluble and hence so is G.
Lemma 5.87 may now be applied to deduce the result.

We now turn to the case when G/Fin(G) is finitely generated, but G is
not finitely generated.

Lemma 5.89. Let A be a vector space over the field F and let G be an
antifinitary subgroup of GL(F,A). Suppose that G 6= Fin(G) and the factor
group G/Fin(G) is finitely generated. If G is not finitely generated, then the
factor group G/Fin(G) is finite and has prime order p.

Proof. Let D = Fin(G). Since the factor group G/D is finitely generated,
there is a finite subset X of G such that G = 〈X〉D. Let

S = {Y |Y is a finite subset of G such that G = 〈Y 〉D}

and in the family S choose a subset M which has the smallest size.
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Suppose that |M | ≥ 2 so that M has two non-empty subsets X,Y such
that M = X ∪ Y and X ∩ Y = ∅. The choice of M implies that 〈X〉D
and 〈Y 〉D are proper subgroups of G. If 〈X〉D = D, then we have 〈M〉D =
〈Y ∪X〉D = 〈Y 〉D, contrary to the choice ofM . This contradiction implies that
〈X〉D 6= D and by similar reasoning we also have 〈Y 〉D 6= D. Lemma 5.84
then implies that the subgroups 〈X,D〉 and 〈Y,D〉 are finitely generated.
Then, since M = X ∪ Y we deduce that G = 〈M,D〉 = 〈X,Y,D〉 is finitely
generated, contrary to the hypotheses on G. This contradiction shows that M
contains just one element and hence the factor group G/D is cyclic.

If G/D is infinite cyclic or G/D is finite cyclic, with non-prime order, then
G/D contains a proper nontrivial subgroup K/D. Again using Lemma 5.84
we see that K is finitely generated. However in either case the index |G :
K| is finite which implies that G is also finitely generated, again giving a
contradiction. Thus the factor group G/D has prime order and the proof is
complete.

Lemma 5.90. Let A be a vector space over the field F and let G be an
antifinitary subgroup of GL(F,A). Suppose that H,K are subgroups of G such
that H is normal in K and K/H = Dr

λ∈Λ
Kλ/H, where Kλ 6= H for each λ in

the index set Λ. If Λ is infinite, then K has finite central dimension.

Proof. The fact that Λ is infinite ensures the existence of infinite subsets Γ
and ∆ of Λ such that

Γ ∪∆ = Λ and Γ ∩∆ = ∅.

It follows that the subgroups

KΓ/H = Dr
λ∈Γ

Kλ/H and K∆/H = Dr
λ∈∆

Kλ/H

are not finitely generated. Therefore KΓ and K∆ are not finitely generated
either. However, KΓ,K∆ are proper subgroups of G so they must then have
finite central dimension. Then the equality K = KΓK∆ and Lemma 5.83
together imply that K has finite central dimension, as required.

Corollary 5.91. Let A be a vector space over the field F and let G be an
antifinitary subgroup of GL(F,A). Suppose that H,K are subgroups of G such
that H is normal in K and K/H = Dr

λ∈Λ
Kλ/H, where Kλ 6= H for each λ in

the infinite index set Λ. If g is an element of G such that Kλ is 〈g〉-invariant
for each λ ∈ Λ, then g ∈ Fin(G).

Proof. The fact that Kλ is 〈g〉-invariant for each λ ∈ Λ implies that the
subgroups H,K are also 〈g〉-invariant. Since the index set Λ is infinite it
contains a subset Γ such that Λ \ Γ is finite and 〈gH〉 ∩ Dr

λ∈Γ
Kλ/H = 1.

Furthermore Γ contains an infinite subset ∆ such that the subgroup L/H =
( Dr
λ∈∆

Kλ/H) o 〈gH〉 is proper. Then Lemma 5.90 implies that the subgroup
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L has finite central dimension. Since 〈g〉 is a subgroup of L it also has finite
central dimension and hence g ∈ Fin(G) as required.

The next result is then very easy to deduce.

Corollary 5.92. Let A be a vector space over the field F and let G be an
antifinitary subgroup of GL(F,A). Suppose that H,K are subgroups of G such
that H is normal in K and K/H = Dr

λ∈Λ
Kλ/H, where Kλ 6= H for each λ in

the infinite index set Λ. If Kλ is a G-invariant subgroup for each λ ∈ Λ, then
the group G is finitary.

Lemma 5.93. Let A be a vector space over the field F and let G be an
antifinitary subgroup of GL(F,A). Suppose that H,K are subgroups of G such
that H is normal in K and K/H is an infinite elementary abelian p-group for
some prime p. If g is an element of G such that H,K are both 〈g〉-invariant
and gk ∈ CG(K/H) for some natural number k, then g ∈ Fin(G).

Proof. It follows from Lemma 5.12 that K contains a family of 〈g〉-invariant
subgroups

{Bj |H ≤ Bj and Bj/H is finite for each j ∈ N}

such that 〈Bj/H|j ∈ N〉 = Dr
j∈N

Bj/H. Then Corollary 5.91 implies that g ∈

Fin(G).

Corollary 5.94. Let A be a vector space over the field F and let G be an
antifinitary subgroup of GL(F,A). Suppose that H,K are subgroups of G such
that H is normal in K and K/H is a periodic (locally soluble)-by-finite group.
If K/H is not a Chernikov group, then K ≤ Fin(G).

Proof. Let L/H be a normal locally soluble subgroup of K/H which has finite
index in K/H. Since the section K/H is not Chernikov, neither is L/H. Let
g be an element of K. Then a result of D. I. Zaitsev [224] shows that the
section L/H contains a 〈g〉-invariant abelian subgroup A/H which is also not
Chernikov. If the set Π(A/H) is infinite, then Corollary 5.91 implies that
g ∈ Fin(G). Suppose that the set Π(A/H) is finite. Then there is a prime p
such that the p-component P/H of A/H is not Chernikov. Then the lower
layer of P/H, Ω1(P/H), is an infinite elementary abelian p-group. Clearly
Ω1(P/H) is 〈g〉-invariant and Lemma 5.93 implies that g ∈ Fin(G).

Corollary 5.95. Let A be a vector space over the field F and let G be an
antifinitary subgroup of GL(F,A). Suppose that H,K are subgroups of G such
that H is normal in K and K/H is a locally finite group. If K/H is not a
Chernikov group, then K ≤ Fin(G).

Proof. Let g be an arbitrary element of K and consider the subgroup C/H =
CK/H(gH). If C/H is not a Chernikov group, then it contains an abelian sub-
group A/H which is also not Chernikov (see [100, Theorem 5.8], for example).
It easily follows that A/H contains a subgroup D/H which is a direct product
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of infinitely many cyclic subgroups and an application of Corollary 5.91 shows
that g ∈ Fin(G) in this case.

Suppose now that the section C/H is Chernikov. Then by a result of B.
Hartley [79] K/H is a (locally soluble)-by-finite group and since it is periodic
we may apply Corollary 5.94. This again implies that g ∈ Fin(G).

Immediately we may deduce the following interesting result.

Corollary 5.96. Let A be a vector space over the field F and let G be an
antifinitary subgroup of GL(F,A). Suppose that G is an infinite locally finite
group. If G is not a Chernikov group, then G is a finitary linear group.

We now need some further terminology. Let G be a group and let A be a
periodic abelian normal subgroup of G. Then A is said to be G-quasifinite if
A is infinite but every proper G-invariant subgroup of A is finite.

It is not hard to see that a G-quasifinite subgroup A must be a p-group
for some prime p. Then either Ap is a proper subgroup of A or A = Ap. In the
first case Ap must be finite and it follows that A must be a bounded p-group.
It then follows that A is a direct product of cyclic p-subgroups (see the book
of L. Fuchs [58, Theorem 17.2], for example). In this case it also then follows
that |A| = |Ω1(A)|, so that Ω1(A) is infinite. This means that Ω1(A) = A
and hence A is an infinite elementary abelian p-group.

If A = Ap, then the subgroup A must be divisible and in this case the
subgroup Ω1(A) is finite. Then A is a Chernikov p-subgroup (see the book
[52, Corollary 3.1.5], for example).

It is now possible to begin a deeper investigation into the structure of
antifinitary linear groups. When G is infinite and locally finite, but G/Fin(G)
is finitely generated, then of course G/Fin(G) is finite.

Proposition 5.97. Let A be a vector space over the field F and let G be an
antifinitary subgroup of GL(F,A). Suppose that G is an infinite locally finite
group and that the factor group G/Fin(G) is a nontrivial finite group. Then
G satisfies the following conditions:

(i) G/Fin(G) has prime order p;

(ii) G = K〈g〉 where K is a normal subgroup of G and g is a p-element;

(iii) K is a q-subgroup for some prime q; moreover K = Dr
1≤j≤m

Cj where Cj

is a Prüfer q-subgroup for 1 ≤ j ≤ m;

(iv) K is G-quasifinite;

(v) if q = p, then m = pk(p− 1), where pk = |〈g〉/C〈g〉(K)|;

(vi) if q 6= p, then m is the order of q modulo pk and pk = |〈g〉/C〈g〉(K)|.
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Proof. Corollary 5.96 implies that G must be a Chernikov group, since
G/Fin(G) is nontrivial. Using Lemma 5.89 we see that the factor group
G/Fin(G) has prime order p. Hence there is a p-element g such that G =
〈g〉Fin(G). This proves (i) and (ii). Let K denote the divisible part of the
group G. Since K is an infinite Chernikov group it is not finitely generated
and the subgroup 〈gp〉K is a proper subgroup of G that is also not finitely
generated. Hence, since G is antifinitary, 〈gp〉K has finite central dimension
so Fin(G) = 〈gp〉K.

Suppose that K contains a proper infinite G-invariant subgroup L. Then
〈g〉L is a proper subgroup of G and since it is not finitely generated it follows
that 〈g〉L has finite central dimension. In this case however Lemma 5.1 implies
that 〈g〉 has finite central dimension also. Then the equality G = 〈g〉K and
Lemma 4.1 together imply that G has finite central dimension, contrary to
the hypotheses on G. This contradiction shows that the subgroup K is G-
quasifinite which proves (iv). In particular, it follows that K is a q-subgroup
for some prime q which proves (iii). Finally assertion (v) follows from the
results of [220, Section 3] while (vi) follows from [78, Theorem 3.4].

In the last result the group G/Fin(G) was finite. Now we assume that G
is not finitely generated, but that G/Fin(G) is.

Lemma 5.98. Let A be a vector space over the field F and let G be an
antifinitary subgroup of GL(F,A). Suppose that the group G is not finitely
generated and that D = Fin(G) 6= G. Suppose also that the factor group G/D
is finitely generated. Then D/D′ is a Chernikov group.

Proof. Let K = D′, the derived subgroup of D. Clearly we may suppose
that D 6= K. It follows from Lemma 5.89 that the factor group G/D has
prime order p. Then we can choose an element g such that G = 〈g〉D. Let
T/K = Tor(D/K) and suppose, for a contradiction, that D 6= T .

First we suppose that the factor group D/T is finitely generated, so
that there exists a finite subset S such that D = 〈S, T 〉. If we now sup-
pose that the subgroup 〈g, T 〉 is finitely generated, then we deduce that
G = 〈g,D〉 = 〈g, S, T 〉 is finitely generated which contradicts the hypothe-
ses on G. Hence 〈g, T 〉 is not finitely generated. Furthermore, if we suppose
that 〈g, T 〉 is a proper subgroup of G, then it has finite central dimension,
since G is antifinitary. Then Lemma 5.1 implies that g ∈ D = Fin(G), again
a contradiction. Therefore G = 〈g, T 〉. Since gp ∈ D it follows that D = 〈gp〉T .
If now we suppose that g has finite order, then the element gp has finite order
also and hence gp ∈ T . This implies that D = T , contradicting our supposition
that D 6= T . Hence the element g has infinite order. Since the factor group
D/T is torsion-free it is clear that 〈g〉 ∩ T = 1. Let q be a prime different
from p. Then the subgroup 〈gq〉T is a proper subgroup of D. It cannot be
finitely generated otherwise G would also be finitely generated. Thus since G
is antifinitary the subgroup 〈gq〉T has finite central dimension and Lemma 5.1
implies that gq ∈ D = Fin(G). The choice of q implies that 〈g〉 = 〈gq〉〈gp〉 so
that g ∈ Fin(G), yet another contradiction.
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It follows that the factor D/T is not finitely generated. Suppose, for a
further contradiction, that D/T has infinite 0-rank. Then there is a subgroup
B/T of D/T such that 〈gT 〉 ∩B/T = 1 and the section D/B is a torsion-free
group of finite 0-rank. Since gp ∈ D, the family {Bx/T |x ∈ 〈g〉} is finite and
we let

{Bx/T |x ∈ 〈g〉} = {B1/T, . . . , Bn/T}.

For each x ∈ 〈g〉 the isomorphism D/Bx = Dx/Bx ∼= D/B implies that every
section D/Bj is a torsion-free abelian group having finite 0-rank for 1 ≤ j ≤ n.
Let

C/T = ∩x∈〈g〉Bx/T = B1/T ∩ · · · ∩Bn/T.

The subgroup C is 〈g〉-invariant and Remak’s theorem gives an embedding
from D/C into the direct product D/B1× · · · ×D/Bn. This shows that D/C
is a torsion-free abelian group of finite 0-rank and hence the subgroup C/T has
infinite 0-rank. The fact that gp ∈ D implies that the subgroup 〈cxT |x ∈ 〈g〉〉
is finitely generated for each element c ∈ C. Hence the subgroup 〈gT,C/T 〉 is
not finitely generated and it follows that its preimage 〈g, C〉 also is not finitely
generated. The choice of C shows that 〈g, C〉 is a proper subgroup of G and
since G is antifinitary we deduce that 〈g, C〉 has finite central dimension.
Lemma 5.1 implies that g ∈ Fin(G) which again yields a contradiction. This
contradiction shows that the factor D/T has finite 0-rank.

Next we choose a subgroup U of D such that T ≤ U , U/T is a free abelian
group of finite 0-rank and D/U is periodic. Let V/T = (U/T )G/T . Since G/D
is finite, the factor V/T is finitely generated, so Corollary 5.94 implies that
G/V is a Chernikov group. It follows that the factor group D/T is minimax.

Suppose that 〈gT 〉 ∩ D/T = 1. Since D/T is minimax, there is a prime
number r such that D1/T = (D/T )r 6= D/T . Then

〈gT,D1/T 〉 6= 〈gT,D/T 〉 = G/T,

so that the subgroup 〈g,D1〉 is a proper subgroup of G. The fact that D/T
is minimax implies that the factor D/D1 is finite and hence 〈g,D1〉 has finite
index in G. Hence 〈g1, T 〉 is not finitely generated so must have finite central
dimension, since G is antifinitary. Thus the subgroup 〈g〉 has finite central
dimension by Lemma 5.1 and this is yet another contradiction.

Hence the intersection 〈gT 〉∩D/T is nontrivial. In particular, the element
gT has infinite order and CD/T (gT ) is nontrivial. Since D/T is torsion-free
abelian Z/T = CD/T (gT ) is a pure subgroup of D/T . Suppose that Z/T
is finitely generated so that the factor D/Z is torsion-free and not finitely
generated. Since 〈g〉Z ∩ D/Z = 1 we may repeat the arguments above and
obtain a contradiction. This contradicition shows that Z/T is not finitely
generated.

In this case the section 〈g, Z〉/T is also not finitely generated and we
then deduce that the subgroup 〈g, Z〉 is likewise not finitely generated. If we
suppose that 〈g, Z〉 is a proper subgroup of G, then as above we obtain a
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contradiction which shows that G = 〈g, Z〉. This shows, in other words, that
the factor group G/T is a torsion-free abelian minimax group.

Let
P/〈g, T 〉 = Tor(G/〈g, T 〉)

and choose primes t, s such that s, t /∈ Π(G/〈g, T 〉) and t 6= s.Then
〈g, T 〉/〈gs, T 〉 is the finite s-component of G/〈gs, T 〉 and 〈g, T 〉/〈gt, T 〉 is the
finite t-component of G/〈gt, T 〉. Then

G/〈gs, T 〉 = 〈g, T 〉/〈gs, T 〉 × U/〈gs, T 〉 and

G/〈gt, T 〉 = 〈g, T 〉/〈gt, T 〉 × V/〈gt, T 〉

for certain subgroups U, V of G (using [58, Theorem 27.5], for example).
Clearly the subgroups U and V have finite index in G, so neither of them
are finitely generated. Since G is antifinitary it follows that U, V have finite
central dimension and Lemma 5.1 implies that gs, gt ∈ Fin(G). However, our
choice of s, t implies that 〈g〉 = 〈gs〉〈gt〉 from which it follows that g ∈ Fin(G)
also, contrary to the choice of g. This final contradiction implies that D/D′

must be periodic, Then an application of Corollary 5.94 shows that D/D′

must be Chernikov.

Corollary 5.99. Let A be a vector space over the field F and let G be an
antifinitary subgroup of GL(F,A). Suppose that the group G is not finitely
generated and that Fin(G) 6= G. Suppose also that the factor group G/Fin(G)
is finitely generated. If R is the finite residual of G, then G 6= R and G/R is a
finite cyclic p-group for some prime p. In particular, R is an F-perfect group.

Proof. Let D = Fin(G). Using Lemma 5.89 we see that the factor group G/D
is finite and its order is a prime p. Since G 6= D, the finiteness of G/D implies
that G 6= R. Let g be an element of G such that G = 〈g〉D. If H is a normal
subgroup of G of finite index, then the subgroup 〈g〉H also has finite index
and hence 〈g〉H is not finitely generated. Since g /∈ D and G is antifinitary
we have that G = 〈g〉H and hence the factor group G/H is abelian. Using
Remak’s theorem we deduce that the factor group G/R is also abelian. Since
G/D is finite we also have R ≤ D. If R = D, then the result follows. If R 6= D,
then D′ ≤ G′ ≤ R and Lemma 5.98 implies that G/D′ is a Chernikov group.
However G/R is residually finite and also Chernikov, so G/R must be finite.
Then 〈g〉R is not finitely generated and as above G = 〈g〉R. It is easy to see
that the factor group G/R must be a p-group. This completes the proof.

Corollary 5.100. Let A be a vector space over the field F and let G be
an antifinitary subgroup of GL(F,A). Suppose that the group G is not finitely
generated and that Fin(G) 6= G. Suppose also that the factor group G/Fin(G)
is finitely generated. If R is the finite residual of G and R 6= R′, then G/R′ is
an infinite Chernikov group.

Proof. The proof of this result simply repeats the arguments given in the proof
of Lemma 5.98.
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Proposition 5.101. Let A be a vector space over the field F and let G be
an antifinitary subgroup of GL(F,A). Suppose that the group G is not finitely
generated and that Fin(G) 6= G. Suppose also that the factor group G/Fin(G)
is finitely generated. If G is a locally generalized radical group, then G is locally
finite.

Proof. Let R be the finite residual of the group G. By Corollary 5.99 the
factor group G/R is finite cyclic and has order pn for some prime p. Hence we
can choose an element g such that G = 〈g〉R. Since G/R is finite and G is not
finitely generated, R isn’t finitely generated either. Since G is antifinitary it
follows that R has finite central dimension and, since G 6= Fin(G), Lemma 4.1
implies that g /∈ Fin(G).

Let C = CA(R) so that C has finite codimension inA. Let n = dimF (A/C)
and let H = CR(A/C). Then we may think of R/H as a locally generalized
radical subgroup of GLn(F ). Since a locally generalized radical group contains
no nonabelian free subgroups it follows using the Tits alternative that R/H
contains a normal soluble subroup K/H such that R/K is locally finite (see
[202, Corollary 10.17], for example). Lemma 4.1 shows that the subgroup H is
abelian and hence K is also soluble. Since G/R is finite L = KG is a product of
finitely many soluble normal subgroups of R. Hence L is a soluble G-invariant
subgroup and the factor G/L is locally finite.

Let
1 = L0 ≤ L1 ≤ · · · ≤ Lk−1 ≤ Lk = L

be a series of G invariant subgroups of L whose factors are abelian and without
loss of generality we may suppose that each factor in this series either is
periodic or is torsion-free.

Assume that L is not periodic. Then there is a natural number m such that
the factor Lm+1/Lm is torsion-free but the factor L/Lm+1 is periodic, so that
R/Lm+1 is then locally finite. By Corollary 5.95 the factor group G/Lm+1

must be Chernikov. Corollary 5.99 implies that R is an F-perfect group
which means that R/Lm+1 is a divisible Chernikov group. Since the factor
Lm+1/Lm is torsion-free abelian, Corollary 5.100 shows that R 6= Lm+1 and
in turn this implies that the subgroup 〈g, Lm+1〉 is proper. Since g /∈ Fin(G),
Lemma 5.84 and the fact that G is antifinitary together imply that 〈g, Lm+1〉 is
a finitely generated subgroup of G. Hence the section U/Lm = 〈g, Lm+1〉/Lm
is finitely generated. Then U/Lm+1 is finitely generated and also locally finite
so U/Lm+1 is finite. Then Lm+1/Lm is finitely generated (see [52, Propo-
sition 1.2.13], for example). Since Lm+1/Lm is torsion-free abelian we can
identify G/CG(Lm+1/Lm) with a subgroup of GLr(Z) where r is the 0-rank
of Lm+1/Lm. It is well-known that the periodic subgroups of GLr(Z) are finite
(see [202, Theorem 9.33], for example). We already know that the factor group
G/Lm+1 is locally finite so the factor group G/CG(Lm+1/Lm) is finite. It fol-
lows that R ≤ CG(Lm+1/Lm). In other words the factor Lm+1/Lm is central
in R. Then (R/Lm)′ is periodic (see [52, Corollary 1.5.17], for example). It fol-
lows that R has a non-periodic abelian factor group, yielding a contradiction
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with Corollary 5.100. This contradiction shows that the subgroup L is periodic
and hence G must also be periodic, so locally finite.

We summarize the preceding results in the following theorem.

Theorem 5.102. Let A be a vector space over the field F and let G be an
antifinitary subgroup of GL(F,A). Suppose that G is an infinite locally gener-
alized radical group such that Fin(G) 6= G.

(a) If the factor group G/Fin(G) is not finitely generated, then G is a Prüfer
p-group for some prime p.

(b) If G/Fin(G) is finitely generated, but G is not finitely generated, then
G satisfies the following conditions:

(i) G/Fin(G) has prime order p, for some prime p;

(ii) G = K〈g〉 for some normal subgroup K of G and some p-element
g;

(iii) there is a prime q, a natural number m and Prüfer q-subgroups Cj,
for j = 1, . . . ,m such that K = Dr

1≤j≤m
Cj;

iv) K is G-quasifinite;

((v) if q = p, then m = pk(p− 1) where pk = |〈g〉/C〈g〉(K)|;
(vi) if q 6= p, then m is the order of q modulo pk and pk = |〈g〉/C〈g〉(K)|.

Proof. (a) If the factor group G/Fin(G) is not finitely generated, then Theo-
rem 5.88 implies that G is a Prüfer p-group for some prime p.

(b) If G/Fin(G) is finitely generated, then Proposition 5.101 implies that
the group G is locally finite and Proposition 5.97 can then be applied to give
the result.

The final set of results in this section is concerned with the finitely gener-
ated antifinitary linear groups. We start with the following result.

Lemma 5.103. Let A be a vector space over the field F and let G be an an-
tifinitary subgroup of GL(F,A). Suppose that G is an infinite finitely generated
radical group. Then the finitary radical of G has finite central dimension and
G is soluble.

Proof. Since G is finitely generated, it cannot be a finitary linear group so
G 6= Fin(G). Then Corollary 5.86 implies that the factor group G/Fin(G) is
polycyclic. If Fin(G) is not finitely generated it follows that Fin(G) has finite
central dimension, as G is antifinitary. If Fin(G) is finitely generated, then it
has finite central dimension by Lemma 5.1. The fact that G is soluble follows
from Lemma 5.15.
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Lemma 5.104. Let A be a vector space over the field F and let G be an
antifinitary subgroup of GL(F,A). Suppose that G is an infinite finitely gen-
erated soluble group. Suppose that U, V are normal subgroups of G such that
U ≤ V and the factor V/U is abelian. If g /∈ Fin(G), the Z〈g〉-module V/U
is finitely generated.

Proof. Suppose the contrary and let V/U be a Z〈g〉-module that is not finitely
generated. Then there is an infinite subset of elements {vn|n ∈ N} of V such
that

〈v1U, . . . , vnU〉〈g〉 6= 〈v1U, . . . , vnU, vn+1U〉〈g〉

for each natural number n. Let

Vn = 〈v1U, . . . , vnU〉〈g〉 for each n ∈ N and W = ∪n∈NVn.

Suppose, for a contradiction, that 〈W/U, gU〉 is finitely generated. In this case
there exist elements w1, . . . , wm ∈ W such that W/U = 〈w1U, . . . , wmU〉〈g〉
by [5]. By the construction of W it follows that there is a natural number
t such that the subgroup Vt contains all the elements w1, . . . , wm. Since the
subgroups Vn are 〈g〉-invariant we deduce that

〈w1U, . . . , wmU〉〈g〉 ≤ Vt/U 6= Vt+1/U.

On the other hand,

Vt+1/U ≤W/U = 〈w1U, . . . , wmU〉〈g〉

which gives the contradiction sought. It follows that 〈W/U, gU〉 is not finitely
generated. Hence the subgroup 〈W,u〉 isn’t finitely generated either and since
G is finitely generated we see that 〈W, g〉 is a proper subgroup of G. But G
is antifinitary so 〈W, g〉 has finite central dimension and hence Lemma 5.1
implies that 〈g〉 also has finite central dimension. Thus g ∈ Fin(G), contrary
to the choice of g. This contradiction proves the result.

Our final result in this chapter gives some details concerning the structure
of a finitely generated antifinitary group.

Theorem 5.105. Let A be a vector space over the field F and let G be an
antifinitary subgroup of GL(F,A). Suppose that G is an infinite finitely gen-
erated radical group such that G 6= Fin(G) Then the group G satisfies the
following conditions.

(i) Fin(G) has finite central dimension;

(ii) G contains a normal subgroup U such that G/U is polycyclic;

(iii) there is a natural number m such that (x − 1)m = 0 for each element
x ∈ U , so that every element of U is unipotent and the subgroup U is
nilpotent;
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(iv) if char (F ) = 0, then U is torsion-free and if char (F ) is a prime p,
then U is a bounded subgroup;

(v) U satisfies the maximal condition on 〈g〉-invariant subgroups for each
element g /∈ Fin(G).

Proof. Lemma 5.103 implies that G is soluble and that the finitary radical
Fin(G) of G has finite central dimension. Corollary 5.86 implies that the
factor group G/Fin(G) is polycyclic. Let C = CA(Fin(G)) so that C has
finite codimension in A. Then the vector space A has a finite series of G-
invariant subspaces

0 = C0 ≤ C1 = C ≤ C2 ≤ · · · ≤ Cm = A

such that the factors C2/C1, . . . Cm/Cm−1 are finite dimensional and G-chief.
Applying Maltsev’s theorem (see [202, Lemma 3.5], for example) we see that
the factors G/CG(C2/C1), . . . , G/CG(Cm/Cm−1) are abelian-by-finite groups.
Since G is finitely generated these factors are polycyclic. Let

U = CG(C1) ∩ CG(C2/C1) ∩ · · · ∩ CG(Cm/Cm−1).

The inclusion Fin(G) ≤ CG(C1) shows that the factor group G/CG(C1) is
also polycyclic and by Remak’s theorem there is an embedding

G/U −→ G/CG(C1) ∩G/CG(C2/C1) ∩ · · · ∩G/CG(Cm/Cm−1),

which proves that the factor group G/U is also polycyclic. Each element of
U acts trivially on each of the factors Cj+1/Cj for 0 ≤ j ≤ m − 1 so we can
apply Theorem 1.2 to obtain (iii) and (iv).

Finally suppose that g /∈ Fin(G). Then the cyclic subgroup 〈g〉 has infinite
central dimension. Because U is nilpotent it has a finite upper central series
whose terms are G-invariant subgroups of G and whose factors are abelian.
Lemma 5.104 implies that each factor of this series is finitely generated as a
Z〈g〉-module. Since the group ring Z〈g〉 is clearly Noetherian it follows that
each factor of the series is a Noetherian Z〈g〉-module. Since the upper central
series of U is finite it is then an easy matter to prove that U satisfies the
maximal condition on 〈g〉-invariant subgroups.

In conclusion we observe that the study of infinite dimensional linear
groups in which the family of subgroups having infinite central dimension and
satisfying some classical finiteness condition has been carried out in various
other cases. Our goal in this chapter was to give the general flavour of some
of the results that can be obtained when certain finiteness conditions hold, so
we presented only three key situations. The interested reader can also find a
number of papers related to the results in this chapter, a list which includes,
but is not limited to, the following papers: O. Yu Dashkova, M. R. Dixon and
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L. A. Kurdachenko [38, 39], M. R. Dixon and L. A. Kurdachenko [44], M.
R. Dixon, L. A. Kurdachenko, J. M. Muñoz-Escolano and J. Otal [47], L. A.
Kurdachenko, J. M. Muñoz-Escolano, J. Otal [108, 109], L. A. Kurdachenko,
J. M. Muñoz-Escolano, J. Otal and N. N. Semko [110, 111, 112] and J. M.
Muñoz-Escolano, J. Otal and N. N. Semko [151].



Chapter 6

Covering by Finite Dimensional
Subspaces

Linear Actions with Finite Orbits

As usual we let G denote a linear group, so that G is a subgroup of
GL(F,A), for some (usually infinite dimensional) vector space A over a field F .
As we already saw in the earlier chapters, the family of G-invariant subspaces,
the properties of the group’s elements, the size, location and saturation of the
family of all subspaces, G-invariant subspaces and so on, have a significant
effect on the structure of the linear group G. The case when the family of
G-invariant subspaces consists of just two subspaces, namely the space itself
and the zero subspace was considered in Chapter 2. In the current chapter
we consider another extreme, which is really the exact opposite of that in
Chapter 2.

Suppose, for example, that every subspace of A is G-invariant, akin to the
situation in abstract group theory, when every subgroup is a normal subgroup
(such groups are usually called Dedekind groups). The structure of groups
when every subgroup is normal is well-known (due to R. Dedekind and R.
Baer, see the book of D. J. S. Robinson [184, 5.3.7], for example). In the situ-
ation when all the subspaces are G-invariant it follows that for each element
a ∈ A the subspace Fa is G-invariant and hence if f, g are arbitrary elements
of the linear group G, then f(a) = αa, g(a) = βa, for certain elements α, β of
the field F . We then have

(fg)(a) = f(g(a)) = f(βa) = βf(a) = β(αa) = βαa

and similarly
(gf)(a) = βαa

Since αβ = βα in the field F it follows that (fg)(a) = (gf)(a) is valid for
each element a of A and hence fg = gf . Thus for linear groups the situation
is somewhat simpler, for in this case the group G must be abelian.

This simple example nevertheless gives a good illustration of the influence
that a family of G-invariant subspaces can have on the structure of the group

247
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G. Figuratively speaking, if the family of G-invariant subspaces is quite large,
then the group will, to a greater or lesser extent, be close to being abelian. As
before, in this chapter we shall consider linear groups that are in one sense or
another close to finite dimensional.

In Chapter 1 for a linear group G we considered the G-invariant subspace

FOG(A) = {a ∈ A|aG is finite }
= {a ∈ A|CG(a) has finite index in G}.

Now we will consider the situation when A = FOG(A). We shall say that
the linear group G has finite orbits on A if the orbits aG are finite for every
element a of the vector space A. As we saw in Chapter 1 if the G-orbit of an
element a is finite, then |aG| = |G : CG(a)|.

For the group G, one of the natural actions of G on itself is the action of
conjugation by a given element. At the same time for an abstract group the
orbit of an element g ∈ G is the conjugacy class {x−1gx = gx|x ∈ G}. Hence
we may consider the class of linear groups having finite orbits on A as an
analogue of the class of FC-groups, which has been studied extensively (see
the book of M. J. Tomkinson [199], for example).

To begin, we note some properties of linear groups having finite orbits. We
recall that if B is a G-invariant subspace of A, then there is a natural action
of G on both the vector spaces B and A/B.

Proposition 6.1. Let F be a field and let A be a vector space over F .

(i) If G is a subgroup of GL(F,A) having finite orbits on A and if K is a
subgroup of G, then K has finite orbits on A.

(ii) If G is a subgroup of GL(F,A) having finite orbits on A and if B is a
G-invariant subspace of A, then G has finite orbits on B.

(iii) If G is a subgroup of GL(F,A) having finite orbits on A and if B is a
G-invariant subspace of A, then G has finite orbits on A/B.

(iv) If Gis a subgroup of GL(F,A) having finite orbits on A, then G is resid-
ually finite;

(v) If {Gλ|λ ∈ Λ} is a family of finite groups and G = Cr
λ∈Λ

Gλ, then for each

field F there is a vector space V over F such that G has finite orbits on
V .

(vi) If G is a residually finite group, then for each field F there exists a vector
space V over F such that G has finite orbits on V .

Proof. The proofs of parts (i)-(iii) are very easy and are omitted.
(iv) In Chapter 1 we noted that the centralizer of each G-orbit is a normal

subgroup of G. We have also noted that |aG| = |G : CG(a)| for every element
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a ∈ A. Let aG = {a1, a2, . . . , an}. Then from the equality CG(aG) = CG(a1)∩
CG(a2)∩ · · · ∩CG(an) we deduce that CG(aG) has finite index in G. However
A is the union of all the G-orbits, so

⋂
a∈A CG(aG) = CG(A) = 1 and it now

follows that G is residually finite.
(v) First we suppose that G is an arbitrary group and we let F be an

arbitrary field. We choose a vector space W (G) having a basis B such that the
cardinalities of B and G are the same. In this case we can index the elements
of the basis B using the elements of the group G so we write B = {bg|g ∈ G}. If
g, x ∈ G we now define an action of G on the basis B by setting gbx = bgx and
then extend this natural action in the obvious way to the whole space W (G).
It is clear that CG(W (G)) = 1, so we can think of G as being a subgroup of
GL(F,W (G)).

For every group Gλ in the given family we now construct the corresponding
vector space Aλ = W (Gλ). We set V =

⊕
λ∈ΛAλ, the direct sum of the F -

vector spaces Aλ and let G be the Cartesian product of the groups Gλ, for
λ ∈ Λ. Thus G = Cr

λ∈Λ
Gλ. Every element of V can be written in the form∑

λ∈Λ aλ, where aλ ∈ Aλ and aλ = 0 for all but finitely many of the indices
λ. For each λ ∈ Λ, let gλ ∈ Gλ and aλ ∈ Aλ. We define an action of G on V
by

(gλ)λ∈Λ

(∑
λ∈Λ

aλ

)
=
∑
λ∈Λ

gλaλ.

We see at once, from this definition, that

Cr
µ∈Λ,µ6=λ

Gµ = CG(Aλ),

which implies the equation

CG(V ) =
⋂
λ∈Λ

CG(Aλ) =
⋂
λ∈Λ

Cr
µ∈Λ,µ6=λ

Gµ = 1.

This shows that we can think of G as a subgroup of GL(F, V ). To show
that G has finite orbits on V , let a be an arbitrary element of V , so that
a =

∑
λ∈Λ aλ for certain elements aλ ∈ Aλ and let Γ be the support of a, so

Γ = {λ ∈ Λ|aλ 6= 0}. Then we have a =
∑
λ∈Γ aλ and it is then clear that

Cr
λ∈Λ\Γ

Gλ ≤ CG(a). Since the groups Gλ are finite, it follows that CG(a) has

finite index in G. Of course we know that |aG| = |G : CG(a)| for all a ∈ A, so
we deduce that the G-orbit of every element a ∈ A is finite.

(vi) Now let G be an arbitrary residually finite group. Then G has a family
of normal subgroups {Kλ|λ ∈ Λ} such that Gλ = G/Kλ is finite for each λ ∈ Λ
and

⋂
λ∈ΛKλ = 1. We define the mapping Ψ : G −→ Cr

λ∈Λ
Gλ by setting Ψ(g) =

(gKλ)λ∈Λ, for each g ∈ G. By the classical theorem due to Remak, it follows
that Ψ is an embedding of G into Cr

λ∈Λ
Gλ, because ker(Ψ) =

⋂
λ∈ΛKλ = 1.

We can identify G with this image in Cr
λ∈Λ

Gλ.
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Now let F be an arbitrary field. By (v) there is a vector space V over F
such that Cr

λ∈Λ
Gλ is a subgroup of GL(F, V ) and such that Cr

λ∈Λ
Gλ has finite

orbits. By (i) G also has finite G-orbits on V as required.

As we see from this result the fact that the orbits of all elements are finite
is equivalent to the finite approximability (residual finiteness) of the group.
The theory of residually finite groups is quite well established and has many
interesting results, but this theory is not really near completion. Thus to
proceed further we shall need to impose some further restrictions. Returning
to our analogy between linear groups having finite orbits and FC-groups, the
same can also be said concerning the theory of FC-groups. In the theory
of FC-groups some subclasses of groups emerged naturally and occupied a
special place in this theory. One such subclass appeared in the paper [155],
for example. In this paper B. H. Neumann discussed the class of groups in
which the conjugacy classes are finite but of bounded size. Neumann called
such groups BFC-groups and proved that such groups are finite-by-abelian.
Thus in this case the derived subgroup G′ of the BFC-group G is finite. There
is a natural analogue of such groups when we discuss linear groups.

As usual, we let A be a vector space over the field F and let G denote a
subgroup of GL(F,A). We say that G has boundedly finite orbits on A if there
is a natural number b such that |aG| ≤ b, for each element a of A.

We let IoA(G) = max{|aG||a ∈ A} and first discuss some simple situations
when the values of IoA(G) are small.

If IoA(G) = 1, then aG = {a} for each element a ∈ A. It follows that
ga = a for all g ∈ G. Thus in this case G is the trivial group.

Suppose that IoA(G) = 2 and let a be an element of A such that aG 6= {a}.
In this case the group G contains an element g such that ga 6= a. For the el-
ement g2a = g(g(a)) we have two choices, namely g2a = a or g2a = ga.
However, in the latter case we immediately deduce that ga = a, contradicting
the choice of g. Thus g2a = a. If d is a further element of A such that gd 6= d,
then the above argument can be repeated to deduce that g2d = d. Conse-
quently, for each arbitrary element c of the space A we have gc = c or g2c = c.
It follows that g has order 2, so that in this case the group G is an elementary
abelian 2-group. Of course, conversely, if G is an elementary abelian 2-group,
then IoA(G) = 2.

We now give an example of a group with boundedly finite orbits.

Example 6.2. Let F be an arbitrary field and let A be a vector space over
F having the countable basis {c, an|n ∈ N}. For each natural number n, we
define a linear transformation gn : A −→ A as follows:

gn(a) =


a if a = c

a+ c if a = an

a if a = ak whenever k 6= n
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This mapping is then extended linearly in the usual manner. Let n 6= t be
natural numbers. We have

gngt(c) = gn(gt(c)) = gn(c) = c

gngt(an) = gn(gt(an)) = gn(an) = an + c

gngt(at) = gn(gt(at)) = gn(at + c) = gn(at) + gn(c) = at + c

gngt(ak) = gn(gt(ak)) = gn(ak) = ak whenever k 6= n, t

We can see from the above equalities that gngt = gtgn for all n, t ∈ N and
it follows that the group G = 〈gn|n ∈ N〉 is abelian. Furthermore,

gmn (c) = c, gmn (an) = an +mc and gmn (ak) = ak whenever k 6= n.

It follows that if F has characteristic the prime p, then the linear trans-
formation gn has prime order p, so that G is an elementary abelian p-group;
if F has characteristic 0, then gn has infinite order and G is a free abelian
group. Thus in the case when char (F ) = p we have aG = {an, an + c, an +
2c, . . . , an+(p−1)c}. It follows that [G, an] ≤ Fc for each n ∈ N. In turn this
implies that [G,A] ≤ Fc. Since aG ⊆ a+ [G,A], this means that |aG| ≤ p for
each element a ∈ A. Thus G has boundedly finite orbits on A and in this case
IoA(G) = p.

Taking into account the above-mentioned result of B. H. Neumann con-
cerning the structure of BFC-groups and the natural similarity between the
derived subgroup and the G-commutator subspace of a vector space we pose
the following very natural question.

• Let F be a field, let A be a vector space over F and let G be a subgroup of
GL(F,A). Suppose that G has boundedly finite orbits on A. Is it then
the case that the G-commutator subspace [G,A] has finite dimension
over F?

We note at once however that the answer to this question is negative as
the following example shows.

Example 6.3. Let F be an arbitrary field of characteristic 0 and suppose that
F is not a finite extension of the field Q of rational numbers. For example, F
could be the field of real numbers. As usual we can consider F as a vector space
over Q. The function h : F −→ F defined by h(x) = −x for each x ∈ F is
clearly linear and the definition of h implies that [h, x] = −2x for all elements
x ∈ F , from which it follows that [h, F ] = F . Thus dimQ([h, F ]) is infinite.
However, for each element x ∈ F we have x〈h〉 = {x,−x} which shows that
the linear group 〈h〉 has boundedly finite orbits on A. Indeed IoA(〈h〉) = 2 in
this case.
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For the prime characteristic case we have the following example (we note
that the example above can be modified slightly to also give examples in all
cases but those of characteristic 2).

Example 6.4. Let F be a field of prime characteristic p and let A be a
vector space over F having a countable basis {an|n ∈ N}. Define a linear
transformation f : A −→ A by

f(a2n) = a2n, f(a2n+1) = a2n+1 + a2n for all natural numbers n.

It is easy to show that f is an F -automorphism of A. We have

[f, a2n] = 0, [f, a2n+1] = a2n+1 + a2n − a2n+1 = a2n, for all n ∈ N,

from which it follows that [f,A] =
⊕

n∈N Fa2n and hence [F,A] has infinite
dimension over F . Furthermore,

a
〈f〉
2n = {a2n} and

a
〈f〉
2n+1 = {a2n+1, a2n+1 + a2n, a2n+1 + 2a2n, . . . a2n+1 + (p− 1)a2n},

which implies that |a〈f〉| ≤ p for each element of the vector space A. Thus in
this instance IoA(〈f〉) = p.

The examples above appear to show that the situation of a linear group,
having boundedly finite orbits, looks more complicated than the situation for
BFC-groups.

The next few results in this chapter were obtained in the paper [48] of M.
R. Dixon, L. A. Kurdachenko and J. Otal where the more general situation
of modules over group rings was considered, but here we shall limit ourselves
to considering only the case of linear groups.

We begin our consideration with elementary properties of linear groups
having boundedly finite orbits.

Proposition 6.5. Let A be a vector space over the field F and let G be a
subgroup of GL(F,A) having boundedly finite orbits on A.

(i) If H is a subgroup of G, then H has boundedly finite orbits on A; more-
over IoA(H) ≤ IoA(G);

(ii) if B is a G-invariant subspace of A, then G has boundedly finite orbits
on B; moreover IoB(G) ≤ IoA(G);

(iii) if B is a G-invariant subspace of A, then G has boundedly finite orbits
on A/B; moreover IoA/B(G) ≤ IoA(G);

(iv) if H is a subgroup of G and if B,C are G-invariant subspaces of A
such that C ≤ B, then H has boundedly finite orbits on B/C; moreover
IoB/C(H) ≤ IoA(G);
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(v) G can be embedded in a Cartesian product of finite groups whose orders
divide IoA(G)!. In particular G is a locally finite group of exponent at
most IoA(G)!.

Proof. The assertions (i)-(iv) are very easy to prove.
(v) In Chapter 1 we noted that the centralizer of each G-orbit is a normal

subgroup of G. We have also noted that |aG| = |G : CG(a)| for each element
a of A. Let t = IoA(G) and let aG = {a1, a2, . . . , an} where n ≤ t so that
|G : CG(a)| ≤ t. It follows that the index of coreG CG(a) in G is finite and
at most t!. As we saw in Chapter 1, the subgroups CG(ak) and CG(aj) are
conjugate in G which implies that coreG CG(ak) = coreG CG(aj) for j, k ∈
{1, 2, . . . , n}. From the equality CG(aG) = CG(a1) ∩ · · · ∩ CG(an) we deduce
that CG(aG) = coreG CG(a) and hence CG(aG) has finite index at most t! in
G. Since A is the union of all theG-orbits we have

⋂
a∈A CG(aG) = CG(A) = 1.

Let Ga = G/CG(aG) for each a ∈ A and define the mapping Ψ : G −→
Cr
a∈A

Ga by setting Ψ(g) = (gCG(aG))a∈A for every g ∈ G. By Remak’s theorem

Ψ is an embedding of G into Cr
a∈A

Ga, because ker(Ψ) =
⋂
a∈A CG(aG) = 1.

Since |Ga| ≤ t! the group Cr
a∈A

Ga has finite exponent at most t!. However the

group Cr
a∈A

Ga is locally finite (see [52, Proposition 2.5.4], for example) and

hence G is also locally finite, of exponent at most t!.

The next result will play a prominent role in the results to follow. In
particular it makes certain induction proofs possible.

Proposition 6.6. Let A be a vector space over the field F and let G be
a subgroup of GL(F,A) having boundedly finite orbits on A. Suppose that
IoA(G) = b > 1 and let d be an element of A such that |dG| = b. If D is the
subspace of A generated by the G-orbit of the element d and if K = CG(D),
then the K-orbits of the quotient space A/D have at most b− 1 elements.

Proof. It is clear from Proposition 6.5 that the K-orbits of A/D have at most
b elements. We suppose, for a contradiction, that the vector space A contains
an element c such that the K-orbit of c+D in the quotient space A/D contains
exactly b elements. Proposition 6.5 shows that |cG| = b. Let

(c+D)K = {c+D = y1c+D, y2c+D, . . . ybc+D}

for certain elements y1 = 1, y2, . . . , yk of K. It is clear that the set
{y1c, . . . , ybc} contains b distinct elements and since IoA(G) = b it follows
that cG = {y1c, . . . , ybc}. Suppose that g, x are elements of G such that
gc+D = xc+D and assume that gc 6= xc. We have gc = yjc, xc = ymc for some
j,m ∈ {1, . . . b} such that j 6= m. Then yjc+D = gc+D = xc+D = ymc+D
which gives us a contradiction. Thus gc + D = xc + D always implies that
gc = xc.

Let z ∈ CG(c + d) where d is as in the statement of the proposition.
Then c + d = z(c + d) = zc + zd and since D is G-invariant it follows that
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zc + D = c + D. From what we proved above, this implies that zc = c.
However this means that zd = d + c − zc = d + c − c = d and hence z ∈
CG(c)∩CG(d). Consequently CG(c+ d) ≤ CG(c)∩CG(d) and since it is clear
that CG(c) ∩ CG(d) ≤ CG(c+ d) it follows that

CG(c) ∩ CG(d) = CG(c+ d).

We then deduce that

|G : CG(d)| ≤ |G : CG(c+ d)| = |(c+ d)G|.

The fact that IoA(G) = b = |dG| shows that |(c + d)G| = b. From these
arguments we see that CG(c+d) = CG(d), since we also know that CG(c+d) ≤
CG(d). In turn, since CG(c) ∩ CG(d) = CG(c + d) = CG(d) we deduce that
CG(d) ≤ CG(c). It then follows that K = CG(F (dG)) ≤ CG(d) ≤ CG(c).
However, in this case, for every element y ∈ K we see that y(c + D) =
yc + D = c + D, which shows that (c + D)K = {c + D}. It follows that
b = |(c+D)K | = 1, which gives the contradiction sought. This contradiction
proves the result.

Lemma 6.7. Let A be a vector space over the field F and let G be a subgroup
of GL(F,A) having boundedly finite orbits on A. Suppose that IoA(G) = b.
Then G contains a subnormal subgroup H and A contains an H-invariant
subspace B satisfying the following conditions:

( i) H has finite index in G;

(ii) B has finite dimension;

(iii) [H,A] ≤ B.

Moreover, there are functions β1, β2 such that |G : H| ≤ β1(b) and dimF (B) ≤
β2(b).

Proof. To prove this result we use induction on the natural number b. If
b = 1, then as we saw above, the group G just consists of the identity linear
transformation, so the result follows trivially on setting H = G and B = 0.
Suppose now that b > 1 and that the result is true for all linear groups
having boundedly finite orbits strictly smaller than b. Choose an element d
in the vector space A such that |dG| = b and let D be the subspace of A
generated by dG. Then D is clearly G-invariant and since dG is finite it follows
that D is finite dimensional. Furthermore CG(D) has finite index in G since
CG(D) = CG(dG). Indeed, as we have seen before, we have |G : CG(dG)| ≤ b!.
Let K = CG(D) and note that by Proposition 6.6 we have IoA/D(K) ≤ b− 1,
so we may apply the induction hypothesis to the linear group K acting on
A/D. Thus the normal subgroup K contains a subnormal subgroup H of
finite index at most β1(b − 1) and A/D has an H-invariant subspace B/D
having finite dimension at most β2(b − 1) such that [H,A/D] ≤ B/D. Then
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H is subnormal in G and [H,A] ≤ B so that (i) and (iii) follow. Furthermore
dimF (B) ≤ b + β2(b − 1) = β2(b) and also |G : H| = |G : K| · |K : H| ≤
b!β1(b− 1) = β1(b). The result (ii) now follows.

It is easy to see from the proof of this result that the functions β1 and β2

can actually defined as follows:

β1(b) = 1!2! . . . b! and β2(b) = 1 + 2 + · · ·+ b = b(b+ 1)/2.

Naturally, it is unlikely that these functions are best possible.
We may now obtain a result giving the basic details of the structure of

linear groups having boundedly finite orbits.

Theorem 6.8. Let A be a vector space over a field F and let G be a subgroup
of GL(F,A) having boundedly finite orbits on A. Suppose that IoA(G) = b.
Then G contains a normal subgroup L and A contains a G-invariant subspace
C satisfying the following conditions:

(i) L has finite index in G;

(ii) C has finite dimension;

(iii) [L,A] ≤ C and [L,C] = 0;

(iv) if char (F ) = p, a prime, then L is an elementary abelian p-group; if
char (F ) = 0, then L = 1 and G is finite.

Moreover, there are functions β3 and β4 such that |G : L| ≤ β3(b) and
dimF (C) ≤ β4(b).

Proof. By Lemma 6.7 the group G contains a subnormal subgroup H having
finite index at most β1(b) and the vector space A contains an H-invariant
subspace B of finite dimension at most β2(b) with the property that [H,A] ≤
B.

We first construct a G-invariant subspace satisfying condition (ii) and, to
this end, let C be the G-invariant subspace generated by B. If a is an arbitrary
element of A, then |aG| ≤ b, so the G-invariant subspace of A generated by
a has finite dimension at most b. It follows that the subspace C has finite
dimension at most bβ2(b) = β4(b). This proves (ii). We have noted before
that |G : CG(aG)| ≤ b! for each element a of the space A and the fact that
dimF (C) ≤ bβ2(b) implies that CG(C) has finite index at most (b!)bβ2(b) in
G.

The inclusions [H,A] ≤ B and B ≤ C together imply that [H,A] ≤ C. Let
K = coreGH so that K has finite index in G and indeed |G : K| ≤ β1(b)!.
However K ≤ H so we have [K,A] ≤ C and it follows that K ≤ CG(A/C). In
particular, CG(A/C) has finite index at most β1(b)!.
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Let L = CG(C) ∩ CG(A/C). By Theorem 1.2 the subgroup L is abelian
and because the indices |G : CG(C)| and |G : CG(A/C)| are finite it follows
that L has finite index in G, so (i) follows. Furthermore,

|G : L| ≤ |G : CG(C)| · |G : CG(A/C)| ≤ (b!)bβ2(b)β1(b)! = β3(b).

Clearly also (iii) now follows. To prove (iv) we note that if char (F ) = p,
a prime, then again applying Theorem 1.2 we obtain that L is an elementary
abelian p-group. Suppose then that the characteristic of F is 0 and that L is
nontrivial. Then for each nontrivial linear transformation h ∈ L, there is an
element u ∈ A such that hu 6= u, so that in this case we have hu = u+ c for
some non-zero element c ∈ C. We have

h2u = h(h(u)) = h(u+ c) = h(u) + h(c) = u+ c+ c = u+ 2c

and a straightforward induction argument implies that hnu = u+nc, for each
natural number n. Since char (F ) = 0 we have nc 6= mc, whenever m 6= n and
m,n ∈ N. It follows that the 〈h〉-orbit of u is infinite, contradicting the fact
that the group has boundedly finite orbits. Hence in this case the subgroup L
is trivial and G is finite.

The theorem just proved shows that in the presence of boundedly finite
orbits the structure of the linear group G is very restricted and indeed, for
fields of characteristic 0, it implies the finiteness of G. We now consider some
other situations where the condition that there are boundedly finite orbits
implies the finiteness of the group G.

The following lemma, despite its simplicity, turns out to be very useful in
this regard.

Lemma 6.9. Let A be a vector space over a field F and let G be a subgroup
of GL(F,A) having boundedly finite orbits on A. Suppose that IoA(G) = b.
Let Λ be an index set and suppose that A =

⊕
λ∈ΛAλ where each subspace

Aλ is G-invariant and the factor groups G/CG(Aλ) are finite for all λ ∈ Λ.
Then

(i) G is finite;

(ii) if G/CG(Aλ) ≤ k for all λ ∈ Λ, then |G| ≤ kb;

(iii) if there exists a set of primes π such that G/CG(A) is a π-group for
every λ ∈ Λ, then G is also a π-group.

Proof. (i) Suppose, for a contradiction, that G is infinite. This assumption
and the hypotheses imply that CG(Aλ) 6= 1, for all indices λ. Choose an
arbitrary subspace D1 = Aλ(1). The condition CG(D1) 6= 1 implies that there
are elements x1 ∈ G and d1 ∈ D1 such that x1d1 6= d1. The fact that G is
infinite again implies that there is an element λ(2) ∈ Λ such that CG(D1 ⊕
Aλ(2)) 6= CG(D1) and we let D2 = Aλ(2). This time we choose an element
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x2 ∈ CG(D1) \ CG(D1 ⊕ D2). Then x2 /∈ CG(D2), so there is an element
d2 ∈ D2 such that x2d2 6= d2 and we note that x2d1 = d1. Again using
the fact that G is infinite, we obtain the existence of an index λ(3) such
that CG(D1 ⊕ D2 ⊕ Aλ(3)) 6= CG(D1 ⊕ D2). We set D3 = Aλ(3) and choose
an element x3 ∈ CG(D1 ⊕ D2) \ CG(D1 ⊕ D2 ⊕ D3). With this choice of
x3 /∈ CG(D1⊕D2⊕D3) it follows that there is an element d3 ∈ D3 such that
x3d3 6= d3 and yet x3d1 = d1, x3d2 = d2. We repeat this argument m times,
where m > b. Using the fact that G is infinite we can construct G-invariant
subspaces D1, D2, . . . , Dm and elements di ∈ Di, xi ∈ G for 1 ≤ i ≤ m such
that

D1 +D2 + · · ·+Dm = D1 ⊕D2 ⊕ · · · ⊕Dm.

Furthermore,

x1d1 6= d1

xrdi = di for all 1 < r ≤ m and for all i < r

xrdr 6= dr for all 1 < r ≤ m.
We let d = d1 + d2 + . . . dm and note that

x1d = x1d1 + . . . x1dm

x2d = x2d1 + · · ·+ x2dm = d1 + x2d2 + . . . x2dm

x3d = x3d1 + · · ·+ x3dm = d1 + d2 + x3d3 . . . x3dm

...
. . .

xmd = xmd1 + · · ·+ xmdm = d1 + d2 + · · ·+ dm−1 + xmdm

It is easy to see from these equations, using the fact that the subspaces Aλ are
G-invariant, that the elements xid for i = 1, . . . ,m are pairwise distinct and
therefore the G-orbit of the element d contains at least m > b elements, which
gives us a contradiction. This contradiction shows that the group G must be
finite.

(ii) and (iii). Repeating the arguments above, we can now find G-invariant
subspaces Aµ(1), Aµ(2), . . . Aµ(k) such that k ≤ b and

1 = CG(A) = CG(Aµ(1) ⊕Aµ(2) · · · ⊕Aµ(k)).

It follows that
⋂

1≤i≤k CG(Aµ(i)) = 1. Using the classical theorem of Remak,
we obtain an embedding of G into Dr 1≤i≤kG/CG(Aµ(i)) and the results (ii)
and (iii) then follow immediately.

Theorem 6.10. Let A be a vector space over a field F and let G be a subgroup
of GL(F,A) having boundedly finite orbits on A. Suppose that IoA(G) = b.
Suppose also that G is a periodic p′-subgroup whenever F has prime charac-
teristic p. Then G is finite of order at most (b!)b.

Proof. We note immediately that Theorem 6.8 shows that G is finite. Let a
be an arbitrary element of A. Since |aG| ≤ b, the subspace A1 generated by
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aG has finite dimension at most b. It is clear that A1 is G-invariant and that
G/CG(A1) is finite. Since p /∈ Π(G/CG(A1)) it follows by Maschke’s theorem
that A1 is a direct sum of simple FG-submodules (see [116, Corollary 5.15],
for example). Since a is an arbitrary element of A we deduce that A is a sum
of simple FG-submodules and Lemma 2.5 then shows that in this case there
is an index set Λ and a collection of simple submodules Aλ for λ ∈ Λ such
that

A =
⊕
λ∈Λ

Aλ

Each of the subspaces Aλ is generated by some G-orbit and hence, as above,
|G/CG(Aλ)| ≤ b!. We now apply Lemma 6.9 to deduce that G is a finite group
of order at most (b!)b, as required.

Two simple corollaries follow which are worth mentioning explicitly. In the
first the finiteness of G was established in Theorem 6.8, where the bound on
the order of G was given as β3(b). However it is apparent from looking at the
proofs that the estimate given in Theorem 6.10 is somewhat sharper.

Corollary 6.11. Let A be a vector space over a field F of characteristic 0 and
let G be a subgroup of GL(F,A) having boundedly finite orbits on A. Suppose
that IoA(G) = b. Then G is finite and |G| ≤ (b!)b.

The second of these corollaries is also now immediate from Theorem 6.10

Corollary 6.12. Let A be a vector space over a field F of prime characteristic
p and let G be a subgroup of GL(F,A) having boundedly finite orbits on A.
Suppose that IoA(G) = b. Then every p′-subgroup of G is finite of order at
most (b!)b.

Linear Actions with Finite Dimensional Orbits

As we saw above, the condition that the G-orbits of the linear group G are
finite is a rather strong one. If the orbit aG of an element a ∈ A is finite, then
the dimension of the subspace of A generated by aG is also finite. However it is
clear that the converse of this is not true, because there are finite dimensional
vector spaces having infinite G-orbits. In Chapter 1 for the linear group G we
defined a G-invariant subspace

FDOG(A) = {a ∈ A|FaG is finite dimensional}.

We now consider the situation in which A = FDOG(A), that is the case in
which all subspaces FaG are finite dimensional for all a ∈ A.

We say that a linear group has finite dimensional orbits (on A) if the
G-orbit aG of every element a ∈ A generates a finite dimensional subspace.
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Here we also have an analogy with the class of FC-groups, although now
the analogy is much weaker.

We next note some of the properties of linear groups having finite dimen-
sional orbits.

Proposition 6.13. Let F be a field and let A be a vector space over F .

(i) If G is a subgroup of GL(F,A) having finite dimensional orbits on A
and if K is a subgroup of G, then K has finite dimensional orbits on A;

(ii) if G is a subgroup of GL(F,A) having finite dimensional orbits on A
and if B is a G-invariant subspace of A, then G has finite dimensional
orbits on B;

(iii) if G is a subgroup of GL(F,A) having finite dimensional orbits on A
and if B is a G-invariant subspace of A, then G has finite dimensional
orbits on A/B;

(iv) if G is a subgroup of GL(F,A) having finite dimensional orbits on A,
then G has a family of normal subgroups {Hλ|λ ∈ Λ} and there exist
natural numbers n(λ) such that G/Hλ is a subgroup of GLn(λ)(F ) where⋂
λ∈ΛHλ = 1.

(v) Let F be an arbitrary field. If {Gλ|λ ∈ Λ} is a family of groups such
that, for each λ ∈ Λ, Gλ is a subgroup of GLn(λ)(F ) for some natural
number n(λ) and if G = Cr

λ∈Λ
Gλ, then there is a vector space V over F

such that G has finite dimensional orbits on V .

(vi) Let F be an arbitrary field. If G has a family of normal subgroups
{Hλ|λ ∈ Λ} such that, for each λ ∈ Λ, G/Hλ is a subgroup of GLn(λ)(F )
for some natural number n(λ) and

⋂
λ∈ΛHλ = 1, then for each field F

there exists a vector space V over F such that G has finite dimensional
orbits on V .

The proof of this result is almost word for word the same as the proof of
Proposition 6.1, so is omitted.

As we can see from this result, the fact that the orbits of all the elements
of a vector space are finite dimensional is equivalent to saying that a linear
group acting in this way is residually (finite dimensional). The class of such
groups is very much broader than the class of residually finite groups.

If we turn again to the analogy with FC-groups, we can see that another
natural analogue of BFC-groups will be that of linear groups G acting on the
vector space A in such a way that each G-orbit generates a finite dimensional
subspace having dimension bounded by some natural number b. Such linear
groups will be discussed in this section and were first studied in the paper [49]
of M. R. Dixon, L. A. Kurdachenko and J. Otal. We shall present the main
results of this paper here. The results for groups having boundedly finite
orbits given earlier once again show that here we cannot expect a complete
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analogue of the theorem of B. H. Neumann. Naturally the situation here is
more complicated and, unlike with boundedly finite orbits, the case of fields
of characteristic 0 plays a more interesting role.

As usual, let F be a field, let A be a vector space over the field F and
let G be a subgroup of GL(F,A). We shall say that G has boundedly finite
dimensional orbits on A if there is a natural number b such that dimF (FaG) ≤
b for each element a of the vector space A.

In this case we let doA(G) = max{dimF (FaG)|a ∈ A}.
We first consider the case when doA(G) = 1, so that in this case each of

the subspaces FaG is one dimensional. Naturally, in this case, Fa is a subspace
of FaG and it follows that FaG = Fa. Thus in this case every subspace Fa is
G-invariant.

In this case we saw in Lemma 3.57 that for each element g ∈ G there exists
an element τg ∈ F such that ga = τga for all elements a ∈ A. Furthermore
we saw in Corollary 3.58 that this implies the existence of a homomorphism
ϑ : G −→ U(F ) defined by ϑ(g) = τg for all elements g ∈ G so that then
G is isomorphic to a subgroup of the multiplicative group of the field F . In
particular, as we noted earlier, the group G is then abelian.

We note the following elementary properties concerning boundedly finite
dimensional orbits. The proofs are analogous to ones given earlier in Proposi-
tion 6.5 so are omitted.

Lemma 6.14. Let F be a field and let A be a vector space over F . Let G be
a subgroup of GL(F,A) having boundedly finite dimensional orbits on A.

(i) If K is a subgroup of G, then K has boundedly finite dimensional orbits
on A. Furthermore doA(K) ≤ doA(G).

(ii) If B is a G-invariant subspace of A, then G has boundedly finite dimen-
sional orbits on B. Furthermore doB(G) ≤ doA(G).

(iii) If B is a G-invariant subspace of A, then G has boundedly finite dimen-
sional orbits on A/B. Furthermore doA/B(G) ≤ doA(G).

(iv) If K is a subgroup of G and if B,C are G-invariant subspaces of A
such that C ≤ B, then K has boundedly finite dimensional orbits on
B/C.Furthermore doB/C(K) ≤ doA(G).

The next result will play a significant role in the description of linear
groups with boundedly finite dimensional orbits.

Proposition 6.15. Let A be a vector space over a field F and let G be a sub-
group of GL(F,A) having boundedly finite dimensional orbits on A. Suppose
also that doA(G) = b > 1. Let d be an element of A such that dimF (FdG) = b.
If D is the subspace of A generated by the G-orbit of d and if K = CG(D),
then dimF (F (a+D)K) ≤ b− 1 for all a ∈ A.
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Proof. Lemma 6.14 implies that dimF (F (a + D)K) ≤ b. Suppose, for a
contradiction, that there is an element c ∈ A such that the F -subspace
of A/D, generated by the element c + D has dimension b. We have that
b = dimF (F (c + D)K) ≤ dimF (F (c + D)G) and Lemma 6.14 implies that
dimF (F (c+D)G) ≤ dimF (FcG) ≤ b so it follows that

F (c+D)K = F (c+D)G and dimF (F (c+D)G) = dimF (FcG) = b. (6.1)

Let C = FcG. Since

F (c+D)G = (FcG +D)/D = (C +D)/D,

(6.1) implies that dimF (C +D) = 2b. On the other hand

dimF (C +D) = dimF (C) + dimF (D)− dimF (C ∩D),

so that dimF (C ∩D) = 0 and hence C ∩D = 0.
Let x ∈ CG(c+D). Then c+D = x(c+D) = xc+D and hence (x−1)c ∈ D.

On the other hand c ∈ C, a G-invariant subspace, so (x− 1)c ∈ C. It follows
that (x−1)c ∈ C ∩D = 0 and hence (x−1)c = 0. Using the obvious inclusion
CG(c) ≤ CG(c+D) we deduce that CG(c+D) = CG(c).

Let d ∈ D and let z ∈ CG(d+ c). Then d+ c = z(d+ c) = zd+ zc. Since
zd ∈ D we have c + D = zc + D, so z ∈ CG(c + D). By what we showed
above it follows that zc = c and hence CG(d + c) ≤ CG(c). Furthermore,
zd = d+ c− zc = d, so we deduce that z ∈ CG(d)∩CG(c). Hence CG(d+ c) ≤
CG(d) ∩ CG(c).

Let e = c+ d and E = FeG. Then

(E + C)/C = F (e+ C)G = F (c+ d+ C)G = F (d+ C)G

= (FdG + C)/C = (D + C)/C.

As we saw above D ∩ C = 0. It follows that

(E + C)/C = (D + C)/C ∼= D.

In turn, this implies that dimF ((E + C)/C) = dimF (D) = b and hence
dimF (E) ≥ dimF ((E + C)/C) = b which is possible only if E ∩ C = 0. The
arguments above show that CG(e+ C) = CG(e). However

e+ C = c+ d+ C = d+ C.

The equation D∩C = 0 implies that CG(d+C) = CG(d). All these equations
imply that CG(e) = CG(d+ c) = CG(d). But CG(d+ c) ≤ CG(d)∩CG(c) and
hence CG(d) ≤ CG(c). The obvious inclusion CG(D) ≤ CG(d) implies that
CG(D) ≤ CG(c). Hence we have cCG(D) = cK = c and therefore (c + D)K =
cK +D = {c+D} which contradicts the fact that dimF (F (c+D)K) = b > 1.
This contradiction gives the required result.
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Now we can obtain the following description of linear groups with bound-
edly finite dimensional orbits analogous to Theorem 6.8 in which the orbits
were finite. The beauty of our previous result is that it allows us to use in-
duction arguments.

Theorem 6.16. Let A be a vector space over a field F and let G be a subgroup
of GL(F,A) having boundedly finite dimensional orbits on A. Suppose also that
doA(G) = b > 1. Then

(i) A contains a G-invariant subspace D of finite dimension such that every
subspace of A/D is K-invariant, where K = CG(D). Moreover, there is
a function β5 such that dimF (D) ≤ β5(b);

(ii) K contains a G-invariant subgroup L such that [L,A] ≤ D and K/L is
isomorphic to a subgroup of the multiplicative group of the field F ;

(iii) if F has prime characteristic p, then L is an elementary abelian p-group
and if F has characteristic 0, then L is an abelian torsion-free subgroup.

Proof. The proof is carried out using induction on b. If b = 1, then as we noted
above the subspace Fa is G-invariant for every element a of A. Corollary 3.58
shows that in this case G is isomorphic to some subgroup of the multiplicative
group of the field F . Hence our assertion is true in the case when b = 1.

Suppose now that b > 1 and that our assertion is true for all natural
numbers c such that c < b. In the vector space A we choose an element d1 ∈ A
such that dimF (FdG1 ) = b. Let D1 = FdG1 and H = CG(D1). Proposition 6.15
shows that the H-orbit of every element of the quotient space A/D generates
a subspace of finite dimension at most b− 1. Choose an element d2 ∈ A such
that dimF (F (d2 + D1)H) = k is maximal. Then as we saw above k ≤ b − 1
and we set B/D1 = F (d2 + D1)H . Let {e1 + D1, . . . , ek + D1} be a basis
of B/D1 and let D2/D1 be the G-invariant subspace of A/D1 generated by
B/D1. Then

D2/D1 = F (e1 +D1)G + · · ·+ F (ek +D1)G.

By Lemma 6.14 dimF (F (ej + D1)G) ≤ b for every j such that 1 ≤ j ≤ k.
Therefore we have that dimF (D2/D1) ≤ kb ≤ (b− 1)b. It follows that

dimF (D2) ≤ b+ (b− 1)b.

Let U = CH(B/D1). By Proposition 6.15 dimF (F (a + B)U ) ≤ b − 2 for
each element a of A. Since B ≤ D2 we have dimF (F (a + D2)U ) ≤ b − 2.
Let R = CG(D2). By construction D2 contains D1 so that R = CG(D2) ≤
CG(D1) = H. Since B ≤ D2 we have R ≤ CH(B/D1) = U . It follows that
dimF (F (a + D2)R) ≤ b − 2 for each element a of A. We then repeat this
argument; after finitely many steps we obtain an FG-submodule D such that
dimF (D) ≤ β5(b) and if K = CG(D), then dimF (F (a + D)K) = 1 for each
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element a of A. This means that K ≤ NormG(A/D). Furthermore, from the
above argument, we deduce that it is possible to choose the function β5 as

β5(b) = b+ (b− 1)b+ (b− 2)b+ · · ·+ 2b

= b((b− 1) + (b− 2) + · · ·+ 2 + 1)

= b(b− 1)b/2 = b2(b− 1)/2.

This completes the proof of (i).
Let L = CK(A/D). Clearly L is G-invariant and [L,A] ≤ D. Furthermore,

Corollary 3.58 implies that K/L is isomorphic to a subgroup of the multiplica-
tive group of the field F . This proves (ii). By Theorem 1.2 we deduce that
the subgroup L is abelian. Furthermore, if F has prime characteristic p, then
L is an elementary abelian p-group and if F has characteristic 0, then L is a
torsion-free subgroup. Hence (iii) follows

In the corollaries below we use the notation introduced during the proof
of the preceding theorem.

Corollary 6.17. Let A be a vector space over a field F and let G be a periodic
subgroup of GL(F,A) having boundedly finite dimensional orbits on A. Then
G is locally finite.

Proof. Since K/L and L are abelian it follows that K is a periodic metabelian
group so is locally finite. Furthermore G/K is isomorphic to a subgroup of
GLm(F ), where m = dimF (D). However a finite dimensional periodic linear
group is locally finite (by [202, Corollary 4.8], so G/K is also locally finite.
Since an extension of a locally finite group by a locally finite group is locally
finite, the result follows.

Next we prove a result reminiscent of the Tits Alternative (see [202, Corol-
lary 10.7], for example).

Corollary 6.18. Let A be a vector space over a field F and let G be a subgroup
of GL(F,A) having boundedly finite dimensional orbits on A. If G contains
no non-cyclic free subgroups then G is soluble-by-locally finite. Furthermore,
if F has characteristic 0, then G is soluble-by-finite.

Proof. As in the proof of Corollary 6.17 K is metabelian and G/K is iso-
morphic to a subgroup of GLm(F ) where m = dimF (D). Suppose that G/K
contains a non-cyclic free subgroup S/K. Then S contains a subgroup S1

such that S = KS1 and K ∩ S1 = 1 (see [130, §52], for example). Then
the isomorphism S1

∼= S/K implies that S1 is a non-cyclic free subgroup of G
contradicting the hypotheses on G. Thus G/K contains no non-cyclic free sub-
groups and the Tits Alternative (see [202, Corollary 10.7], for example) shows
that G/K is soluble-by-locally finite. Furthermore, if F has characteristic 0,
then G/K is soluble-by-finite. Since K is metabelian the result follows.
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Corollary 6.19. Let A be a vector space over a field F and let G be a periodic
subgroup of GL(F,A) having boundedly finite dimensional orbits on A. Sup-
pose that if F has prime characteristic p, then G is a p′-group. Then the center
of G contains a locally cyclic subgroup K such that G/K is abelian-by-finite.

Proof. Let D be the G-invariant subspace of A and let K,L be the subgroups
of G which were defined during the statement and proof of Theorem 6.16.
Conditions (ii) and (iii) of that theorem show that L = 1, so that K is
isomorphic to some subgroup of the multiplicative group of the field F by
Theorem 6.16(ii). Since K is periodic it is locally cyclic. Corollary 3.63 im-
plies that [g, x] ∈ CG(A/D) for each element x ∈ K and each element g ∈ G.
Since K = CG(D) is a normal subgroup of G we have [g, x] ∈ CG(D), so that
[g, x] ∈ CG(A/D) ∩ CG(D) = L = 1. Thus K ≤ ζ(G). Let m = dimF (D).
Then H = G/CG(D) is isomorphic to some subgroup of GLm(F ). If F has
characteristic 0, then as H is periodic it is abelian-by-finite (see [202, Corol-
lary 9.4], for example). Suppose now that char (F ) = p is a prime and let
q ∈ Π(H). Since, by hypothesis, q 6= p, Corollary 4.14 shows that the Sylow
q-subgroups of H have finite special rank at most (5m2 +m)/2. Let V be an
arbitrary finite subgroup of H. As we noted above, for every prime q ∈ Π(V ),
the Sylow q-subgroups of V have finite special rank at most (5m2 +m)/2. In
particular, every Sylow q-subgroup of V is generated by at most (5m2 +m)/2
elements. Then V is generated by at most (5m2 +m)/2 + 1 elements (see [52,
Corollary 6.3.15], for example). Since this is true for each finite subgroup V
of H, the group H has finite special rank at most (5m2 +m)/2 + 1. Then H
is abelian-by-finite (see [202, Theorem 10.9], for example). This completes the
proof.

Linear Actions with Finite Orbits of Subspaces

Let A be a vector space over a field F , let B be a subspace of A and let G
be a subgroup GL(F,A). For every element g ∈ G, we let

gB = g(B) = {gb|b ∈ B}.

Clearly gB is a subspace of A. Just as we defined the G-orbits for the elements
of A we can do the same for subspaces.

Indeed, we define the G-orbits of a subspace B of A to be the family
BG = {gB|g ∈ G}.

Let C ∈ BG. Then C = gB for some element g ∈ G. Let x ∈ InvG(B) and
consider the element gxg−1. We have

gxg−1(C) = gx(g−1(C)) = gx(B) = g(B) = C
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which shows that gInvG(B)g−1 ≤ InvG(C). On the other hand, let
y ∈ InvG(C). Then y(C) = C, so y(g(B)) = g(B) and it follows that
g−1(y(g(B))) = g−1((gB)) = B. Hence g−1yg ∈ InvG(B), so g−1InvG(C)g ≤
InvG(B) and InvG(C) ≤ gInvG(B)g−1. We deduce that InvG(gB) =
gInvG(B)g−1.

If the G-orbit of a subspace B is finite, then as was shown with the G-orbit
of an element, we can show that |BG| = |G : InvG(B)|.

Returning again to the analogy with FC-groups, another classic result of
B. H. Neumann immediately comes to mind. In the paper [156] Neumann
proved that if the subgroups of an abstract group G have a finite number
of conjugates (so have finite G-orbits under conjugation) then the group is
center-by-finite. Of course center-by-finite groups have the property that all
subgroups have finitely many conjugates. Thus we arrive at the problem of
describing the structure of linear groups having finite G-orbits of subspaces.

Suppose that the G-orbit of every subspace B of a vector space A is fi-
nite. Then the G-orbit of every one dimensional subspace Fa is finite for
each a ∈ A. From what we noted above it then follows that the index
|G : InvG(Fa)| is finite. Let T be a transversal to InvG(Fa) in the group
G. Then G(Fa) = FaG =

∑
g∈T g(Fa) and the finiteness of the set T im-

plies that the G-invariant subspace G(Fa) has finite dimension. Furthermore
dimF (G(Fa)) ≤ |T |. If we now suppose that there is a natural number b such
that |BG| ≤ b for each subspace B, then we deduce that the group G has
boundedly finite dimensional orbits of elements and we arrive at the situation
that has already been discussed previously. Consequently, in what follows be-
low we shall consider the situation when the orbits of subspaces are finite
without assuming, however, that the sizes of these orbits are bounded. On the
other hand, the theorem of B. H. Neumann mentioned above implies that if
the sizes of the conjugacy classes of subgroups of a group are finite, then their
sizes are bounded. This prompts the following very natural question:

• Let A be a vector space over a field F and let G be a subgroup of
GL(F,A). Suppose that the G-orbit of every subspace B of A is finite.
In this case, will the sizes of these orbits be bounded?

We begin the study of this question with the following result.

Lemma 6.20. Let A be a vector space over a field F and let G be a sub-
group of GL(F,A). If a is a non-zero element of A, then the quotient group
InvG(Fa)/CG(Fa) is isomorphic to some subgroup of the multiplicative group
of the field F .

Proof. Let g be an arbitary element of InvG(Fa). Then ga ∈ Fa, so ga = τga
for some element τg ∈ F . Each element c of the subspace Fa has the form
c = γa, for some element γ ∈ F and this representation is unique. Then

gc = g(γa) = γ(ga) = γ(τga) = (γτg)a = (τgγ)a = τgc.
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Thus the linear transformation g is completely determined by the element τg
of the field F . We may therefore define a mapping

Φ : InvG(Fa) −→ U(F ) by Φ(g) = τg,

for each g ∈ InvG(Fa). We note that if g, h ∈ InvG(Fa), then we have

τgha = (gh)a = g(ha) = g(τha) = τh(ga) = τh(τga) = (τgτh)a,

from which it follows that Φ(gh) = τgh = τgτh = Φ(g)Φ(h). Hence the function
Φ is a homomorphism from the group InvG(Fa) to the multiplicative group
of the field F . Furthermore it is clear that ker(Φ) = CG(Fa) and this proves
the result.

Lemma 6.21. Let A be a vector space over a field F and let G be a subgroup
of GL(F,A). If d is an element of A such that the G-orbit of the subspace Fd
is finite, then the G-invariant subspace G(Fd) has finite dimension and the
factor group G/CG(G(Fd)) is abelian-by-finite.

Proof. Let D = Fd and note that the family {gD|g ∈ G} is finite by hypoth-
esis. Let

DG = {gD|g ∈ G} = {D1, . . . , Dm}.
Then GD = D1 + · · · + Dm, which shows that the subspace GD has finite
dimension. The fact that the G-orbit of the subspace D is finite implies that
|DG| = |G : InvG(D)| and in particular this last index is finite. The equality
InvG(gD) = gInvG(D)g−1 proved earlier implies that {InvG(gD)|g ∈ G} =
{gInvG(D)g−1|g ∈ G}. It follows that

L = coreG (InvG(D)) =
⋂
g∈G

gInvG(D)g−1 =
⋂
g∈G

InvG(gD)

=
⋂

1≤j≤m

InvG(Dj)

is a normal subgroup of finite index in G. We note that CG(Dj) is a normal
subgroup of InvG(Dj), so that CG(Dj) is normal in L for 1 ≤ j ≤ m. Then

L/(L ∩ CG(Dj)) ∼= LCG(Dj)/CG(Dj) ≤ InvG(Dj)/CG(Dj)

for 1 ≤ j ≤ m.
We note that CG(gD) = gCG(D)g−1 for every element g ∈ G which shows

that

{CG(gD)|g ∈ G} = {gCG(D)g−1|g ∈ G} = {CG(Dj)|1 ≤ j ≤ m}.
Furthermore, if Dj = gD for some g ∈ G, then we have

InvG(Dj)/CG(Dj) = gInvG(D)g−1/gCG(D)g−1 ∼= InvG(D)/CG(D).

This holds for 1 ≤ j ≤ m.
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By Lemma 6.20 the factor group InvG(D)/CG(D) is abelian, so that
InvG(Dj)/CG(Dj) is likewise abelian, for 1 ≤ j ≤ m. In turn, this means
that the factor group L/(L ∩ CG(Dj)) is also abelian, for 1 ≤ j ≤ m.

Furthermore,
⋂

1≤j≤m CG(Dj) is a normal subgroup of G and⋂
1≤j≤m

CG(Dj) ≤ CG(GD).

Using Remak’s theorem we obtain the embedding

L/CG(GD) −→ L/(L ∩ CG(D1))× · · · × L/(L ∩ CG(Dm))

which shows that L/CG(GD) is abelian. Since G/L is finite the result follows.

Proposition 6.22. Let A be a vector space over a field F and let G be a
subgroup of GL(F,A). Suppose that the G-orbit of every subspace of A is
finite. Then A contains a G-invariant subspace D of finite codimension, such
that the index |G : NormG(D)| is finite.

Proof. If G = NormG(A), then the result is clear upon setting D = A.
Therefore we may assume that the vector space A contains an element u1

such that the subspace U1 = Fu1 is not G-invariant, which means that the
group G contains an element g1 such that U1 6= g1U1. Since the G-orbit of
the subspace U1 is finite it follows that the index |G : InvG(U1)| is finite.
Let G1 = InvG(U1) and V1 = GU1. By Lemma 6.21 we deduce that the G-
invariant subspace V1 has finite dimension and we note that by construction
g1U1 ≤ V1.

The F -subspace V1 has an F -complement W1 in the vector space A so that
A = V1⊕W1. As F -vector spaces we have A/W1

∼= V1, so the subspace W1 has
finite codimension in A. Then the F -isomorphism A/gW1 = gA/gW1

∼= A/W1

shows that the subspace gW1 has finite codimension in A. This is true for each
element g ∈ G. The G-orbit of W1 is finite and we let

{gW1|g ∈ G} = {B1 = W1, B2, . . . , Bm}.

Let Y1 = B1∩B2∩· · ·∩Bm. Then Y1 is G-invariant and since dimF (A/Bj) is
finite for 1 ≤ j ≤ m it follows that the subspace Y1 has finite codimension in
A. If G1 = InvG(U1) = NormG(Y1), then set D = Y1. Since |G : G1| is finite,
the result follows in this case. Therefore suppose that G1 6= NormG(Y1).

In this case the subspace Y1 contains an element u2 such that the subspace
U2 = Fu2 is not G1-invariant, so there exists an element g2 ∈ G1 such that
g2U2 6= U2. Since Y1 is G-invariant it follows that g2U2 ≤ Y1 and since g2 ∈
G1 = InvG(U1) it follows that g2U1 = U1.

The subspace U1 ⊕U2 has a finite G-orbit and this implies that the index
|G : InvG(U1⊕U2)| is finite. Let G2 = InvG(U1⊕U2) and write V2 = GU2. We
can again use Lemma 6.21 which this time shows that theG-invariant subspace
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V2 has finite dimension. The choice of V2 shows that g2U2 ≤ V2 and using
similar arguments to those used above we can find a G-invariant subspace Y2

of finite codimension in A such that Y2 ∩ (V1 ⊕ V2) = 0. If G2 = NormG(Y2),
then we set D = Y2 and the result follows as above. Therefore we may suppose
that G2 6= NormG(Y2) and then continue this process.

Suppose, for a contradiction, that this process does not terminate. This
means that the vector space A contains an infinite subset {un|n ∈ N} and
the group G contains an infinite subset {gn|n ∈ N} such that the following
conditions hold:

(i) gnUn 6= Un where Un = Fun;

(ii) gn+kUn = Un for all k ∈ N;

(iii) GUn+1 ∩ (GU1 + · · ·+GUn) = 0 for all n ∈ N.

The condition (iii) implies that
∑
n∈NGUn =

⊕
n∈NGUn and hence∑

n∈N Un =
⊕

n∈N Un. We have

gk(⊕n∈NUn) = ⊕n∈NgkUn = gkU1 ⊕ · · · ⊕ gkUk ⊕ (⊕n>kUn)

Since gnUn 6= Un we deduce that gk(
⊕

n∈N Un) 6= gm(
⊕

n∈N Un) whenever
k 6= m. It follows that the G-orbit of the subspace

⊕
n∈N Un is infinite, which

gives us the required contradiction. This contradiction shows that the process
described above terminates in finitely many steps and this in turn proves the
proposition.

We now gather some further information.

Proposition 6.23. Let A be a vector space over a field F and let G be a
subgroup of GL(F,A). Suppose that the G-orbit of every subspace of A is
finite. Then G contains a subgroup H of finite index and A contains a G-
invariant subspace D together with elements a1, . . . , an satisfying the following
conditions:

(i) A = Fa1 ⊕ · · · ⊕ Fan ⊕D;

(ii) for each element h of the subgroup H there exists an element τh ∈ F
such that hd = τhd for all elements d ∈ D;

(iii) for each element h of the subgroup H there are elements σh,j ∈ F such
that haj = σh,jaj, for 1 ≤ j ≤ n;

(iv) there exists a natural number m such that σh,j = θh,jτh,j where θmh,j = 1
for all h ∈ H.

Proof. Proposition 6.22 implies that the vector space A contains a G-
invariant subspace D of finite codimension and such that the index |G :
NormG(D)| is finite. In the quotient space A/D we choose an arbitrary basis
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{a1 +D, . . . , an +D}. It then follows easily that A = Fa1 ⊕ · · · ⊕ Fan ⊕ D
so (i) holds. Since the G-orbit of every subspace Faj is finite, the index
|G : InvG(Faj)| is finite for 1 ≤ j ≤ n and it follows that the index of

H = NormG(D) ∩ InvG(Fa1) ∩ · · · ∩ InvG(Fan)

inG is finite. SinceH ≤ NormG(D) Lemma 6.20 implies that for each element
h of the subgroup H there is an element τh ∈ F such that hd = τhd for all
elements d ∈ D so (ii) holds. The inclusion H ≤ InvG(Faj) shows that the
subspace Faj is H-invariant. In turn this implies that for every element h
of the subgroup H there is an element σh,j ∈ F such that haj = σh,jaj for
1 ≤ j ≤ n. Hence (iii) holds. In order to prove (iv) we let d be an arbitrary
non-zero element of the subspace D and set a = a1 + · · ·+ an + d. Then

ha = h(a1 + · · ·+ an + d) = ha1 + . . . han + hd

= σh,1a1 + · · ·+ σh,nan + τhd.

By hypothesis, the subspace Fa has finite G-orbit, so it follows that the index
|G : InvG(Fa)| is finite. We let |G : InvG(Fa)| = m. Then y = hm ∈
InvG(Fa). Since the subspace Fa is 〈y〉-invariant it follows that there is an
element η ∈ F such that ya = ηa. Then

ya = ya1 + · · ·+ yan + yd = ηa1 + · · ·+ ηan + ηd.

However, we also have

ya = hm(a1 + · · ·+ an + d) = σmh,1a1 + · · ·+ σmh,nan + τmh d.

Since the elements a1, . . . , an, d are linearly independent, we deduce that

η = σmh,1 = · · · = σmh,n = τmh .

In particular we have σmh,jτ
−m
h = (σh,jτ

−1
h )m = 1, for 1 ≤ j ≤ n. Set σh,jτ

−1
h =

θh,j . Then θmh,j = 1 and σh,j = θh,jτh for 1 ≤ j ≤ n. This completes the
proof.

Corollary 6.24. Let A be a vector space over a field F and let G be a subgroup
of GL(F,A). Suppose that the G-orbit of every subspace of A is finite. Then
G contains a subgroup H of finite index and there exists an embedding

ν : H −→ V = U1 × · · · × Un+1,

where Uj is a multiplicative subgroup of the field F for 1 ≤ j ≤ n + 1.
Furthermore,

Im(ν) ≤ (W1 × . . .Wn)Y

where Wj = {α|α ∈ F and αm = 1} and Y is the diagonal subgroup of V .
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Proof. We use the notation from the proof of Proposition 6.23. Thus

A = Fa1 ⊕ · · · ⊕ Fan ⊕D
H = NormG(D) ∩ InvG(Fa1) ∩ · · · ∩ InvG(Fan) and

|G : H| = m

We define the mapping ν as follows. For every element h ∈ H let

ν(h) = (θh,1τh, . . . , θh,nτh, τh).

It is now quite easy to show that ν is a group homomorphism from the sub-
group H into V , that ker(ν) = CH(A) = 1 and that Im(ν) ≤ (W1×. . .Wn)Y ,
as required.

We may now obtain the description of linear groups having finite orbits of
subspaces. This gives us an analogue, for infinite dimensional linear groups,
of the work of B. H. Neumann [156] mentioned earlier.

Theorem 6.25. Let A be a vector space over a field F and let G be a subgroup
of GL(F,A). Suppose that the G-orbit of every subspace of A is finite. Then
the following conditions hold:

(i) G contains a normal subgroup K of finite index such that every subspace
of A is K-invariant;

(ii) G is center-by-finite;

(iii) there is a natural number k such that the G-orbit of every subspace of A
contains at most k subspaces.

In particular G has boundedly finite orbits of subspaces.

Proof. We use the notation introduced in Corollary 6.24 and Proposition 6.23.
Let H be the subgroup of G of finite index defined in the corollary. Since every
bounded subgroup of the multiplicative group of a field is cyclic, the subgroup
Wj has order m for 1 ≤ j ≤ n so that

|(W1 × · · · ×Wn)Y : Y | ≤ mn.

Let K denote the preimage of Y in H under the mapping ν. Clearly the
subgroup H ∩NormG(A) contains K. This choice of K implies that K is a
normal subgroup of finite index in G and clearly every subspace of A is K-
invariant. Hence (i) follows. Corollary 3.63 shows that G is center-by-finite,
so (ii) also holds.

Finally, to prove (iii), let |G : K| = k. If B is an arbitrary subspace of
A, then K ≤ InvG(B). It follows that |G : InvG(B)| ≤ k. The equality
|G : InvG(B)| = |BG| implies that the G-orbit of every subspace of B has at
most k subspaces and the theorem follows.
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A Measure of Non-G-Invariance

As usual we let A be a vector space over the field F and let G be a subgroup
of GL(F,A). As we have seen, with each subspace B of the space A we may
associate two natural G-invariant subspaces:

GB, the subspace of A generated by all subspaces gB for g ∈ G

and
coreGB =

⋂
g∈G

gB.

As we noted in Chapter 3, GB is the smallest G-invariant subspace containing
B and coreGB is the largest G-invariant subspace contained in B.

Thus a subspace B is G-invariant if and only if GB = B = coreGB.
Thus the values of dimF (GB/B) and dimF (B/coreGB) give some indica-
tion about how close B is to being G-invariant or how far B is from being
G-invariant.

For a subspace B of the vector space A we shall call dimF (GB/B) the
upper measure of non-G-invariance of B and we call dimF (B/coreGB) the
lower measure of non-G-invariance of B.

Here it is also appropriate to recall the corresponding group-theoretic coun-
terparts of these ideas. Groups in which the index |HG : H| is finite for all
subgroups H of a group G were studied by B. H. Neumann, again in the paper
[156]. In this case such groups are finite-by-abelian. The dual situation, the
case in which the indices |H : coreGH| are finite for each subgroup H has
been studied in the papers [27, 196] of J. T. Buckley, J. C. Lennox, B. H. Neu-
mann, H. Smith and J. Wiegold and H. Smith and J. Wiegold respectively. In
this latter case (which turned out to be rather more complicated) the groups
turned out to be abelian-by-finite. In both cases though it is evident that the
groups turn out to be quite close to being abelian. As we saw earlier, if every
subspace of A is G-invariant the group G is abelian. This leads one to suspect
that a group G acting on a vector space in such a way that the measure of
non-G-invariance of every subspace is bounded should lead in one sense or
another to a group which is close to being abelian. For the upper measure
of non G-invariance this is seen at once. Indeed, suppose that there exists a
natural number b such that dimF (GB/B) ≤ b for each subspace B of our
vector space A. Then dimF (G(Fa)) ≤ b + 1 for every element a ∈ A. This
situation was considered in the second section of this chapter. In the current
section, the second case will be considered; that is we study the structure of
linear groups acting on a vector space A when the lower measure of non-G-
invariance is finite and bounded. A description of such groups was obtained
in the paper [106] of L. A. Kurdachenko, J. M. Muñoz-Escolano and J. Otal
and here we present the main results of that paper.
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Lemma 6.26. Let A be a vector space over a field F and let G be a sub-
group of GL(F,A). Suppose that D is a subspace of A satisfying the following
conditions:

(i) D =
⊕

λ∈ΛDλ for some index set Λ, where Dλ is a non-zero G-invariant
subspace of A for all λ ∈ Λ;

(ii) dimF (Dλ) > 1 for all λ ∈ Λ;

(iii) Dλ contains an element cλ such that the subspace Fcλ is not G-invariant
for λ ∈ Λ.

If there is a natural number b such that the lower measure of non G-invariance
of every subspace of A is at most b, then |Λ| ≤ b.

Proof. For every index µ ∈ Λ we define

Eµ = ⊕λ∈Λ,λ6=µDλ.

Then A/Eµ ∼= Dµ for all µ ∈ Λ. We let C =
⊕

λ∈Λ Fcλ. Then clearly C+Eµ =
Fcµ + Eµ so that (C + Eµ)/Eµ = (Fcµ + Eµ)/Eµ. Since Fcµ ∩ Eµ = 0 we
have

(Fcµ + Eµ)/Eµ ∼=F Fcµ/(Fcµ ∩ Eµ) ∼=F Fcµ.

Thus (C +Eµ)/Eµ is a one-dimensional subspace of the quotient space A/Eµ
which is not G-invariant. It follows that coreG (C + Eµ)/Eµ = 0. On the
other hand, coreG (C + Eµ)/Eµ = (coreG C + Eµ)/Eµ, so we deduce that
coreG C ≤ Eµ. This containment is true for all indices µ ∈ Λ and hence we
have coreG C ≤

⋂
µ∈ΛEµ = 0. The hypotheses imply that C/coreG C =⊕

λ∈Λ Fcλ/coreG C ∼=
⊕

λ∈Λ Fcλ has finite dimension at most b and hence
it follows that the index set Λ is finite. Indeed, it is clear that |Λ| ≤ b, as
required.

Corollary 6.27. Let A be a vector space over a field F and let G be a sub-
group of GL(F,A). Suppose that D is a subspace of A satisfying the following
conditions:

(i) D =
⊕

λ∈ΛDλ for some index set Λ, where Dλ is a minimal non-zero
G-invariant subspace of A for all λ ∈ Λ;

(ii) dimF (Dλ) > 1 for all λ ∈ Λ.

If there is a natural number b such that the lower measure of non G-invariance
of every subspace of A is at most b, then |Λ| ≤ b and dimF (D) ≤ 2b.

Proof. Since Dλ is a minimal G-invariant subspace of A of dimension strictly
greater than 1, it follows that for each element d ∈ Dλ and each λ ∈ Λ the
subspace Fd cannot beG-invariant. Using Lemma 6.26 we deduce that |Λ| ≤ b.
We may then assume that Λ = {1, . . . , k} where k ≤ b and in this case we have
D = D1⊕ · · ·⊕Dk. In each subspace Dj we choose a non-zero element fj , for



Covering by Finite Dimensional Subspaces 273

1 ≤ j ≤ k. There is a subspace Bj of D such that D = Fdj⊕Bj for 1 ≤ j ≤ k.
Since Dj is a minimal G-invariant subspace of A we have coreGBj = 0 for
1 ≤ j ≤ k. Set Ej =

⊕
1≤m≤k,m6=j Dm. Then D/Ej ∼=FG Dj so that D/Ej

is a minimal non-zero G-invariant subspace of A/Ej for 1 ≤ j ≤ k. It follows

that coreG (Bj + Ej)/Ej = 0 for 1 ≤ j ≤ k. Let B =
⊕k

j=1Bj . Clearly
Bj + Ej = B + Ej from which it follows that coreG (B + Ej)/Ej = 0. Since

coreG (B + Ej)/Ej = (coreGB + Ej)/Ej

it follows that (coreGB + Ej)/Ej = 0. In other words, we have that
coreGB ≤ Ej and this is true for all j with 1 ≤ j ≤ k. We deduce
that coreGB ≤

⋂
1≤j≤k Ej = 0. Thus B/coreGB ∼=F B and hence

dimF (B/coreGB) = dimF (B). Our hypotheses imply that dimF (B) ≤ b
and by construction

D = ⊕1≤j≤k(Fdj ⊕Bj) = (⊕1≤j≤kFdj)⊕ (⊕1≤j≤kBj)

= ⊕1≤j≤kFdj ⊕B.

From this it follows that

dimF (D) = k + dimF (B) ≤ b+ b = 2b,

as required.

Corollary 6.28. Let A be a vector space over a field F and let G be a sub-
group of GL(F,A). Suppose that D is a subspace of A satisfying the following
conditions:

(i) D =
⊕

λ∈ΛDλ for some index set Λ, where Dλ is a minimal non-zero
G-invariant subspace of A for all λ ∈ Λ;

(ii) dimF (Dλ) = 1 for all λ ∈ Λ.

If there is a natural number b such that the lower measure of non G-invariance
of every subspace of A is at most b, then D contains a G-invariant subspace
C such that dimF (D/C) ≤ 2b and every subspace of C is G-invariant.

Proof. For each λ ∈ Λ choose a non-zero element dλ ∈ Dλ. Then the hypothe-
ses imply that Dλ = Fdλ. Since Dλ is G-invariant, dλ is an eigenvector of
each element g of the linear group G. In other words, the field F contains an
element τλ,g such that gdλ = τλ,gdλ. It follows easily that in this case we have
gc = τλ,gc for each element c ∈ Dλ.

Let λ1 ∈ Λ and let g1 be an element of the group G such that g1dλ1
=

τλ1,g1dλ1
. Suppose that there is an index µ1 ∈ Λ such that g1dµ1

= τµ1,g1dµ1

and τλ1,g1 6= τµ1,g1 . In this case we obtain

g1(dλ1
+ dµ1

) = g1dλ1
+ g1dµ1

= τλ1,g1dλ1
+ τµ1,g1dµ1

/∈ F (dλ1
+ dµ1

),
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using the fact that dλ1
and dµ1

are linearly independent. This shows that the
subspace F (dλ1

+ dµ1
) cannot be G-invariant. Set E1 = Fdλ1

+Fdµ1
, so that

E1 is G-invariant, yet it contains the one-dimensional subspace F (dλ1 + dµ1)
which is not G-invariant.

Suppose that there are indices λ2, µ2 ∈ Λ\{λ1, µ1} and an element g2 ∈ G
such that

g2dλ2
= τλ2,g2dλ2

, g2dµ2
= τµ2,g2dµ2

and τλ2,g2 6= τµ2,g2 .

As above, we see that the subspace F (dλ2
+ dµ2

) is not G-invariant. Set E2 =
Fdλ2

+Fdµ2
and note that the choice of these elements implies that E1∩E2 =

0.
Using similar reasoning we choose pairwise different indices

λ1, µ1, . . . , λn, µn

and elements g1, . . . gn in the group G such that

gjdλj = τλj ,gjdλj , gjdµj = τµj ,gjdµj and τλj ,gj 6= τµj ,gj ,

for 1 ≤ j ≤ n. As above, in each case the subspace F (dλj + dµj ) is not G-
invariant for 1 ≤ j ≤ n and for each j we let Ej = Fdλj + Fdµj . Then
each subspace Ej is G-invariant and dimF (Ej) = 2, for 1 ≤ j ≤ n, so we may
apply Lemma 6.26. According to this result we have n ≤ b. This shows that the
process of obtaining the indices λ1, µ1, . . . , λn, µn and the elements g1, . . . , gn
must terminate in finitely many steps. Let this process stop at n = t ≤ b and
let

Λt = Λ \ {λ1, µ1, . . . , λt, µt}.

If g is an arbitrary element of the group G and if λ, µ ∈ Λt, then we have

gdλ = τλ,gdλ, gdµ = τµ,gdµ and τλ,g = τµ,g.

This means that the elements τµ,g are independent of λ and we simply denote
the common value by τg. Thus

gdλ = τgdλ for all λ ∈ Λt.

Let C =
⊕

λ∈Λt
Fdλ. We note that the subspace C is G-invariant and

codimF (C) = 2t ≤ 2b. If c is an arbitrary element of C, then c =
∑
λ∈Γ νλdλ

for some finite subset Γ of Λt and νλ ∈ F for all λ ∈ Λt. We have

gc = g

(∑
λ∈Γ

νλdλ

)
=
∑
λ∈Γ

νλgdλ =
∑
λ∈Γ

νλτgdλ = τg

(∑
λ∈Γ

νλdλ

)
= τgc.

Thus every one-dimensional subspace of C is 〈g〉-invariant. Since this is true
for every element g ∈ G, every one-dimensional subspace of C is G-invariant.
In turn, this means that every subspace of C is G-invariant, which completes
the proof.
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Corollary 6.29. Let A be a vector space over a field F and let G be a subgroup
of GL(F,A). Suppose that D is a subspace of A such that D =

⊕
λ∈ΛDλ for

some index set Λ, where Dλ is a minimal non-zero G-invariant subspace of A
for all λ ∈ Λ. If there exists a natural number b such that the lower measure
of non G-invariance of every subspace of A is at most b, then D contains a
G-invariant subspace C such that

(i) dimF (D/C) ≤ 4b and

(ii) every subspace of C is G-invariant.

Proof. Subdivide the set of indices Λ into two disjoint subsets Γ and ∆ as
follows:

Γ = {λ ∈ Λ|dimF (Dλ) > 1},∆ = {λ ∈ Λ|dimF (Dλ) = 1}.

Then let U =
⊕

λ∈ΓDλ and V =
⊕

λ∈∆Dλ. Clearly both the subspaces U and
V are G-invariant and D = U ⊕ V . Corollary 6.27 shows that dimF (U) ≤ 2b.
Using Corollary 6.28 we deduce that the subspace V contains a G-invariant
subspace C such that dimF (V/C) ≤ 2b and every subspace of C is G-
invariant. We clearly have dimF (D/C) ≤ 4b which completes the proof.

Let G be a subgroup of GL(F,A) and suppose that the lower measure of
non G-invariance of all subspaces of A is bounded. If H is a subgroup of G,
then coreGB ≤ coreH B for every subspace B of A. It follows that the lower
measure of non H-invariance of all subspaces of A is also bounded. This sug-
gests that a natural first step here is to study the case when the lower measure
of non 〈g〉-invariance of all subspaces is bounded for each cyclic subgroup 〈g〉
of the group G. Clearly such an investigation subdivides naturally into two
cases depending on whether an element g of G has finite or infinite order. If
the element g has finite order, then the general case can be reduced to the
case when the element g has order qn for some prime q and natural number n.
There are then two further cases depending on whether the characteristic of
the field F is precisely the prime q or whether q is relatively prime to char (F ).

Lemma 6.30. Let A be a vector space over a field F and let G be a subgroup
of GL(F,A). Let g be a unipotent element of G and suppose that there exists
a natural number b such that the lower measure of non 〈g〉-invariance of every
subspace of A is at most b. If D is a subspace of A such that D ∩ CA(g) = 0,
then dimF (D) ≤ b.

Proof. Since g is unipotent it follows that the vector space A is 〈g〉-nilpotent. If
B is a 〈g〉-invariant subspace of A, then Lemma 1.6 implies that B∩CA(g) 6= 0.
Let E = core 〈g〉D. Since E is contained in D and D ∩ CA(g) = 0 it follows
that E ∩ CA(g) = 0 also. If we suppose that E 6= 0, then since E is 〈g〉-
invariant it follows, from our remark above, that E ∩ CA(g) 6= 0 and we
obtain a contradiction. This contradiction shows that E = 0. We therefore
deduce that dimF (D) = dimF (D/core 〈g〉D) ≤ b.
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Proposition 6.31. Let F be a field of prime characteristic p. Let A be a
vector space over F and let G be a subgroup of GL(F,A). Let g be a p-element
of G and suppose that there exists a natural number b such that the lower
measure of non 〈g〉-invariance of every subspace of A is at most b. Then
dimF (A/CA(g)) ≤ b.

Proof. Lemma 1.28 shows that the element g is unipotent. In other words,
there exists a natural number n such that (g − 1)n = 0. We can think of A
as an F 〈x〉-module, where 〈x〉 is an infinite cyclic group and the action of
x on A is defined via the rule xa = ga for each element a ∈ A. It follows
from this definition that (x − 1)na = 0 for each element a ∈ A. Therefore
(x−1)n ∈ AnnF 〈x〉(A) and in particular we note that AnnF 〈x〉(A) 6= 0. Then
A can be decomposed into a direct sum of cyclic F 〈x〉-submodules according
to [119, Corollary 6.5], for example. Hence

A = ⊕λ∈ΛF 〈x〉aλ

for certain elements aλ ∈ A and for some index set Λ.
The fact that g is a unipotent element implies that there are elements

aλ,j ∈ A such that

F 〈x〉aλ = Faλ,1 ⊕ Faλ,2 ⊕ · · · ⊕ Faλ,k(λ) where k(λ) ≤ n.

Here we define the aλ,j by

(g − 1)aλ,1 = 0, (g − 1)aλ,2 = aλ,1, . . . , (g − 1)aλ,k(λ) = aλ,k(λ)−1.

We now set

Dj = ⊕λ∈ΛFaλ,j for 1 ≤ j ≤ n and

D = ⊕2≤j≤nDj .

Then A = D1⊕D2⊕· · ·⊕Dn = D1⊕D. We haveD1 = CA(g) soD∩CA(g) = 0.
Using Lemma 6.30 we deduce that dimF (D) ≤ b. It remains to now notice
that dimF (D) = dimF (A/CA(g)) and the result follows.

Proposition 6.32. Let A be a vector space over the field F and let G be a
subgroup of GL(F,A). Let g be an element of G of finite order and suppose
that if char (F ) = p a prime, then g is a p′-element. Suppose that there exists
a natural number b such that the lower measure of non 〈g〉-invariance of every
subspace of A is at most b. Then A contains a 〈g〉-invariant subspace C such
that

(i) dimF (A/C) ≤ 4b and

(ii) every subspace of C is 〈g〉-invariant.



Covering by Finite Dimensional Subspaces 277

Proof. We may again think of A as an F 〈x〉-module, where 〈x〉 is an infinite
cyclic group and the action of x on A is defined by the rule xa = ga for each
element a ∈ A. Our hypotheses imply that A is a semisimple F 〈x〉-module
(see [116, Corollary 5.15], for example) and hence A =

⊕
λ∈ΛAλ where each

of the direct summands Aλ is a non-zero minimal 〈g〉-invariant subspace for
each λ ∈ Λ. We may now apply Corollary 6.29 to deduce the result.

Corollary 6.33. Let A be a vector space over the field F and let G be a
subgroup of GL(F,A). Let g be an element of G of finite order and suppose
that there exists a natural number b such that the lower measure of non 〈g〉-
invariance of every subspace of A is at most b. Then A contains a 〈g〉-invariant
subspace C such that

(i) dimF (A/C) ≤ 5b and

(ii) every subspace of C is 〈g〉-invariant.

Proof. If the field F has characteristic 0, then we can apply Proposition 6.32
to deduce the result. Therefore we may assume that the field F has prime
characteristic p. In this case, since g has finite order, we may express the
element g as a product g = xy in which x is a p-element, y is a p′-element and
xy = yx. Let D = CA(x). Clearly the lower measure of non-〈x〉-invariance
of every subspace of A is at most b and by Proposition 6.31 we deduce that
dimF (A/D) ≤ b. For every element d ∈ D we have

gd = (yx)d = y(xd) = yd. (6.2)

We apply Proposition 6.32 to the subspace D to see that D contains a 〈y〉-
invariant subspace C such that dimF (D/C) ≤ 4b; furthermore every subspace
of C is 〈y〉-invariant. The equation (6.2) implies that every subspace of D
that is 〈y〉-invariant is also 〈g〉-invariant and it follows that every subspace
of C is actually 〈g〉-invariant. Finally it is clear that dimF (A/C) ≤ 5b which
completes the proof.

The next natural consideration concerns the case when an element has
infinite order. Here we need to apply some concepts and results from the
theory of modules over an integral domain.

Lemma 6.34. Let A be a vector space over the field F and let G be a subgroup
of GL(F,A). Let g be an element of G of infinite order and suppose that there
exists a natural number b such that the lower measure of non 〈g〉-invariance
of every subspace of A is at most b. Then A is periodic as an F 〈g〉-module.

Proof. We suppose, for a contradiction, that A contains a non-zero element a
such that AnnF 〈g〉(a) = 0. It follows that the 〈g〉-invariant subspace 〈g〉(Fa)
generated by a (which is precisely the same as the F 〈g〉-submodule generated
by a) is isomorphic to the group ring F 〈g〉, when thought of as a module over
itself. Since F 〈g〉 =

⊕
n∈Z Fg

n we obtain the direct decomposition

〈g〉(Fa) = ⊕n∈Zgn(Fa).
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Let x = g2 and D = 〈x〉(Fa). We observe at once that

D ∼= ⊕n∈ZFxn = ⊕n∈ZFg2n.

It follows that D has infinite F -dimension and that 〈g〉(Fa) = D ⊕ gD. Let
C = core 〈g〉D. Our hypotheses imply that dimF (D/C) ≤ b which shows
that C also has infinite F -dimension. In particular, the subspace C is non-
zero. On the other hand, let c be an arbitrary non-zero element of C. Since
C is 〈g〉-invariant we have gc ∈ C, so that gc ∈ D. However gc ∈ gD, so
that gc ∈ D ∩ gD = 0. It follows that gc = 0 and from this we deduce the
contradiction that c = 0. This proves the result.

In the next result we let

A[1] =
⊕
P∈π

ΩP,1(AP ).

Lemma 6.35. Let A be a vector space over the field F and let G be a subgroup
of GL(F,A). Let g be an element of G of infinite order and suppose that there
exists a natural number b such that the lower measure of non 〈g〉-invariance of
every subspace of A is at most b. If C is a subspace of A such that C∩A[1] = 0,
then dimF (C) ≤ b.

Proof. By Lemma 6.34 A is periodic as an F 〈g〉-module. Proposition 3.11
shows that in this case every non-zero 〈g〉-invariant subspace has non-zero
intersection with A[1]. Let E = core 〈g〉 C so that dimF (C/E) ≤ b. Since E
is 〈g〉-invariant, if we assume that E 6= 0, then our previous remark shows that
E ∩A[1] 6= 0. On the other hand E ≤ C and C ∩A[1] = 0 by hypothesis. This
contradiction shows that E = 0 and hence dimF (C) ≤ b, as required.

Proposition 6.36. Let A be a vector space over the field F and let G be a
subgroup of GL(F,A). Let g be an element of G of infinite order and suppose
that there exists a natural number b such that the lower measure of non 〈g〉-
invariance of every subspace of A is at most b. Then A contains a 〈g〉-invariant
subspace C such that

(i) dimF (A/C) ≤ 5b and

(ii) every subspace of C is 〈g〉-invariant.

Proof. Again using Lemma 6.34 we see that A is periodic as an F 〈g〉-module.
We let D denote the F -complement to the subspace A[1], so that A = A[1]⊕D.
Then Lemma 6.35 shows that the F -dimension of D is at most b, so that
dimF (A/A[1]) ≤ b also.

Let π = Ass(F 〈g〉). Then we have A[1] =
⊕

P∈π ΩP,1(AP ). Furthermore,
P = AnnF 〈g〉(AP ) is a prime ideal of the group ring F 〈g〉. Since F 〈g〉 is a
principal ideal domain it follows that P is a maximal ideal of F 〈g〉 so that
in this case the quotient ring FP = F 〈g〉/P is a field. Hence we can think of
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ΩP,1(AP ) as a vector space over FP . Let {aλ|λ ∈ ΛP } be a basis for this vector
space, for some index set ΛP . Then ΩP,1(AP ) =

⊕
λ∈ΛP

FPaλ. As we saw in
Chapter 2 it is then the case that FPaλ = Aλ is a simple module over F 〈g〉 for
λ ∈ ΛP . Let Λ =

⋃
P∈π ΛP , so that A[1] =

⊕
λ∈ΛAλ and each Aλ is a simple

F 〈g〉-module for all λ ∈ Λ. Corollary 6.29 then implies that A[1] contains a
〈g〉-invariant subspace C such that dimF (A[1]/C) ≤ 4b and every subspace of
C is 〈g〉-invariant. Since dimF (A/A[1]) ≤ b we deduce that dimF (A/C) ≤ 5b
which proves the proposition.

Corollary 6.37. Let A be a vector space over the field F and let G be a
subgroup of GL(F,A). Let g be an element of G and suppose that there exists
a natural number b such that the lower measure of non 〈g〉-invariance of every
subspace of A is at most b. Then A contains a 〈g〉-invariant subspace C such
that

(i) dimF (A/C) ≤ 5b and

(ii) every subspace of C is 〈g〉-invariant.

Proof. If the element g has finite order, then this result follows from Corol-
lary 6.33 and if the element g has infinite order, then we can apply Proposi-
tion 6.36.

We can now prove the main results of this section.

Theorem 6.38. Let A be a vector space over the field F and let G be a
subgroup of GL(F,A). Suppose that there exists a natural number b such that
the lower measure of non G-invariance of every subspace of A is at most b.
Then A contains a G-invariant subspace C such that

(i) dimF (A/C) ≤ 6b2 + b and

(ii) every subspace of C is G-invariant.

Proof. If every one-dimensional subspace of A is G-invariant, then every sub-
space of A is G-invariant and the result follows with C = A in this case. Hence
we may suppose that there exists at least one one-dimensional subspace that
is not G-invariant. This means that there is an element g1 ∈ G and an element
a1 ∈ A, such that g1a1 /∈ Fa1 Let d1 = (g1 − 1)a1. If we suppose that the
element d1 ∈ Fa1, then d1 = νa1 for some element ν ∈ F . We then have
νa1 = g1a1 − a1, so that g1a1 = (ν + 1)a1, which contradicts the fact that
g1a1 /∈ Fa1. Hence d1 /∈ Fa1 and hence the subspace Fa1+Fd1 has dimension
2. Using Corollary 6.37 we deduce thatA contains a 〈g1〉-invariant subspaceD1

such that dimF (A/D1) ≤ 5b and every subspace of D1 is 〈g1〉-invariant. Since
Fa1 is not 〈g1〉-invariant this means that the intersection (Fa1 + Fd1) ∩D1

is either 0 or has dimension 1. In the former case we let E1 = D1. On the
other hand, when dimF ((Fa1 + Fd1) ∩ D1) = 1 there exist λ, µ ∈ F such
that 0 6= λa1 + µd1 ∈ D1. In this case we let E1 be an F -complement to
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(Fa1 + Fd1) ∩ D1 in the subspace D1. In either case E1 is a 〈g1〉-invariant
subspace of D1 and every subspace of E1 is likewise 〈g1〉-invariant. If λ = 0,
then Fd1 = (Fa1 + Fd1) ∩ D1, so E1 is actually a complement to Fd1 and
hence d1 /∈ E1. If λ 6= 0 and if d1 ∈ D1, then Fa1 is a 〈g1〉-invariant subspace
of D1, a contradiction. Hence if λ 6= 0, then d1 /∈ D1 so in any case d1 /∈ E1.
Hence we have

dimF (A/E1) = dimF (A/D1) + dimF (D1/E1) ≤ 5b+ 1.

Furthermore, (Fa1 + Fd1) ∩ E1 = 0. Let L1 = coreGE1, so that L1 is a
G-invariant subspace. Then we have, by hypothesis,

dimF (A/L1) = dimF (A/E1) + dimF (E1/L1)

≤ 5b+ 1 + b = 6b+ 1

and every subspace of L1 is 〈g1〉-invariant.
If every one-dimensional subspace of L1 is G-invariant, then we set C = L1

to complete the proof. Hence we may assume that there is an element g2 ∈ G
and an element a2 ∈ L1 such that g2a2 /∈ Fa2. Let d2 = (g2−1)a2. Note that,
as before, we can show that d2 /∈ Fa2 and therefore the subspace Fa2 + Fd2

has dimension 2. Using the same arguments as those above, we can select a
subspace L2 of L1 satisfying the following conditions:

(a) dimF (L1/L2) ≤ 6b+ 1;

(b) there is a 〈g2〉-invariant subspace E2 such that (Fa2 + Fd2) ∩ E2 = 0;

(c) Every subspace of L2 is 〈g2〉-invariant.

Then, in particular, dimF (A/L2) ≤ 2(6b+ 1). Furthermore every subspace of
L2 is 〈g1, g2〉-invariant.

If L2 contains a subspace which is not G-invariant, then we continue the
process of choosing elements gj ∈ G, aj ∈ A. Assume that we have already
chosen elements g1, . . . , gn of the group G and elements a1, . . . , an in the vector
space A satisfying the conditions

(a) aj(gj − 1) = dj , for every 1 ≤ j ≤ n;

(b) dimF (ajF + djF ) = 2, gjaj /∈ Faj and Fdj ∩ Faj = 0;

(c) (Faj + Fdj) ∩
⊕

k 6=j(Fak + Fdk) = 0 for all j such that 1 ≤ j ≤ n;

(d) the subspaces Faj and Fdj are 〈gk〉-invariant for all k < j, for 1 ≤ j ≤ n.

Suppose that n > b and set

B = Fa1 ⊕ Fa2 ⊕ · · · ⊕ Fan,
D = Fd1 ⊕ Fd2 ⊕ · · · ⊕ Fdn.
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Then
B ∩D = 0 and dimF (B) = dimF (D) = n.

Let Y = coreGB. Our hypotheses imply that dimF (B/Y ) ≤ b. Then since
n > b we deduce that Y is a non-zero subspace. Let y be an arbitrary element
of the subspace Y . Since Y ≤ B we have that y = σ1a1 + · · · + σnan, for
certain elements σ1, . . . , σn ∈ F . Let m be the first index j for which σj 6= 0.
Then actually we have y = σmam + · · ·+ σnan. However,

(gm − 1)y = (gm − 1)(σmam + · · ·+ σnan)

= (gm − 1)σmam + · · ·+ (gm − 1)σnan

= σmdm + τm+1am+1 + · · ·+ τnan

for certain elements τm+1, . . . , τn ∈ F . The fact that Y is G-invariant implies
that (gm−1)y ∈ Y ≤ B. Clearly, B contains the element τm+1am+1+· · ·+τnan
so that

σmdm = (gm − 1)y − (τm+1am + · · ·+ τnan) ∈ B

which contradicts the fact that B ∩ D = 0. This contradiction shows that
the process of choosing the elements gj , aj must terminate in at most b steps.
This means that there is a G-invariant subspace C such that dimF (A/C) ≤
b(6b+1) and every subspace of C is G-invariant. This completes the proof.

The following theorem gives us information concerning the structure of
linear groups G in which the lower measures of non G-invariance of every
subspace of the associated vector space are bounded.

Theorem 6.39. Let A be a vector space over the field F and let G be a
subgroup of GL(F,A). Suppose that there exists a natural number b such that
the lower measure of non G-invariance of every subspace of A is at most b.
Then G contains a normal subgroup K satisfying the following conditions:

(i) G/K is isomorphic to some subgroup of a direct product U × V , where
U is the multiplicative group of the field F and V = GLk(F ) where
k = 6b2 + b;

(ii) if F has characteristic 0, then K is a torsion-free abelian group;

(iii) if F has characteristic the prime p, then K is an elementary abelian
p-group.

Proof. Theorem 6.38 shows that the vector space A contains a G-invariant
subspace C having codimension at most k = 6b2 + b such that the subspaces
of C are all G-invariant. Let G1 = CG(C). Then Corollary 3.58 shows that
G/G1 is isomorphic to some subgroup of the multiplicative group U = U(F )
of the field F .

Let G2 = CG(A/C). Since A/C has finite dimension at most k it follows
that G/G2 is isomorphic to some subgroup of the finite dimensional linear
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group V = GLk(F ). Let K = G1 ∩ G2 and observe that K is a normal
subgroup of G. Using Remak’s theorem we obtain an embedding of G/K in
the direct product G/G1 × G/G2. Furthermore, the series 0 ≤ C ≤ A is K-
central and an application of Theorem 1.2 implies that K is abelian; indeed,
when char (F ) = 0, K is torsion-free and when char (F ) = p, a prime, then
K is an elementary abelian p-group. This completes the proof.

We remark that the study of linear groups associated with measures of
non G-invariance of subspaces was continued in the papers [117] and [118] of
L. A. Kurdachenko, A. V. Sadovnichenko and I. Ya. Subbotin, but we shall
not investigate the results of those papers here.

In this book we have attempted to give an account concerning some of
the theory of infinite dimensional linear groups as that theory now stands. Of
necessity, due to a lack of space, there are many papers and results which we
have not discussed, or only briefly so. It is hoped that on reading this book
researchers will investigate the algebraic properties of infinite dimensional
linear groups further. Certainly much more research can and should be done
concerning this class of groups.
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L. A. Kurdachenko, J. M. Muñoz-Escolano, J. Otal, and N. N.
Semko.

[110] Linear groups admitting an infinite dimensional deviation. In Abstracts,
First French-Spanish Congress of Mathematics, pages 11–12. Zaragoza,
2007.

[111] Locally nilpotent linear groups with restrictions on their subgroups of
infinite central dimension. Geom. Dedicata, 138:69–81, 2009.

[112] Locally nilpotent linear groups with some restrictions on subgroups of in-
finite central dimension. Dopov. Nats. Akad. Nauk Ukr. Mat. Prirodozn.
Tekh. Nauki, (3):25–28, 2009.

L. A. Kurdachenko and J. Otal.

[113] Simple modules over CC-groups and monolithic just non-CC-groups.
Boll. Unione Mat. Ital. Sez. B Artic. Ric. Mat. (8), 4(2):381–390, 2001.

[114] The rank of the factor-group modulo the hypercenter and the rank of
the some hypocenter of a group. Cent. Eur. J. Math., 11(10):1732–1741,
2013.

L. A. Kurdachenko, J. Otal, and I. Ya. Subbotin.

[115] Groups with Prescribed Quotient Groups and Associated Module Theory.
Series in Algebra. World Scientific, Singapore, 2002. Volume 8.

[116] Artinian Modules over Group Rings. Frontiers in Mathematics.
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Oπ(G): largest normal

π-subgroup of G, 69⋂
M:

⋂
{M : M ∈M}, 15
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M:

⋃
{M : M ∈M}, 15⊕

λ∈ΛAλ: direct sum of subspaces
Aλ, 12

Ωn(P ): {a ∈ P |apn = 1}, 47

centdimF (G): central dimension
of G, 139

char (F ): characteristic of ring F ,
40

chlG(A): length of finite G-chief
series, 160

codimF (B): codimension of B,
139

RX: class of residually X-groups,
16

dimF (A): F -dimension of A, 2

Dr
λ∈Λ
〈Gλ〉: direct product of

groups, 46

End(F,A): set of linear
transformations of A, 1

ηG,∞(A): maximal
G-hypereccentric
G-invariant subspace,
158

γG,α(A): term of lower G-central
series, 22

γG,∞(A): lower G-hypocenter, 22

Im(Φ): image of homomorphism
Φ, 40

InvG(V ): {g ∈ G|g(v) ∈
V for every v ∈ V }, 6

Fp: field of order p, 47

N: set of natural numbers, 4

Licd(G): family of subgroups of G
with infinite central
dimension, 174

Fp: class of finite p-groups, 16

monG(A): FG-monolith, 130

NormG(B):
⋂
b∈B InvG(Fb), 119

NormA(G): {a ∈ A|g(a) ∈
Fa for each element g ∈
G}, 114

ω(FG): augmentation ideal of
FG, 7

QSoc(G): quasi-socle of G, 58
rp(G): p-rank of abelian G, 47
rZ(G): Z-rank of abelian G, 47
Soc(G): socle of group G, 58
SocG(A): G-socle of A, 66
Socab(G): abelian socle, 58
r(G): special rank of G, 145
srp(G): section p-rank of G, 145
FDOG(A): {a ∈ A|FaG has finite

dimension}, 6
FOG(A): {a ∈ A|aG is finite }, 6
Out(G):outer automorphism

group of G, 196
ResXG: {N / G|G/N ∈ X}, 16
r0(G): 0-rank of group G, 58
Tor(G): {maximal normal torsion

subgroup}, 24
TorR(A): R-periodic part of

module A, 71
Torp(G): {elements of p-power

order in abelian G}, 47
ζG(A): G-center of A, 6
ζG,α(A): term of upper G-central

series, 8
ζG,∞(A): upper G-hypercenter, 8
zlG(A): G-central length, 8
aG: G-orbit of a, 4
xG: {xg = g−1xg|g ∈ G}, 54

Fin(G):set of elements of finite
central dimension, 178

MatΛ(F ): space of infinite
dimensional matrices, 2

UTm(Z): unitriangular matrix
group with coefficients in
Z, 20
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associative F -, 1

algebraic element, 22, 45
algebraic extension, 45
algebraic linear transformation, 27
almost irreducible, 90
annihilator

of module, 7
of subalalgebra, 7

antifinitary group, 229, 236, 238,
241, 243

antifinitary linear group, 228
assassinator

of module, 71
associative F -algebra, 1
augmentation dimension, 141, 229

finite, 141
augmentation ideal, 7, 141
automorphism

F -, 1

BFC-group, 250
bilinear form, 86, 88
boundedly finite orbit, 250, 251

CC-group, 54, 57
center

-G, 6
central

G-, 157
central dimension, 139

finite, 139, 184

infinite, 139, 184, 203
centralizer

of a subgroup, 5
of a subset, 5
of an element, 4
of quotient space, 6

Chernikov conjugacy class, 54
Chernikov group, 57
Closure

G-invariant, 6
complete system, 33
condition (RE), 202, 223
conjugacy class

Chernikov, 54
finite, 54

decomposition
Z(G)-, 158, 161

Dedekind domain, 54, 60, 66, 71,
75, 78, 90, 98

Dedekind group, 247
dimension

augmentation, 141
central, 139
finite central, 173

divisible, 75

eccentric
G-, 157

element
Z-independent, 47
algebraic, 22
finitary, 141
unipotent, 22, 23, 275

elementary abelian p-group, 47
elementary abelian p-section, 145
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endomorphism
F -, 1

envelope
Q-divisible, 21

factor
G-central, 7
G-chief, 32, 82, 84, 85, 157,

158
G-eccentric, 7, 158
infinite cyclic, 58
of a system, 34
periodic, 58

FC-center, 54, 59, 68
FC-group, 54, 248
field

locally finite, 28, 62, 124
finitary element, 141
finitary linear group, 141, 179,

183, 229
finitary linear transformation, 31
finitary radical, 178, 223, 234, 243
finite 0-rank, 58, 62
finite approximability, 250
finite augmentation dimension,

141
finite central dimension, 139, 173,

174, 176, 183, 186, 199,
208, 209, 223, 228, 236

finite dimensional orbit, 258
finite orbits, 247
finite orbits of subspaces, 264
finite residual, 185, 241
finite section p-rank, 145, 165,

170, 171
finite special rank, 70, 77, 81, 96,

145
formation, 17
free subgroup, 263

general linear group, 1
group

FC-, 54
G-nilpotent, 94
G-quasifinite, 238, 243

F-perfect, 185, 241
A-residual of, 16
Nc-residual of, 16
X-residual of, 15
π-, 24
π′-, 24
(locally soluble)-by-finite,

188, 190, 193, 237
abelian-by-finite, 70, 81, 84,

96, 103, 106
antifinitary, 228, 229,

233–235, 237, 244
BFC-, 250–252
bounded nilpotent, 190
CC-, 54, 57
center-by-finite, 265
Chernikov, 57, 177, 184, 187,

190, 193, 203, 204
Dedekind, 247
divisible, 188
divisible Chernikov, 202
elementary abelian p-, 47
FC-, 54, 248, 250, 259, 265
FC-hypercentral, 69, 82, 103
finitary, 187, 194, 199, 228
finitary linear, 179, 181, 185,

186, 194, 209, 238
finite dimensional linear, 183
finite special rank, 103
finite-by-abelian, 271
Grigorchuk, 20
hypercentral, 52, 70, 77, 81,

85, 95, 97, 103, 107, 108,
115, 119, 124, 126, 130,
132, 137, 158, 159, 161

infinite CC-, 62
irreducible, 32, 110, 112–114,

130, 214
irreducible abelian, 46
irreducible non-abelian, 52
linear, 1

almost irreducible, 90–92,
94–96, 100, 103, 108

irreducible, 66, 108
quasi-irreducible, 65
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locally cyclic, 48, 62, 97, 103
locally finite, 179, 193, 196,

237, 238, 242, 263
locally generalized radical,

199, 203, 204, 206, 208,
211, 231, 234, 235, 242

locally nilpotent, 199
locally radical, 70, 77
locally soluble, 183, 184
locally soluble

FC-hypercentral, 95, 96,
104

nilpotent, 52
nilpotent-by-abelian-by-finite,

190
outer automorphism, 196
polycyclic-by-finite, 206, 211,

234
Prüfer, 191, 193, 199
quasi-irreducible, 67–69
radical, 70, 243, 244
residually finite, 16, 248, 250,

259
residually finite-p, 16
simple, 197
soluble, 183
soluble linear, 212
soluble-by-finite, 194, 263
soluble-by-locally finite, 263

hypercenter
upper G-, 8

hypercentral
G-, 8, 165

hypercentral action, 8
hypereccentric

G-, 157
hypocenter

lower G-, 22
hypocentral

G-, 22

ideal
augmentation, 7, 141

independent elements, 47

infinite 0-rank, 58, 62
infinite Z-rank, 49
infinite central dimension, 175,

177, 179, 181, 183, 185,
187, 188, 192, 193, 203,
204, 207, 208, 213–215,
218, 225, 226

injective limit, 75
integral domain, 277
invariator

of subspace, 6, 119
irreducible, 65
irreducible group, 32

Jordan-Hölder theorem, 160
jump

of family of subspaces, 34

Kurosh-Chernikov system, 34, 183
factors, 184
normal, 184
section of, 184

length
G-central, 8

linear action, 247
linear group, 1

antifinitary, 228
finitary, 141
irreducible, 39

linear transformation, 1
algebraic, 27
finitary, 31

locally (finite dimensional)
G-, 15

locally finite field, 28, 227
locally finite group, 179, 263
locally nilpotent

G-, 15
locally soluble radical, 195
lower G-central series, 22
lower G-hypocenter, 22

matrix
of linear transformation, 2
unitriangular, 19
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max-icd, 206–215, 218, 223–226
maximal Z-independent subset, 47
maximal condition

on all subgroups, 205, 207
on subgroups of infinite

central dimension, 205,
206

min-icd, 174, 175, 177, 179, 181,
183–185, 188, 190, 192,
203, 204, 206, 209

minimal G-invariant subspace, 66,
158

minimal condition
on G-invariant subgroups,

190
on all subgroups, 175, 181,

183, 206
on normal subgroups, 190
on subgroups of infinite

central dimension, 174
minimal normal subgroup, 58
module, 277

Artinian, 44
component of, 71
monolithic, 76
Noetherian, 44
periodic, 71, 277
Prüfer, 75
semisimple, 44, 56
simple, 32, 40, 41, 44, 52, 72,

75
simple RG-, 54
torsion-free, 71, 100, 103

monolith, 76
monolithic module, 76

nilpotent
G-, 8, 158

non-G-invariance
lower measure of, 271–273,

275–279, 281
upper measure of, 271

non-cyclic free subgroup, 146
non-singular linear

transformation, 1

norm of subspace, 119
normal closure series, 26

orbit, 4
boundedly finite, 250–252,

254, 255, 257, 260
boundedly finite dimensional,

260, 262, 263, 265
finite, 247, 248
finite dimensional, 258

periodic module, 77, 277
periodic part

of module, 71
Prüfer P -module, 78
Prüfer module, 77
primary decomposition, 71
principal ideal domain, 78, 99, 101
projective limit, 78, 100
property (FAE), 226, 227
pure

x-, 98

quasi-irreducible, 65–67, 70, 72,
77, 81

quasi-socle, 58, 59, 62

radical
finitary, 178
locally soluble, 195

rank
0-, 58
Z-, 47
finite 0-, 58
finite section p-, 145
finite special, 145, 149
infinite 0-, 58
infinite special, 145
section p-, 149
special, 145
torsion-free, 47

refinement of system, 34
proper, 34

Remak’s theorem, 92, 97, 100, 267
residual

G-locally nilpotent, 157, 165
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G-nilpotent, 157, 162–165
finite, 16, 185

residually finite group, 248
residually torsion-free nilpotent,

16

Schur’s Lemma, 40
semisimple module, 56
series

G-central, 8
ascending, 58
factor

infinite cyclic, 58
periodic, 58

lower G-central, 22
normal closure, 26
upper G-central, 8
upper FC-central, 68

set
linearly ordered, 183

simple RG-module, 54
simple group

non-abelian, 60
simple module, 75, 78
socle, 58, 59, 62
space

FG-monolithic, 90
G-core-free, 130
G-monolithic, 130

special rank, 69, 145, 165
stability group, 39

of system, 37
stabilizer of system, 37
subgroup

abelian quasi-irreducible,
73–75

derived, 250, 251
elementary abelian p-, 47
finitary, 214
free, 263
irreducible, 62, 202
irreducible abelian, 88
locally soluble, 187
minimal normal, 58
non-abelian free, 199

non-cyclic free, 146, 150
subnormal, 25
Sylow-q, 193
torsion, 204
unipotent, 224

submodule
basic, 98
direct sum, 42
minimal, 42
pure, 98
simple, 42

subnormal subgroup, 25
subset

maximal Z-independent, 47
subspace

FG-monolith, 132
G-commutator, 7, 251
G-contrainvariant, 110, 112,

114, 115, 119, 124, 126
G-core-free, 110–112,

127–129, 132, 136, 137
G-invariant, 5, 32, 107, 111,

113–115, 118, 124, 127,
129, 131, 137, 146, 247,
248, 266

G-locally nilpotent, 162
G-nilpotent, 161
G-orbits of, 4, 5, 264
divisible, 75
contrainvariant, 111
invariant, 4
maximal G-invariant, 113,

118
minimal G-invariant, 66, 82,

84, 85, 106, 108, 158
norm of, 119

subspaces
finite orbits of, 270

Sylow q-subgroup, 193
system

G-central, 37
G-chief, 35
complete, 33
Kurosh-Chernikov, 34
stability group of, 37
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stabilizer of, 37

Tits Alternative, 146, 263
torsion-free

D-, 99, 102
torsion-free rank, 47
transcendental extension, 46
transformation

linear, 1
matrix of, 2

non-singular, 1

unipotent element, 22, 23, 275
unit group, 41
upper G-central series, 8
upper G-hypercenter, 8, 171
upper FC-central series, 68
upper FC-hypercenter, 69, 70, 94
upper hypercenter, 94
upper triangular, 19

Zassenhaus, H., 187
Zorn’s Lemma, 46
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